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Chapter 1 

Introduction 

One of the most important problems in elementary particle physics is to construct 

the quantum theory of gravitation in a consistent way. There have been the following 

two approaches to the quantum gravity. 

One is the string theory. Actually it is known that there is a massless spin­

two particle (in space-time) in the excitation mode of closed strings, and thus we 

can interpret it as a graviton [1]. However, the string theory is defined consistently 

only in the critical dimension higher than four (26 for bosonic strings and 10 for 

superstrings). Thus, in order to describe our real world, we must consider the story 

that the space-time where the strings live are reduced to our four-dimensional world 

through some dynamical effects. However, it is also known that the string theory 

has infinitely many possible classical vacua, so that we must consider seriously the 

non-perturbative structure of the string theory in order to find the stable vacuum 

corresponding to our world. 

Another is a rather traditional approach, where we take the gravity theory as a 

usual field theory. However, since the gravity theory is known to be non-renormalizable 

in more than two space-time dimensions, it is impossible to define the quantum grav­

ity within the framework of the conventional perturbative theory. Thus we must de­

velop other non-perturbative frameworks. If we recall here that the non-perturbative 

definition of gauge theory is given by the lattice gauge theory, it seems natural to 

try to construct the lattice gravity theory. In our case, however, we do not know 

the universal classes of the quantum gravity or the corresponding continuum theory 
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even pert urbati vely, and t hus, we cannot convince ourselves that we have the correct 

answer when we define the lattice gravity. Thus it is helpful to check whether our 

definition of the lattice gravity successfully works in two dimensions where the contin­

uum theory is defined well. If the correctness is checked in two dimensions, by further 

investigating the two-dimensional quantum gravity with this approach we might be 

able to get more insight into the universal structure of the quantum gravity in higher 

dimensions as well as in two dimensions. Moreover, since the two-dimensional grav­

ity is equivalent to noncritical strings mathematically [2], more investigation on the 

two-dimensional quantum gravity will possibly give us more information about the 

non-perturbative structure of the string theory. 

Conventionally we have two definitions of the lattice gravity. One is using Regge 

calculus, and another is using dynamical triangulation method (DTM) . Recent study 

of the lattice gravity shows that the DTM actually yields the correct continuum 

(Liouville) theory in a continuum limit in two dimensions. Thus the group includ­

ing me exclusively used the DTM and tried to reveal the universal structure of the 

two-dimensional quantum gravity. In particular, we showed the explicit behaviour 

of the operators, and found the universal equation which describes the renormaliza­

tion group flows connecting some criticalities of the two-dimensional quantum gravity. 

The present thesis is intended to describe the development of two-dimensional 

quantum gravity and noncritical strings, mainly on the basis of our three papers 

[11][25][26]. I here try not to restrict our discussions to the special features of two­

dimensional theories . 

In chapter 2, we first explain the DTM and then show that its continuum limit 

actually reproduces the known result of the continuum theory. 

In chapter 3, on the basis of the DTM, we construct the operators of the two­

dimensional quantum gravity and derive the relations among their correlation func­

tions, the Schwinger-Dyson equation . There ":'e first treat the pure gravity and then 

generalize our result to the system where the gravity is coupled to arbitrary mini­

mal conformal matters. In particular, we show that the Schwinger-Dyson equation 

of the system where the gravity is coupled to (p , q) minimal conformal matters has 

4 

the form of the vacuum condition on the square root of the partition function with 

source terms, which is a r function of the p-reduced KP hierarchy, with resp ect to 

the WP algebra constructed from the oscillators realized by the multiplication and the 

differentiation of the sources. 

In chapter 4, we investigate the algebraic structure of the above Schwinger-Dyson 

equation. In particular we prove the equivalence between the Schwinger-Dyson equa­

tion and the Douglas equation, and show that the square root of the partition fun ction 

with source terms is actually a r function . This chapter is ra ther mathematical, and 

the results obtained there reflect the speciality in two dimensions. 

In chapter 5, we investigate more on the operator content . In particular, we show 

that some of the operators constructed in chapter 3 are redundant, tha t is, there are 

some operators which can be eliminated by some redefinitions of sources. We further 

consider the unitarity preserving renormalization group flows. 

In chapter 6, we reconsider the t opological gravity on the basis of the Kontsevich 

model, which gives us a good exercise of the method developed in chapter 4. 

Chapter 7 is devoted to the conclusion of the present paper and the outlook for 

higher dimensional gravities. 
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Chapter 2 

Dynamical Triangulation Method 

In this chapter, we consider the lattice regularization of quantum gravity. So far have 

been considered two kinds of lattice regularization: one is Regge calculus (RC) and 

another is dynamical triangulation method (DTM). 

In RC, fixing the topology of the lattice, we vary the length of each link to represent 

the fluctuation of metric. In this case it is known that the action given in RC actually 

yields the classical Einstein-Hilbert action in a proper continuum limit. 

In DTM, on the other hand, we replace the summation of all the fluctuation 

geometry by that of all the possible simplicial decomposition of a manifold, setting 

the length of all links to be the same. This regularization is supposed to hold the 

general invariance of gravity theory from the beginning, that is , even before taking a 

continuum limit, since the ways of metric fluctuation of any two local patches of the 

manifold are the same after the summation. 

Although the relation between the above two lattice approaches to gravity is still 

not established, we will exclusively use the latter (DTM). This is because a great 

progress in understanding quantum gravity has recently been made by using this 

approach, and because DTM is known to be exactly solvable in two dimensions and 

to yield in a continuum limi t with fixed topology the same result with that of a 

continuum (Liouville) theory. To see this, we first review the continuum theory in 

section 2.1. Then in section 2.2 we realize DTM in terms of a matrix model and show 

the equivalence between its continuum limit and the continuum (Liouville) theory. 

6 

2.1 Summary of Continuum Theory 

In what follows we consider closed two-dimensional (2D) surfaces with their genus 

fixed to h. Then the partition function Zh(t) of 2D gravity coupled to conformal 

matters with central charge c is given as follows: 

(2 .1.1) 

Here ZM,h[g] is the partition function of the conformal field theory on a Riemann 

surface with metric g.., and genus h, and t 0 ( resp . t) is a bare ( resp. renormalized) 

cosmological constant . The exact form of this partition function was given in (3] (for 

h = 0 by using light-cone gauge) and (4] (for arbitrary h by using conformal gauge), 

and is 

(2.1.2) 

with 

ry(c,h) 
25- c + j(1- c)(25- c) 

12 (1-h) 

_ >j(c)·(1-h), (2.1.3) 

where 1( c, h) = 2 - 17( c, h) is called the string susceptibility. 

The above consideration is restricted to fixed topology. Now we would like to sum 

up all the topologies (genuses). Of course, this is not necessary a priori from the 

gravity theoretic point of view, because we still do not know whether we must take 

into account the topology change of space-time or not. However, as we will see in the 

next chapter, we encounter the case in which some configuration of space-time can be 

regarded as the result of a topology change. Moreover, from the string theoretic point 

of view this summation corresponds to that of all perturbation series of a partition 

function of non-critical strings. Thus let us go on this project. 

The total partition function can be descri~ed schematically as follows: 

00 

L ahZh(t) (ah: constant) 
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(2.1.4) 

O+G +8+··· 
and now we need to determine the coefficients ah (or h). So far they have been 

determined as satisfying the factorization property, which is usually required from 

the unitarity principle, 

z 0--i 
i 

fig. 2.1 

However, in order to carry out this program we have to know the explicit behaviour 

of fields near the boundary of the moduli space of Riemann surfaces, and so it is 

impossible pragmatically. 

In the next section, we will see that the topology summation comes up natu­

rally if we formulate the DTM through matrix models, and that those coefficients 

ah are uniquely determined there. Moreover, analyses at low genuses show that the 

coefficients determined by the matrix model do satisfy the factorization property [5]. 

2.2 Dynamical Triangulation Method and the Matrix Model 

In this section, we restrict our consideration to the pure gravity ( c = 0). Then, the 

partition function of the continuum theory 

Zh(t) = j V~~~ff) exp{.-t0 j d
2
zy'9} (2.2.1) 

has the string susceptibility 1 = 2- ry with 

5 
ry(c = 0, h)= 2(1- h). (2.2.2) 
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Thus the topology summation in this case requires us to determine the coefficients bh 

in the following expansion: 

The partition function in the DTM corresponding to (2.2.1) is defined by 

Zh"'(>.) = 
G:coaaccted cnplr.; 

::t(G)::2{l-IL) 

(2.2.3) 

(2.2.4) 

where A( G) denotes the number of triangles in a graph G and x( G) its Euler number. 

Note that -In>. corresponds to a cosmological constant (bare one on the lattice). 

Although at first sight it seems impossible to analytically carry out this summation, 

we can do it if we rewrite this summation in terms of matrix models. This solvability 

is what is special in two dimensions. 

Let t/> = ( t/>';) be an N X N hermitian matrix. Then the partition function of the 

one-matrix model corresponding to the pure gravity is defined as follows: 

W 1"'(N,>.) = j 'Dt/> exp{-NtrV(t/>)} I j 'Dt/> exp{-Ntrt/>2/2}, (2.2.5) 

where 
N 

I1 dt/>', · I1 d(Ret/>';) · I1 d(lmtf>';), (2.2.6) 
i=l i>i i>j 

V(t/>) = ~q,2 _ ~t/>3 
2 3 . (2.2.7) 

Then the relation between Zl"'(>.) and W1"'(N, >.)is established in the following way: 

First, if we expand the partition function with respect to the coupling >., we obtain 

the following Feynman rule: 

propagator 

( tf>';tf>"c )
0 

- j 'Dt/> 4>' ;t/>"1 exp{ -Ntr t/> 2 /2} I j 'Dt/> exp{ -Ntr tf>2 /2} 

1 .. 
Ji5i5k, (2.2.8) 
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i.e. 

___ _,...._ ___ k 

i. ----E----_t 
(2.2.9) 

e 

~}-~ 
~r· 

(2.2.10) 

l-

and Feynman diagrams are obtained by connecting the above pieces with the direction 

of all the arrows preserved (fig. 2.2) . 

fig. 2.2 

Thus, taking into account the fact that each loop contributes a factor tr 1 = N, we 

can easily know that the (N, >.)-dependence of each Feynman graph is 

(2.2.11) 

We then consider the dual graphs of the abov~, in which the operation of connecting 

three-point vertices with preserving the direction of arrows are replaced by that of 
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patching triangles with keeping their orientations (see fig. 2.3), 

fig . 2.3 

and, corresponding to (2.2.11), each dual graph G gives 

Thus we have the partition function of connected graphs, Z1"'(N, >.), as 

In W 1"'(N, >.) 

L >.A(G)Nx(G) 
G:coruu:ctc:d graphs 

00 

L N2(1- h) Zl"'(>.). 
h=O 

(2.2.12) 

(2.2.13) 

That is, to obtain z).•'(>.) given in (2.2.4) we only have to compute the coefficient of 

the 1/ N expansion of the matrix model. 

A few comments are now in order: 

(1) To be precise, we have to multiply eqs . (2.2 .11) and (2.2.12) by a statistical factor 

of each graph. However, it is unity for almost all of the diagrams with sufficiently 

many triangles and indeed we are interested in such diagrams in a continuum limit. 

Thus we will neglect the statistical factor in what follows. 

(2) So far we have considered only triangular decomposition of a two-dimensional 

manifold . However we can also consider decomposition with other polygon. Moreover, 

for n-gonal decomposition we can still use the matrix model by replacing its potential 

V(¢>) (eq. (2.2.7)) by 

(2.2.14) 

11 



As commented above, among the graphs in t he part ition function we are inter­

ested in those with sufficiently many polygon , i. e. , with sufficiently large area. The 

contribution from them in n -gonal decomposition was calculated for several n's in ref. 

[6]. The result is 

Z~"'(>.) L A - {5/ 2){1 - h) - 1 exp {-.\c -.\ A} 

A:aufficiattly large: Ac: 

(.\c.\~ .\) (5/ 2){1-h) > 
(2.2.15) 

where the exponent of A is universal in the sense that it is independent of then, while 

>.c depends on it. In particular, for square decomposition (n = 4) we have 

1 
.\c = 

12 
· (2.2.16) 

Thus the contribution to Z1"'(N, .\) = L;h?.D N 2(l-h) Z~"'(>.) is 

00 ( >. - >.) {5/2){1-h) L canst. N 2(l - h) _c__ +(regular function of .\c - >.). 
h=O .\c 

(2.2.17) 

The second term on the right hand side is due to the contribution from the graphs 

with not so many triangles, and thus should not remain in a continuum limit. 

Now we consider the continuum limit of this matrix model. We first introduce the 

lattice spacing a, the link length of polygon, and make the following transformation: 

A 

L: 
A 

(2.2.18) 

(2.2.19) 

where Aphy• represents the "physical area" J d2 z.j9 of a manifold with metric g,..,. If 

we denote the renormalized cosmological constant by t, then, by looking at the right 

hand side of (2.2.15), we find that the coupling constant >. should be set as 

(2.2.20) 

or 

(2.2.21) 

12 

in order t o t ake a correct continuum limit. 1 Thus, for small values of a we obtain the 

following result 

a 5{l - h)t(5/ 2){l- h) + (regular funct ion of a2t ), (2.2 .22) Z~"'(>.) 

Z1"'(N,>.) "' ( 6/2) 2{l-h) (6/2)(1 h) L..J canst. N · a t - + (non-uni versa! part), 
h=O 

(2.2.23) 

which surely agrees with that of the continuum theory ( eq. (2.2.3)) . Here it should 

be noted that for spheres (h=O) and for tori (h=1) the contribution from the non­

universal part (second term in (2 .2.22)) dominates . Thus in order to obtain a correct 

continuum theory these must be removed before taking the limit a -> 0. 

What is surprising in the above analysis is that we can take into account all the 

topologies at the same time if we fine-tune the coupling N as 

N a 512 ~ canst . , 

and so we set the coupling as 

Then (2.2.23) is rewritten in the following form: 

00 

Z1"'(N( a), >.(a)) ~ L canst. ah-l t{ 5/ 2 ){ l - h) +(non-universal part), 
h=O 

(2.2.24) 

(2 .2.25) 

(2.2.26) 

from which the parameter a can be interpreted as the renormalized string coupling 

constant . Genus expansion corresponds to the expansion around a = 0 or to the 

expansion around t = oo, since a and t always appear in the continuum theory in the 

combination of t 512 / a. In the followings we will set a = 1 unless otherwise stated. 

The analytic calculation of (2.2.5) with the double ualing limit (2 .2.21) and (2.2.25) 

was carried out in refs. [7]. Their result is surprisingly simple: the free energy in the 

1Since we have fixed the area of polygon to unity so far, for n-gonal decomposition with n :j:. 4 we 

have to divide the right hand side of (2 .2.18) by the area of a regular n-gon with link length unity. 

However, it is merely reduced to the redefinition of.\ and the fini te renormalization oft . T hus we will 

neglect the fact or in the following. 
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continuum limit given as 

z1•' (N , .A ) ( = In w1•' (N , .A)) 

~ exp {F(t) +(non-universal part)} (2.2.27) 

is represented in the form 

F(t) = !."" dt' (t'- t)f(t'), (2.2.28) 

and the connected two-point function of cosmological terms 

d2 
f(t) = dt 2 F(t) = ( <To<To )c (2.2.29) 

satisfies the Painleve equation of the first kind, 

(2 .2.30) 

The above discovery gave rise to the intensive study of two-dimensional quantum 

gravity with the matrix model approach. The first few problems to be solved are 

to construct operators other than the cosmological term, to find their relations, and 

to generalize the result of pure gravity to the systems where matters exist. In the 

process of the study, some new important discoveries are done, including the relation 

of the one-matrix model with the KdV hierarchy [8][9], and the generalization to 

the multi-matrix model and its relation with the KP hierarchy [10]. However, all 

these analyses are based on the orthogonal polynomial method so that their physical 

and geometrical meaning are obscured. In the next chapter, by turning back to the 

original idea of DTM, we explicitly construct the physical operators, derive their 

relations (Schwinger-Dyson equation) and generalize the result obtained there to the 

system where gravity is coupled to minimal ~onformal matters. 
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Chapter 3 

Schwinger-Dyson Equation of 2D Quantum 

Gravity 

In this chapter, on the basis of DT M, we construct the operators of 2D quantum 

gravity and derive the relations among their correlation functions (Schwinger-Dyson 

equation) [11)[12] . As will be shown in the next chapter, all the results derived in this 

section can be completely rederived from the Douglas equation which is based on the 

orthogonal polynomial method. However, the latter approach lacks the physical and 

geometrical meaning because of the use of rather algebraic manipulation, and can be 

applied only in two dimensions. Thus we use the DTM directly, hoping to be able to 

do the same thing in higher dimensions. 

3.1 How to Construct Higher Dimensional Operators 

In this section, we show the prescription for constructing the operators in quantum 

gravity. In what follows, we restrict our consideration to the pure gravity (central 

charge of matter fields is zero) and to the DTM with square decomposition. 

We first note that the cosmological term f d2 z.,f§ corresponds to the operation 

of making a hole in the square decomposition . In fact , the summation of punctured 

graphs (graphs with one square removed to make a hole on a manifold) is equivalent 

to that of unpunctured graphs with the mu!t'iplication of the number of squares to 
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take into account which square should be regarded as the one t o be removed : 

it.o le 

~ (if3 ,L:A(G) (3.1.1) 
G 

Thus, the expectation value of the operation of making a hole is nothing but that of 

the area of graphs, which is interpreted as the one-point function of the cosmological 

t erm <To = J d2 z.,j9: 

I: 
G Cii3 ,L:A(G) v G 

u I: v G 
I: 

G 

~ ( j d
2 z.,j9) (3.1.2) 

From the above discussion, we understand that the smallest hole (a square hole) 

becomes the cosmological term u0 in a continuum limit (A---+ oo or a---+ 0) . Moreover, 

every p-gonal hole in the square decomposition should also become the cosmological 

term u0 in the same limit . That is , if we denote the operation of making a p-gonal 

hole by w., all the w;s give the same leading terms in the continuum limit (a---+ 0) : 

w. 

w. 

canst . ak<•l u 0 + · · ·, = const . ak'u0 + · · · 

canst . ak<•l u 0 + · · · = canst . akou0 + · · · 

16 

(3.1.3) 

However , by taking a suitable linear combination of the W_'s, we can eliminate the 

leading contribution from each WP so t hat we make higher dimensional operators: 

w. - const . W6 ~ canst. ak' u 1 + .. . 
w. - canst . W6 + const . W8 ~ canst . ak'u2 + .. . (3 .1.4) 

(ko < k, < k2 < · · ·) 

These manipulations can be explicitly carried out in the framework of the m atrix 

model [9] if we note that the operator w. is written as1 

(3 .1.5) 

In the present paper, however, we treat all these higher dimensional operators at 

the same time by considering the generating function of the w. 's, and systematically 

construct the above operators u0 , u 1 , u 2 , • • • as the coefficients in the expansion of 

this generating function with respect to physical loop length. Before plunging into 

this calculation, we derive the relations among the correlation functions of the W_'s 

(discrete Schwinger-Dyson equation) in the next section. 

3.2 Discrete Schwinger-Dyson Equation 

In the following , we will multiply a graph by 1/ N every time when we make a hole 

and will denote by WP the operation of making a p-gonal hole accompanied with 

this multiplication.' Thus in the matrix model the w. is represented as tr <fo" / N. 

1In fa.ct, the insertion of tr rf>P into the correlation function of the matrix model yields Feynman 

diagrams with a p--point vertex, which can be regarded in the dual graphs as graphs with a p-gonal 

hole. 
2In fact, the Euler number X of a simplicial manifold with boundaries are given by 

X = #{vertex)- # {edge) + # (surface) - #(boundary) . (3 .2.1) 
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Furthermore we define thei r connected correla t ion func tions as 
r, 

(WPlW,., ··· W,.):' L (3.2.2) 
G 

L: 
G C3 (3 .2.3) 

The discrete Schwinger-Dyson equation is the relation among the correlation functions 

above, and can be derived in the DTM in the following way. 

We first consider the correlation function with (K + 1) holes of a p-gon, a q1-gon, 

· · · and a qK-gon: 

L: h (3.2.4) 
G 

Then we take notice of a special edge of the p-gonal hole in graphs and classify the 

summation into four types according to its nature: 

L:=L:+L:+L:+L:. (3.2.5) 
G GC>l GPl GPl G(') 

(1) ordinary case, i.e ., there is a square attached to this edge: In this case we can re-

move the square and we have 

L: (3 .2.6) 
G ( >) 

18 

Here we have mul t iplied the graphs on the right hand side by >. because they have 

squares fewer than those on the left hand side by one. 

(2) the edge is attached to the other hole: We have q, ways of att aching the edge to 

a q,-gonal hole (k = 1, · · · , K) , thus by removing the edge itself we have 

L: 
G (') 

.(3 .2.7) 

Here the multiplication by 1/ N 2 is required to adjust the difference of the Euler 

numbers of both hand sides.3 

(3) and ( 4) correspond to the case when the edge is attached to the other edge of the 

p-gonal hole itself. We can further classify this into two cases according to whether 

the simplicial manifold obtained after removing the edge is connected or not . 

(3) connected: In this case, by removing the edge we obtain4 

L: 
G(') 

3 In fact, 

p-2 

L:L: 
j = O G 

Xlert - Xright 

6. (# (vertex)) - 6. (# (edge)) + 6. (# (surface)) - 6. (# (boundary)) 

0- (+ !} + 0 - (+ !} 

-2. 

(3.2.8) 

4ln both equations (3.2.8} and (3.2.9} the Euler numbers of the graphs on both hand sides are the 

same, since l:l.x = 0 - (+!} + 0 - (-!} = 0. 
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(4) disconnected: In this case we have a choice of distributing the other holes to the 

connected components, and we have 

p-2 

2:: , (3.2.9) 
j=O SC{l, 2, ... , K} G 

where S denotes the complementary set of S. 

Dividing the above relations by Z1•', we thus have the following diu rete Schwinger­

Dy&on equation: 

.x( wp+2 fr w.j )lat 
J=l c 

1 K (j-1 K )lat 
+ N 2 [; 9; !J.l W 9, Wq;+p-2 .LL W9 , e (3.2.10) 

+ ~ ( W;Wp-2-; fr w., )lat 
J=O k=l c 

+ ~ L ( W, II Wq, )lat( Wp-2-} II Wq, )lat 
J=O SC{l, ··, K} •ES e kES e 

Of course, this equation can be derived from the matrix model with the potential 

V(c/>) = ~c/>2- ~c/>• 
2 4 

(3 .2.11) 

by using the invariance of the (not necessarily connected) correlation function 

under the change of the integration variable 

(3.2.12) 

20 

3.3 Continuum Schwinger-Dyson Equation and the Virasoro 

Constraint 

Although we have derived the discrete Schwinger-Dyson (S-D) equation in the previ­

ous section, what we really would like to have is the relations among the correlation 

functions of the ualing operator&, the operators constructed from a suitable linear 

combination of the Wp's, as explained in sec. 3.1. Our strategy to this problem is 

what follows: We first introduce the generating functions of the correlation functions 

of the WP's, and rewrite the discrete S-D equation in terms of these generating func­

tions. Then, by expanding them with respect to physical loop length I, we obtain 

the continuum S-D equation at last. Surprisingly, the equation obtained in this way 

has a very simple form, the Virasoro constraint on (the square root of) the partition 

function with source terms [11][12] . 

First we introduce the generating function of the connected K-point function as 

G(K)(z1, z2, · · · ,zK; N, .\) = L z1p,-l · · · zj("K-1( Wp, · · · WPK )~"'. 
p;:~O 

(3.3.1) 

Then the discrete S-D equation is rewritten into the following form by using these 

generating function: 

(z - .\z3 )G(K+I) (z, z1 , • • ·, ZK) + (.\z2 - 1)6K,o 

+.\ L z1n,-l ... zjtK-I {z( WI fr Wn; )lat + ( w2 [1~1 Wn; ):··} 
n;~O J=l c 

G(K+2l(z,z,z1 , · · ·, zK) 
K 

+I: 
n=O s1:::(i 1, .. . ,t .. ) 

s2 :::{i,.+ 1 , ... ,;K) 

s1 ns1 =• 
s1 us1 ={t,l,···,K} 

Here forK= 0 the third term on the left-hand side is .\( W2 )~"' and the last term on 

the right-hand side should read 0. 
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Now let us consider the critical behavior of the partition functions. Substituting 

the relations (2.2.16), (2.2.21) and (2.2.25): 

,\ 

N 

1 2 

12
(1-at) 

a-5/2 

into the one-point function, it behaves for large pas [6]: 

(3.3.3) 

(3.3.4) 

Here J(ll( I, t) is a smooth function of I and t. Since I = pa is nothlng but physical 

loop length of the p-gonal hole, j<1l(l, t) can be interpreted as a loop amplitude of 

a macroscopic loop. Substituting this equation into the definition of the one-point 

generating function we have 

(3.3.5) 
p :sufficicntly large 

and thus its convergence radius is known to be 1/ Zc = 1/2v'2. Since we are interested 

in the contribution from the graphs with large area, we should pick up the contribution 

from the terms with sufficiently large p in eq. (3.3.5). Thls can be done easily by 

considering the behavior near the convergence radius. Thus we set 5 

that is, 

Then eq. (3.3.5) behaves as 

~- _1_e-•e 
z- 2v'2 ' 

a3f2 {" dlf(ll(l, t)e-1e 

a3/29 (1)(C t), 

(3.3 .6) 

(3.3.7) 

(3.3 .8) 

i.e., 9( 1 )(~, t) is the Laplace transform of the macroscopic loop amplitude J(ll(l, t). 
' 

Since I = pais a finite quantity with definite scale dimension ( -1), the coefficients 

5If we set 1/z = (1/2;/2) exp( -a•(), then we only have trivial results for k other than 1, as is easily 

seen in the following analysis. 
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in the expansion of j <1l( l , t) with respect to I and hence those in the expansion of 

9(1 ) (~,t) with respect to 1 /~ should give the one-point functi ons of the scaling oper­

ators uo, u1, u2, · · · given in sec. 3.1. Similarly, after substituting z; = 2vlze•e; and 

eqs. (3.3.3) into eq. (3.3.1), it behaves in the limit a--t 0 as 

(3.3.9) 

and the coefficients in the expansion of 9(K)(~, t) with respect to 1 /~; should give the 

K-point functions of the scaling operators. 

We, however, need a careful treatment for the non-universal parts in the one- and 

two-point correlation functions, which come from the contribution of the spherical 

topology. Since in the correct continuum limit the one- and two-point correlation 

functions on the sphere behave as t512
-

1+6 and t 512- 2+6 •+A, ("", ""1, "" 2 2:: 0), respec­

tively, the non-universal parts of the matrix model are identified as the pieces of G1 
and G2 with order smaller than t312 and t 112, respectively (see eq. (2.2.22)) . Using 

the results of the Iarge-N analysis [6], we obtain 

G~~n(2v'2exp(a()) = v; _ v!za( + a3/2 Gc/2 _ ~t(-112) + O(a2) 

G~~n(2v'2 exp {a(1), 2v'2 exp (a(2)) = ;; ((1(2t1/2 ( (;12 + (i12r 2 + O(a712)(3.3.10) 

Then the continuum S-D eq. are obtained by substituting 

G(1)(2v'2 exp (a()) 

G(2)(2v'2 exp (a(1), 2v'2 exp (a(2)) 

G~~n(2v'2 exp a() + a312 9(1)( (, t), 

G~~n(2v'2 exp (a(t), 2v'2 exp (a(2)) 

+a3
9(

2
)((1, ( 2, t), (3.3.11) 

G(K)(2vf2exp(a(1),···,2vf2exp(a(x)) = a3K/29(K)((1 , · .. ,(x,t) (K 2:: 3) 

into eq. (3.3.2). Examining the power behavior in ( of thus obtained continuum S-D 

eq., we see that the 9(K)•s have the following expansion. 

9(K)(? . . . / t) = " /-n,-3/2 ... /-nK-3/2 (t) 
":.1' ,":.K, L..J \1 \K 9nl ,··· ,nK · (3.3.12) 

n; ~O 

Here 9n,,···,nK can be regarded as the connected K-point function of K operators 

(3.3.13) 
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For example, comparing t he powers of ( in the equation yielded by the K = 0 case 

of eq. (3.3.2) 

t' ( 16 1 ) 1 1 - 16(- 1a3 + -3(3/2 + 2t( - 1/2 9(1)((, t)a3- 9(1- ta2) + 12 ( w2 )~"' 

= a3{g(1)(( , tW + 1~8( -2a3 + 9(2)((, (, t)a\ 

we obtain the following relations among the 9n 's. 

(W, )~·' 

128g1(t) 

128g2 (t) - 12tg0 (t) 

4 
"3(1- ta2) + 64a3g0 (t) (from O((")) 

3 
-2t2 (from O(C1

)) 

3 
16 

n-3 
-24 L {9m,n-3-m(t) + 9m(t)9n-3-m(t)} 

(3.3.14) 

The first equation of (3.3.14) is uninteresting in the continuum limit, while the other 

equations express the insertions of the operator <Tn in terms of those of lower dimen­

sional operators. Performing similar analyses for the other values of Kin eq. (3.3.2), 

we obtain the following equations which express the insertion of <Tn in the presence of 

other operators. 

u1 insertion 

m 3 
128g1,k1, ... ,k,. = - L 2(2k; + 1)gk1, ... ,k;-dk;-1),ki+1, ... ,k,.(1- Ok;,o) 

J=l 

( m 2: 1 and at least one of the k;'s is non-zero. ) 

3 2 
128g1 = - 2t (3 .3.15) 

3 
12891,0 = Bt 

3 
128g1,0,0 = -

64 
91,o, ...... ,o = 0 

'----v---' 
m o re lh&n 2 

24 

u2 insertion 

128g2,k1, ... ,k,. - 12tg0 ,k,, ... ,k,. 
m 3 

- :L 2(2k; + 1)g,,, .... .. 

128g2 - 12tg0 

<Tn+2 insertion (n > 1) 

] = 1 

3 
16 

128g(n+2),k1, ... ,k,. - 12tgn,k1 , ... ,k,. 

m 3 
= - L 2(2k; + 1)gk, , ... ,kj -1,(k;+n),k;t l•""•km 

, :::;1 

n-1 

(m 2: 1) 

-24 L {g,,n-1-,,k, , ... ,k,. + L g,,,gn- 1- ,,s} 
r = O S~{.k1 , ... ,A:m) 

5=• allowed 

( S is the complementary set of S) 

Since the operator <To corresponds to the cosmological term, we demand that 

(3.3.16) 

(3 .3.17) 

(3.3.18) 

which is consistent with the equations (3.3.15). By introducing the generating func­

tion g and its exponential r 

(3.3.19) 

(3 .3.20) 

we can assemble eqs. (3.3.15)-(3.3 .18) in the following form . 

Br ~ 3 8r 3 2 3 3 
128-8 =- :L -

2
(2k + 1)J.L•-

8
--- -t r + -tJ.Lor _ -J.L~r, 

l-'1 k;1 J.Lk - 1 2 8 128 
Br Br ~3 8r 3 

1288 -l2t8 = - :L -
2

(2k + 1)J.L•-a - -
6

r, (3.3.21) 
1-'2 J.Lo k; o , J.Lk 1 

8r 8r ~ 3 8r n - 1 82r 
128-8 - -12t8 = - :L -(2k + 1)J.L•-- _ 24:L . 

l-'n+2 J.Ln k; o 2 BJ.Lk+n , ; 0 BJ.L,BJ.Ln- 1_, 

(n 2: 1) 



In order to make these equations looking simpler, we redefine the sources /1-k and 

the operators <Tk as 

/1-k ,_. 2k+J /1-k 

<Tk ,_. 2-k-3(T •• 

Then eq. (3.3.21) is rewritten into 

[
1 

00 

8 8 8 ] - (p.o- t) 2 + 2:(2k + 1)p.•-
8

- + 38 r(p.) = 0 
2 k=l /1-k-1 /1-1 

[

00 8 8 88 1] L(2k + 1)p.•-- t- + -- +- r(p.) = 0 
k=o 8p.k 8p.o 3 8p., 8 

(3.3.22) 

(3.3.23) 

(3.3.24) 

[ 

00 8 8 8 8 n-
1 82 

] 
2:(2k + 1)p..-- - t- + --- + :L r(p.) = o 
k=O 8/1-k+n 8p.n 3 8p.n+2 •=0 8p.,8J1-n-1-• 

(n :2:: 1). 

Thus, by further transforming the source variables as 

to /1-0- t 

t1 11-1 
8 

(3.3.25) t, 11-2 + 15 

t, /1-1 (l :2:: 3), 

the continuum S-D eq. (3.3.24) can be expressed as a formal vacuum condition of the 

Virasoro algebra with central charge 1 on the partition function r(t•) [11][12] : 

(n = -1, 0, 1, · · ·). (3.3.26) 

(3.3.27) 

and satisfy 

(3.3.28) 
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In particular, eqs. (3.3.24) correspond to L _1r = 0, L 0 r = 0 and Lnr = 0 (n :2:: 1), 

respectively. 

Finally, we make a rather subtle comment on the normalization of the free energy 

9 = lnr [11]. In the above argument we have considered 9(!1-o,· • ·)as the free energy 

with source terms p.0 <r0 + p.1<r1 + · · ·. However, since the original ,P4 matrix model 

(3.2.11) has an accidental symmetry of changing the sign of ,P, the operators Wn = 
(-fi)tr,pn with odd n do not have a good continuum limit. For example, for large 

values of n and m the two-point functions behave as (2.)2)-2( w2m+l w2n+1 )~·· ~ 

( W,m W,n t' ~ ( W,m+1 W,n_1 ):', while ( W2m+l W2n )~"' = 0. The simplest way to 

avoid this unnaturalness is to consider only even operators under the change of the 

sign of ,P. Since we have not distinguished odd operators <T(o) from even operators 

<T(•)> the quantity 9 = In r we have considered is symbolically written as 

lnr 

Using the fact that 

~ { 
we have 

( <rt.)t ) c for even l 

0 for odd l, 
(3.3.29) 

(3.3.30) 

Thus we learn that the quantity 9 = In T we have considered is one half of the free 

energy F of the correct continuum limit. Therefore if we regard r(p.0 ,p.1, ···)as the 

square root of the partition function Z(p.0 , p.1, · · ·) = exp F(p.0 , p.1, · · ·) having the 
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correct continuum limit: 

r(Jl-o,Ji-1, · · ·) = ..jz(Jl-o,Ji-1, · · ·), (3.3.31) 

then the S-D eq. (3.3.26) gives the partition function Z(Jl-o,Ji-1, ···)correctly (11]. 

3.4 Interpretation of the Schwinger-Dyson Equation 

In this section, we give the physical and geometrical interpretation of the continuum 

S-D equation derived in the previous section. 

First we note that to recover the string coupling constant ex we only have to replace 

the (shifted) source tk and the free energy by 

1 
t. ...... -t. 

Ct 

F ,...., cx2 F. 

(3.4.1) 

(3.4.2) 

Then the Lnr = 0 condition in the S-D eq. implies that free energy F(Jl-) satisfies the 

following equation: 

8 8F 8F 
----+t-

3 al1-n+2 a/1-n 

8F 
_L)2k+1)J1-•-

8
-

·~o /1-k+n 

n-1[cx2 82F 18F 8F ] + .L: + ----- . 
• ~o 2 a/1-.a/1-n-1-• 4 a/1-. a/1-n-1-• 

(3.4.3) 

Then, by expanding this equation with respect to /1-1 and ex and by comparing the 

coefficients of /1-k, · · · /1-k,, we obtain the following relation among the correlation func-

tion 

(3.4.4) 
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where (···)~h) denotes the connected correlation function with genus h. Note that 

this has the same form with that of the discrete S-D eq. (3 .2.10).6 

The equation (3.4.4) can be interpreted in the following way if we set the cos­

mological constant t to zero.7 We consider the insertion of the operator "n+> in the 

correlation function / IT""; ) . Then this operator fuses with the other operator ""; \,=1 
into the new one "<;+n (first t~rm on the right hand side): 

(3.4.5) 

This can be regarded as the coefficient of the short distance expansion of local fields. 

Besides this, the operator O"n+2 suffers two kinds of effects from the boundary of the 

moduli space of Riemann surfaces. One is when a non-trivial cycle is pinched (second 

term on the right hand side) 

(3.4.6) -> 
r 

and another is when a trivial cycle is pinched (third term on the right hand side) 

a-.,_::;0 (3.4.7) -> z 
r 

This interpretation is similar to the logic given in sec. 3.2 where we derived the discrete 

S-D equation. 

6
The matrix model is known to satisfy the Virasoro Constraint before taking a continuum limit [13]. 

7
When t = 0, there are no dimensionful parameters in the theory, and thus we can take it as a 

conformal field theory. 
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A comment is in order. We have considered the DTM in a rather wild way in 

the sense that we included the following graph in the simplicial decomposition of a 

m anifold: 

(3.4.8) 

which is usually excluded because of its inhomogeneity. However, as we have seen so 

far, such graphs are essential to "topology changing." This point should be kept in 

mind when we consider the topology changing problem in higher dimensions on the 

basis of the DTM. 

3.5 Other Criticalities of the One-Matrix Model 

In the preceding sections our consideration has been restricted to the pure gravity 

(central charge of matter fields is zero) . In this section, we give a rather intuitive 

discussion on the other criticalities of the one-matrix model [11] . 

Let us write the function T satisfying the Virasoro constraint (3.3.26) as 

(3.5.1) 

Substituting eq. (3.3.25) into this equation, we have 

r' = 1 vq, exp { -tuo + 1
8

5 
u, + t; J.L•U·} . (3.5.2) 

On the other hand, from the discussion given at the en~ of sec. 3.3, this should be 

equal to the partition function Z(J.L) with source terms LJ.LkUk: 
, k=O 

Z(!J.) = j 'D4>exp { -S + ~/kuk} . (3.5.3) 
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T hus, by comparing t his equation with eq. (3.5.2), we can identify the act ionS of the 

pure gravity with 

(3.5.4) 

Now we know that the pure gravity can be realized by the shift of the source variables 

(3.3.25), it is easy to see that other criticalities than the pure gravity can be realized 

by taking a shift such as 

to J.Lo - t 

J.Lk + const . (3 .5.5) 

J.Lt (l "I 0, k) . 

In fact, the calculation in the next section shows that this gives the continuum limit of 

the Kazakov series oft he matrix model (k = 1, 2, 3, ·· ·),which is supposed to describe 

the system of quantum gravity coupled to (p,q) = (2, 2k - 1) conformal matters.• 

In particular k = 1 corresponds to the topological gravity originally introduced by 

Witten [5] . 

Before closing this section, we relabel the operators and their sources as follows: 

(3.5.6) 

(3.5.7) 

to make transparent the extension of the results obtained so far to the general (p, q) 

case. In particular, the cosmological term is expressed as u0 = - 0 1 , and the shift 

(3 .5.5) corresponds to the expansion of the partition function Z = r 2 around x 1 = 
t , X2k+1 = canst., Xothcn = 0. Then the S-D equation is rewritten as 

L,..r(x) = 0 (3.5 .8) 
8 Here (p, q) is a set of co-prime positive integers which specifies the central charge of conformal 

matters as 

c = 1 - (p- q)' . 
6pq 
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with 

1 1 1 
2 k+~2n khkXl + --~2n kx,a, + 2 k+~2n a.a, + BO,.,o, (3.5.9) 

where k and l run over positive odd integers. 

3.6 Formal Solution of the Schwinger-Dyson Equation 

It does not seem easy to solve the continuum S-D eq. (3.5.8), since they are coupled 

equations containing infinitely many variables. In fact, while for k = 1 in the Kazakov 

series ( (p, q) = (2, 1) gravity) all the correlation functions can be analytically calcu­

lated from the S-D equation (see below), it is in general difficult fork~ 2 to explicitly 

calculate the correlation functions only with the S-D equation. However, as is shown 

in the next chapter by using another method, we can prove that the function r( x) is 

a T function of the KdV hierarchy, and thus we can solve the S-D equation directly 

[11] . The logic here for solving the S-D equation might seem unnatural if we recall 

that the S-D equation should be a system of equations which determine the physical 

system completely. Thus the fact that r( x) is a T function should be proved only 

within the framework of the S-D equation. This still remains as an open problem. 

First, we consider a series expansion around the topological gravity (k = 1) . By 

setting all the x;'s to zero except for x 1 and x3, the first two equations of (3 .5.8), 

n = - 1 and n = 0, give 

x~ + 3x381h = 0 
1 

x.a.h + 3x383h = - 4, (3.6.1) 

where h(x1,x3) = 2lnr(x1 ,x3,0,0,·· ·).These equations determine h uniquely up to 

an additive constant, giving the free energy of the k = 1 Kazakov's model [14] : 

x 3 1 
h = --1 

- -lnx3. 
9x3 12 

(3.6.2) 

We then consider the insertions of the operators 0 1 , 0 3, 0 5 , · · · which correspond to 

the differentiations with respect to x 1 , x3, x5 , ·: •• 

(3.6.3) . , . , .. 
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We obtain the following recursion relations for hp,,···.PK(x,, x3) by applying ap, .. . aPK 

to t he S-D eq. (3 .5.8) and t hen set ting x5 = x 1 = ... = 0. 

0 1 insertion 

0 3 insertion 

K 

3x3hl,p,, ... ,PK + LPihp, ,···,P;- ,,(p;-2) ,PH•· · ... PK = 0 
j ;;: l 

(K ~ 1 and at least one of the p;'s is not equal to 1) 

3x3hl = -x~ 

3x3h1,1 = -2x 1 

3x3hl ,l ,l = -2 

K 

3x3h3,p,, ···,PK + xlhl,p, , ... PK + LPihP•····.PK 

1 

4 

j = l 
0 (K ~ 1) 

op insertion (p > 5) 

3x3hp,p, , ... ,PK + XJh(p-2),pt,· ·· ,pK 
K 

+ L P;hPt ,· .. ,Pj-t,(P;+p-3),Pj+t .· ··,PK 
i=l 

1 1 
+2 L {hr,q,p,,· ··,PK + 2 L h.,sh •. s} = 0 

r+q=p-3 S~ {Pt ,· · · ,PK} 

(3.6.4) 

This set of equations reduces the hp,,· ... PK 's to those of the form h1, ... ,1,3, ... ,3, which are 

determined by eq. (3.6.2). This agrees with the topological field theoretic analysis by 

Verlinde and Verlinde [15]. ' 

In order to solve the S-D eq. (3.5 .8) for criticalities other than the topological 

gravity, we impose the Ansatz that T is aT function of the KdV hierarchy (see app . 
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A), which will be proved in the next chapter. After differentiating with respect to :z:,, 

the first equation of (3 .5.8), L_1 T = 0, becomes 

(3.6.5) 

Then we use the following two facts known from the general analysis of the KP 

hierarchy. The first one is the identity satisfied by the T function of the KP hierarchy 

(see eq. (A.2.17)): 

(3.6.6) 

where L = a+ u,a-1 + u3 2 + ... is the pseudo-differential operator corresponding to 

the r function and the symbol ( )_1 means the coefficient of a-1
• The second fact we 

use follows from the condition of 2-reduction (L2
)_ = 0: 

(k?: 1), (3.6.7) 

where ( )_ stands for the negative power part in a and the Rk 's are the coefficients of 

Gelfand-Dilcii's resolvent expansion. Combining (3.6.5), (3.6.6) and (3.6.7), we have 

(3 .6.8) 

which is indeed identical to the result in [8][9]. Thus we learn that t he equation 

L _1 r = 0 is a once-integrated version of this equation.• For example, if we set all t he 

xn's to zero except for :z: 1 and :z: 5 , eq. (3.6.8) becomes the Painleve equation for t he 

two-point function of the COSmological terms, j = 2 a; ln T = 2u,: 

(3.6.9) 

The scaling dimensions of the operators O;'s and the string susceptibility exponent 

[3][4] are easily obtained from the fact that the S-D eq. (3.5.8) preserves the total 

weight when we define the weight of 0; as j. F,irst we consider the case of genus zero. 

9 As we will see in the next chapter, the integration constant is uniquely determined by the KP flow. 
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By setting :z: 1 = t, Xr = 1 and the other Xn's = 0, an argument similar to that for eq. 

(3.6.4) gives 

(3.6.10) 

where h;(t) = 2 a; ln rlz,=t,z,=l,the oth., z'•= O• and we have dropped the unfactorized 

terms h;,L in order to pick up the contribution from the spherical topology. Then we 

assume that the h;(t)'s have the following power behavior for large t: 

(3.6.11) 

where 6.; is the scaling dimension of the operator 0;, and"{ is the string susceptibility 

exponent for the spherical topology [3][4]. Demanding that all terms in (3.6.10) have 

the same power behavior in t, we learn that 

for 1 :s; j :s; 2n - 1. (3.6.12) 

The last equation means such relations as 6.1 + 6.5 = 6.3 + 6.3 and 6.1 + 6.7 = 6.3 + D.s, 

from which we see that 6.; is a linear function of j. Using 6.1 = 0 which follows from 

the definition, we obtain 

6.; = c(j- 1), (3.6.13) 

where cis some constant. Substituting (3.6.13) back to (3.6.12), we learn 

6.; 
j-1 

r -1 
2 

(3.6.14) "{ - r -1' 

which is the result for k = ( r - 1 )/2 in the Kazakov series . Furthermore it is easy 

to check that the Euler number dependence of the string susceptibility exponent is 

correctly reproduced, when the unfactorized terms are introduced into (3.6.10) and 

treated by iteration. 

Finally, we give two reinterpretation of the Virasoro generators (3.5.9), which give 

some clues to the generalization of the S-D eq. to the multi-matrix models. The first 

35 



one is t o express the Ln 's in (3.5.9) as the energy-m omentum t ensor of a Z2-twisted 

free boson. In fact, by introducing 

</>(z) """ aa -a L..J -z 
<>EZ+t/ 2 a 

v'2ax2., 
1 

.;282.,, 

the Ln's in (3.5.9) are expressed as follows: 

(3.6.15) 

(3.6.16) 

The second reinterpretation is rather formal . We consider the generators of the Vi­

rasoro algebra constructed from the variables x,, x2, X3, · ·-: 

(3.6.17) 

If we formally drop the variables with even index and the corresponding derivatives, 

the £'sin (3.6.17) look similar to the Ln's in eq. (3.5.9); 

(3.6.18) 

Although this relation is quite formal, it makes the statement look somewhat plausible 

that the Virasoro generators (3.5.9) are related to the 2-reduction of the KP hierarchy, 

that is, the KdV hierarchy. 

3. 7 Generalization to the Gravity Coupled to Minimal Con­

formal Matters 

As we have seen in the preceding sections, one-matrix models are related to the 2-

reduced KP hierarchy. Here we consider the 3-reduction of the KP hierarchy as a 

straightforward generalization [11 ]. Then, as' a candidate for the S-D equation, it 

is natural to try the Virasoro algebra obtained from (3.6.17) by formally discarding 

x3, and 83, and picking up only the 3n-th Virasoro generators. More explicitly, we 
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consider a system of equations for a function T of variables x 1 , x 2, x 4 , x 5 , x 7 , x 8 , • • ·, of 

the following form 

LnT=O (n = -1 , 0, 1, 2,···), 

3Ln = i Lp+q~-3nPqXpXq + LpPXp 0p+3n + i Lp+q~3n Op Oq + ~ On.O • 
(3 .7.1) 

These Ln 's can be regarded as the generators of the Virasoro algebra fo r a free 

complex boson twisted by angle 27r/ 3. Namely, for a complex boson </>( z ) with mode 

expansions 

</>(z) 

q,·(z) I: "1 a* z -
" ' " a 

1 
a:= 3" (mod 1) 

{ v'3ax3., (a> 0) 

7ao-3a (a < 0) 

{ 7a83., (a> 0) 
= 

-v'3ax_3., (a < 0), 

one can show that the stress-energy tensor is given by 

1 1 
T(z) =- : aq,aq,· : +-- = "'z-n-2 Ln. 

9 z2 "'S-' (3 .7.2) 

Equation (3.7.1), however, is not enough to determine T uniquely. To see this we 

expand eq. (3.7.1) around a set of background sources, x 1 , x2 and x 4 , as we did in the 

previous section. LetT= exp(F/ 2) and 

(3.7.3) 

Then (3.7.1) takes a form such as 

(3 .7.4) 

which means that the insertion of the first operator by modulo 3, 0 3n+t, is reduced 

to those of lower dimensional operators. Thus, to determine the free energy F com­

pletely, we need some extra equations that reduce the insertion of the second operator 
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by modulo 3, 0 3n+2> to those of lower dimensional operators. Recalling the fact that 

the above Ln 's generate the Virasoro algebra for a complex boson twisted by angle 

27r/3, we are naturally led to try the W3 algebra [16] as the extra set of equations. 

That is, in addition to (3.7.1), we impose the following conditions on r [11][12] 

Wnr = 0 (n = -2,-1,0,1,···), (3.7.5) 

where W n is defined by 

(3.7.6) 

The explict expression for W n is given by 

p-q-r=-3n 

(3.7.7) 
-p-q-r=-3n 

where p, q and r run over positive integers except for multiples of 3. The W n 's 

together with the Ln 's generate the W3 algebra. In particular, 

(2n- m)Wn+m> 

-
1

1

0
on+m,on(n2 -1)(n2

- 4) 

+(n- m) H(n 2 + 4nm + m 2
) + 

2
2
7 

(n + m) + 21} Ln+m 

-9(n- m)Un+m > (3.7.8) 

where Un = :Lk$-2 L,Ln-k + l::k~- 1 Ln_,L,. As is clear from these commutation 

relations, the equations 

0 (n=-1,0,···) 

0 (n=-2,-1,0,···) (3.7.9) 

form a closed and consistent system. No new tonditions with smaller n appear from 

(3.7.9), because [L_ 1 , W _2] = 0 and [W _1 , W _2]-r = 0. When the second equation of 

(3.7.9) is expanded around the background sources :z: 1 , :z: 2 and :z: 4, which corresponds 
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to what is called the (3, 1) topological gravity, we have equations such as 

+(:z:t)'h3n-4,p1 , •.• ,p. + · • • = 0, (3.7.10) 

which indeed reduce the insertion of the second operator by modulo 3, 0 3n+2 , to 

those of lower dimensional operators. Due to eqs. (3.7.3) and (3.7.8) all the op­

erator insertions are thus reduced to the insertions of 0 1 ,02 and 0 4 • Moreover, 

r(:z: 1 , :z: 2 , :z: 4 , 0, 0, · · ·) are uniquely determined and analytically calculated by the con­

straints L_1 r = 0, L0 r = 0 and W _2 -r = 0. Therefore all the correlation functions are 

determined uniquely for the theory expanded around this background source :z: 1 , :z: 2 

and :z: 4 • Now we thus know that eq. (3.7.8) does determine the function r(:z:) uniquely 

so that it deserves to be called the Schwinger-Dyson equation for this generalized 

system. On the other hand, in the next chapter we generically prove on the basis 

of the Douglas equation that the square root of the partition function of any matrix 

model can be expressed as a r function of the KP hierarchy under some reduction 

condition. Thus, if we admit the completeness of the S-D equation, it is plausable for 

the following mathematical theorem to hold: 

Conjecture 3. 7.1 

The following two •tatementJ are equivalent. 

• T •ati•fie• "the vacuum condition" of the W3 algebra 

(n 2: -1) 

(n 2: -2) 

• T i• a T function of the Bou33ine•q hierarchy and •ati•fie• 

L_1T = 0. (3.7.11) 

By using the fact that the r( :z:) is a r function, one can easily convince oneself 

that the system (3.7.9) is actually the S-D eq. for some criticalities of the two-matrix 
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modeL In order to see tills, let us differentiate both sides of L_ 1r = 0 with respect 

to x 2 and x 1 : 

2x 1 + I: pxP8P_ 382 ln r 0, 
p=4,5,7,8,10,11,· .. 

2x2 + I: pxp8p_3 81 ln r 0. 
p=4,S,7,8,10,11,··· 

By setting all source terms other than x 1 and Xq+ 3 to zero, we obtain 

2x 1 + ( q + 3)xq+38.82ln r = 0 

8.81 ln r = 0, 

where we assume q 2: 2. By using the general relations (see eq. (A .2.17)) 

(Lm)-1 

2(Lm)-2 + 81(Lm)-l 

(3.7.12) 

(3.7.13) 

(3. 7.14) 

between the r function of the KP illerarchy and the pseudo-differential operator L = 

8 + u8-1 + ... that satisfies the equations of motion 8nL = [(Ln)+, LJ, we obtain from 

the second eq. of (3.7.13) 

(L•)-1 = 0, (3.7.15) 

and then the first eq. of (3.7.13) yields 

x 1 + (q + 3)x.+3(L•)-2 = 0. (3.7.16) 

By combining the eqs . (3.7.15) and (3.7.16) and the condition of 3-reduction 

(3.7.17) 

we obtain a differential equation for the second order derivative of the free energy F 

(3.7.18) 

For example, if we consider the case q = 4 where x1 = t, x7 = const. and the other x; 's 

equal to zero, then we obtain v = - ~ u' from the eqs. (L3)_ = 0 and (L4)-1 = 0 for 
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L = 8+u8-1 +v8-2 + · · ·. By substituting this into (3.7.16), t + const . · (L4 ) _ 2 = 0, we 

find the equation that coincides with the Ising model on random surfaces [17][18][19] 

t- const. X (!(<) + 9f j" + ~(!')2 + 6f3) = 0. 
2 

(3.7.19) 

Sirnilaly for the case q = 2, where x 1 = t and x 5 = const., we obtain the equation for 

the one-matrix model with k = 2, that is, 

t- const . x (!2 + ~J") = 0. (3.7.20) 

Tills indicates that the operator a. corresponds to the mass term in the Ising modeL 

For, if so, then setting x 7 = 0 and x 5 # 0 corresponds to setting mass= oo in the 

Ising model and the system is reduced to the pure gravity. In the next section, we 

briefly review the work by Gava and Narain who showed the S-D eq. of the gravity 

coupled to the Ising model is actually given as the W3 constraint. 

For general values of q, we can derive the Douglas equation for p = 3 [10] from 

eqs. (3.7.15), (3.7.16) and (3.7.17), that is, 

[L", (L•)+J = const . (3.7.21) 

Tills follows from the facts that 

[L', (L")+J = -[L', (L")_J -[83 + · · ·, (L•)_ 28- 2 + · · ·] 
-(L•)~ 2 + 0(8-1

) (3.7.22) 

and that the left-hand side is a differential operator. Thus we find that the set of 

eqs. (3.7.15)-(3.7.17) is a once-integrated form of (3.7.21). In this sense the S-D eq. 

(3.7.9) is a twice-integrated version of (3.7.21). 

We can calculate the scaling dimensions of operators and the string susceptibility 

exponent for the two-matrix models as in the case of one-matrix models [11]. First 

we note that our S-D eq. (3.7.9) preserve the total weight if we assign a weight r to 

the variable x •. Then in the presence of backpround sources, x 1 = t, Xq+3 = const. 

and Xothen = 0, the scaling dimension tJ.. of the operator a. becomes 

r-1 
t>. =-----=---

q+3-1 
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T -1 

q + 2' 
(3.7.23) 



and t he string susceptibility exponent for genus zero is calculated as 

2 2 (3.7.24) i = q + 3-1 = - q + 2 " 

They indeed agree with those of the Ising model on random surfaces [3][4] if we set 

q = 4. 

Now we introduce a different way to see the W3 algebra (3.7.2) and (3.7.6), that 

is, in terms of sl("3;C) Kac-Moody algebra [11]. Recall that we twisted the complex 

boson by 271" /3, wlllch corresponds to a rotation in the root space of sl(3, C) by 271" /3 

when the complex boson is identified with two real bosons expressing the Cartan sub­

algebra of sl("3;C) . This is also rephrased as a cyclic permutation of the simple roots 

a 1 , a 2 and the lowest root a 0 = -a1 - a 2 of sl(3, C). Therefore we can conclude that 

the generators of the W3 algebra considered here are the ones constructed through 

the Miura transformation from two real bosons with a twist which generates a cyclic 

permutation of the extended Dynlcin diagram of sl(3, C). From the above considera­

tions, we are naturally led to the following conjecture that the S-D eqs. for the other 

criticalities are obtained by a straightforward generalization to the case of sl(P,C) . 

In fact, tills conjecture is generically proved in the next chapter. 

Now we consider the following equation as the S-D eq. of the gravity coupled to 

general (minimal) conformal matters [11][12]: 

w~•lr = O (k = 2,3,···,p; n :::>: -k+1), (3.7.25) 

for some integer p. Here the function Tis related to the free energy F by T = exp(F/2), 

and w~•l 's (k = 2, 3, ... ,p) are the generators of the WP algebra constructed through 

the Miura transformation from (p- 1) bosons with a ZP-twisted boudary condit ion 

wlllch generates a cyclic permutation of the simple roots a 1 , • • ·, ap-l and the lowest 

root a 0 = - a 1 - ·· · - ap- t of sl(p). Explicitly, 

• .L : II (h; .• · az¢l : (3 .7.26) 
il <···<ia m = l 
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where h; 's (i = 1, · · · , p) are weight vectors of the fundamental representat ion of sl(p) 

(in RP- l) with inner product 

- - 1 h; · h = S;; - -, 
p 

and if>" satisfies the following boundary condition 

h; · if,"( e2
" ; z) = h;+t · if,"( z ) ( i = 1, · · · , p) 

(hp+l = h,). 

(3.7.27) 

(3. 7.28) 

The rotation (with parity transformation for even value of p) in R P- 1 corresponding 

to the above twist is easily shown to have eigenvalues 

e2"ii/ P (j = 1,2, · · · ,p -1). (3.7.29) 

Tills allows a procedure similar to the one described in the preceding sections, where 

we can take 

x ;, 8; (i # 0 (mod p)) (3.7.30) 

as the coefficients in the mode expansion of if,"(z). Then, L0 , for instance, has the 

following form: 

pLo = jx;8; + const., (3 .7.31) 
; 

j¢0 (mod p) 

and the constant is determined to be (p2 
- 1 )/24 in order that L_1 , L 0 and L 1 make 

a closed subalgebra without a central term. 

Now we demand that r(x) is aT functionof the p-reduced KP hierarchy. Tills 

requirement yields predictions on the string susceptibility exponent and the scaling 

dimensions of operators. In fact, if we insert 0 1 and OP+• as a background, i.e. if we 

set 

X1 = t, Xp+ q = const ., 'Xothen = 0, (3 .7.32) 

then the string susceptibility exponent 1 for the spherical topology, and the scaling 

dimension 6.r of the operator Or (r # 0 (mod p)) can be easily calculated, resulting 
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in [11] 

2 
{= p+q-1' 

r- 1 
6., = ---:-

p+q-1 

(3.7.33) 

(3 .7.34) 

These critical exponents are nothing but those of the 2D gravity coupled to the (p, q) 

minimal conformal model, because the gravitationally dressed scaling dimension 6.~~;•) 

of (r, s) primary field <I>,,, on the (p- 1) X (q- 1) conformal grid [20] is given by the 

formula [3][4][17] 

f1(p,q) = [ qr -ps [-1. 
'·' p + q -1 

(3.7.35) 

Therefore, 2D gravity coupled to the (p, q) minimal conformal model is correctly 

described by our S-D eq. with background sources at x 1 and xp+q· Moreover, Douglas's 

result is totally recovered by using the equation L_1 r = 0 and the general results of 

the KP hierarchy. Indeed, following the discussion in the previous section, we can 

show that 
(L•)_, = · · · = (L•)-(p- 2) = 0, 

(L•)-(p-l} = const . · x, 
which reproduce Douglas's formula [10] 

const. 

(LP)_ 0. 

(3.7.36) 

(3.7.37) 

In the next chapter, we show that the Douglas equation leads in turn to the WP con­

straint on a r function of the p-reduced KP hierarchy. 

Note that the minimal conformal models we have considered are of (AP_,,A._,) 

type in the ADE classification [21] and correspond to diagonal modular invariants. We 

can extend our method to the other cases ( off-,diagonal invariants) with the following 

speculation: Let r be the square root of the partition function of 2D gravity which 

is coupled to the conformal model of (X~, A 9 _ 1 ) type in the ADE classification (X = 

A, D, E). Then , the S-D eq. of the system is given as "the vacuum condition" on r 
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with respect to the W algebra associated with the Lie algebra X. Furthermore, it is 

equivalent to the condition that the r is a r function of the soliton hierarchy associated 

with the Lie algebra X with a constraint L _1 r = 0. 

3.8 Ising Model on Random Surfaces 

In this section, in order to support the abstract discussion given in the preceding 

section, we consider the S-D equation of the Ising model on random surfaces, i.e. the 

gravity coupled to (p, q) = (3, 4) conformal matter. We follow the work by Gava and 

Narain [22]. 

To make the gravity coupled to some matters, we usually assign "colors" to the 

simplices (triangles) in the DTM. In the case of the Ising model, we use two colors 

by considering its Z2 symmetry. We thus adopt the following two-matrix model: 

Z(N,.\,c) 

V(u,v) 

j Vu'Dv exp{-NtrV(u,v)} 

~u2 + ~v2 - cuv- ~u3 - ~v3 • 
2 2 3 3 

(3.8.1) 

(3.8.2) 

Here u and v are N x N hermitian matrices . We expand the partition function 

perturbatively with respect to the coupling constants c and.\, and write the Feynman 

rule in the dual graphs for the three-point vertices tr u 3 and trv 3 and the two-point 

vertex tr uv in the following way: 

tru3 

tr v 3 I 
I 

,'\ 
I \ 

I \ 

' \ I \ 
I \ 

L ------- _\ 
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X ,\ (3.8.3) 

X ,\ (3 .8.4) 



truv +--+ X c. (3.8.5) 

Then Feynman diagrams G are obtained in the dual graphs by patching . the above 

surfaces (regarding the graph in eq. (3.8.5) as a two-gonal surface) with straight lines 

attached to themselves (and the same for dashed lines) and by multiplying it by 

Nx(Gl. Here, if we regard the graphs (3.8.3) and (3.8.4) as representing up-spin and 

down-spin, respectively, then we can regard the graph (3.8.5) as the interaction of the 

Ising model. 

Now we consider the S-D equation of this two-matrix model, by following the idea 

explained in sec. 3.2.10 We define the operators Wm,n as the operation of patching the 

surfaces (3.8.3)-(3.8.5) arond the following disc: ,., 1 
X N" (3.8.6) 

Here, as we have done in sec. 3.2, we multiply the disc by 1/N, to adjust the Euler 

number.U Then we would like to have the relations among these operators in the 

closed form. It is in general difficult to write down such equations for general W m,n 's. 

However, as shown in [22] and explained below, for the operators 

(3.8.8) 

their relations are written in the desired form. 
100£ course, the following equations can also be derived from the S-D eq. of the two-matrix model 

(3.8.1} and (3.8.2}. 
11 In the above matrix model, this operator is then e~pressed as 

Wm,n = ~tr(umvn). (3.8.7} 
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First we specify an edge of a disc Wm,t in a connected correlation function 

as 

. 

~ 

0 -"" 
__ , 

(3.8.9) 

To this edge can be attached only the triangle of type (3.8.4) or the two-gonal surface 

(3.8.5): 

0 0 :-.. - ., / 
- '1.-" . (3 .8.10) 

In the summation of the graphs this diagram can be replaced by the following one: 

.(3.8.11) 

We thus obtain one of the S-D equations, 

( )!at ( )!at ( )!at 
Wm,l :g Uk, ' = ), Wm,2 :g Uk, ' + C Um+l :g Uk, ' (3.8.12) 

Next, we take notice of an edge in a disc Wm+t,n in the correlation function 

as follows: 

0
1 

' 
' 

' 

·. .,......_ 
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(3.8.13) 



For this edge can be considered four cases corresponding to the ones which are con­

sidered in eqs. (3.2.6)-(3.2.9) as well as the case when two-gonal surface is attached 

to this edge. Thus we obtain another S-D equation 

I )'·' \ W~+1,n II u.; 
' c 

I )'"' = c\ w~.n+1 :n: u.; 
' c 

I )'·' +\ w ~+2,n II u.; 
' c 

1 \ )'"' + N2 L k; wk;+~-1,n II u., 
; i(h) c 

(3.8.14) 

~ 1\ )'"' + L w.,nU~-1-• II u.; 
r=O J c 

~-1 \ ) '"'\ )'"' + L L w.,n II uk; U~-1-• II u., 
r = O SC {k1 ,··· ,lcK} tES c JES c 

This equation gives the recursion relation on the index n in W~.n · Thus by using 

this we can rewrite eq. (3.8.12) into the equation for the correlation functions only 

of the U, 's. Although the result obtained in this way is very complicated, it can be 

expressed essentially as follows : 

I )'"' \ Un II u.; ~ { (1) + (2) + (3) + (4)} + (5) + (6) + (7) . 

' c 

(3.8.15) 

Here { (1) + (2) + (3) + (4)} stands for the Virasoro-like part as was given and inter­

preted in sec. 3.2, while the other parts are essentially new ones which were absent 

for the one-matrix models: 

(3 .8.16) 

(6) (3.8.17) 

(3.8.18) 
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where · · · represents the part where the U., U, and U, factorize from each other. 

These parts (5), (6) and (7) remind us of the second, third and fourth terms in the 

generator of the W3 algebra (3.7.7), respectively, although we should take a suitable 

linear combination of the U, 'sin order to take a correct continuum limit. 

The correct continuum S-D equation can be obtained by straightforwardly gener­

alizing our method in sec. 3.3 [22]: First, we introduce the generating functions of the 

connected correlation functions of the U, 's, and rewrite the discrete S-D equation in 

terms of them. Then we expand this form of the S-D eq. with respect to physical loop 

length near the convergence radius of the generating function . Following these steps, 

Gava and Narain showed [22] that the above discrete S-D equation actually yields the 

W3 constraint (3.7.9) in the continuum limit with a background shift at x 1 and x 7 • 
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Chapter 4 

Algebraic Structure of the S-D Equation 

In this chapter, we investigate the algebraic structure of the S-D equation [25)[26]. We 

first review in section 4.1 that from any matrix model is derived the Douglas equation 

[P, Q] = 1 with P and Q differential operators of degree p and q with some positive 

integers p and q, respectively [10] . After rewriting the Douglas equation in terms of 

the KP hierarchy in section 4.2, we then show in section 4.3 that the square root 

of the partition function is a T function of the KP hierarchy satisfying the following 

couple of equations, the Jtring equation: 

const. T(:z:) 

const. T( :z: ). 

After introducing the Wl+oo algebra in section 4.4, we prove in section 4.5 that the 

string equation for a T function leads to the Wl+oo constraint, the formal vacuum 

condition of the Wl+oo algebra, on the T function . However, this constraint on the 

T function is overcomplete, in the sense that the Wl+oo algebra is generated by its 

WP subalgebra. We show in section 4.6 how this Wl+oo constraint can be reduced 

to the WP constraint which is already discussed in section 3.7. This reduction of the 

constraint is important since this Wp constraint might be regarded as the S-D equation 

of the 2D gravity coupled to the (p, q) minimal conformal matters. In particular, one 

might be able to prove from the WP constraint on some function that the function is 

aT function . This is an open problem as the Virasoro constraint, while for the (p, 1) 

topological gravity we can calculate all the correlation functions analytically, showing 
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that T is actually a T function of p-reduced KP hierarchy. In what follows, we call 

the 2D gravity coupled t o the (p, q) minimal conform al matters the (p , q) gravity. 

4.1 Douglas Equation 

In this section, we give a short review on the Douglas equation [10], restricting our­

selves to the two-matrix model explained in sec. 3.8 although we here consider it in 

its general form. 

Let the potentials of N X N hermitian matrices u and v be 

(4.1.1) 

V2(v) (4.1.2) 

respectively. Then the partition function of the two-matrix model with respect to the 

above potentials is defined, as a function of the coupling constants, by 

Z 1"'(N,>.,p.,c) = jvu'Dvexp{-Ntr(V1(u)+V2(v) - cuv)}. (4.1.3) 

If we denote the eigenvalues of the matrices u and v by :z: 1 , · · ·, :Z:N and y1 , • • ·, YN, 

respectively, then this partition function can be expressed in terms of these eigenvalues 

in the following way due to Mehta's formula [23]: 

Here Ll.(:z:) is the Vander Monde determinant ll(:z:;- :z:;) and 
i>j 

w(x,y) = N (V1 (x) + V2(y)- c:z:y). 

By introducing the orthonormal polynomials 

cr;( :z:) 

{J;(y) 

1 . 
--~~:'+· ·· A 

1 . 
-y'+ ... 
A 
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(4.1.4) 

(4.1.5) 

(4.1.6) 

(4.1.7) 



as satisfying the following conditions: 

the free energy can then be expressed as 

N 

lnZ1"'(N,A,JL,c) ~ :L)N-i)R;, 
i=l 

Now if we introduce a couple of operators P and Q by 

p =y, 

then they obviously satisfy the following relation: 

[P,Q] = 1. 

In the following we consider the continuum limit of this relation. 

It is easy to see that their matrix elements have the following form: 

J dxdye-w(z,v)a;(x)yfJ;(Y) 

r 1Si,i+1 + r2Si,j+2 + · · ·, 
J dx dy e-w(z,v)a;(x) (- :J f3;(Y) 

NI>• (P"-1),;+Nc J dxdye-w(z,vlxa,(x)f3;(Y) 

" " ( ··-1) N L., JL• P ii + s16i,j-1 + s26i,j-2 + · · ·, 
" 

( 4.1.8) 

( 4.1.9) 

( 4.1.10) 

( 4.1.11) 

( 4.1.12) 

(4.1.13) 

where r" and s" are functions of the coupling constants (N, A, JL, c). Since the first 

term in eq. ( 4.1.13) does not contribute to the eq. ( 4.1.11 ), we disregard it in the 

followings: 

( 4.1.14) 

Now we consider the scaling limit of these operators, that is, the fine tuning of the 

coupling constants in these operators as the lattice spacing a goes to zero. As in 

the one-matrix model, the difference in the index i becomes the differentiation with 
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respect to the cosmological constant. Thus in the continuum limit the operators P 
and Q turn out to be differential operators with respect to the cosmological constant 

t: 

•-o p-1 

F-Pc --+ p - a/JP + L o.n(t)8n ( 4.1.15) 
n=l 

·-o 
q-1 

Q- Qc --+ Q - bq8" + L bn(t)8n, (4.1.16) 
n=l 

where Pc and Qc represent non-universal constants coming from spherical topology 

which should be subtracted, and 8 represents the differentiation with respect to t: 

8 = 8/ 8t. Due to eq. ( 4.1.11) these differential operators P and Q satisfy the following 

Doug/a• equation: 

[P, Q] = 1. ( 4.1.17) 

Note that if P, Q are solutions of this equation, then so are 

Q' = ~JQJ-1 
c 

( 4.1.18) 

with c at-independent constant and f = f(t) an arbitrary function oft. Thus by 

using this ambiguity, we can always transform P into the following form: 
p 

P = L an(t)8n, Up(t) = 1, ap-1(t) = 0. ( 4.1.19) 
n=O 

If P has this form, then we say that P is in the standard form. It can then be shown 

that the first nontrivial coefficient in P in the standard form, aP_ 2 , is related to the 

free energy F(t) in the continuum limit via [10] 

d2 2 
-d 

2
F(t) = -ap_ 2 (t). 

t p 
( 4.1.20) 

Furthermore, as is given in app. A, the function aP_ 2 is expressed with a r function, 

which will be introduced in sec. 4.2, by the equation 

from which we learn 

d2 
ap_ 2 = p-d 2 lnr, 

t ' 

~F 
2 

ln r + const. 
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( 4.1.21) 

( 4.1.22) 



As was shown in sec. 3.7, the orders (p, q) of the differential operators P, Q in the 

Douglas equation are the same as the set of indices specifying the conformal matters 

the gravity is coupled to. Thus to obtain the theory with higher criticality we must 

construct higher order differential operators and thus require the finer tuning of the 

coupling constants in the matrix model, which is consistent with the requirement in 

usual local field theories. Of course, to do this fine tuning, we must have sufficiently 

many coupling constants in the matrix model. In fact, in the one-matrix model, the 

operator P has non-zero matrix elements only within at most two lines from the 

diagonal line, so that the order of the corresponding differential operator P is at most 

two, no matter how we fine-tune the coupling constants. On the other hand, we 

expect that the two-matrix model has sufficiently many coupling constants for giving 

any set (p, q), and this is the case as studied in refs. [24]. 

4.2 Douglas Equation and the K P H ierarchy 

In this section, starting from the two-matrix model, we first generically consider the 

renormalization group flows which change the criticality (p, q). Then we restrict our 

consideration to the flows which does not change p, and show that these flows are 

nothing but the time evolution in the p-reduced KP hierarchy [26]. 

First we perturb the potential w(x,y) in the two-matrix model (eq. (4.1.5)) as 

w'(x,y) = w(x,y) + 8w(x,y), (4.2.1) 

which causes the changes of the orthonormal polynomials a;( x) and {3;(y) as 

(4.2.2) 

where oa;; and 8{3;; are constants independent of x andy, respectively. Then due to 

the orthonormality of a;(x), {3;(y) and a:(x), {3i(y) we have 

8a;;+8{3;; j dxdye-w(~.y)a;(x)8w(x,y)f3;(y) 
- (ilowlj). (4.2.3) 
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By using this relation, we can easily compute the change of the operator P as follows: 

- (i lowP I j) +I: Sa,, (kIP I j) +I: (i I PI k) 8{3,; 

-I: a{J,.P,; +I: P,.af3•;· 
• • 

Thus, setting H;; = -8{3;;, we obtain the following equation: 

sP = [if, P ]. 

Similarly we have 

8Q = [ii,¢]. 

Therefore, by writing the above operators in the continuum limit as 

P-Pc ·-o p ___, 

Q-Qc ·-o Q ___, 

H- He •-o H, ___, 

( 4.2.4) 

( 4.2.5) 

(4.2.6) 

(4.2.7) 

(4.2.8) 

(4.2.9) 

we conclude from eqs. ( 4.2.5) and ( 4.2.6) that general renormalization group flows 

in the continuum theory can be expressed in terms of differential operators in the 

following way: 

[P, Q] = 1 

8P 

8Q 

[H,P] 

[H,Q]. 

( 4.2.10) 

(4.2.11) 

(4.2.12) 

Now we consider the flows which does not change the order p of the differential 

operator P. In this case, we can calculate the explicit form of the flow generator H. 

First, we assume that the P is in the standard form: 

p [)P + 0.,-2[JP-2 + .... (4.2.13) 
' 

Then we can express this as 

p ( 4.2.14) 
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by using a pseudo-differential operator 

L = 8 + u8-'+ ·· · ( 4.2.15) 

with a,_2 = pu. Now the general form of the flow generator H which preserves Pin 

the standard form is given by 

H = L Cn (Ln)+ , ( 4.2.16) 
n~ O 

where Cn is a constant and ( )+ represents the differential operator part of a pseudo­

differential operator . 

[proof] 

We assume the order of the differential operator H to be N and write H as H = 

cN8N + · · ·. Since the order of [H, P] is less than that of P, CN should be con­

stant . Note that (LN)+ satisfies this condition since [(LN) +, P] = -[(LN)_, P] = 
* · {)P- 2 + · · ·. Thus, by setting H 1 = H- cN(LN)+ = CN_,aN- I + · · ·, the order of 

the flow generator in question can be reduced by one. Repeating this procedure, we 

finally obtain eq. (4.2.16) . I 

Thus, denoting by Yn the parameter corresponding to the flow (Ln)+, we obtain 

[ {Ln)+, p J 

[{Ln)+> Q] • 

In particular, since P = LP, we obtain the following KP equation: 

-1-L = [ (Ln)+, L J . 
uyn 

Moreover, since (LmP)+ = Lmp for any positive integer m, we have 

-
0
-L = 0 ( ) " m ='1,2,3,···, 

UYmp 

( 4.2.17) 

(4.2.18) 

( 4.2.19) 

( 4.2.20) 

which is nothing but the p-reduction condition on the KP hierarchy. Thus we have 

shown that the general renormalization group flows which does not change the order 
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p of the differential operator P is described by the time evolution of the p-reduced 

KP hierarchy. Furthermore, as is given in app. A, this KP equation is equivalent to 

t he following set of equations, t he Sato equation: 

L = waw-' 
W = 1 + LWn(t; y)8-n 

(4.2.21) 

(4.2.22) 

( 4.2.23) 

Here, Bn is a differential operator which is automatically determined by eq. ( 4.2.23) 

as 

( 4.2.24) 

Note that the W operator in eqs. ( 4.2.21)-( 4.2.23) has an ambiguity of right multipli­

cation by a constant pseudo-differential operator C = 1 + c1 8- 1 + c28- 2 + .. ·: 

w .-. wc. ( 4.2.25) 

Our next step is to express the operators P and Q in terms of the W operator 

introduced above. As for P, eqs. ( 4.2.14) and ( 4.2.21) immediately give 

P = W{)PW- 1
• ( 4.2.26) 

Then multiplying eq. ( 4.2.10) by w-' and W from the left and from the right, re­

spectively, we have 

[{)P, w-'QW] = 1. (4.2.27) 

From this equation we find that w-'QW should have the following form: 

1 
w-'Qw = -ta- P+'+ L.:d.(y)a". 

p k 
( 4.2.28) 

' Here, the first term on the right-hand side is a special solution of eq. ( 4.2.27) , while 

the second term is the general solution of the homogeneous version of eq. ( 4.2.27) and 

the d•(Y)'s are y-dependent constants. In order to find they-dependence of w -' QW, 
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we consider its y derivatives, .J-(W- 1 QW). Using they-evolution equations given 
UYn 

by 

(4.2.29) 

we obtain 

~(W-1QW) = ran, W- 1QWj . 
8yn 

( 4.2.30) 

Then by substituting (4.2.28) in the right-hand side of this equation, we have the 

following equation: 

~cw-1QW) = '!!:.an-p (n = 1,2,· ··), (4.2.31) 
8yn P 

which together with eq. ( 4.2.28) determines W- 1 QW as 

w-1QW = ~ (ta-p+l + L k(yk- Yk0 ))8k-p + >..8-P) + L a,a"-P, (4.2.32) 
p k2:1 k:"0-1 

where Yko), ).. and a, are constants. Since the last term on the right-hand side of this 

equation can be eliminated by an appropriate redefinition of W given by ( 4.2.25),1 

we finally obtain [26] 

Q = ~ w (ta-p+ I + >..a-p + I: kx,a"-p) w-l, 
p k2:1 

(4.2.33) 

where we have introduced new variables x defined by "'• = Y•- Yk0
). Note that so far 

we have not used the conditions that P and Q are differential operators. Therefore 

the general solution of the flows which does not change the order p of the differential 

operator P is expressed as ( 4.2.26) and ( 4.2.'33) for the W operator satisfying the 

1 After such redefinition of W, it has no ambiguity any more and hence the corresponding T function 

is fixed up to an overall constant. 

58 

Sato equation and the conditions (P)_ = (Q)_ = 0 [26]: 2 

-
8

8 
W = BnW- wan, 

Xn 

(W8PW- 1 )_ = 0, 

( w {ta-p+ I + >..a-p + ~ kx,a"-p} w-l) _ = o. 

4.3 The String Equation and the Douglas Equation 

( 4.2.34) 

In this section, we prove that the Douglas equation (4.2.34) written in terms of pseudo­

differential operators is equivalent to the following condition on a T function of the 

KP hierarchy [26]: 

const. r(:z: ), 

const. r(x ). (4.3.1) 

Here, the :z:; 's ( i = 1, 2, · · ·) stand for the time variables of the KP hierarchy and .Cn 's 

are the Virasoro generators in the following form: 

1 8 1 8 8 
.Cn = - L klx,x, + L kx,- +- L --. 

2 k+l=-n k-1=-n 8x, 2 k+l=n 8x, 8:z:1 

To prove this, we first rewrite the Douglas equation in terms of an infinite Grassman­

nian in subsec. 4.3.1. After introducing T functions of the KP hierarchy in subsec. 

4.3.2, we then prove our assertion in subsec. 4.3.3. The eq. ( 4.3.1) is called the •tring 

equation since the W 1+oo (or WP) constraint on the T function automatically follows 

from this equation, as will be shown later in this chapter. 

Note that the set of equations (4.3.1) is equivalent to the following weaker condi­

tions which contain three additional constants, a, b and c: 

8 
-
8 

r(x) = ar(x) 
Xp 

(CP + cxp)r( x) = br( x ). ( 4.3.2) 

In fact, if we require eq. (4.3.2), c = 0 follows from [.C_P + c:z:P, ..JLJr = 0. 
, UXp 

2 Equations (4.2.34) were already discussed in ref. [27) from a slightly different point of view. We 

will see later that the constant>. should be equal to -pll in order for eq. (4.2.34) to have a nontrivial 

solution. 
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4.3.1 Infinite Dimensional Grassmannian and the KP Hierarchy 

To further rewrite the Douglas equation ( 4.2.34), we su=arize the relation between 

pseudo-differential operators and the infinite dimensional Grassmannian. For more 

complete description for it, see app. A. 

Let H be the linear space of formal Laurent series: 

H = C[z,z-1
] = {f(z) = L a.,.zn}, (4.3.3) 

nEZ 

and H+ be its subspace of formal Taylor series: 

H+ = C[z] = {f(z) = L a.,.zn}. (4.3.4) 
nEZ+ 

An infinite dimensional Grassmannian usually called the univer•al Gra.-mann man­

ifold (UGM) is defined as the set of the subspaces of H whlch is linearly isomorphlc 

to H+: 

(4.3.5) 

For any pseudo-differential operator U, we construct a corresponding subspace Vu of 

H, i.e. an element of the UGM, as follows: 

U >-+ Vu= [UI•=to• (8U)It=to,(82U)It=t.,···J 

=linear space spanned by (&'U)I•=•.'s (k = 0,1,2,···). (4.3.6) 

Here, the symbol lt=to is defined in the following way. Let S be a pseudo-differential 

operator (e.g. S = &'U), and write it in the conventional form, S = I:n Sn(t)8". 

Then Slt=to E His defined by Sl•=•• = Ln Sn(t0 )zn. Although in general the mapping 

( 4.3.6) is not injective, it becomes injective if we restrict the defining domain to the 

set of pseudo-differential operators having a special form like U = 1 + I:;:'=1 v.n(t)a-n. 

The following le=a is fundamental [26]: 

Lemma 4.3.1 

Let U be a p•eudo-differential operator and Vu the corre•ponding JV.bJpace of H. Then 
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the following two •tatement• are equivalent: 

(a) { L C,.,nzm (dd) "} Vu C Vu. 
m,n~O Z 

(b) There ezi•t• a differential operator B Juch that 3 

U { L c,.,n(t- to)"am} =BU. 
m,n~O 

[proof] 

( 4.3.7) 

(4.3 .8) 

The following three statements hold for any pseudo-differential operators X and Y 

and differential operator B: 

(i) X= Y <==> (a" X)lt=to = (8'Y)It=to for vk?: 0, 

(ii) (X(t- to)"8m)i•=•• = zm(d~r(XI•=••), 
(iii) (&' BY)It=to = L Ao,l(B)(ffY)It=to (k?: 0), 

where Ao,l(B) = t (~) b~11-k 
•=max{O, k-1) 

for B = L bn(t)8" = L (L ~b~ml(t- t0 )m) 8". 
n~O n~O m~O m. 

Therefore, by applying (i)~(iii) to eq. (4.3.8), we have 

(b) <==> 3 B (differential operator) •. t. 

L C,.,nzm(: )n(8'U)It=to = LAk,l(B)(ffU)It=to for Vk?: 0. 
m,n~O Z l~O 

On the other hand, since Vu is spanned by (8'U)It=to (k = 0, 1, 2, ···),we have 

(a) <==> 3
p.k,l (k,l?: 0) •.t. 

L C,.,nzm(d~)n(&'U)It=to = LP.o,!(81U)It=to for Vk?: 0. 
m,n~O l~O 

~~----------------
3Strictly speaking, B should be regarded as a formal differential operator in the sense that it is 

given by a formal Taylor series: 

Actually this is sufficient for the proof of the equivalence between eq. (4.2.34) and {4.3.1). 
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The above two statements are eqillvalent, since fo r any set of numbers J.Lk ,l (k, l 2': 0) we 

can constr uct the following formal differential operator B tha t satisfies Ao,t(B) = 1-'k,t : 

We thus can reexpress the pseudo-differential form of the Douglas equation ( 4 .2.34) 

in the form of the infinite dimensional Grassmannian as [26] 

zPVw(z ) C Vw(z)> 

( z-p+t_!!_ + -p + 1 
z-P + L k(xk + C0,1 to)z"- P + cz-P) Vw(z) C Vw(z) · (4.3 .9) 

dz 2 · ~ 1 

4.3.2 r Functions of the KP Hierarchy 

In order to express the r functions in a compact form, we introduce fermionic oper ators 

..p~, ..P~ (n,m E Z) satisfying the following anticommutation relations 

(4.3.10) 

and define the zero-particle state 1-oo) as the state that satisfies 

..Pn 1-oo) = 0 (" n E Z) . ( 4.3 .11) 

We then make a correspondence between a vector ~(z) in H = C[z,z-1] = { f (z) = 

LneZ a.,z"} and a fermionic operator .,P[~]t in the following way: 

~(z) = L ~nz" <-+ .,P[~]t = L ~n'I/J~. ( 4 .3.12) 
nEZ nEZ 

Furthermore, we associate a subspace V = [~< 0l(z), ~( 1l(z),· ··]of H with a decom­

posable multi-fermion state I g) via4 

( 4 .3.13) 

4 A multi-fermion state I g) is called decomposable it it can be expressed in the form of the right­

hand side of eq. (4 .3. 13). This state is nothing but the one that can be written as a Slater determinant. 
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Obviously this correspondence between the UGM and the set of all decomposable 

states is one-to-one up to an overall factor. We denote the subspace V associated 

with the decomposable sta te I g ) by V,. We further define the vacu um as the state of 

Dirac sea filled upton = 0 from n = +oo and denote it by I 0 ): 

( 4.3.14) 

This state satisfies ..Pn I 0) = 0 (n < 0) and ..p~ I 0) = 0 (n 2': 0) . 

The T functions of the KP hierarchy are now defined as follows. First, we introduce 

the normal ordering for fermionic operators by 

(n < 0) 

(n 2': 0), 

and define the current operators Jn as 

or equivalently 

Jn = L : ..P!+k..Pk : (n E Z) , 
• 

J(z) = L Jnz-n- 1 = : ..pt(z).,P(z) :, 
nEZ 

(4 .3.15) 

( 4.3.16) 

( 4.3.17) 

where .,P(z) = LneZ..Pnz" and .,Pl(z) = Lnez..P~z-n- 1 • 6 Then, the T function associ­

ated with a decomposable state I g ) is defined as a function of infinitely many variables 

r(x) = {0 I exp (- L XnJn) 19 ) · 
n~ l 

( 4.3 .18) 

In particular, for the pseudo-differential operator W in the Sato equation, we intro­

duce the corresponding T function, following the prescriptions given in ( 4 .3.6) and 

5These fermion fields satisfy the following OPE: 

,P(z),PI(w) - _I,_ 
z-w 

6 Hereafter we will consider only neutral states, that is, J0 I g ) = 0. 
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( 4.3.13): 

W >--+ Vw [WI•=••• (8W)I•=•••(8
2
W)I,=•·····] 

[e~)(z), e~)(z), eiV(z), 0 0 
·] 

...... 1 gw} = ..P[e~ll 1..P[e~ll 1..P[eiVJ' .. ·1-oo} . 

Note that the function T( :>:) given above can be also interpreted as the bosonic 

coherent representation of the state I g). In fact, if we introduce a free boson </>(z) via 

8</>(z) = J(z) = : .,P1(z).,P(z): 

or conversely 

( 4.3.19) 

(4.3.20) 

(4.3.21) 

then (0 I exp(- I:n~l Xnln) is nothing but the coherent state of the free boson. Thus, 

the following relations hold: 

(m > 0) 
(4.3.22) 

Noting that the J(x) in eq. (4.3.17) is a local fermion bilinear operator, we further 

introduce another such operator: 

1 
T(z) = L Lnz-n-2 = -(: 8.,P 1(z).,P(z):-: ..P'(z)8.,P(z) :) . 

nEZ 2 

Since T(z) is bosonized into T(z) = (1/2): (8¢>) 2 :, we obtain from (4.3.22) 

(0 I e- I:.~, •• J. Ln = Ln (0 I e- I:.~, •• J., 

where 

satisfying the Virasoro algebra with central charge c = 1: 
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(4.3.23) 

( 4.3.24) 

(4.3.25) 

(4.3.26) 

[remark ] [25] 

lligorously speaking, the multi-fermion state 19) given in eq. (4.3.13) is, in general, 

ill-defined. In fact , the T function for the (2,1) topological gravity has the form (see 

eq. (3.6.2)) 

_..!.. X~ 
r(xt , :z:3, 0, 0, · · ·) = const.x3 "' exp(---], 

18:>:3 
( 4.3.27) 

so that we can not set :>: = 0. However, since we can expand it around a generic 

background source :>: 

function by 

x 0
, the state I g} becomes well-defined if we define the T 

Furthermore, if we introduce J~ by 

then we have 

(n > 0) 

(n < 0), 

(4.3.28) 

( 4.3.29) 

(m > 0) 
(4.3.30) 

which allows us to still regard (0 I exp(- Ln~ 1 (xn + x~)Jn) as the bosonic coherent 

state. Although we will formally set :>: 0 = 0 hereafter, the generalization to the cases 

:>: 0 # 0 is easily carried out by replacing the operator 0 which acts on the state I g) 

by 

( 4.3.31) 

For example, as for the Virasoro generators in eq. ( 4.2.34), it holds that 

(4.3.32) 

for 

( 4.3.33) 
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4.3.3 Equivalence between the String Equation and the Douglas Equation 

As is shown in the previous subsection, both of the differential operators a I 8xn and 

£n can be expressed as the mode coefficients of local fermion bilinear operators. In 

this section, we first investigate how such operator act on a decomposable state I g} 

[25] and then prove the equivalence between the string equation and the Douglas 

equation [26]. 

First we consider fermion bilinear operators of the general form: 

(4.3.34) 
n,m 

The crucial point is that bilinear operators can be regarded as one-body operators in 

terms of the first quantization. In fact, one can construct the one-body operator o 

that corresponds to a fermion bilinear operator 0 by taking a commutator with the 

fermion operators ..Pn: 

( 4.3.35) 

which means that the one-body operator o maps a one-body wave function f(z) = 

:Z:::nanzn E H to 

(4.3 .36) 

In particular, the one-body operators corresponding to the current Jn and the energy­

momentum tensor Ln are as follows [25][28]: 

(4.3.37) 

Furthermore, if we define the T function as ( 4.3.28), then this expression for Wn must 

be replaced by 

(4.3.38} 
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that is, 

(4.3.39) 

Conversely, if a one-body operator o is given, we can construct a fermion bilinear 

operator 0 uniquely up to an ambiguity of additive constant caused by the operator 

ordering. Furthermore, if fermion bilinear operators 0 1 and 0 2 correspond to one­

body operators o 1 and o2 , respectively, then the commutator of 0 1 and 0 2 corresponds 

to the commutator of o1 and o2 : 

o, ..... o,' 02 ..... 02 

==> [0,, 02] ...., [o,, o2]. ( 4.3.40) 

Thus we have [25] 

Lemma 4.3.1 

If a Jet of one-body operator formJ a Lie algebra w, then the Jet of correJponding 

fermion bilinear operatorJ formJ a central eztenJion of w. 

Furthermore, for any value of e the action of exp( eO) on a decomposable multi­

fermion state I g) is represented over the UGM as 

( 4.3.41) 

where V. = [~(o)(z), ~(l)(z), · .. J is the subspace of H corresponding to I g) . From this 

fact, it is obvious that the following lemma holds [25]: 

Lemma 4.3.2 

0 I g)= const.lg) <==* oV. C V9 ( 4.3.42) 

This lemma will be frequently used below. 
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As a corollary of Lemma 4.3.2, the string equation ( 4.3.1) 

or equivalently 

const. T(:t) 

const . T(:t ), 

const. I g} 

const. I g}, 

is proved to be equivalent to [26] 

zPV., C V.,, 
d -p+1 

- [z-P+l dz + --2-z-Pj Vg C v •. 

( 4.3.43) 

( 4.3.44) 

( 4.3.45) 

( 4.3.46) 

Moreover, if we consider the T function with the background :z:Z = :z:, + s,,1to, then 

from eqs. ( 4.3.39) we conclude that the string equation ( 4.3.1) is equivalent to the 

Douglas equation in terms of the infinite dimensional Grassmannian ( 4.3.9) [26]: 

zPV9 C V., 

(
z-P+1 dd + -p + 1 

z-P + L k(:z:. + s,,1to)z"-p + cz-P) v. c v., (4.3.47) 
z 2 ·~1 

where we have added the term cz-P in the second eq. using the freedom shown in eq. 

( 4.3.2) . Tills is not rung but the assertion we promised to prove. 

4.4 Wl+oo Algebra 

Before proving the Wl+oo constraint on the T function which satisfies the string equa­

tion ( 4.3.1 ), we introduce the wl+oo algebra and its central extension, the Wt+oo 

algebra, pointing out that the KP lllerarchy has them as a fundamental symmetry. 

The following three sections completely follow, ref. [25]. 

As we have seen in the previous section, fermion bilinear operators such as the J.'s 

and the L. 's play essential roles in the two-dimensional gravity. We call operators 
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W(z) local fermion bilinear of spin kif they have the following form: 

k-1 
W(z) = L c;: [Ji..pl(z)a"- 1-i..p(z) :, (4.4.1) 

j==O 

where c; are complex numbers. In particular, J(z) and T(z) are local fermion bilinear 

operators of spin 1 and 2, respectively: 

J(z) = L J.z-n-1 =: ..pt(z).,P(z) :, 
nEZ 

(4.4.2) 

We also call W. local fermion bilinear of spin k if it is the n-th mode of such an 

operator: 

( 4.4.3) 

For these local fermion bilinear operators, the corresponding one-body operators 

become local differential operators with respect to z [25]. In fact, for an operator 

having the form 

( 4.4.4) 

the commutator with .,P(z) gives 

( 4.4.5) 

This equation indicates that the corresponding one-body operator is given by7 

. d ' d c . ( -1}'(-)' z•+•-1(- r-1-J 
dz dz 

( -1); t (j) [n + k ~ 1]1 z•+k-1-1( .:!__ )k- 1- 1, 
I;O l dz 

( 4.4.6) 

7If we define the r function as ( 4.3.28), then this expression for Wn must be replaced by w~ = 
exp(Lm z~zm) Wn exp(- Lm z~zm). 
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where [m]n := m!/(m- n)!. In particular, the one-body operators corresponding to 

the current Jn and the energy-momentum tensor Ln are given as in eqs. ( 4.3.37) : 

If we take into account all modes of all the local fermion bilinear operators, they 

generate a Lie algebra called the Wl+oo algebra. From eq. ( 4.4.6) it is easily seen that 

the corresponding one-body operators form a Lie algebra of differential operators that 

is spanned by 

zn(.!£)1 (nEZ, IEZ+={0,1,2, .. ·}), 
dz 

( 4.4.7) 

which we call the wl+oo algebra. Obviously the Wl+oo algebra is a central extension 

of the wl+oo algebra. In fact, the central charge c of the Virasoro subalgebra of Wl+oo 

is 1, whereas that of w1+oo is 0. 

As we have seen in the previous section, the string equation (4.3.1): 

const. r(:z: ), 

const. r( :z: ), 

is equivalent in terms of the infinite Grassmannian to 

zPV. C V., 

[ -p+l d + -p + 1 -pl TT - z - - --z Yg 
dz 2 

c v •. 

( 4.4.8) 

(4.4.9) 

Therefore the subspace V. is invariant under any differential operator that is con­

structed by repeatedly taking products and linear combinations of w~1) and w~~. In 

other words, if we define r+(p) as the associative subalgebra of differential operators 

that is generated by w~1 l and w~2~, we have 

( 4.4.10) 

' 
Since the commutator of w~1 l and w~~ is a c-number 

( 4.4.11) 
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and the differential operators (w~1 l)n(w~2~) 1 (n, I = 0, 1, 2, . . ·) are all linearly inde­

pendent to each other, any element of r+ (p) is uniquely expressed as 

f cn~(w~1lt(w~~) 1 , ( 4.4.12) 
n,l::O 

where the c,.,'s are complex numbers. Thus we have the following theorem [25][28]: 

Theorem 4.4.1 

Let r( :z:) be a r function of the KP hierarchy that .ati•fie• the •tring equation• of the 

(p,q) gravity (1.3 .-/3} and (-/.3.-/-/) . Then the corre•ponding element V. of the UGM 

.ati•fie• 

( 4.4.13) 

As is shown in the next section, we can reinterpret eq. (4.4.13) in terms of the 

r function by using Lemma 4.3.2 again. There we will see that the structure of the 

W1+ao algebra arises in a natural way. Here, before going back to the r function, 

we analyze the Lie algebraic structures of the set r+(p) of one-body operators that 

appears in eq. ( 4.4.13). 

First we introduce the following notations for p ;:::: 2: 

T = Wl+oo = n:::: L Cn{zn(-~ )1
}, 

nEZ IEZ+ 
(4.4.14) 

r+ = w{+ao = { L L Cn!Zn(- dd)}, 
nEZ+IEZ+ 

( 4.4.15) 

r(p) = Wl+ao(P) = {L L cn~(w~1)t(~w~~)1 }, 
nEZ IEZ+ p 

( 4.4.16) 

r+(p) = w{+ao(P) = { L L c,.,(w~1)t(~w~2~)'} . 
nEZ+IEZ+ p 

(4.4.17) 

' Here, r, r+, r(p) and r+(p) are, as a set, identical to wl+oo> wi+oo> w1+ao (P) and 

wi+oo(P), respectively. We introduce, however, different symbols for them in order 

to indicate whether we regard them as associative algebras or Lie algebras. In other 
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words, when we call them r, we consider not only commutators but also products as 

differential operators.• In addition to the trivial relations 

r+ C r, r+(p) C r(p) C r (as associative subalgebras), 

wi+oo C WJ+oo> wi+oo(P) C WJ+oo(P) C WJ+oo (as Lie subalgebras), 
( 4.4.18) 

we have the following isomorphisms, which indicate that the WJ+oo algebra has an 

infinite-fold self-similar structure [25]: 

Lemma 4.4.2 

r(p) ~ r, r+(p) ~ r+ (aJ aJJociative algebraJ), 

WJ+oo(P) ~ Wl+oo> wi+oo(P) ~ wi+oo (aJ Lie a/gebraJ). 
( 4.4.19) 

[proof] 

As is clear from the definition, r is generated by w~1) = zn (n E Z) and w~{ = 

-d/ dz, and the structure of r is completely specified by the following relations among 

them: 

w~l) = (wP>r, 
[wPl, w~{] = 1. 

( 4.4.20) 

( 4.4.21) 

On the other hand, r(p) is generated by w~~ = znp (n E Z) and w~; with the relations 

w~~ = (w~1>r, 

[w(l) ~w(2)] = 1. 
p , p -p 

(4.4.22) 

( 4.4.23) 

Therefore r(p) is isomorphic to r as an associative algebra through the following 

mapping: 

wPl= w~l) ,_. wPl, 
-(2)_ 1 (2) ,_. w~{. 

w_1= pw_P ( 4.4.24) 

~--------------~ 8 In fad, the so-called lone-star product of the wl+oo algebra (29] is nothing but the usual product 

in r, when we translate the set of fermion bilinear operators, W1+00 , into the set of corresponding 

one·body operators, wl+oo· 
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Furthermore, since r+(p) is generated by w~1 ) and w~;, and r+ is generated by wFl 
and w~2{, these two associative algebras are isomorphic under the above mapping. I 

To express this isomorphism more explicitly, we note the following relation: 

1 (2) - 1 ( -p+l d -p + 1 -p) -w - -- z - + ---z 
P -p p dz 2 

z(P-1)/2 (-.!!._) z-(p-1)/2 
d). , ( 4.4.25) 

w~l) = zP 

z(p-1 )/2 ( >.) z -(p-1 )/', ( 4.4.26) 

where>.= zP. Then we see that the WJ+oo(P) algebra and the w1+oo algebra are related 

via 

(4.4.27) 

In order to see how wt+oo(P) is imbedded in wl+oo more explicitly, we introduce 

the following basis of the wl+oo algebra: 

( 4.4.28) 

which corresponds to the standard basis of the Wl+oo algebra [29]:9 

w(•>(z) = Lw~•>z-n-• 

(k- 1)! ~( ); (k- 1) 2. a•-1-;.,_,( )a;·'·( ) . ( ) 
2'-1(2k- 3)!! f;:., -1 j . 'I' z 'I' z .. 4.4.29 

Then by using eq. ( 4.4.27) the corresponding basis of wl+oo (p) is expressed as [25] 

w~k) = ( -1)·-1 I: ~ ( [k- 1]1 )
2 

[n + k- 1]1 z(p-1)/2 ;..n+k-1-1( .!!._ )k-1-lz-(p-1)/2. 
1=0 l. [2k - 2]1 d>. 

( 4.4.30) 

9 Here, ( -1)!! = 1 
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The right-hand side of th.is equation can be expressed as a linear combination of the 

w~k)•s. For example, 

(1) 
wnp' 

~ (2) 
p wnp' 

1 1 
-{w(3) + -(p2 - 1)w(1)} p2 np 12 np > 

1 7 
-{w(•) + -(p2 - 1)w(2)} r np 20 np . 

(4.4.31) 

( 4.4.32) 

( 4.4.33) 

(4.4 .34) 

As a final remark in th.is section, we point out the following properties of w{+oo 

and w{+
00

(p), wh.ich we use in the next section [25]: 

Lemma 4.4.3 

Any element of w{+oo can be ezpre•ud a• a commutator of two element• of w{+oo · 

The •arne •tatement hold• for w{+00 (p) . 

[proof] 

For any element of w{+oo, we have 

" k( d )'- [ d " Ck,l k+1( d )'] 0 c1c lZ - - -, L...t --z - , 
k,IEZ+ ' dz dz k,IE Z + k + 1 dz 

(4.4 .35) 

which proves the assertion for w{+oo· The same assertion holds for w{+oo(P) because 

it is isomorphic to w{+oo . I 

4.5 WI+oo Constraint 

In the precerung sections we have investigated the structure of the string equation in 

terms of the UGM. In this section we will rewrite eq. (4.4.13) as a set of rufferential 

equations for T(:t). This section also follows r~f. [25] completely. 

As we have seen in the previous section, if a set of one-body operators is given, 

we can construct a corresponding set of fermion bilinear operators up to the operator 

ordering ambiguities . One way to fix the ambiguities is to introduce the usual normal 
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ordering for the fermion operators ( 4.3.15). In fact, the Wt+oo algebra can be regarded 

as the set of fermion bilinear operators constructed from wt+oo through this normal 

ordering. Similarly, we define W1~00 as the subset of W 1+oo that is constructed from 

w{+oo by using the same normal ordering. As is clear from eq. ( 4.4.6), W1~00 is spanned 

by WJkl•s satisfying n 2': - k + 1. A crucial property of the W1~"" is the following [25]: 

Lemma 4.5.1 

W,++oo form• a Lie algebra without a central term. In other word•, W1~"" clo•e• under 

the commutator. 

[proof] 

Since w{+oo is a Lie algebra, it is obvious that W1~"" is a Lie algebra with possible 

central terms. In order to show that the central terms vanish, we consider the c­

number term of the operator product expansion between fermion bilinear operators 

W(k)(z) and W(1l(w) of spin k and/, respectively: 

W(k)(z)W('l(w) = const. (z _~)HI+ (fermion bilinear operators), (4.5 .1) 

wh.ich means that the c-number term of the commutator [WJkl, W~l] is given by 

const. [n + k- 1]k+l-1 Sn+m,o = const. (n + k- 1) · · · (n- I+ 1) Sn+m,O· ( 4.5 .2) 

Then it is easy to see that one of the factors in eq. ( 4.5.2) vanishes if n 2': -k + 1 and 

m 2': -1 + 1. Thus we find that W 1++oo closes under the commutator. I 

We then define Wt+oo(P) and W1~oo(P) as the sets of fermion bilinear operators 

that are constructed from Wt+oo(P) and w{+oo(p), respectively. Here again we have the 

operator ordering ambiguities for the 0- th modes of the fermion bilinear operators. 

We can, however, show the following [25]: 

Lemma 4.5.2 

There ezi•t• •uch a proper definition of the 0-th mode• that W1~00 (p) clou• under the 

commutator. Furthermore, any element ofW1~00 (p) can be ezpreHed a• a commutator 

of two element• of w1~oo(p). 
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[proof] 
The isomorprusms ( 4.4.27) between Waoo and Wa oo(P) can be regarded as a con­

formal mapping from z to ). = zP: 

( 

).) -1/2 

1/.>'(.X) = ~z ,P(z) . (4.5.3) 

Therefore, if we fix the operator ordering by introducing the new normal ordering as 

the subtraction of the singular part in the (p-sheeted) ). plane, such as 

~.P''(.X'),P'(.X)~ = .P''(.X'),P'(.X)- ).' ~).' ( 4.5.4) 

then the structure of the c-number terms of the operator product expansions for 

W1+oo(P) in the ). plane is exactly the same as that of Wi't-oo in t he z plane. Thus 

the same argument as in Lemma 4.4.3 leads to the closedness of W 1\oo(P) under the 

commutator. The latter assertion follows immediately from this fact and Lemma 

4.4.3 . I 

As is well known, the difference between the ). plane normal ordering and the 

usual normal ordering can be calculated as the Schwarzian terms associated with 

the transformation z >-+ >. = zP. For example, the generators of the Waoo(P) 

corresponding to ( 4.4.31 )-( 4.4.34) take the following forms : 

W~!l, 

~{W~!l + ;
4

(p2 
- 1)6n,o}, 

2_{w(3l + 2_(p2 - 1)W<1l} 
p> np 12 np > 

2_{w<•l + !_(p2 - 1)W<2l + _!_(p2
- 1)2 6n 0 }. 

p3 np 20 np 960 ' 

(4.5 .5) 

(4.5.6) 

(4.5.7) 

(4.5.8) 

Note the appearance of the additional c-number correction terms compared to ( 4.4.31 )­

(4.4.34) . It is obvious from the construction that they satisfy the commutation rela-

tions of the w1+oo algebra with central charge c = p. 
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After the rather lengthy preparation given above, we can finally prove that a T 

function of the p-reduced KP hierarchy sat isfies the vacuum condition of the Waoo(P) 

algebra when it obeys the string equation ( 4.3.1 ): 

or equivalently 

const . r( :z: ), 

const. r(:z: ), 

const . 19 } , 

const . 19} . 

In Theorem 4.4.1, we found that these equations are equivalent to 

(4.5.9) 

(4.5.10) 

(4.5.11) 

(4.5.12) 

(4.5.13) 

By using Lemma 4.3.2 again, this means that 19 ) is a simultaneous eigenstate of 

Wl\ oo(p) : 

0 19 } = const. 19 } for v 0 E W1\ 00 (p) . (4.5.14) 

Furthermore, Lemma 4.5.2 asserts that all of these constants vanish. In fact, any 

element 0 of W 1\ 00(p) can be expressed as 

(4.5.15) 

Therefore, we have 0 19) = 01 02l9} - 0201 19 } = 0, because 19 } is a simultaneous 

eigenstate of W 1\ 00 (p). 

We thus have proved the following theorem [25][28] . 

Theorem 4 .5.3 

Let r(:z:) beaT function of the KP hierarchy that .atiJfieJ the Jtring equation (4 .5.9} 

and {4 .5.10). Then the decompoJable fermion Jtate 19 ) corre•ponding to the T func­

tion Jati•fie• 

( 4.5 .16) 

that i•, 

w~·) I g ) = 0 (k = 1, 2, .. ·;n 2: -k + 1). (4 .5.17) 
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This theorem can be restated in terms of bosons as follows [25]. By using the 

bosonization rule ( 4.3.19)-( 4.3.21 ), the normal ordering of two fermion operators 

( 4.5.18) 

is expanded in powers of w - z as 

=0:~(-1-: e~w)-~(•): __ 1_) 
w -z w-z 

=f;"f\-1r(l). . 1 (w-z);-1-o-ral-rpUl(z), (4.5.19) 
j=1 r=O r J • (J - 1 - k - r )! 

where pUl(z) is defined by 

(4.5.20) 

and : : stands for the normal ordering for bosonic operators. Considering the coeffi­

cient of (w- z)0 in eq. (4.5.19), we have 

: a"..pl(z)fi,P(z) := k~1 ;( -1)j-1-k (. l ) a"+l-j+1 pUl(z). 
j=k+1 J J - 1 - k 

( 4.5.21) 

Thus, by substituting this expression into eq. ( 4.4.29), we obtain the bosonic realiza­

tion of the Wt+oo algebra [25]: 

w<•l(z) =I: (-1)1 ([k -1]z)2 [jp(lo-l)(z), 
l = o (k- l) ·I! [2k- 2]1 

the first few of which are 

w<1l(z) 

w<2l(z) 

w<3l(z) 

w<•l(z) 

J(z), 
1 
-: J(z)2 :, 
2 

~: J(z)3 :, 

1 2 3 
-[: J(z)4

: +-: J(z)82 J(z) : --: (8J(z)) 2 
:]. 

4 5 5 

(4.5.22) 

( 4.5.23) 

(4.5.24) 

(4.5.25) 

( 4.5.26) 

Then by using the equations such as ( 4.5.5)-(-4.5.8), the generators of W1+oo(P) are 

expressed as follows : 

(4.5.27) 
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( 4.5.28) 

( 4.5.29) 

(4.5.30) 

Hence, eq. ( 4.5.17) is rewritten as a set of differential equations for the r function : 

W~"lr(x)=O (k=1,2,3,·· ·;n~ -k+1), ( 4.5.31) 

where the differential operator w~•l is obtained by replacing all the Jn's in the w~·l 

by 

.:J. = { -Bn (n > 0) 
n- -lnlxrnl (n < 0). 

(4.5.32) 

Note that the first equation -W~1lr(x) = .,.Q_r(x) = 0 shows that the r(x) is a r 
UXnp 

function of the p-reduced KP hierarchy [25]. As was discussed in sec. 3.7 it is expected 

that a function r(x) satisfying eq. (4.5 .31) automatically becomes a r function of the 

KP hierarchy, since eq. ( 4.5.31) determines the function r(x) completely at least for 

the case of topological fields. 

4.6 WP Constraint 

We have shown that a r function of the KP hierarchy under the conditions ( 4.5.9) 

and ( 4.5.10) is a r function of the p-reduced K~ hierarchy which satisfies the vacuum 

condition of the Wt+oo(p). However, in the expressions ( 4.5.30)-( 4.5 .32) there appear 

redundant variables for the p-reduced KP hierarchy, that is, Jnp (n E Z). In this 

section we show that after the elimination of these redundant variables the Wt+oo 
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algebra with central charge c = p is reduced to the WP algebra with c = p- 1. This 

section also follows ref. [25] completely. 

As we have seen in the previous section, the generators of Wl+oo(P) have simple 

forms when they are expressed on the p-sheeted >. plane which is the image space 

of the conformal transformation z >--+ >. = zP. More explicitly, we first define the 

operators w~k)(>.) on the p-sheeted >. plane by eq. ( 4.5.22) with z replaced by >. [25] : 

~ (-1)
1 

([k-1]/)'&,p(k-1)(>.) 
l = O (k- I) -I! [2k- 2]t ~ ' 

(4.6.1) 

(4.6 .2) 

Here, 8~<P(>.) = J(>.) = ~"Ln>.-nfp-IJn, and ~ ~ stands for the "minimal" normal 

ordering on the p-sheeted >. plane, by which we mean the following procedure: 

~J(>.)~ J(>.), 

li~\ { J(>.')J(>.)- (>.' ~ >.)2}' 

}!.~. {J(>.")J(>.')J(>.) 
>.'-A 

1 1 (>.') 1 J(>.")} 
(>."- >.')2 J(>.)- (>."- >.)2 J - (>.'- >.)2 ' 

Since we are considering the p-sheeted >. plane, each value of >. corresponds to p 

different points, which we denote by >. 1 , • • ·, >.P. Then the generators of W 1+oo(P) are 

expressed as 

(4.6.3) 

Note that this expression gives a single-valued function of >. because the right-hand 
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side is invariant under the transformation: >. >--+ exp(27ri]>., which generates a cyclic 

permutation of the >.;'s. 

In order to investigate further the structure of the Wl+oo(P) constraint, we intro­

duce the elementary symmetric polynomials of J(>. 1 ), ••• , J(~) as (25] 

S(k)(>.) = L J(>.;,) ··· J(>.,.) (1::::: k ::::: p). ( 4.6.4) 
l$i1 < i2 <···<i•:S:P 

Here, the ordering of the operators on the right-hand side need not be specified because 

we have for two different points >. and >.' on the p-sheeted >. plane 

[J(>.'), J(>.")J = 0 if 1>-'1 = 1>-''1- (4.6.5) 

Furthermore it is apparent that the S(k)>s are single-valued functions of >. for the 

same reason as in eq. ( 4.6.3). Next we introduce another type of product for two local 

operators on the single-sheeted >. plane as 

(0 (>.) 0 (>.)) = 1 d>.' 01(>.')02(>.). 
I , 

2 r~ 27ri >.' - >. (4.6.6) 

Although this product is neither commutative nor associative , it plays a crucial role 

in the following argument. 

For any set S of local operators on the single-sheeted >. plane, we can construct 

an algebra R[SJ of operators by repeatedly taking >.-derivatives, linear combinations 

and the products ( 4.6.6). Then it is expected that the following statement holds (25], 

although we do not have a complete proof: 

Lemma 4.6.1 (conjecture) 

(4.6.7) 

In other wordJ, 

(4.6.8) 

and 

(4.6.9) 
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This equation becomes obvious if we ignore all terms including >.-derivatives of J(>.). 

In fact, we have 

W('l(>.) =.!. t ~J(>.,)"~ +terms including 8J(>.), 82 J(>.), ···, 
k i;l 

(4.6.10) 

and the product ( 4.6.6) is equal to the normal ordering up to terms with derivatives 

of J(>.), e.g., 

= ~S('l(>.)S( 1l(>.)~ + (terms including 8J(>.), 82 J(>.), · · · ).(4.6.11) 

Therefore, if we keep terms only with the form of polynomials of J(>.), the statement of 

Lemma 4.6.1 is nothing but the fundamental theorem for symmetric polynomials. The 

remarkable fact is that the use of the product (4.6.6) gives eq. (4.6.7) exactly. As is 

shown in app. Bin ref. [25], we have checked this for operators of spin k = 1, 2, · · ·, 6. 

The explicit relations between the W(•l•s and S('l's are given by, for example, 

W('l=S('l, 

2W(2l = (S('l, s(!l)- 2S(2l, 

3W(3l = (S(Il, (S(!l, S('l))- 3(S('l, S(2l) + 3S(3l, 

4w(•l + ~ a2w(2) (4.6 .12) 

= { i (S(1l, (S(!l, (S('l, S('l))) + i ((S(1l, S(1l), (S(1l, S(1l))} 

- { 2(S(1l, (S(1l, S(2l)) + ((S(1l, S(!l), S(2l) + (S(2l, (S('l, S('l))} 

+4(S(1l, S(3l) + 2(S(2l, S(2l)- 4S(•l . 

Assuming the correctness of Lemma 4.6.1, we have [25] 

Theorem 4.6.2 

The vacuum condition of the W1+oo algebra 

Wl"l]g)=O (k=1,2,3,· · ·;n~-k+1) 
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(4.6.13) 

iJ equivalent to 

S~"l]g)=O (k=1,2,3, ··· ,p;n~-k+1), (4.6.14) 

[proof] 

We introduce such an abbreviation as U(k)] g) = 0, if a state ] g) is annihilated 

by the modes of spin k operator U('l(>.) with n ~ -k + 1, that is, 

u~•) ]g)= 0 (for n ~ -k + 1), ( 4.6.15) 

where U(') = Ln >.-n-ku~•l. Obviously, we have 

(i) U('l]g)=O =? (a'u(•l)Jg)=O, 

(ii) U('l]g)=O, V('l]g)=O =? (aU('l+bV('l)Jg)=O . 
( 4.6.16) 

Furthermore, since the n-th mode of the product of operators U(k) and y(l) of spin k 

and I, respectively, is given by 

(u(•l, y(IJL = I: ul~.v.(ll + I: vJ~ru!•l ( 4.6.17) 
q>k+n r~-k+l 

and the left-hand side is an operator of spin k + I, we have 

(iii) U(kl]g)=O, y(ll]g)=O '* (u(•l, yUl)Jg)=O. ( 4.6.18) 

Lemma 4.6.1 together with (i), (ii) and (iii) proves the statement of this theorem. 

Finally we show that the condition (4.6.14) becomes the vacuum condition of the 

WP algebra after the elimination of the variables lnp (n E Z) which are redundant for 

the p-reduced KP hierarchy [25]. In order to eliminate these variables, we first expand 

S('l(>.) as a sum of operators with the usual normal ordering for the oscillators ln. 

For example, we rewrite S(k)(>.) as 

p 

S('l(>.) = L J(>.,), ( 4.6.19) 
i=l 
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s(•l(>,) I: J(>.,)J(>.;) 
1$i< j$p 

I: : J(>.,)J(>.;) : + I: (J(>.,)J(>.;)), (4.6.20) 
1$i<j$p 1$i< j$p 

s(3l(>.) I: J(>.,)J(>.;)J(>.,) 
l$i<j<.lc:Sp 

I: : J(>.;)J(>.;)J(>.,): + I: {(J(>.,)J(>.;)) J(>..) 
1$i<j<.lc$p 1$i< j<Jc:Sp 

+(J(>.,)J(>.,)) J(>.;) + (J(>.;)J(>.,)) J(>.;)}, (4.6.21) 

where:: is the usual normal ordering for the ln's (recall that J(>.) = ~ Ln >.-nfp-lJn), 

and ( ) is the usual vacuum expectation value, (Jnlm) = non+m,oll(n). We then 

define W("l(>.) by formally setting Jnp (n E Z) to 0 in this normal ordered form 

of S("l(>.) . Note that W('l(>.) vanishes identically, because S(ll(>.) = Ln >.-n-lJnp 

contains only the variables to be dropped. As is shown in app. C in ref. [25], these 

W("l(>.)'s are identified with the generators of the WP algebra with Virasoro central 

charge c = p - 1 that is to be constructed from Zp- twisted free bosons. Furthermore 

we have [25] 

Lemma 4.6.3 

The condition s!,•l I g) = 0 (k = 1, 2, ... ,p j n :::0: -k + 1) i• equivalent to 

{
Jnplg)=O (n:::O:O) 

w~"llg)=O (k=2,···,p;n:::O:-k+1) . 
( 4.6.22) 

[proof] 

First we note that S!,"l can be expanded with respect to lnp (n E Z) as 

• 
si"l = w~•l + I: I: c~~(~, +···+n,) [n,, ... , nd : ln,p ... ln,p : . (4.6.23) 

l=l n 1 ,· ·· ,n1EZ 

Here the operators C~~(~,+-··+n,J[n1 ,···,nd do not contain lnp (n E Z), and are ob­

tained from Si"l by repeatedly taking commutators with the lnp's (n E Z) and then 
' setting lnp (n E Z) to 0: 

84 

This implies that 

c(•-IJ [ l (k-IJ 
n-(nt+···+na) nl, 0 •• ,nl = const. w n-(nt+···+n,)' (4.6.25) 

because we have 

(4.6.26) 

which follows from 

( 4.6.27) 

The assertion follows immediately. 

Thus combining Theorem 4.6.2 and Lemma 4.6.3, we obtain the following theorem 

[25]: 

Theorem 4.6.4 

Let T(:z:) beaT function of the KP hierarchy that •ati•fie• the •tring equation (.{5.9} 

and {4 .5.1 0 ). Then the corre•ponding •tate I g) •ati•fie• the condition• of the p­

reduction 

(4.6 .28) 

and the vacuum condition of the WP algebra 

Wi"llg )= O (k=2,3,···,p;n:::0:-k+1). (4.6.29) 

By reinterpreting the oscillators ln 's as the differential operators :ln 's acting on 

T(:z:) (see eq. (4.5.32)), the set of equations (4.6.28) and (4.6.29) are rewritten in 

the form of differential equations for T( :z: ). Thus we have shown, using the infinite 

Grassmannian structure of 2D quantum gravity, that the string equation naturally 

leads to the WP constraint on aT function .10 

10See [30] where some analyses are made on the basis of Hirota's bilinear equation. 
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Chapter 5 

More Investigation on the Operator Content 

The system of the 2D gravity coupled to (p, *) conformal field is described in a unified 

way by a r function of the KP hierarchy that satisfies the string equation (4.3.1) . 

For example, the 2D gravity coupled to (p, q) conformal field is realized by setting 

:z: 1 = t , "'P+o =canst . and :z:; = 0 (i # 1, p + q) [11][12] (see sec. 3.7) . In this sense 

the string equation (4.3 .1) or the S-D equation (3.7.25) gives a universal description 

for various values of q, while in order to vary p one has to change the form of the 

equation itself. In particular, the equivalence between the (p, q) gravity and the (q,p) 

gravity is not manifest in this formalism, nevertheless they should describe the same 

theory. On the other hand, in the Douglas equation ( 4.1.17) p and q appear in a 

sy=etric manner, although the structure of the operators is not transparent. The 

aim of this chapter is to give a one-to-one correspondence between the (p, q) and 

(q,p) gravities by using the relation between the two formulations established in the 

preceding chapter. 

In section 5.1, using this equivalence between the string equation and the Douglas 

equation, we consider the p-q duality and explicitly write down the transformation 

rules of the operators under the exchange of p and q. Section 5.2 is devoted to physical 

interpretation of our results . There, by using the transformation rules, the operators 

Ok (k = 0 mod p or q, k < p + q) in the (p, q) gravity are shown to be redundant 

in the sense that their sources can be elirnina'ted by a redefinition of the sources of 

lower dimensional operators . This result is consistent with the BRST cohomological 

analysis by Lian and Zuckerman [31]. Finally, we apply this analysis to the minimal 

86 

unitary case, the (p ,p + 1) gravity, and consider the renormalization group flows from 

the (p ,p + 1) gravity to the (p- 1,p) gravity. This chapter completely follows ref. 

[26]. 

5.1 p-q Duality in the (p, q) Gravity 

In sec. 4.2, we found that a pair of differential operators (P, Q) satisfying t he Douglas 

equation ( 4.1.17) is represented as follows by a pseudo-differential operator W t hat 

obeys eq. ( 4.2.34) : 

p 

Q 

w8"w-', 
1 ( + 1 P+o ) - w ta-P+' + =!._a-p + "kx ak- p w-' 
p 2 L.,k ' 

k= l 

(5 .1.1 ) 

where W has the form W = 1 + 2;~1 wk( t ; :z: )8- k. In this expression we have set P 

to be in the standard form ( 4.1.19). Note that Q comes to have the standard form if 

we use the ambiguity ( 4.1.18) . In fact if we introduce P and Q defined by 

p p eatQe- at, 
(p + q):z:p+q 

Q (p + q):z:p+q ••p -·· e e , 
p 

(5.1.2) 

(p + q -1):z:p+q-l 
q(p + q):z:p+q 

a = 

then obviously (- Q,P) gives the same solution with (P,Q) as in eq. (4.1.18) and 

Pis now in the standard form (4.1.19). Furthermore (P ,Q) satisfies eq. (4.1.17) 

with p and q exchanged. Therefore, the general argument given in sec. 4.2 implies 

that there uniquely exist a pseudo-differential operator W and a set of constants 

Xk (k = 1, 2, · · · ,p + q) such that 

p waow-', 
1 - ( - q + 1 ' p+q ) - w ta-•+1 + --2-a-· + I: kxkak - q w-l' 
q b t 

(5 .1.3) 
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where W has the form W = 1 + I;~1 w,(t, x)a-• and satisfies the Sato equation. By 

combining eqs. (5.1.1), (5.1.2) and (5.1.3), we obtain [26] 

ufJ'Iu-' = 
1 (ta-p+l + -p + 1 a-p + ~ kx,a--p), 

(p+ q)zp+q 2 k=t 
(5.1.4) 

(5.1.5) 

where U is defined by 

(5.1.6) 

From eq. (5.1.5) we immediately see that 

(5.1.7) 

by comparing the coefficients of 8P. In order to make the equations transparent, we 

introduce the following notations: 

kx, kx, 
ap+q-k = (p + q)zp+q' a,+•-• = (p + q)zp+q' 

Obviously & and t satisfy 

and have the following forms: 

[ &, l] = 1 

a+··· 

ta0 + ···. 

(5.1.8) 

(5 .1.9) 

(5.1.10) 

(5.1.11) 

Then the eqs. (5.1.4) and (5.1.5) can be rewritten in a manifestly p-q symmetric form: 

{)'I (1 + pi:l a, a-•) + ( \ (ta-p+l + -p 2+ 1 
a-p) 1 

k=l p + q Zp+q 

[}P 1 + L a.&-· + - m-•+1 + _q -&-• . ( 
p+q-1 ) 1 ( - + 1 ) 

k=t (p + q)zp+q 2 
(5.1.12) 
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Although to obtain a complete solution of (5.1.12) is not an easy task, a simple 

power counting shows that for the first p + q terms we can write 

[} = 

a = (5.1.13) 

Actually this form is sufficient for solving a, in terms of a, because we need just 

p + q - 1 relations among them. Therefore, the problem is reduced to finding the 

condition for the following two Laurent series to be inverse functions of each other: 

w = 

z = (5.1.14) 

This problem is solved by the following series of manipulations: 

an 2~i f dzzn-l (~)" 
1 fd dz n-l(z)-q ( ) 

27ri w dw z :;;; 5.1.15 

~ f dwwn-l (1 + f O.,..w-m) (n-p-q)fp (1 + f (1- mfp)a,..w-m). 
21r1. m==l m=l 

The last expression is easily evaluated and we finally obtain [26] 

q 1((n-p-q)fp) __ 
an = -- L / I 1 L am, ... am,' 

p l>l - "'1•'''•"'1~1 
- "'t+· .. +-,=· 

(5.1.16) 

where a, and a, were defined in (5.1.8).1 

As for the partition function, we can in principle write down the relation between 

the (p,q) and (q,p) theories by first solving eqs. (5.1.4) and (5.1.5) for U and then 

1When a• and a• are related by (5.1.16), we can pr'lve the following identities which generalize eq. 

(5.1.16): 
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translating eq. (5.1.6) in terms of r functions . However, in order to solve U from eqs. 

(5 .1.4) and (5 .1.5) we have to keep the higher-order terms in (5.1.13) which we did 

not need in the derivation of eq. (5.1.16). On the other hand, if we are satisfied w:ith 

the second derivative of the free energy w:ith respect to the cosmological constant t, 

the p-q duality relation can easily be obtained. In fact, we have 

p {jP + pu{)P-2 + ... ' 
82 

2u = 8t2 lnZ, 

p {J'l + qu.{J'l-2 + ... ' 82 -
2u = 8t2 lnZ, (5.1.17) 

where Z and Z are the partition functions of the (p, q) and ( q, p) theories, respectively. 

Then eqs. (5.1.1) and (5.1.2) give the following relation between u and u [26]: 

- (p + q- 2)o:p+q-2 q -1 ((p + q- 1)o:p+q-1) 
2 

u=u+ ---
q(p + q)o:p+q 2 q(p + q)o:p+q 

(5.1.18) 

In order to see physical consequences of the p-q duality discussed above, we con­

sider the case (p, q) = (2, 3) as an example. As was stated in chapter 4, the partition 

function z(2,•) of the (2,*) gravity is given by aT function of the 2-reduced KP 

hierarchy, r 2, which satisfies eq. (4.3.1) for p = 2: 

(5.1.19) 

Here r 2 depends only on "'k (k # 0 mod 2). By setting Xk = 0 for k ?: 7, we have 

the partition function of the (2, 3) gravity in the (2, *) description and u( o:1, o:3, zs) is 

expressed as 

(5.1.20) 

Similarly if we regard the (2, 3) gravity as a special case of the (3, *) gravity, we have 

82 
il(x 1 , :z: 2 , :z: 4 , :z:: 5 ) = --2 ln r3 (:z: 1 , x2 , x4 , :z: 5 , other :Z:Jc 's=O), 

8o:, 
(5.1.21) 

where r and' are arbitrary integers satisfying 3 + r ~ 1, and 

A~> = I: <lnl, ... Clm, I A~> ~ L D.m, . . . D.m,. 
... ,,·· ··-12:1 ... ,, .. ..... ,~1 
-~+ ·· ·+ ... , . .. ...,+···+-, .... 
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where T3 is a T function of the 3-reduced KP hierarchy which satisfies eq. ( 4.3 .1) 

for p = 3 and depends only on "'k (k # 0 mod 3) . Although u and u describe the 

same theory, they appear to have different structures; u depends on three variables 

while u involves four variables. However, the p-q duality gives a complete one-to-one 

correspondence between them. In fact, by applying eqs. (5.1.7), (5.1.16) and (5.1.18) 

to this case, (p, q) = (2, 3), we have [26] 

where "' and f are related by 

"'• 

- 4f2f4 9f~ 18f3f~ 4f! "''- --- -- + ---- --
5fs 20f5 25f~ 25f~' 

- 6f3f4 32f~ 
"'

2
- -5- + 75- 2 ' :Z:s Xs 

- 4f~ 
"'3 - 5fs' 

x"', 
2 

-3fs. 

(5.1.22) 

(5.1.23) 

Since the left-hand side of eq. (5.1.22) does not depend on f 3, we can restrict the 
4 -2 

variables so that f 3 = - :• without losing any information and we have [26] 
15 "'• 

(5.1.24) 

for the variables satisfying 

(5.1.25) 

Xs = 

To obtain the relation between Z and Z we must integrate the equation (5.1.22) 

twice and the integration constants are determined by KP flows. A straightforward 

but long calculation leads to the following relation between the two partition functions 
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Z and Z [26]: 

V x1x~ 3x~ xix3 1 
In Z(xl> x3, x5)- -- + -- + -- + -lnx5 

25x~ 625x~ 10x5 40 

1 
1 z(- _ _ _ ) 2xix~ f1f~ 16x1 x2 x~ 

n V :1:1, x,, x., Xs + 25f~ + 5f
5 

- 125x~ (5.1.26) 

128x1x: 4x~f4 32x~x! 512f 2f~ 
+ 9375x~ - 75x~ + 625x: - 46875x~ 

4096f10 1 
+ 

4 + -lnf 
5859375x: 15 •· 

Here the functions added to In .JZ and In .JZ can be regarded as local counterterms 

to make the (2,3) and (3, 2) gravity theories equivalent. 

The equations (5.1.24) and (5.1.25) have a rather interesting implication. As was 

shown in sees. 3. 7 and 3.8, the 2D gravity coupled to the Ising model is described by r 3 

if one keeps f 1, f 2, · · · , f 7 and sets other fk 's to zero. Then f 2 and f 5 are identified with 

the sources for the spin operator and the mass operator, respectively, and f 1 and f 4 

with those for the cosmological term and a higher gravitational operator, respectively. 

With this interpretation, the (3, 2) gravity can be regarded as the limit of f 7 -+ 0, 

or equivalently as the limit of infinite mass, m -+ oo [11] (see sec. 3.7) . Therefore 

eqs. (5.1.24) and (5.1.25) inclicate that the four operators corresponding to fl> f 2, f 4 

and f 5 , which were independent in the case of the Ising model, are recombined into 

three independent ones as in eq. ( 5.1.25) . In other words, Z2-odd operators, which 

correspond to f 2 and f 4 , form Z2-invariant bound state operators in the limit of 

m -+ oo. In general, if we consider a renormalization group flow in the clirection of 

unitary deformation, operators will be recombined rather wildly, and this seems to be 

the greatest obstacle for constructing a completely universal description of 2D gravity. 

5.2 Redundant Operator Problem and the Unitarity Pre­

serving Renormalization Group Flows 

First, we consider the problem of redundant operators . In the (p, q) gravity, the 

operators ok (k = 0 mod q or k = 0 mod p) are known to lack physical interpretation. 

For example, if we describe the (p, p + 1) gravity in terms of the S-D equation of (p, *) 
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type, we have (2p -1) sources xk (k = 1, ... , 2p + 1; k f' p, 2p) and they correspond 

to the ¢1 operators of the ¢2P-2 theory as 

! ! 
1 ¢ 

! 
<t>P-2 

X2p- l 

! (5.2.1) 

and X2p-+1 should be regarded as a source for the Lagrangian itself. However, Oo=P+1 is 

a rather mysterious operator in the sense that it has no corresponding field in the above 

list, and indeed it does not appear in the BRST cohomology [31] . In the following, 

we show that the operators ok (k = 0 mod q, k < p + q) in the (p, *) formalism of 

the (p, q) gravity are redundant in the sense that their sources can be absorbed into 

the sources of lower dimensional operators through their analytic redefinition [26].' 

We consider the (p, q) gravity in the (p, *) formalism and apply the p-q duality 

equation (5.1.18). Since its left-hand side does not depend on fq, and eq. (5.1.16) 

reads as 

xk = fk + fp+q x (a polynomial of _x; for j > k) , 
Xp+q 

(5.2.2) 

the KP flow of the parameter fq causes the change only of the parameters x; with j 

less than or equal to q. Thus, by setting fq to a special value, Xq can be set to zero 

accompanied with an analytic redefinition of x 1 , • • ·, Xq_ 1 :
3 

(5.2.3) 

+(an additional term appearing only for the case p = 2), 

2The same problem has also been considered in ref. [37] and the operator 0 9 in the case p < q is 

interpreted there as a boundary operator. 
3 Equation ( 5.2.3) can also be obtained by considering the characteristic curve of the S-D equation 

: l._pT = 0 or equivalently1 

p+q ' 

4 L klx•"' + L kx.a._P In T = 0. 
k+l;:;p ,l;;;::p+l 
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where x: (i = 1, · · · , q -1) have a form such as 

x: = x; + Xp+q X (a polynomial of ¢. for j > i) . (5.2.4) 

Similarly, the sources "'• with k = q, 2q, · · ·, [(p + q)fq] q can also be set to zero 

by an analytic redefinition of lower dimensional sources.• Thus, starting from the 

highest dimensional source, "'l(»+•l/•1•• we can eliminate all the sources "'" with k = 
q, 2q, ... , [(p + q )/ q] q. In this sense the operators corresponding to these sources are 

redundant and it is natural to set them to zero from the beginning. In particular, 

in the minimal unitary case (the (p,p + 1) gravity), this procedure ends with the 

operators which can be interpreted in terms of the Ginzburg-Landau potential. For 

example, for the case of (p, q) = (2, 3) we can easily follow this prescription for eqs. 

(5.1.22) and (5.1.23), and obtain5 

(5.2.5) 

The above result agrees with a BRST cohomological analysis by Lian and Zuckerman 

[31] which excludes these operators a. (k = 0 mod q) as well as a. (k = 0 mod p) 

as BRST trivial operators, although our analysis is restricted to the first (p + q) 

operators. 

It is now possible to consider the renormalization group flow from (p,p + 1) to 

(p- 1,p) as follows [26]. Starting from the (p,p + 1) gravity with "'P+l eliminated as 

above, we obtain the (p, p- 1) gravity by setting x2p+ I to zero. Then the p-q duality 

maps tills gravity to the (p- 1,p) gravity and the above prescription eliminates the 

redundant variable to give a new Ginzburg-Landau potential. Consideration along 

4 [a] denotes a maximal integer :5 a. 
5 At the partition function level, we have the following relation between the new partition functions 

ln 
3x~ 1 

Z(x,- ~· 0, xs) + 40 lnxs 

ln 
4f2 :!!4 16;;! 1 

Z(f1 - -- + --3 , 0, 0, fs) + - ln:!!s. 
5f5 125:t5 15 
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this line suggests the possibility of constructing a universal description of the minimal 

unitary series coupled to 2D gravity. 
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Chapter 6 

Topological Gravities 

In this chapter, we consider the matrix model which directly gives the partition func­

tion of the topological gravities, in the sense that the partition function of the matrix 

model becomes that of the topological gravity in the large N limit with no use of 

any other double scaling. First, in section 6.1 we briefly summarize the result on the 

Kontsevich model whose Feynrnan cliagrams give the cell decomposition of the moduli 

space of Riemann surfaces with loop boundaries [33]. This matrix model is far cliffer­

ent from the matrix models considered so far in its interpretation. In section 6.2 we 

then introduce the generalized form of the Kontsevich model first given by Kharchev 

et al ., and prove that this generating function is aT function of the KP hierarchy for 

every finite N (the size of the matrices) and comes to satisfy the string equation of 

the (p,1) topological gravity with p = 2,3,4,·· · in the large N limit [34]. However, 

this matrix model does not show us what kind of matters the gravity is coupled to, 

which is now supposed to be "minimal topological matters" [35], as proposed in ref. 

[36]. 

6.1 Summary of the Kontsevich Model 

The original definition of the topological gravity is given by Witten as follows [5]: 

Let Mh,• be the moduli space of genus h Riei;Ilann surfaces :E with 3 marked points 

"'t• x2, · · · x., and Mh,• be its Deligne-Mumford compactification. Fori = 1, 2, · · · ,s 

we introduce the complex line bundle £; over Mh,• whose fiber is the cotangent 
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space to :E at "'• · Then the operators of the t opological gravity and their correlation 

functions are defined functionally by 

(6.1.1) 

for non-negative integers n;, which yield non-vanishing results only for n; satisfying 

. 
I>·= 3h-3+3, (6 .1.2) 
i::l 

since dimR Mh,• = 2(3h - 3 + 3 ). For later convenience we rescale the operators un 

as 

(2n + 1)!! Un, 
(6.1.3) 

that is, 

(6.1.4) 

Now we introduce the generating function (free energy) of these connected corre­

lation functions as 

(6.1.5) 

Kontsevich showed [33] that this free energy is expressed by the following matrix 

model which we will call the Kontuvich model: 

F(Jl.) = In lim ZN 
N-"" 

j TJX exp ( -~trAX2 - ~trX3) 

j TJX exp ( -~trAX2) 

Here X and A are N x N hermitian matrices with which Jl.kS are related as 

J1. = __ 1_tr ~ -(2k+t) 
k 2k + 1 

These variables Jl.o,J1.1 ,j1.2 , ···become independent of each other for large N. 
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(6 .1.6) 

(6.1.7) 

(6.1.8) 



As will be proved in the next section within more general framework, exp(F) is 

a T function satisfying the string equation (and thus the Virasoro constraint) with 

a background shift corresponding to the k = 1 case in the Kazakov series (see eqs. 

(3.3.26), (3.3.27) and (3.5.5)): 

r(t) 

0 (n=-1,0,1,2,···) 

with 

to 

t, Jl-I +canst. 

J1-1 (I:;::: 2). 

6.2 Generalized Kontsevich Model 

(6.1.9) 

(6.1.10) 

(6.1.11) 

In this section, we consider the generalized KontJevich model(GKM) which is defined 

by Kharchev et al. as 

(6.2.1) 

Here A and X are N x N hermitian matrices and the potentials U(A, X) and U2(A, X) 

are defined by 

U(A,X) _ tr [V(A +X)- V(A)- V'(A)X] (6.2.2) 

U2 (A,X) 

the quadratic part in U(A,X) with respect to X (6.2.3) 

for arbitrary analytic function V(z). Note that the GKM for the function 

(6.2.4) 

is nothing but the original Kontsevich model given in the preceding section. In the 

following we prove after a kind of Miwa transformation that the partition function of 
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the GKM (6.2.1) is aT function of the KP hierarchy even for finite N, and that, in 

particular case where 

V(z) = const.z•+', (6.2.5) 

the partition function become a T function of the p-reduced KP hierarchy which 

satisfies the string equation (and thus the wl+oo (or w.) constraint) of the (p, 1) 

topological gravity. 

We first show that the partition function of the GKM can be rewritten as 

z;J'1(A) = [det ¢Pl(zil] ;, •. 1.···.N-1 I !:;.(z), 
J•l,l,···,H 

(6.2.6) 

where ( z,, z2, · · · , ZN) are the eigenvalues of A, /:;.( z) is their Van der Monde determi­

nant, and qS('l(z) (i = 0,1,2, ···) is defined by 

[
V"( )] 1/2 

qS('l(z) = -----:!-- eV(z)-zV'(z) I d:z: :z:'e-V(z)+zV'(•l. (6.2.7) 

In fact, if we write eq. (6.2.1) in the following form: 

(6.2.8) 

then the numerator Z 1 can be easily calculated by the transformation of the matrix 

valuables 

A = V'(A), B = X+ A, (6.2.9) 

and by making use of Mehta's formula [23] for two hermitian matrices A and B: 

I ( I )N(N-1)/2 N N 

VB e''[-V(B)+cAB) = 1!" c I IT db; /:;.(b)eL;:1[-V(b;)+cc;b;J, 
!:;.(a) i=I 

(6.2.10) 

where ( a1 , ·· ·,aN) and (b1 , • • ·, bN) are the eigenvalues of the matrices A and B, 

respectively. We thus obtain 

z, = 
7!"N(N-l)/2 N N 

e''{V(A)-AV'(A)) I IT d:z: · /:;.(:z:)eL;:1{-V(z;)+z;V'(z;)) 
!:;.(V'(z)) i=I • 

N' /2 N [ 1 ] 1/2 
1!" -- det (i) z· 

!:;.(V'(z)) IT V"(z·) [ ¢> ( ,)] ;':~· 1 ···::N- 1 · 
J=l J 1-1,3, •,N 

(6.2.11) 
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We can calculate the denominator Z0 more easily because we only have to transform 

in the above expression as 

and to take the limit E --+ 0. We obtain in this way 

n:N' /2 N [ 1 ] 1/2 . 
Zo - IT -- [det z~] . 

- t>.(V'(z)) ;=1 V"(z;) J ·;~·::;·.::~;;' 

n:N'/2 N [ 1 ]1 /2 

t>.(V'(z)) }l V"(z;) f>.(z) . 

Next, we introduce the following Miwa coordinates 

-~tr A-n 
n 

1 N -n --I:Z; (n=1,2,3, ··· ) 
n i=l 

(6.2.12) 

(6.2.13) 

(6.2.14) 

in order to establish the relation between z}:'(A) and T functions of the KP hierarchy. 

As in subsec. 4.3.2, we bosonize the fermion fields ,P(z) and ..P'(z) 

,P(z) '£,Pnzn 

..P'(z) '£,P~z-n-1 

by using a scalar boson 

</>(z) 

as 

,P(z) = : e-<f>(z) :, ,P(z)l = : e<f>(z): . 

Here the boson satisfies the following OPE: 

</>(z)</>(w) ~ ln(z- w), 

that is, its mode coefficients satisfy the follow)ng commutation relations: 
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(6.2.15) 

(6.2.16) 

(6.2.17) 

(6.2.18) 

(6.2.19) 

(6.2.20) 

Note that exp(q) raises the fermion number by one. For the normal ordering we use 

the following definition: 

: e"<f>(z): = e"•z"Jo (ea<f>(z))_ (ea<f>(z))+ 
1 

so that we have the Wick theorem in its conventional form: 

: e"<f>(z) :: efl<l>(w): = (z - w)"fl: e"<f>(z)+ll<l>(w): . 

Using this equation repeatedly, we obtain 

= : e-<f>(zN) : . • • : e-<f>(z,) : 

Il(z; - z;): e- 1:7,., <f>(z;): 
i>i 

(6.2.21) 

(6.2.22) 

(6.2.23) 

f>.(z)e-N•(z1 · ··zNtJo (e-E7. ,<f>(z;))_ (e-E7.,<f>(z;) ) + . (6.2.24) 

Thus with respect to the Dirac vacuum 

(6.2.25) 

and to the Xn's defined in eq. (6.2.14), we have the following relation: 

(OI (e-1:7..,</>(z;))+ 

(0 I (e- 1:7., <f>(z;))- ( e- 1:7., <f>(z;)t 

1 J N 
t>.(z) (0 I (z1 · · · ZN) 'e 0,P(zN) · · ·..P(z1) 

1 
-(- NI,P(zN)· ··..P(z1) 
t>.(z) 

(Jo 1-N) = (-N) 1-N)). (6.2.26) 

Thus, for the decomposable multi-fermion state 

n1, ... ,nNEZ 
( rP~~l..p~,) ... ( <P<.::)..p~N) 1-N} , (6.2.27) 

the corresponding T function is rewritten as follows : 

(0 I e- L~, =.J. I 9N} 1 ' 
t.(z) (-N I..P(zN) · · · ,P(zt) I 9N } 

-
1
- [det o~.(i)(z·)]. 

~(z) "P J 'j~·::~:::~;~ , (6.2.28) 
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where 

,p(il( Z) = L ,p~l Zn. (6.2.29) 
nEZ 

The last expression has exactly the same form with eq. (6.2.6). 

We therefore conclude from the above discussions that the partition function of 

the GKM with finite N is a T function specified by the decomposable multi-fermion 

state (6.2.27) with (6.2.7), or equivalently, specified by an element of the infinite 

dimensional Grassmannian represented by the subspace 

(6.2.30) 

with (6.2.7). For finite N, this T function corresponds to anN-soliton solution and 

only the first N :z:n's are algebraically independent . Now we consider the limit N-+ oo 

which can be taken "smoothly." Note that all the ,P('l(z)'s are not independent even 

in such a limit since they are related with each other through the equation (6.2.7). In 

fact one can easily show that they satisfy the following equations: 

[ (V"(z)f1
/

2 ~ (V"(z)f 112 + z ]<t>('l(z) = ,P(i+l)(z) 

V'(z),P('l(z) = linear combination of the ,pUl(z)'s. 

(6.2.31) 

(6.2.32) 

Thus, for the element (6.2.30) of the infinite dimensional Grassmannian with N = oo, 

this equation means 

In particular, if we set 

[ (V"(z)f
112 

:z (V"(z)f
112 + z] Uoo C Uoo 

V'(z)Uoo C U00 • 

V(z) = 
1 

p+l 
p(p + 1)z , 

then eqs. (6.2.33) and (6.2.34) are rewritten into the following form: 

(6.2.33) 

(6.2.34) 

(6.2.35) 

[ z-p+l :z + -p
2
+ 1 

z-P + z] U00 (6.2.36) 

= e-z•+• /(p+l) [ z-P+l~ + -p + 1 z-P ] ez•+• /(p+l) Uoo C Uoo 
dz 2 

zPUoo C Uooo (6.2.37) 
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These equations are nothing but the string equation with a background shift at :z:P+l 

(see eqs. (4.3.39), (4.3.45) and (4.3.46)), and thus lead to the Wl+oo (or WP) constraint 

on the T function as we have already shown in detail in chapter 4. 

Surprisingly, in the GKM we can change the p of the (p, 1) gravity freely by 

changing the form of the function V(z). It might be interesting to try to write 

down the universal equation which describes the renormalization group flows changing 

both p and q by making use of the GKM. However, thus obtained equation is not 

satisfactory since it has no p-q symmetric form.1 

1! thank H. Kawai and K. Ogawa for discussion on this point. 
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Chapter 7 

Conclusion 

In the present paper, we have tried to reveal the universal structure of two-dimensional 

quantum gravity and noncritical strings by using the dynamical triangulation method 

(DTM) as their non-perturbative definition. In the following, we summarize and crit­

icize our results. 

After explaining the DTM in chapter 2, we consider the (p, q) gravity in chapters 3 

and 4. There we showed that the Schwinger-Dyson equation of the system is expressed 

as the Wp constraint on the square root of the partition function with source terms, 

which is a T function of the p-reduced KP hierarchy, and proved that the Schwinger­

Dyson equation is equivalent to the Douglas equation. Moreover, we showed that the 

renormalization group flows which does not change the p in (p, q) are nothing but 

the time evolution of the p-reduced KP hierarchy. However, our Schwinger-Dyson 

equation does not give us the really universal description of the two-dimensional 

quantum gravity since it is insensitive to the change of the p in (p, q ). Thus we 

considered in chapter 5 the duality transformation between the (p, q) gravity and the 

(q,p) gravity as a first step towards the solution. There we showed that some operators 

we have considered are redundant, and that among the first (p+q) operators the really 

independent ones are given by On (n f 0 (mod p), n f 0 (mod q)), consistent with 

the BRST cohomological analysis by Lian and Zuckerman. In chapter 6, as another 

way to the solution and as an exercise of the methods developed in chapter 4, we 

reviewed the generalized Kontsevich model which describes all the (p, 1) topological 
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gravities systematically. Although this model actually describes the flow with respect 

to the p, it is not sufficient for our purpose since it is difficult to extend it to the 

(p, q) gravity in a manifestly p-q symmetric manner. Thus we might have to conclude 

that we have not yet reached the final understanding of the universal structure of 

two-dimensional quantum gravity. 

Now we reconsider our results from the string theoretic point of view. Although 

our results revealed some universal structures of noncritical strings, it gave us no infor­

mation about the non-perturbative structure of the string theory we were interested 

in. In fact, whereas we would like to control freely the non-perturbative parameter 

9 in the partition function (e.g., the first double pole of a solution of the Painleve 

equation), we can deal only with the flow parameter of the KP hierarchy which is 

based on the asymptotic expansion of a T function. Thus we cannot see the 9 in our 

formalism. 

Although there are such shortcomings as above in our Schwinger-Dyson equation, 

it is plausible that our method and idea explained in the present paper will be efficient 

in the systematic investigation of higher dimensional quantum gravity based on DTM. 

Moreover, numerical simulations of the higher dimensional DTM have started recently 

[38], showing a phase transition between the stable space-time and the unstable space­

time, which qualitatively agrees with the result of a continuum theory [39] obtained 

on the basis of the <expansion of (2 +<)-dimensional quantum gravity. Note that if 

the phase transition is certainly of second order, we then can confirm ourselves that 

quantum gravity can also be defined as a usual field theory. However, if it is of first 

order, then we should face the string theory seriously again. 
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Appendix A 

Explicit Construction of the T Functions 

In this appendix, we explain a method of constructing a r function directly from a 

solution of the KP hierarchy. 

A.l The KP Hierarchy and the Sato Equation 

In this section, we define the KP hierarchy and derive the Sato equation which plays 

an important role when we interpret the KP hierarchy as a dynamical system over an 

infinite dimensional Grassmann manifold (40)[41)[42]. 

First we introduce functions u;(t,x) (i = 2, 3, .. ·) of infinitely many variables 

(t,x) = (t, x1 , x2 , x3 , ···)and define the Lax operator 

L =a+ u2(t, x )a-1 + u3(t, x )a-2 + .. . (A.l.l) 

as a pseudo-differential operator with respect to a = ajat . Here, a-1 is defined so 

that aa-1 = a-1a = 1. Explicitly, we have for any function f 

8" . 1 = ~ (k) a~ J . a•- I 

~ I at1 ' (
k) = k(k-1) ··· (k - 1+1) 
I I! . (A.1.2) 

We further introduce the potentials Bn and B;: as 

(A.1.3) 

where ( )+ ( reJp. ( )_)is non-negative (negative) power part of a pseudo-differential 

operator with respect to a. Then the KP hierarchy is defined as the set of the following 

107 



clifferential equations: 

_aa L = [B~, LJ ( = [En, L]). 
Xn 

(A .1.4) 

Note that they satisfy the integrability conclitions ffLjaxnaxm = a•L;axmaxn. The 

following theorem is fundamental. 

Theorem A.l.l 

There eziJt.. a pJeudo-differential operator W of the form 

Juch that 

L= waw-', 

_i_W = BcW = BnW- wan. 
axn n 

The equation (A.1.7) is called the Sato equation . . 

[proofl 

(A.1.5) 

(A.1.6) 

(A.1.7) 

First we introduce a group Q and its Lie algebra LieQ as the set of elements of 

the following forms: 

g = {1 + v,(t)a-l + v.(t)a-• + .. ·}, 
LieQ = {b,(t)a-' + b.(t)a-• + .. ·}. 

(A.l.B) 

Then the B~'s can be regarded as the components of a Lie Q-valued 1-form nc on 

the space of the Xn 's: 

nc :: L B~ dxn. (A.l.9) 
n?:l 

Then the KP equation (A.1.4) is rewritten as 

(A.l.lO) 

Furthermore, by using an identity ..Jb.-Bf = C[B, Bf] )_, one can easily show that 
UXI 

eq. (A.l.10) leads to the zero-curvature conclition 

(A.l.ll) 
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Thus the connection nc is a pure gauge and can be written in the form 

(A.1.12) 

where Vis a 9-valued function of the :en's. It is also easy to see that d(V LV- 1 ) = 0, 

which inclicates that the V LV-1 has the form 

V LV-' =a+ r 2(t)a-t + r3(t)a-• + · · ·. 

Therefore, VLV- 1 can be expressed as 

vLv-' = uau-' 

using an element U of Q which depends only on t: 

u = 1 + p,(t)a-' + P•(t)a-• + .... 

Hence, if we denote v-'u by W, that is, 

W = V(t,xJ-'U(t) = 1 + w 1(t,x)a-' + w 2(t,x)a-• + ... , 

then the following relations hold: 

L = waw-', 

nc = -V-'dV = -WdW-1 = dW · w-'. 

The latter equation dW = new is nothing but the Sato equation 

a c 
-a W= Bn W =BnW- wan. 

Xn 

[remark] 

From the identity B 1 = (L)+ =a; at, we obtain 

a a 
-a L = [B,, L] =-a L. :r:, t 

(A.1.13) 

(A.1.14) 

(A.1.15) 

(A.1.16) 

(A.1.17) 

(A.1.18) 

(A.1.19) 

Thus every function f appearing in the KP equation depends on the variables (t,:r:) 

in the following manner: 

f = f(t + :r:,, "'•• :r:'2, · · ·), (A.l.20) 

so that we can (and will) set t = 0 without loss of generality. Then a is interpreted 

as a clifferential operator a 1 az,. 
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A.2 T Functions and an Infinite Dimensional Grassmann Man-

ifold 

In this section, by using the Sato equation, we show that the KP hierarchy is nothing 

but a dynamical system over an infinite climensional Grassmann manifold [40][41][42]. 

Furthermore we explain that all the unknown functions u;( x )'sin L = 8+u2 ( t, x )8- 1 + 
u 3 (t, x )8- 2 + · · · can be described in terms of a single function, Hirota's r function [43]. 

In what follows, we assume that the functions wi(x) can be taylor-expanded around 

a point x0 = (x~, x~, .. ·). In particular, we restrict ourselves to the case x0 = 0. 

Generalization to the cases x 0 # 0 is straightforward. 

Let H be the linear space consisting of pseudo-differential operators, which is 

isomorphic to Cz: 

(A.2.1) 

and H+ be a linear subspace of H consisting of all the differential operators. Then 

all the linear subspaces of H which are linearly isomorphic to H+ make an infinite 

climensional Grassmann manifold, and we denote it by UGM (Universal Grassmann 

Manifold).' 

Now we make a mapping from the set of the solutions of the KP equation {W} 

into a set of orbits in the UGM in the following way. First we construct the vectors 

1J(nl(x) (n = 0, 1, 2, ···)in Has those whose components are the coefficients of the 

pseudo-clifferential operators anw: 

L 1Ji;l(x)8", (A .2.2) 
kEZ 

(TJin)(x )J.ez 

1 For more mathematically complete definitions, see ref. [42]. 

llO 

1J~nJ(x) 

1J~~)(x) 
1J~n)(x) 

11in)(x) 

(A.2.3) 

Then we define the subspace spanned by these vectors 7)(0l(x), 7)(1l(x), ... and denote 

it by V(x): 

(A.2.4) 

Note that we can represent the subspace V(x) as a Z x Z+ matrix 

(A.2.5) 

Obviously, this matrix has an ambiguity of the right-multiplication of GL(Z+), which 

corresponds to changes of the basis of V(x ). 

The time (x) evolution of the V(x) in UGM is, in general, determined from the 

Sato equation (A.1.7) . This evolution can be represented in terms of the corresponcling 

matrix in the following form: 

(A.2.6) 

where A = (A,!)= (ck,l+t) E GL(Z). In fact, since the first term on the right-hand 

side of eq. (A.1.7) has the form BnW = Ej~o bn,iOiW, it does not change the subspace 

V(x) itself and gives rise to the factor C(x) in eq. (A.2.6). Hence x-evolution of the 

V(x) comes only from the second term -Won in eq. (A.1.7), which is integrated 

into exp[- En xnAn] in the matrix representation. Thus we have seen that the KP 

hierarchy is nothing but a dynamical system over the UGM whose time evolution is 

given in a simple form exp[- En :tnAn]. 

We next show that a solution of the KP equation, W, which has infinitely many 

unknown functions wi(x ), can be expressed by a single function, r function. First let 
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us introduce a matrix ij(z), which also represents the subspace V(z), as 

and further we decompose it in the following way: 

ij(z) = [ ij_(z)]' 
ii+(z) 

ij_(z) = (1/in)(z ))k<oon~o, ij+(z) = (1/~nl(z ))k~o,n~Oo 
Then the r function corresponding to the subspace V(x) is defined as 

(Ao2o7) 

(Ao2o8) 

(Ao2o9) 

(A 02010) 

This r function completely reproduces the solution of the KP equation due to the 

following theorem: 

Theorem Ao2ol 

Let r( z) be the r function which corre•pond• to a •olution of the Sato equation, W = 

L:;~0 w;(x)8-io Then it hold• that 

L w;(x)k-i = r(x- t(k- 1 ))/r(x), 
;~o 

where x- t(k-1) = (x1 -1/k, x2 -1/(2k'), x 3 -1/(3k3
), o o 0)o 

[proof] 

First, if we rewrite ij( x) as 

ij(x) [ ij_(x)~+(x)-1 ] ii+(x) 

- p(x)ij+(x), 

(Ao2oll) 

(A02012) 

then the matrix p( x) also represents the subspace V(x )o Noting that the vector having 
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the form 

does not exist in V( x) except for 

* 
* 

0 

0 

w 2 (x) 

w1(x) 

1 

0 

0 

(Ao2o13) 

0 ' 
(Ao2o14) 

we find that the first column vector of the matrix p(x) is nothing but 7}(0)(x)o Next, 

if we calculate ij(x -t(k-1)), then we can show from eqso (Ao2o6), (Ao2o7) and (Ao2o9) 

that 

Since a straightforward calculation shows thai> 

detp+(x,k) = L:w;(x)k-i, 
;~o 

113 

(Ao2o15) 

(Ao2o16) 



we conclude that 

det7J+(x- f(k- 1
)) 

det ( P+(x, k) · 1]+(x)) 

(Lw;(x)k-i)·r(x) . 
j'?_O 

The set of equations (A.l.5)-(A.1.7) and (A.2.11) yields useful formulas which 

express the second derivatives of In T in terms of the pseudo-clifferential operator L: 

a• 
---lnr 
ax1axn 

a• 
---lnr 
ax,axn 

a• 
---lnr 
ax3axn 

(Ln) - 1, 

2(Ln)_ 2 + _aa (Ln)_ 1 , (A.2.17) 
"'1 
a a• a• 

3(Ln)_3 + 3-a (Ln)_ 2 +-a 2 (Ln)_ 1 + 3-a 2 In r · (Ln)_ 1, 
:Ct :cl :tl 

. . . etc., 

where the symbol ( )-k stands for the coefficient of a-k 0 

A .3 Free Fermion Rep resentation ofT Functions 

In this section, we describe the method of expressing T functions in terms of free 

fermions . 

First, by using the correspondence between UGM and the set of all decomposable 

states (see eqs. ( 4.3.12) and ( 4.3.13)), we construct a multi-fermion state I g) from 

the matrix 77(0) = [7J(0l(O) 7)( 1l(O) · · ·] which represents the subspace V(O): 

19 ) = L 77~~l(o)7J~~l(o) ... ,;,~. ,;,~ • .. ·1-oo) . (A.3.1) 
no,nlo""" 

Then, the multi-fermion state corresponcling to the matrix ij(x) = exp[- Ln XnAn] 1)(0) 

in eq. (A .2.7) is 

I g( x) ) = e- L~ .•• J. I g) , (A.3.2) 
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where ln = Lk: ,P~+k,Pk: (n E Z) . Thus 

r(x) detij+(x) = (Oig(x)) 

(o I e-L~ .•. J.Ig). (A.3.3) 

Note that this state 19) can be expressed in terms of the Clifford group Cliff: 

I g) = g I 0) ' g E Cliff, (A.3.4) 

where the Clifford group is the set of the elements of the following form: 

Cliff= {g = exp[L: ,P~bn~.P~ :]} . 
n,~ 

(A.3.5) 

Thus the r( x) is also written as 

r(x)= (Oie-L~,··J·giO), gE Cliff . (A .3.6) 

In some references, the clifferent sign is used in the expression (A.3.3) in its expo­

nent . We can change this by carrying out the CP transformation 

1/Jn >-> 1/J~n-1 

1/J~ >-> 1/J-n-1· 

(A.3.7) 

(A.3.8) 

In fact, under this mapping, ln changes its sign; ln >-> -Jn, while the vacuum 

I 0) remains unchanged. Moreover, recalling that T functions can be calculated by 

using algebraic relations of fermions alone, we find that r( x) is unchanged under the 

transformation. Thus, denoting the transformed element in Cliff by g', the r(x) can 

be reexpressed as follows: 

r(x) (o I e- I:.~, •• J.g I o ). = (o I eL~ • •• J.g'l o) 

(o I el:·~· •• J. I g' ) (lg') =9'10)). 
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