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Chapter 1  Introduction 

 

1-1 High Cycle Thermal Fatigue 

T-junctions are widely used to mix fluids of different temperatures in nuclear power plants, and 

process plants including chemical plants and refineries and liquefied natural gas (LNG) plants. 

However, incomplete mixing of hot and cold fluids at T-junction can produce random fluid 

temperature fluctuations that may cause high cycle thermal fatigue (HCTF) failure of piping, 

which is also called thermal striping [1] [2] [3] [4] [5]. Thermal striping phenomena are very 

complicated and, include the turbulent mixing of fluids with different temperatures, attenuation 

of heat transfer from fluid to structure, repetition of thermal stresses in structure, initiation and 

propagation of thermal fatigue cracks [6]. Therefore, these phenomena involve multiple 

disciplines such as thermo-hydraulics, thermo-mechanics, fracture mechanics and material 

science [7] [8]. 

 

Fig. 1-1 Mechanism of High Cycle Thermal Fatigue Induced by Fluid Temperature Fluctuation at 

Tee Junction [9] 

Kasahara et al. [6] and Shibamoto et al. [9] investigated in detail the mechanism of HCTF 

induced by random fluid temperature fluctuations, which contributes to the sound understanding 
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of thermal striping phenomena. As shown in Fig. 1-1, the process of HCTF failure can be 

considered to comprise 5 steps. Random fluid temperature fluctuations (FTF) induced by 

incomplete mixing of hot and cold fluids at first take place in the fluid bulk and then transfer to 

the boundary layer. Further, temperature fluctuations are transferred to the pipe wall through 

heat transfer between fluid and pipe, and to pipe structure through thermal conduction. Hence, 

thermal stress fluctuations occur in structure due to constraint and eventually high cycle fatigue 

crack may initiate. In addition, it should be noted that, as demonstrated in (a)-(c), attenuation of 

temperature fluctuation occurs during each phase from step (1) through step (4). As a result, the 

temperature fluctuations in structure may be attenuated significantly. Fig. 1-2 shows a typical 

example of attenuation of the structure temperature fluctuations during heat transfer from fluid 

to structure [10]. 

  

Fig. 1-2 A Typical Example of Attenuation of Structure Temperature Fluctuations [10] 

At the same time, Kasahara et al. [6] and Shibamoto et al. [9] also found that the attenuation of 

structure temperature fluctuations (STF) closely depends on the frequency of fluid temperature 

fluctuations (FTF). As shown in Fig. 1-3, the heat conduction tends to make the temperature in 

the structure uniform and thus the temperature through the entire thickness of pipe wall can 

respond to fluid temperature, if the FTF frequency is very low. Therefore, only a small 

temperature gradient across the wall thickness is produced and hence no large thermal stress is 

induced in structure. On the other hand, a structure cannot respond to an FTF with very high 
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frequency, as the structure has an inherent time constant of thermal response. Hence, very high 

frequency fluctuations do also not induce large thermal stress in structure. As a result, there is an 

intermediate frequency range that induces very large thermal stress. It is considered that the 

intermediate frequency range corresponds to the inherent time constant of thermal response for 

structure. The finding of such frequency effect is very helpful for understanding the thermal 

striping phenomena and investigations of thermal fatigue evaluation methods. 

 

Fig. 1-3 Frequency Response Characteristics of Structure to Fluid Temperature Fluctuation [9] 

 

1-2 Examples of Thermal Fatigue Failure 

There have been many reports of thermal fatigue incidents in nuclear power plants (NPP). 

Jungclaus et al. [11] listed many examples of thermal fatigue incidents that had occurred in 

pressurized water reactors (PWR) up until that time, including Farley 2 (1987, US), Tihange 1 

(1988, Belgium), Dampierre 2 (1992, France), Loviisa 2 (1997, Finland) and so on. Also, some 

leakage incidents caused by thermal striping occurred in liquid-metal-cooled fast breeder reactors 

(LMFBR), such as French Super Phenix in 1990 and Phenix in 1992 [12]. Recently, there occurred 

coolant leak incidents in the French PWR Civaux 1 in 1998 [13], and the Japanese PWR 

Tsuruga-2 in 1999 and Tomari-2 in 2003 [14] [15]. As a typical example in the NPP incidents, the 

French PWR Civaux 1 incident occurred in the residual heat removal (RHR) system. As shown in 
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Fig. 1-4, the hot coolant stream from the horizontal branch pipe met the cold coolant stream 

flowing upwards at tee junction and then a mixing zone was formed near the extrados of the 

immediate downstream elbow, where large and random fluid temperature fluctuations caused 

large structural temperature fluctuation in the elbow part. As a result, a 180mm long penetrating 

crack was generated on the extrados of the elbow and consequently a coolant leak occurred. [16]. 

 

Fig. 1-4 Thermal Fatigue Crack in the Incident of French PWR Civaux 1 [16] 

Maegawa [17] also reported a pipe rupture due to thermal fatigue in a refinery plant, which 

took place downstream of a T-junction used for mixing quench hydrogen (80°C) with hot feed gas 

(400°C), as shown in Fig.1-5. The hot effluent exiting the first-stage hydro-cracking reactor was 

first mixed with the cold quench hydrogen from a branch pipe and then fed into the second-stage 

hydro-cracking reactor. In this case, the flow pattern was wall jet and hence the mixing of the 

effluent and the quench hydrogen occurred near the pipe wall at the branch side. The large fluid 

temperature fluctuations caused by the fluid mixing were transferred to the pipe wall. As a result, 

a pipe rupture occurred and led to leakage.  

In addition, only within the present author’s knowledge, there are many unpublished examples 

of thermal fatigue failure in process plants, including LNG plants, refineries and petrochemical 

plants. Table 1-1 showed some examples of thermal fatigue failure in such process plants. 

Furthermore, there are many unpublished reports of equipment on the brink of thermal fatigue 

failure, where thermal fatigue cracks were found during turnaround (TA) or regular shut-down 
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maintenance (SDM) and fortunately the relevant parts were repaired or replaced before failure 

could occur. Therefore, it is necessary to evaluate the integrity of in-service and newly designed 

structures where the potential HCTF may occur. 

 

Fig. 1-5 Pipe Rupture due to Thermal Fatigue Crack in a Refinery Plant [17] 

Table 1-1 Some Examples of Thermal Fatigue Failure in Process Plants 

 

1-3 Past Studies of High Cycle Thermal Fatigue 

1-3-1 Jet in Crossflow 

At first, the past studies of transverse jets in crossflow are briefly reviewed, as the flow patterns 

at T-junctions are very similar to those for transverse jets in cross flow [18] [19]. To date, a lot of 

Case  

No. 

Type of 

Plant 

Type of Fluid Fluid Temperature [ºC] Pipe 

Material 

Failure Location 

Main Pipe Branch Pipe Tm Tb ΔT 

1 LNG Vapor Vapor 320 21 299 SS304H Weld 

2 Refinery H2(Vapor) + 

VGO(Liquid) 

H2 398 79 319 SUS Weld 

3 Ethylene Steam Naphtha 500 150 350 Incoloy 

800H 

Weld 

4 Petro- 

chemical 

Ethane Gas Steam 560 170 390 SS321 Parent Mat. 

5 Vapor Vapor 370 215 155 SS321 Weld 

6 Water Water 135 31 104 SS304L Weld /Parent Mat. 
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studies on transverse jets in cross flow have been performed through experiments and numerical 

simulations. Fric et al. [20] investigated the vortex structure in the wake of a transverse jet. As 

shown in Fig. 1-6, four different types of coherent vortex structure were confirmed: the counter 

rotating vortex pair, the horseshoe vortex, the jet shear layer vortices and the wake vortices. 

Blanchard et al. [21] studied the influence of the counter rotating vortex pair on the stability of a 

jet in a crossflow by flow visualizations. They showed that a counter rotating vortex pair with 

elliptical cross-sections can cause the instability of the jet, according to the theory of Landman et 

al. [22]. The experimental study of Kelso et al. [23] showed that the horseshoe vortex system can 

be steady, oscillating, or coalescing, depending on the flow conditions. Also, it was found that the 

Strouhal numbers of the observed oscillating and coalescing systems for a round transverse jet 

agree reasonably well with those for wall-mounted circular cylinders.  

 

Fig. 1-6 Schematic Diagram of the Flow Structure of a Jet in Crossflow [20] 

Recently, CFD simulations, especially large-eddy simulations (LES), have also been widely 

applied for investigations of the flow structure of jet in crossflow. Yuan et al. [24] preformed a 

series of LES simulations of a round jet in crossflow. Simulations were performed at two 

jet-to-crossflow velocity ratios and two Reynolds numbers, based on crossflow velocity and jet 

diameter. Simulation results for mean and turbulent statistics match experimental 

measurements reasonably well. Large-scale coherent structures observed in experimental flow 
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visualizations were reproduced by the simulations, and the mechanisms for formation of these 

structures were revealed. Schluter et al. [25] reported that the counter rotating vortex pair, the 

horseshoe vortex and the jet shear layer vortices of jets in crossflow were reproduced through LES 

simulations. Majander et al. [26] also performed the LES-based simulations of a round jet in a 

crossflow and reproduced the shear layer ring vortices and the counter-rotating vortex pair well. 

Mahesh and his group performed many investigations of a jet in crossflow using direct 

numerical simulations (DNS).  For example, Babu and Mahesh [27] studied the effect of 

entrainment near the inflow nozzle on spatially evolving round jets using DNS. The results 

suggest that the consideration of inflow entrainment for turbulent jets is important. Also, 

Muppidi and Mahesh [28] investigated the trajectories and near field of round jets in crossflow 

using DNS. The simulations were performed at velocity ratios of 1.5 and 5.7, and the effects of jet 

velocity profile and boundary layer thickness on the jet trajectory are examined. As well, Muppidi 

and Mahesh [29] used DNS to study a round turbulent jet in a laminar crossflow. The simulation 

results agreed well with the available experimental results. Some additional data, not available 

from experiments, were presented. They included the locations of peak kinetic energy production 

and peak dissipation, and the existence of region dominated by pressure transport. In addition, 

Sau and Mahesh [30] investigated the effect of crossflow on the dynamics, entrainment and 

mixing characteristics of vortex rings of jet exiting a circular nozzle using DNS. 

 

1-3-2 Thermal Striping for Liquid Metal Cooled Fast Breeder Reactors 

Thermal striping phenomena in liquid metal cooled fast breeder reactors (LMFBRs) were 

already perceived in the early 1980s by Wood [1] and Brunings [2] and hence, studies of thermal 

striping were initially undertaken for LMFBRs from that time on. The fluid temperature 

fluctuations are transferred to structure with a relatively small attenuation due to the high 

thermal conductivity of liquid metal coolant in LMFBR [4] [10]. In the core outlet region of 

LMFBR, the components vulnerable to thermal striping include core upper plenum, flow guide 

tube and control rod upper guide tubes. Outside the core region, the components, where mixing of 
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hot and cold streams occurs, may also easily be affected. They include tee junctions, elbows, and 

valves with leakage. Subsequently, leakage incidents induced by thermal striping occurred in 

LMFBRs of French Super Phenix in 1990 and Phenix in 1992 [14]. In view of this, many studies of 

thermal striping in LMFRBs were carried out through experiments, analytical methods and 

numerical simulations.  

The effects of different fluids (sodium, water and air) on the temperature fluctuations induced 

by turbulent mixing were studied in experiments by Kasza and Colwell [31] in mixing tee, by 

Betts et al. [32] in PFR scale test model and by Wakamatsu et al. [33] in coaxial jet tests. Also, the 

effects of dimensionless parameters (Reynolds number and Pelect number) on the temperature 

fluctuations were investigated by Moriya and Ohshima [34] through experiments using sodium, 

water and air. Tokuhiro and Kimura [35] carried out a water experiment with vertical, parallel 

triple-jet configuration and evaluated the effects of discharge velocities and temperature 

difference on convective mixing by jets using ultrasound Doppler velocimetry and thermocouples. 

Tenchine and coworkers [36] [37] [38] [39] [40] carried out a series of co-axial jet experiments 

using air and water and sodium as working fluids, and found that air tests can be used to predict 

temperature fluctuation behavior in a sodium reactor.  

JAEA constructed SPECTRA test facility, which was designed to generate temperature 

fluctuation in liquid sodium in a T-junction of the test section and initiate cracks on the inner 

surface of the test section [41]. The SPECTRA loop can generate sinusoidal temperature 

fluctuation in sodium with constant flow velocity. The high (525ºC) and low (325ºC) temperature 

liquid sodium flows alternately into the test section made of 304 type stainless steel, with a pipe 

thickness of 4.7mm at test section inlet and 11.1mm at outlet. Umaya et al. [42] carried out the 

CFD benchmark simulations using three different turbulence models ( k , SST and DES), 

based on the SPECTRA experimental results. 

Additionally, CEA and JNC [43] built the facilities, FAENA and TIFFSS, for thermal fatigue 

experiments under the framework of CEA/JNC cooperation in fast reactor technologies, aiming to 

develop evaluation procedures for thermal striping based on design-by-analysis methodologies. 



Chapter 1 Introduction 

9 

Also, Fukuda et al. [44] investigated crack propagation and arrest behavior under thermal 

striping load through experiments, using liquid sodium as working fluid. 

For investigating the thermal hydraulic behavior for thermal striping, Muramatsu et al. 

developed numerical methods [45] [46] [47] and evaluated thermal hydraulics and heat transfer 

from fluid to structure [48] [49]. The numerical results showed that attenuation of temperature 

fluctuations occurred during heat transfer process from the fluid to the structure. Such 

temperature fluctuation attenuation has large effects on fatigue damage [50]. Nishimura et al. 

[51] simulated the mixing behavior of triple-jet using low Reynolds number turbulence stress and 

heat flux equation model (LRSFM) [52], which modeled turbulence near structure based on a 

database constructed by direct numerical simulation (DNS). Kimura et al. [53] performed a water 

experiment using vertical and parallel triple-jet with a cold jet at the center and hot jets in both 

sides to investigate the convective mixing behavior. Meanwhile, three kinds of calculations based 

on the finite difference method (FDM) were carried out. Two types of turbulence models used were 

the k-ε two-equation turbulence model and LRSFMs. Additionally, a quasi-direct numerical 

simulation was also performed. The DNS could simulate the time-averaged temperature field. 

The prominent frequency in temperature fluctuation obtained by the LRSFM was in good 

agreement with that in the experiment. The profile of power spectrum density of temperature 

fluctuations calculated by the DNS was close to the experimental results. Choi and Kim [54] 

performed the CFD predictions of thermal striping in a triple jet using three RANS-based 

turbulence models, which included the two-layer model, the shear stress transport (SST) model 

and the V2-f model. The results showed that the former two models could not predict the fluid 

temperature fluctuations well, and only the last model was capable of predicting the behavior of 

fluid temperature fluctuations better. However, this model predicted a slower mixing far 

downstream of the jet. Velusamy et al. [55] also undertook the thermal striping studies of LMFRB 

using CFD simulation in two steps. They first made CFD benchmark investigations and then 

performed CFD simulations for the real reactor. However, the conjugate heat transfer between 

fluid and structure was not done in the CFD simulations. The calculation of heat conduction was 
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implemented using a separate in-house program, based on the obtained fluid temperature and an 

empirical equation of heat transfer coefficient. 

The analytical models were also proposed by some researchers, to investigate the transfer 

characteristics of temperature fluctuation from fluid to structure and the behaviors of thermal 

fatigue failure in structure for thermal striping. For the former, Moriya [56] proposed two 

methods of predicting metal surface temperature fluctuation from fluid temperature fluctuation 

data – “Improved Time Range Method” and “Frequency Range Method” using the effective heat 

transfer coefficient predicted by the power spectrum method．The prediction accuracy of these two 

methods was investigated using parallel impinging jet test data. It was found that the metal 

temperature fluctuations predicted by both of two methods were close to the corresponding 

experimental data, and hence, the validity of the methods was confirmed. No significant 

difference in prediction accuracy was found between the two methods. For the latter, an analytical 

model is presented for the assessment of thermal fatigue damage, based on linear elastic fracture 

mechanics and the frequency response method. The power spectral densities of temperature-time 

histories for various shapes of surface were examined. The model was compared with the impulse 

response method and good agreement is found [57]. This model was further developed to 

investigate the effects of various plate-constraint conditions for thermal striping [58] and assess 

thermal striping of cylindrical geometries [59]. A comparison between the finite element and 

frequency response methods was also made for the assessment of thermal striping damage and 

good agreement was found [60]. An impulse response method was also presented for assessing 

thermal striping fatigue damage in flat plates and thin cylinders [61] and applied to the analysis 

of the thermally striped internal surface of a hollow cylinder containing a circumferential crack on 

this surface [62]. Additionally, Jones [63] assessed the stress intensity factor (SIF) fluctuations 

induced by thermal striping for single edge-cracked and multiple edged-cracked geometries based 

on fracture mechanics, and showed that the results single edge-cracked geometries were overly 

conservative relative to those for multiple edged-cracked geometries. Kasahara et al. [64] [65] [66] 

proposed a structural response diagram approach to evaluate thermal striping fatigue 
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phenomena. This approach was applied to conduct structural analysis for investigating possibility 

of crack initiation and propagation induced by thermal striping for a tee junction of the PHÉNIX 

secondary circuit [67]. Attenuation of temperature fluctuations occurs during heat transfer 

process from fluid to structure [49] and consequently has an effect of mitigating thermal striping 

fatigue damage [50]. Kasahara [68] proposed a frequency response approach, where the effective 

heat transfer function was developed, for evaluating temperatures on the structural surfaces 

induced by fluid temperature fluctuation. This approach was applied to evaluate thermal striping 

fatigue of cylinders and plates subjected to fluid temperature fluctuations [43].  

In addition, Meshii and Watanabe [69] investigated the normalized stress intensity factor (SIF) 

range of an inner-surface circumferential crack in a thin- to thick-walled finite-length cylinder 

under thermal striping. The inner surface of the cylinder was heated by a fluid with sinusoidal 

temperature fluctuation and the outer surface was adiabatically insulated. An analytical 

temperature solution for the problem and semi-analytical numerical SIF evaluation method for 

the crack were combined. The results showed that the transient SIF solution can be expressed in a 

generalized form by dimensionless parameters such as mean radius to wall thickness ratio, Biot 

number, normalized striping frequency and Fourier number. They also analyzed transient SIF 

range of a circumferential crack in a finite-length thick-walled cylinder under thermal striping 

load [70]. The results showed that the maximum SIF range decreases monotonously when crack 

depth becomes deeper than a specific value, which corresponds to the crack arrest tendency. Lee et 

al. [71] carried out the crack propagation analysis of the mixing tee for LMFBR secondary piping 

under thermal striping load using Green's function method (GFM). The analysis results were in 

agreement with the actual observation for piping structure subjected to thermal striping load. 

 

1-3-3 Thermal Striping for Light Water Reactors 

Subsequently, there occurred several piping failure incidents, which were induced by thermal 

striping and led to coolant leak incidents for light water reactors (LWRs), for example, the French 

PWR Civaux 1 in 1998 [11], and the Japanese pressurized water reactor (PWR) Tsuruga-2 in 1999 



Chapter 1 Introduction 

12 

[12]. As a result, the focus of thermal striping studies shifted to LWRs. A lot of studies of thermal 

striping for LWRs have been carried out through the experiments, numerical simulations and 

analytical methods. 

Following a leak of primary coolant from a pipe in the residual heat removal (RHR) system, a 

large research program was started to reveal the root causes of thermal fatigue failure in France. 

For example, Chapuliot et al. [6] carried out the overall analysis of thermal-hydraulic and 

thermo-mechanical behaviors for the complex 3D geometry of the Civaux 1 RHR system, which 

includes a mixing tee and bends and straight sections. The numerical simulations were performed 

using a single computer code CAST3M developed by the CEA, in order to evaluate the thermal 

loading caused by turbulent mixing at tee junctions and understand the mechanism of initiation 

and propagation of thermal fatigue cracks. However, the thermal-hydraulic and thermo- 

mechanical analyses were performed separately, and moreover, a constant was used for the heat 

transfer coefficient between fluid and structure. Also, Pasutto et al. [72] implemented the LES 

analysis of a mock-up T-junction using EDF's in-house CFD code Code_Saturne coupled with the 

finite element code Syrthes for thermal analysis of structure. Different meshes and LES 

subgrid-scale turbulence models (Smagorinsky and dynamic) were used in their study. The 

simulation results for the fluid temperature agree with the mock-up measurements well. The 

Smagorinsky model had difficulties dealing with the reattachment after the flow separation. The 

dynamic model shows a more uniform behavior, but remarkably overestimates the temperature 

fluctuations at the wall and the temperature in the lower part of the mixing zone. At the 

fluid-structure interface, heat transfer from the fluid to the wall was taken into account by 

standard wall functions (or log law). Although they seem to work quite well in some parts of the 

flow, they significantly overestimate the attenuation of the temperature fluctuations for the fluid- 

structure heat transfer in specific areas, like the recirculation zone, leading to a large error in 

structure temperature fluctuations. In addition, Taheri [73] gave an explanation of thermal 

crazing of some RHR systems in nuclear power plants through the analysis of observed 

phenomena and numerical simulations. 
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T-junction mixing experiments have been conducted at a number of facilities in Japan and 

Europe (France, Germany, Sweden and Switzerland). Of them, the three well-known facilities are 

the Water Experiment on Fluid Mixing in T-pipe with Long Cycle Fluctuation (WATLON) facility 

in Japan [74], the Vattenfall facility in Sweden [75] and the mixing tee test facility at Swiss 

Federal Institute of Technology in Zurich (ETHZ), Switzerland [76]. The experimental data 

obtained in these facilities were extensively used for the benchmark studies. Especially, the data 

for the tests carried out in November 2008 at the Vattenfall facility became available, and were 

used for the OECD/NEA international blind CFD benchmarking exercise in many countries [77]. 

Smith [78] summarized the CFD benchmarking activities for nuclear reactor safety (including 

thermal fatigue issue), which were jointly sponsored by OECD/NEA and IAEA. 

WATLON:  Igarashi et al. [74] carried out the water experiments to investigate thermal 

striping phenomena in a T-junction, as shown in Fig. 1-7. The influence of flow velocity ratios and 

temperature differences were investigated. The parametric experiments showed that the flow 

patterns at T-junction could be classified into four types: (1) impinging jet, (2) deflecting jet, (3) 

re-attachment jet and (4) wall jet based on a momentum ratio between the two pipes. The 

measured results for fluid temperature showed that the temperature fluctuation intensity was 

high along the edge of the jet exiting from branch piping. A database of temperature fluctuation 

and frequency characteristics was established for an evaluation rule of thermal striping at 

T-junction. The results for velocity measurement showed that the vortices like Karman vertex 

were generated in the wake region behind the branch pipe jet for the wall jet case [18]. The 

prominent frequency of temperature fluctuation was closely related to the frequency of 

vertex-shedding. Igarashi et al. [79] also investigated thermal striping phenomena in a mixing tee 

through another water experiment. The measured results showed that, for the transfer of 

temperature fluctuation from fluid to structure, higher frequency component was greatly 

attenuated. Additionally, a constant heat transfer coefficient was applied to the prediction of 

transfer function. 
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Fig. 1-7 Schematic of Test Section for T-Junction [18] 

Kimura et al. [80] performed the experiments in the Water Experiment on Fluid Mixing in 

T-pipe with Long Cycle Fluctuation (WATLON) facility to investigate the influence of upstream 

elbow in the main pipe. Temperature distribution in the mixing tee was measured using a 

movable thermocouple tree and velocity field was measured by high speed PIV. The measured 

results showed that the temperature fluctuation intensity near the wall was larger in a case with 

the elbow than that in a straight pipe for a wall jet condition, and biased flow velocity distribution 

and fluctuation occurred, as the elbow affected bending of branch pipe jet and the temperature 

fluctuation intensity around the jet. Tanaka et al. [81] [82] performed simulations of flow and 

temperature at T-junctions using a very large eddy simulation (VLES) approach, in which an LES 

model is combined with the wall function for the coarse mesh. The results suggested the 

possibility of reproducing the fluid temperature fluctuations using an LES model. 

Kamide et al. [83] carried out the investigation into the temperature fluctuations of water by 

making a series of tests using the WATLON apparatus. They also performed the numerical 

simulations under the same conditions as the WATLON tests using their in-house AQUA code, 

and the results for velocity and temperature distribution exhibited good agreement with the 

experimental ones. Kamaya et al. [84] and Miyoshi et al. [85] implemented thermal fatigue 

analysis through fluid-structure coupling simulations for the T-junction used in the WATLON 

experiment. Flow and thermal interaction between fluid and structure were simulated using 
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detached eddy simulation (DES) [86]. The T-junction was made from acrylic resin for visualizing 

the flow, but the simulation was performed virtually assuming a stainless pipe with 7.1 mm wall 

thickness. Heat transfer between fluid and pipe wall was solved using the wall functions. 

However, no experimental data for structure temperature were provided for verifying the 

accuracy of CFD-predicted structure temperature. The time series data of structure temperature 

obtained by CFD simulation were used to carry out thermal stress analysis and then, the obtained 

thermal stress was further used to evaluate thermal fatigue. 

Kimura et al. [87] conducted a water experiment of T-junction in the WATLON facility to 

evaluate the transfer characteristics of temperature fluctuation from fluid to structure. In the 

experiment, temperatures in fluid and structure were measured simultaneously at 20 positions to 

obtain spatial distributions of the effective heat transfer coefficient. In addition, temperatures in 

structure and local velocities in fluid were measured simultaneously to evaluate the correlation 

between the unsteady temperature and velocity fields. The large heat transfer coefficients were 

registered in the regions with the high local velocity. Moreover, it was found that the heat transfer 

coefficients were correlated with the time-averaged turbulent heat flux near the pipe wall. 

Vattenfall:  Westin et al. [88] carried out the experiments in a 2/3-scale model of a typical 

T-junction in a nuclear power plant, as shown in Fig. 1-8. Temperature fluctuations were 

measured near the pipe walls by means of thermocouples for three different flow rate ratios 

between the hot and cold waters. Meanwhile, thermal mixing in the T-junction was studied for 

validation of CFD simulations. The CFD results showed that both steady and unsteady RANS 

failed to predict the experimental results. On the other hand, the results were significantly better 

with scale-resolving methods such as LES and DES, showing fairly good predictions of the mean 

temperatures near the wall. However, the CFD simulations predicted larger fluctuations than 

observed in the model tests, and the predicted frequencies were also different from the tests. The 

CFD results for grid refinements showed that more small-scale fluctuations appeared in the 

calculated flow fields, although the predicted mean and temperature fluctuations near the walls 

were only moderately affected. Also, the LES prediction results showed good agreement with the 
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experimental data even using fairly coarse meshes [89]. However, grid refinement studies 

revealed a fairly strong sensitivity to the grid resolution, and a simulation using a fine mesh with 

nearly 10 million cells significantly improved the results in the entire flow domain. The 

DES-based simulations improved the near-wall velocity predictions, but failed to predict the 

temperature fluctuations due to the over-evaluated turbulent viscosity that damped temperature 

fluctuation.  

 

Fig. 1-8 Side View of the Test Rig with a Photo of the Test Section [89] 

Jayaraju et al. [90] performed LES based benchmark simulations in a T-junction of Vattenfall 

facility [88] to confirm whether the wall-functions are capable of accurately predicting the thermal 

fluctuations acting on the pipe walls. The wall-function based simulation showed good agreement 

with the wall-resolved LES and the experimental results for the bulk velocity and temperature 

field, but the corresponding RMS components were consistently under-estimated near the wall 

boundaries. Kuczaj et al. [91] made an assessment of the accuracy of LES predictions for 

T-junction using Vreman subgrid-scale turbulence model [92] through a direct comparison with 

the experimental results. It is shown that the mesh resolution with the average cell-sizes three 

times smaller than the Taylor micro-scale length is sufficient to give very similar results to these 

obtained on much finer meshes. Hence, it is recommended that this may serve as an initial 

engineering guideline for construction of computational meshes that allow for an accurate 

prediction of turbulent mixing. Also, Kim et al. [93] performed LES simulation at the conditions of 
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Vattenfall experiment to investigate the phenomena of turbulent mixing affecting the thermal 

fatigue in a T-junction, based on the dynamic Vreman SGS turbulence model. LES results show 

that mean velocity turbulence intensity, and Reynolds shear stress profiles agree well with those 

measured in the Vattenfall experiment. However, the simulation of temperature fields was not 

made in their investigation. 

Obabko et al. [94] performed the OECD/NEA blind benchmark simulations of T-junction 

thermal striping problem using three computational fluid dynamics codes CABARET, Conv3D, 

and Nek5000, which utilize finite-difference implicit large eddy simulation (ILES), finite-volume 

LES on fully staggered grids, and an LES spectral element method (SEM), respectively.  The 

simulation results for flow velocity field are in a good agreement with experimental data. They 

also presented results from a study of sensitivity to computational mesh and time integration 

interval. Also, Ayhan et al. [95] joined the OECD/NEA blind benchmark exercise and performed 

CFD predictions of the frequency of velocity and temperature fluctuations in the mixing region of 

T-junction using RANS and LES models. CFD results were compared with the experimental 

results. Predicted LES results agree well with the experimental results for the amplitude and 

frequency of temperature and velocity fluctuations, even using relatively coarse mesh. The results 

for the power spectrum densities (PSD) of temperature fluctuations show that the peak frequency 

is within 2-5 Hz, which is characteristic for thermal fatigue. Hohne [96] also carried out CFD 

validation simulations as a part of the OECD CFD benchmark exercise, using the data of 

T-junction thermal mixing test at Vattenfall in Sweden. The simulation results showed that RANS 

SST model failed to predict the mixing phenomena between two fluids with different temperature. 

However, the CFD results for LES WALE simulation were significantly better and showed fairly 

good predictions of the velocity field and mean temperatures. The LES simulation also predicted 

similar fluctuations and frequencies observed in the model test.  

ETHZ:  Zboray and his colleagues [69] [97] carried out the mixing experiments of T-junction 

using wire-mesh sensors in a test facility, as shown in Fig. 1-9, at the Laboratory for Nuclear 

Energy Systems, Institute for Energy Technology, ETH Zurich, Switzerland. The main and branch 
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pipes were supplied by waters with different electrical conductivity, which replaced the 

temperature in the thermal mixing process. Besides the measurement of profiles of the time 

averaged mixing scalar over extended measuring domains, the high resolution in time and space 

of the mesh sensors allowed a statistic characterization of the stochastic fluctuations of the mixing 

scalar in a wide range of frequencies. Information on the scale of turbulent mixing patterns was 

obtained by cross-correlating the signal fluctuations recorded at different locations within the 

measuring plane of a sensor.  

 

Fig. 1-9 Mixing-Tee Test Facility of ETHZ [76] 

Manera et al. [98] made an attempt to predict temperature fluctuations using the steady-state 

RANS simulations by solving the Reynolds stress equations together with a transport equation for 

the temperature fluctuations. However, the CFD simulations could not reproduce the 

experimentally measured temperature fluctuations. Frank et al. [99] undertook the CFD 

investigations for two different experimental tests, which are the ETHZ test by Prasser et al. [76] 

and the Vattenfall test by Westin et al. [88] respectively. The RANS turbulence models of SST and 

BSL RSM) as well as the scale-resolving SAS-SST turbulence model were used in the CFD 

simulations. The turbulent mixing in the ETHZ test case could be reproduced in good quantitative 

agreement with the experimental data. The LES-like simulation results could not reproduce the 

detailed measurement data well, although the transient thermal striping phenomena and 

large-scale turbulence structure development were well reproduced in the simulations. Li et al. 
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[100] carried out the CFD simulation of T-junction in the ETHZ experiment using the commercial 

CFD code ANSYS CFX 11.0. It was shown that different turbulence models (BSL-RSM, k ) 

and different turbulent Prandtl number affected the simulation results of temperature 

fluctuations. The computational results are in qualitative good agreement with experimental 

data. For smaller turbulent Prandtl number, the predictions are in good agreement with 

measurements. 

In addition, Tanaka et al. [101] performed the experimental investigation of thermal striping 

phenomena in a simplified T-junction piping system using water. T-junction comprised a 

rectangular duct for main stream and a circular pipe for branch stream, and was made of acrylic 

resin for visualization. Time series of instantaneous two-dimensional velocity fields were obtained 

by PIV in the mixing area, and fluid temperature fluctuation at several positions being 2 mm 

away from the wall were also measured by thermal-couples. Focusing on the frequency 

characteristics, formation of eddy structure in the mixing area and mutual relation between the 

temperature fluctuation generation and the flow structure were presented．Tanaka et al. [102] 

[103] also carried out the water experiment in the simplified T-junction piping system, where a 

part of rectangular duct around and downstream of the branch was changed from acrylic resin to 

aluminum plate for measuring both fluid and structure temperatures. At the same time, LES 

simulations were also performed for thermal interaction between fluid and structure using 

standard Smagorinsky model and the wall functions. Tanaka [104] implemented verification and 

validation (V&V) studies of an in-house CFD code MUGTHES, which comprises two analysis 

modules for unsteady thermal-hydraulics analysis and unsteady heat conduction analysis in 

structure, based on the existing V&V guidelines. The V&V study was conducted in fundamental 

laminar flow problems for the thermal-hydraulics analysis module, and also uncertainty for the 

structure heat conduction analysis module and conjugate heat transfer model was quantified in 

comparison with the theoretical solutions of unsteady heat conduction problems. Following the 

V&V study, MUGTHES was validated for a practical fluid-structure thermal interaction problem 

in T-junction piping system by comparison with the measured results of velocity and temperatures 
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of fluid and structure [103]. The validation was carried out for a relatively coarse mesh, using LES 

standard Smagorinsky model and the wall functions. 

Takahashi et al. [105] investigated the characteristics of fluid temperature fluctuation in the 

mixing tee pipe through experiments. They presented the mixing flow patterns, the location of the 

maximum fluid temperature fluctuation and the characteristics of fluid temperature fluctuation 

downstream of the tee pipe. The experimental results showed that the characteristics of fluid 

temperature fluctuation were closely related to the flow pattern in the tee pipe and the flow 

pattern of the turned jet (or deflecting jet) in the tee pipe could suppress the fluid temperature 

fluctuation. Hibara et al. [106] investigated the flows downstream of T-junction experimentally, 

and installed a turbulence promoter in T-junction in order to reduce fluid temperature 

fluctuations. The experimental results showed that secondary streams in pipe cross-sections 

became stronger and diffusion of momentum was promoted. Also, the range of flow velocity ratio 

for transition from deflecting jet to impinging jet became narrow. Shigeta et al. [107] carried out 

the experiments in the mixing tee with fluid temperature fluctuation through flow visualization, 

measurement of fluid temperature and heat transfer using a micro heat flux sensor. The velocity 

ratio K of flows in the branch and main ducts was changed from K=0.25 to K=4.0. The periodic 

vortical flow was observed through flow visualization for the cases of K=0.6 and 0.8, and this 

induced both the fluid temperature and the wall heat flux fluctuations.  

Kuhn et al. [108] investigated the mixing in T-junctions made of different materials (brass and 

steel) and having two different pipe wall thicknesses. The temperature difference between the 

inlets of main and branch pipes was 75°C and the mass flow rate in the main pipe was three times 

larger than that in the branch pipe. They first performed a set of simulations by using different 

LES subgrid-scale (SGS) turbulence models including standard Smagorinsky model (SSM) and 

dynamic Smagorinsky model (DSM), to identify the effect of SGS turbulence models on the 

simulation results. The near-wall mesh size has the maximum y+ of 5.0 in the mixing zone. Such 

mesh can resolve the flow boundary layer and however, is insufficient to resolve the thermal 

boundary layer for Prandtl number of 7.0. The calculation method of heat transfer between fluid 
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and solid was not described in the article. The comparison of the DSM numerical results with 

available experimental data (only the contours of temperature and its RMS on the outer surface 

measured by infrared thermography) showed a qualitative agreement. Then, they carried out LES 

simulation of T-junction with different wall thickness using DSM. The wall thickness had a 

damping effect on the temperature fluctuations across the pipe thickness.  

Hu et al. [109] undertook the simulation of flow and temperature at T-junctions based on the 

RNG LES model using the commercial CFD code, FLUENT. The simulation results for the 

temperature fluctuations have significant difference from the experimental ones, although the 

calculated results for the time-averaged temperature agree well with the experimental ones. Lee 

et al. [110] carried out numerical analyses of the temperature fluctuations using LES simulation 

based on the RNG SGS turbulence model and compared CFD results with the experimental data. 

For the thermal stress fatigue analysis, a model was developed to reveal the relative importance 

of various parameters affecting fatigue-cracking failure. The investigation results showed that the 

temperature difference between the hot and cold fluids at a tee junction and the heat transfer 

coefficient enhanced by turbulent mixing were the predominant factors of thermal fatigue failure 

at a tee junction. 

As reviewed in Sub-section 1-3-2 and 1-3-3, a large number of investigations of thermal loading 

evaluation have been carried out using CFD simulations so far. RANS-based turbulence models 

were mainly applied in the earlier studies. RANS-based CFD simulations could not predict the 

fluid temperature fluctuations well. Recently, DES and LES were also widely applied for thermal 

loading evaluation with availability of high performance computing (HPC) computers and 

advancement of CFD simulation technology. Some LES-based simulations reproduced the 

experimental results especially when using dynamic Smagorinsky model (DSM) for the SGS 

turbulence model. However, specific guidelines, which show which numerical methods (including 

turbulence models and differencing schemes) can provide high-accuracy predictions of the fluid 

temperature fluctuations with moderate conservativeness, have not yet been established. 

Particularly, to date, the predictions of structure temperature fluctuations (or thermal fatigue 
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loading) were performed either using heat transfer coefficient (including a constant) evaluated 

from the empirical equation (e.g. Dittus-Boelter equation) [42] [55], or using the wall functions 

[72] [84] [85]. So far, there have been almost no cases where predictions have been carried out of 

the structure temperature fluctuations through the direct conjugate heat transfer between fluid 

and structure with high accuracy. 

 

1-3-4 Flow Pattern Classification for Evaluation of Thermal Loading 

Many investigations have been carried out over the years to enhance the understanding of the 

important parameters affecting the extent of damage induced by thermal fatigue. Both 

experiments [111] and numerical analysis [83] [110] have confirmed that the flow pattern is one 

of the most important parameters that determines the degree of damage associated with the 

mixing of fluids with different temperatures. Igarashi et al. [19] found that flow pattern at a tee 

junction can be classified using the momentum ratio defined as follows: 
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Based on Eqs. (1-1)~(1-3) and the criteria given in Table 1-2, several authors [19] [83] [109] [111] 

have classified the flow patterns at tee junctions into three groups of wall jet, deflecting jet and 

impinging jet, as shown in Fig. 1-10. The currently accepted method for classifying the flow 

patterns is based on the momentum ratio. Other authors (e.g. [112]) have classified them into 

four groups of wall jet, re-attached jet, turn jet and impinging jet, based on Eqs. (1-1)~(1-3) and 

the criteria given in Table 1-3. Despite this slight difference in the classification, all of these 

authors have applied the same approach to relate the flow patterns to the momentum ratio 

between the branch and main pipe flows. In addition, all of these authors have made the flow 

pattern classifications based on visualizations or experimental observations.  
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Table 1-2 Criteria 1 for T-Junctions [19] 

Wall jet 1.35 ≤ MR 

Deflecting jet 0.35 < MR < 1.35 

Impinging jet MR ≤ 0.35 

 

Table 1-3 Criteria 2 for T-Junctions [112] 

Wall jet 4.0 ≤ MR 

Re-attached Jet 1.35 < MR < 4.0 

Turn jet 0.35 < MR ≤ 1.35 

Impinging jet       MR ≤ 0.35 

 

  

Fig. 1-10 Flow Patterns at Tee Junctions [83] 

As shown in Fig. 1-10, the mixing of the hot and cold fluids from the main pipe and branch 

pipe takes place near the downstream main pipe wall on the same side as the branch pipe for 

the wall jet, and takes place in the central region away from the wall of main pipe for the 

deflecting jet, and takes place near the wall surface of main pipe opposite the branch pipe for the 
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impinging jet. Many researchers have shown comprehensively, through experiments and 

numerical analysis, that the more damaging flow patterns are the wall jet and impinging jet 

flow patterns, with the impinging jet being the worst, because intensive temperature 

fluctuations induced by the mixing of the hot and cold fluids are produced near the wall surface 

of the main pipe in those cases. However, the deflecting jet is less damaging flow pattern, as the 

intensive temperature fluctuations occur in the central region of main pipe away from the pipe 

wall. Therefore, it is very important to perform the classification of flow patterns when 

evaluating the high cycle thermal fatigue induced by the fluid temperature fluctuations.  

 

 

Fig. 1-11 Schematic for T-Junction and Y-Junction 

It should be pointed out that the conventional characteristic equations used for determining 

the flow patterns are only applicable to 90º tee junctions (T-junctions), as shown in Fig. 1-11 (a). 

A small amount of work carried out by Oka [90] has studied the effect on energy loss of angled 

tee junctions. However, work has not yet been done regarding the flow pattern classification of 

tee junctions with angles other than 90º (Y-junctions), as shown in Fig. 1-11 (b).  

1-4 JSME Guideline for Evaluation of High Cycle Thermal Fatigue 

Following the leakage accident in LWR, the effort was made to develop a guideline of thermal 

fatigue evaluation in Japan. Fukuda et al. [114] described the effort to establish a JSME guideline 

for evaluation of high-cycle thermal fatigue. The evaluation flow of thermal striping in a mixing 

tee and thermal stratification in a branch pipe with a closed end, where the thermal fatigue may 

occur, was examined. The procedure for evaluation of thermal striping in a mixing tee comprises 

four steps with three charts to screen the design parameters one-by-one according to the severity 

(a) T-junction (b) Y-junction 
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of the thermal load predicted under the design conditions. In order to create the charts, 

visualization experiments with acrylic pipes and temperature measurement tests with metal 

pipes were performed [115], [116], [117]. The influences of the configuration of mixing tee, flow 

velocity ratio, etc. were investigated through the experimental tests. The evaluation procedure for 

thermal stratification includes two steps with two charts to screen horizontal branch pipe length 

according to the position of elbow and penetration length. In order to evaluate penetration length, 

the visualization tests under high temperature and pressure conditions were conducted. At the 

same time, the influences of buoyancy and pipe diameter, main flow velocity, etc. were also 

investigated through the experiments. Also, Kasahara et al. [118] proposed a structural response 

function approach to evaluate thermal striping fatigue phenomena, taking into account the fact 

that the thermal stress fluctuation amplitude varies with the frequency. In this approach, the 

structural response characteristics depend upon Biot number and constraint conditions of 

structure. These efforts as well as other relevant researches provide a foundation for establishing 

a guideline of thermal fatigue evaluation.  

In 2003, the Japan Society of Mechanical Engineers (JSME) published “Guideline for 

Evaluation of High Cycle Thermal Fatigue of a Pipe (JSME S017)” [119] based on the 

experimental and analytical results, to evaluate HCTF at 90º tee junctions (T-junctions) in 

nuclear power plants. JSME S017 provides the procedures and methods for evaluating the 

integrity of structures with the potential for HCTF induced by thermal striping and thermal 

stratification. Shown in Fig. 1-12 are the evaluation procedures for HCTF at T-junctions, which 

comprise the following 4 steps. 

Step 1: This step is an initial screening, which evaluates the structural integrity of the piping 

based on the assumption that the difference between the fluid temperatures at the inlets of 

main pipe and branch pipe will be equal to the temperature fluctuation range seen by the 

structure. If the fluid temperature difference (ΔTin) is below the temperature difference 

corresponding to the structural fatigue limit (or critical temperature difference, ΔTcr), there will 
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be no risk of thermal fatigue, and thus, the evaluation is complete. Otherwise, the evaluation 

will proceed to the following step. 

 

Fig. 1-12 Evaluation Procedures for Thermal Fatigue at T-junction in JSME S017 

 

Step 2:  In this step, attenuation of the fluid temperature fluctuations induced by turbulent 

diffusion in the mixing areas is considered. The attenuation factor is evaluated based on the 

flow pattern. If the fluid temperature fluctuation range (ΔTf) evaluated with the consideration of 

attenuation effect is below the critical temperature difference (ΔTcr), there will be no risk of 
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thermal fatigue, and thus, the evaluation is complete. Otherwise, the evaluation will proceed to 

the following step. 

Step 3:  Applying the attenuated fluid temperature fluctuation range (ΔTf) and the heat 

transfer coefficient between the fluid and structural surface, the structure temperature 

fluctuation range (ΔTs) and the amplitude of the thermal stress (σalt) in the structure generated 

by the fluid temperature fluctuations are sequentially evaluated. The heat transfer coefficient is 

evaluated also based on the flow pattern. If the fluctuating range of thermal stress is below the 

material fatigue endurance limit (σcr), there will be no risk of thermal fatigue, and thus, 

evaluation is complete. Otherwise, the evaluation will further proceed to the following step. 

Step 4:  A cumulative fatigue factor Uf is calculated from the fatigue evaluation method 

which considers the attenuation effects of the temperature fluctuations of both fluid and 

structure. If the calculated cumulative fatigue factor Uf is smaller than 1.0, there will be no risk 

of thermal fatigue, and thus, the entire evaluation is complete. Otherwise, it becomes necessary 

to redesign the structure for avoiding thermal fatigue and repeat the above evaluation loop.  

Obviously, it can be found that one of the important procedures of thermal fatigue evaluation 

is to classify the flow pattern at a T-junction for evaluating thermal load in Step 2~4 in JSME 

S017, as the attenuation effect of fluid temperature fluctuations and the heat transfer 

coefficient between fluid and structure surface, which are needed for evaluation of thermal load, 

are evaluated based on flow pattern. It should be pointed out that classification of the flow 

pattern intended for thermal fatigue evaluation here is to identify whether the mixing zone of 

the hot and cold fluids from the main and branch pipes is near the wall surface of main pipe or 

far from the wall surface. When the mixing takes place near the pipe wall surface, the fluid 

temperature fluctuations caused by mixing are easily transferred to the structure, and hence, 

the risk of thermal fatigue will be high. That is to say, the extent of damage caused by thermal 

fatigue is different for different flow patterns, even though the temperature difference between 

the fluids before mixing is the same.  
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However, when applying JSME S017 to evaluate the thermal fatigue at tee junctions, the 

evaluation accuracy is not high and especially the evaluation margin varies greatly from one case 

to another case [120]. In addition, it should be pointed out that for JSME S017, the fatigue 

evaluation method in Step 4 was developed based on the experimental data and hence, its 

application is limited to the range where the experimental data were obtained. Also, the 

dependence of thermal stress attenuation on the fluctuation frequency of fluid temperature was 

not considered in Step 4. In view of this, the thermal fatigue research project had been carried out 

as a part of the Japan Aging Management Program on System Safety (JAMPSS) sponsored by 

Nuclear Regulation Authority (NRA) from 2009 through 2013, in order to rationalize the existing 

JSME S017 [121] [122]. The present author also joined the thermal fatigue research project.  

 

1-5 Objectives of the Present Study 

As described above, when applying JSME S017 for evaluation of thermal fatigue, one of the 

important procedures of thermal fatigue evaluation is to classify flow patterns at tee junctions 

because the degree of thermal fatigue damage is closely related to flow pattern at a tee junction. 

When evaluating the thermal load, the attenuation effect of fluid temperature fluctuations and 

the heat transfer coefficient between fluid and structure surface need to be determined based on 

flow pattern at a T-junction. The conventional characteristic equations for classifying flow 

patterns are only applicable to 90º tee junctions (T-junctions) [19]. It seems that almost only 

T-junctions are used in nuclear power plants. However, angled tee junctions other than 90º 

(Y-junctions), are also used for mixing hot and cold fluids in process plants, such as petrochemical 

plants, refineries and LNG plants, to mitigate erosion of the main pipe due to impingement of the 

branch pipe flow against the main pipe and reduce the pressure drop produced by the mixing of 

fluids. As a result, it is necessary to evaluate the structural integrity of Y-junctions in the 

operating plants and newly designed plants by extending the conventional guideline JSME S017. 

Therefore, it is essential to establish a generalized classification method of flow patterns 

applicable to both T-junctions and Y-junctions. 
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In addition, the accuracy of evaluation results based on JSME S017 is not high and especially 

the evaluation margin varies greatly depending on the case [120], as JSME S017 was developed 

based on limited experimental data and simplified one-dimensional (1D) FEA. Moreover, for 

JSME S017, the fatigue evaluation method in Step 4 was established based on the experimental 

data and thus, its application is limited to the range where the experimental data were obtained. 

As well, dependence of thermal stress attenuation on the frequency of fluid temperature 

fluctuations was not considered in Step 4. Hence, it is desirable to establish a more accurate 

method of HCTF evaluation with moderate conservativeness and extended applicable area. 

CFD/FEA coupling analysis is expected to be a useful and effective tool for developing such an 

evaluation method.  

As reviewed above, many investigations on CFD-based evaluation methods of thermal loadings 

have been carried out for evaluating thermal fatigue at T-junctions. However, specific guidelines, 

which show which numerical methods (including turbulence models and differencing schemes) are 

capable of providing high-accuracy prediction of thermal loadings with moderate 

conservativeness, have not yet been established. The goal of this study is to establish an 

integrated, high-accuracy evaluation method for high-cycle thermal fatigue based on CFD/FEA 

coupling analysis. Such an evaluation method is expected to be capable of more accurately 

predicting the fluctuation amplitudes and cycle numbers (or frequencies) of thermal stress caused 

by the structure temperature fluctuations using FEA, in order to perform fatigue damage 

prediction. The coupled CFD/FEA analysis will be used as a tool of numerical experiment for 

upgrading JSME S017, instead of the conventional experiments. As a result, the integrated 

evaluation method of thermal fatigue will be able to enhance the accuracy of thermal fatigue 

evaluation and extend the applicable area and take into account the dependence of thermal stress 

attenuation on the frequency of fluid temperature fluctuations.  

Therefore, one objective of the present study is to propose a generalized classification method of 

flow patterns applicable to both T-junctions and Y-junctions, in order to apply JSME S017 to 

evaluate thermal fatigue for both of them. At the same time, the validity of generalized 
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classification method of flow patterns is verified by CFD simulations of fluid flow and temperature 

fields for T-junctions and Y-junctions. 

Another more important objective of the present study is to establish high-accuracy CFD 

prediction methods of thermal loading for developing a more accurate evaluation method of 

thermal fatigue based on CFD/FEA coupling analysis. The root cause of thermal fatigue is the 

fluid temperature fluctuations induced by incomplete mixing of hot and cold fluids at a T-junction. 

Hence, accurate prediction of the fluid temperature fluctuations is first needed for high-accuracy 

prediction of thermal loading. There are various factors affecting prediction accuracy of the fluid 

temperature fluctuations. At the same time, it is also necessary to find a method capable of 

accurately calculating heat transfer between fluid and structure for high-accuracy prediction of 

thermal loading. Therefore, in order to establish high-accuracy CFD prediction methods of 

thermal loading with high efficiency, the CFD benchmark investigations are carried out in the 

following two steps:  

 First, the high-accuracy CFD prediction methods of fluid temperature fluctuations at a 

T-junction are established by CFD benchmark simulations for fluid region only.  

 Then, the high-accuracy CFD prediction methods of structure temperature fluctuations (or 

thermal loading) at a T-junction are established through CFD benchmark simulation of fluid 

flow and thermal interaction between fluid and structure, using a model including both fluid 

and structure regions.  

It should be pointed out that CFD is just used as a tool of thermal loading prediction for thermal 

fatigue evaluation in the present study. It is not the aim of the present study to develop a new 

CFD numerical scheme or turbulence model. 

 

1-6 Outline of the Present Thesis 

In this thesis, the main contents in the subsequent chapters are as follows. 
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In Chapter 2, the governing equations of fluid flow, relevant turbulence models and numerical 

difference schemes used in CFD simulations in the later chapters, and especially their main 

features are concisely described. 

In Chapter 3, the generalized classification method of flow pattern at all angles of tee junctions 

is first proposed for thermal loading evaluation, by investigating the mechanism of the interaction 

of momentum between main and branch pipes. Then, CFD simulations of flow and temperature 

fields are carried out for different angles (including 30°, 45°, 60° and 90°) of tee junctions, in order 

to identify validity of the proposed generalized classification method of flow pattern. 

In Chapter 4, LES-based CFD benchmark simulations of fluid temperature fluctuations at a 

T-junction are performed to investigate comprehensively the effects of various turbulence models 

and numerical schemes on the accuracy of simulation results. The simulation results are 

compared with the experimental results for establishing high-accuracy CFD prediction methods of 

fluid temperature fluctuations. 

In Chapter 5, based on the research results obtained in Chapter 4, the numerical methods of 

predicting temperature fluctuations for both fluid and structure at a T-junction are proposed, and 

applied to evaluate thermal fatigue loading. Then, the simulation results are compared with the 

experimental results, in order to prove that the proposed numerical methods are capable of 

providing high-accuracy prediction of thermal fatigue loading. 

Chapter 6 presents some proposals of applications of the research results, which have been 

obtained in Chapters 3~5, to thermal fatigue evaluation. 

Finally, the conclusions and some suggestions for future work are presented in Chapter 7.  
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Chapter 2  Governing Equations for Fluid Flow and Turbulence Models 

and Numerical Difference Schemes 

 

The present study aims at establishing the CFD-based evaluation methods of thermal fatigue 

loadings, which are fluid and structure temperature fluctuations caused by incomplete mixing of 

hot and cold fluids at tee junctions. At first, the governing equations of fluid flow and relevant 

turbulence models and numerical difference schemes used in CFD simulations in the subsequent 

chapters are concisely introduced in this chapter. 

 

2-1 Governing Equations of Fluid Flow 

The governing equations of fluid flow can be derived, based on the laws of the mass 

conservation, the momentum conservation (or Newton’s second law of motion) and the energy 

conservation (or first law of thermodynamics) [100]. The mass conservation equation and 

momentum conservation equations are also called the continuity equation and the Navier-Stokes 

(N-S) equations, respectively. The continuity equation, N-S equations and energy equation can be 

expressed as follows: 
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where  stands for the fluid density, u for the flow velocity,  for the fluid viscosity, p for the 

pressure, h  for the enthalpy of fluid,   for the thermal conductivity of fluid and T  for the 

fluid temperature. 

The CFD simulations aim to numerically solve the above governing equations of fluid flow. 

According to Bardina et al. [124], there are six categories for the approaches of predicting 
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turbulent flows. Among them, the major numerical approaches for CFD simulations include the 

following three categories.  

 Direction Numerical Simulation (DNS): 

The governing equations are directly solved for all the scales of flow motions without use of 

turbulence model. 

 Large Eddy Simulation (LES): 

The space-averaged governing equations are solved in combination with a sub-grid scale 

(SGS) turbulence model (e.g., standard Smagorinsky model (SSM) and dynamic 

Smagorinsky model (DSM)). In LES, the larger eddies above the grid scale (GS) are directly 

solved, but the smaller SGS eddies need to be modeled using SGS turbulence model.  

 Reynolds-Averaged Navier-Stokes (RANS) Equations Based Simulation: 

The RANS equations are solved in combination with a RANS-based turbulence model (e.g., 

various k  models and k  model).  

Table 2-1 Main Features of Three Major CFD Approaches 

 DNS LES RANS 

Governing 

Equations 

N-S equations Space-averaged N-S 

equations  

RANS equations 

Turbulence Model Not needing  

turbulence model 

SGS turbulence models: 

SSM, DSM, etc. 

k  models, k  model, 

etc. 

Mesh Very fine Moderately fine Coarse 

Numerical 

Accuracy 

Very high (unsteady 

solution) 

High (unsteady solution) Relatively low 

(time-averaged solution) 

Cost Very high Moderate Low 

Computing Time Very long Relatively long Short 

Application Areas Fundamental studies 

to reveal the detailed 

turbulence structure 

of flow filed 

Unsteady simulations:  

thermal loading evaluation, 

flow-induced vibration (FIV), 

flow-induced acoustics (FIA), 

etc. 

Steady simulations in 

various industries: 

time-averaged flow field (or 

flow pattern), temperature 

field, concentration field, etc. 
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The main features of above three major CFD approaches are briefly described in Table 2-1. At 

the present time, it is still impractical to use DNS for industrial applications due to its high cost 

and long computation time. The flow simulation approaches applicable for industrial applications 

are still RANS and LES, one of which needs to be chosen for the specific purpose. The governing 

equations and relevant turbulence models for RANS and LES are briefly described in the next 

sections, for the applications in the present study. 

 

2-2 Reynolds-Averaged Governing Equations and Turbulence Models 

2-2-1 Reynolds-Averaged Governing Equations 

The Reynolds-averaged (or ensemble-averaged, which is a sort of time-averaged) continuity and 

Navier-Stokes and energy equations can be written as:  
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Reynolds-averaging any linear term in the conservation equations produces the identical term 

for the averaged quantity. Hence, the Reynolds-averaged continuity equation has the same form 

as the original equation. However, as a result of Reynolds-averaging Navier-Stokes equations, a 

new term 
jiuu  , which is usually called Reynolds stresses, is produced in the RANS equations 

(2-5). Similarly, Reynolds-averaging energy equation introduces a new term hu j
 , known as the 

turbulent energy flux. These new terms cannot be represented uniquely in terms of the averaged 

quantities and thus need to be modeled to close the averaged governing equations for numerical 

simulations. Traditionally, the Reynolds stresses 
jiuu   are expressed below, in a form similar to 

the viscous stresses, based on the Boussinesq hypothesis [126]: 
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where 
T  stands for turbulent eddy viscosity, k  for turbulent kinetic energy ( 2/iiuuk  ), 

ij for Kronecker’s delta and   for dissipation rate of turbulent kinetic energy. 

In addition, the turbulent energy flux hu j
  in Eq.(2-3) is also traditionally expressed in a 

form similar to the molecular thermal diffusion, as follows: 
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where 
T  stands for turbulent thermal conductivity. Introducing the turbulent Prandtl number 

(
TTpT c  /Pr  ), Equation (2-8) can be rewritten as below 
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Substituting Eq.(2-7) into Eq.(2-2), Reynolds-averaged Navier-Stokes (RANS) equations can be 

rewritten as: 
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Meanwhile, by substituting Eq.(2-9) into Eq.(2-3), Reynolds-averaged energy equation can be 

rewritten as follows:  
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The turbulent eddy viscosity 
T  needs to be determined to solve the equations (2-10) and 

(2-11). How to evaluate the turbulent eddy viscosity is the task of turbulence modeling. Only the 

standard k  model and the realizable k  model of interest are briefly described in the next 

two sections, although a number of RANS-based turbulence modeling methods have been 

developed [125]. 
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2-2-2 Standard k-ε Turbulence Model 

In the standard k  model, the turbulent eddy viscosity 
T  is evaluated using the turbulent 

energy k  and its dissipation rate   [127] [128] with the assumption that the turbulence is 

isotropic. The turbulent energy and its dissipation rate transport equations can be derived from 

Navier-Stokes equations [123]. Their most commonly used forms are as follows: 
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where the turbulence-induced source term 
kG  and buoyancy-induced source term 

bG  are 

defined respectively, as follows: 
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After the turbulent energy k  and its dissipation rate   are solved from Eqs. (2-12) and 

(2-13), the turbulent eddy viscosity 
T  can be evaluated as follows:  


 

2k
CT         (2-16) 

The model parameters used in the above equations are listed in Table 2-1. 

Table 2-2 Parameters in the Standard εk  Model 

C  k    TPr  1C  2C  3C  

 0.09 1.0 1.3 0.9 1.44 1.92 1.3 
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The standard k  model is widely used for the steady CFD simulations especially in various 

industrial applications, as it is relatively simple to implement and the numerical simulations 

converge relatively easily. However, it over-predicts the production of turbulence, which leads to 

the over-evaluation of turbulent eddy viscosity for most cases and moreover, it provides poor 

predictions for the complex flows, such as swirling and rotating flows, flows with strong 

separation, and axis symmetric jets. Therefore, many efforts were made for improving the 

standard k  model. 

 

2-2-3 Realizable k-ε Turbulence Model 

The realizable k  model [129] is one of the modified two-equation k  models and differs 

from the standard k  model in two important aspects:  

 A new transport equation for the dissipation rate ( ) was derived from an exact equation for 

the transport of the mean-square vorticity fluctuation. 

 The realizable k  model modified the evaluation of turbulent eddy viscosity using a 

variable 
C  instead of using a constant. 

The realizable k  model uses the same turbulent kinetic energy equation as the standard 

k  model and only the equation for turbulent kinetic energy dissipation rate   was improved. 

The turbulent energy and its dissipation rate transport equations are expressed as follows: 
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The turbulent eddy viscosity 
T  is evaluated from Eq.(2-19) below, after the turbulent energy 

k  and its dissipation rate   are solved from Eqs. (2-17) and (2-18). It should be pointed out that 

the parameter 
C is a variable, differing from the standard k  model. 
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
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The parameters used in the realizable k  model are calculated or given as follows: 
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The term "realizable'' means that the model was improved to satisfy certain mathematical 

constraints on the Reynolds stresses and be consistent with the physics of turbulent flows. As a 

result, the realizable k  model is capable of more reasonably predicting the turbulent eddy 

viscosity and improves the prediction performance for flows, such as flows with strong adverse 

pressure gradients or separation, rotating and swirling and recirculation flows, planar and round 

jets, and flows with strong streamline curvature [130] [131]. 

 

2-3 Large Eddy Simulation 

2-3-1 Space-Averaged Governing Equations 

The spatially filtered (space-averaged) Navier-Stokes equations are solved for the large eddy 

simulation (LES). The filtering operation decomposes the flow field into larger eddies above the 
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grid scale (GS) and smaller sub-grid scale (SGS) eddies. The larger eddies are directly solved, but 

the smaller ones need to be modeled using an SGS turbulence model. Hence, LES is suitable for 

the simulation of three dimensional (3D), time-dependent flow field. For simplicity, the 

one-dimensional filtered velocity can be defined below. 

    xdtxuxxGtxu   ,),(,      (2-20) 

where the filter kernel ),( xxG   is a localized function. Filter kernels which have been proposed 

for application in LES include a Gaussian filter, a cutoff filter (which cuts all Fourier coefficients 

with wave-numbers above a cutoff) and a top-hat filter (a simple local volume-averaging). Every 

filter has a length scale   (or filter width). As a result, large eddies with size larger than   can 

directly be resolved, while those small eddies with size smaller than   need to be modeled. When 

the Navier-Stokes equations for incompressible flow are filtered, the obtained space-averaged 

equations are very similar to the RANS equations in the form: 
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The third term on the right-hand side of Eq.(2-22) is called SGS Reynolds stresses and can be 

written as: 

ijijijjiji RCLuuuu        (2-23) 

jijiij uuuuL         (2-24) 

jijiij uuuuC





       (2-25) 


 jiij uuR        (2-26) 
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where, ijL ， ijC ， ijR are the apparent stresses acting on the large eddies and produced by 

filtering operation. They are called Leonard term, Cross term and Reynolds term respectively. 

So far, many SGS turbulence models have been proposed for LES. In the standard Smagorinsky 

model and dynamic Smagorinsky model, the Leonard term and Cross term are neglected and only 

the Reynolds term is modeled. Hence, the SGS Reynolds stresses can be rewritten as follows: 


 jiijij uuR        (2-27) 

The SGS stress 
ij  is modeled below, in a form similar to the viscous stresses, based on the 

Boussinesq hypothesis [126]: 

ijTkkijij S 23/        (2-28) 

where 
T  is the SGS turbulent eddy viscosity. As a result, the space-averaged Navier-Stokes 

equations (2-22) can be rewritten as: 
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In addition, the space-averaged energy equation has the same form as the Reynolds-averaged 

energy equation (2-11) as follows: 
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For the LES, the turbulence modelling task is to evaluate the SGS turbulent eddy viscosity 

T  using the resolved velocity field 
iu . The standard Smagorinsky model and dynamic 

Smagorinsky model used in the present research are briefly described in the next two 

subsections. 

 

2-3-2 Standard Smagorinsky Model  

In the standard Smagorinsky model (SSM) [132], the SGS turbulent eddy viscosity 
T  is 

modeled as follows:  
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ijijsT SSfC 22)(         (2-31) 

 25/exp1  yf       (2-32) 

3/1V        (2-33) 

2/)//( ijjiij xuxuS       (2-34) 

where 
T  is the SGS turbulent eddy viscosity, 

sC  the Smagorinsky constant, 
f  the damping 

function for weakening the near-wall numerical turbulence,   the spatial filter size, V  the 

volume of grid cell and ijS  the strain-rate tensor of fluid. 

The Smagorinsky constant 
sC  varies from 0.16 to 0.19 based on the experimental results. 

The maximum of 
sC  of 0.23 can be derived for the homogenous isotropic turbulent flow. 

However, 1.0sC  is frequently used, as better results can be obtained for the channel flow 

when using this value. In fact, it is desirable to choose the optimal value of 
sC  for a specific 

flow field. In the SSM model, besides 
sC  being treated as a constant, the damping function 

f  

is evaluated only as a function of normalized distance y+, without considering the effect of the 

local flow field. However, the SSM model has a relatively good numerical stability. 

 

2-3-3 Dynamic Smagorinsky Model 

The dynamic Smagorinsky model (DSM) has been proposed to overcome some shortcomings of 

SSM. In the DSM model, the model parameter 
sC  is calculated as a function of local flow field 

and moreover, no damping function 
f  is used. The SGS turbulent viscosity 

T  in Eq.(2-28) is 

modeled as follows: 

ijijT SSC 2)(
2

        (2-35) 

where C  is equivalent to the square of Smagorinsky constant 
sC  in the SSM model. However, 

C  is not treated as a constant in the DSM model. It varies in space and time and is calculated 

as a function of local flow field with the introduction of a test filer (


). For the dynamic SGS 
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turbulence model proposed by Germano et al. [133], C  is evaluated as follows by minimizing 

the mean square error [134] of Germano’s identity 
ijL . 

)2/(*2

ijijijij MMMLC       (2-36) 

3/*
kkijijij LLL                               (2-37) 

jijiij uuuuL                                 (2-38) 

ijijijijij SSSSM ||||2       (2-39) 
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                                   (2-40) 

Here, the parameter   is usually taken as 2.0. The arrow ( ) over a variable represents the 

test filtering operation. The test filtering operation can be performed as follows:  

24/
~

,
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kkiii uuu        (2-41) 

222 )1(
~

                                  (2-42) 

where 
~

 is the length of Gaussian filter and is evaluated from Eq.(2-42). For the DSM model, 

there is a possibility that the model parameter C  becomes negative, or has a large value when 

the denominator in the right-hand side of Eq.(2-36) has a very small value. Therefore, the 

averaging of C  is usually done along a homogeneous direction for maintaining numerical 

stability. If it is very difficult to do so, a local averaging can be used instead. In addition, a limit, 

for example [0, 0.053], is usually imposed on the calculated C . Here, the value 0.053 

corresponds to the maximum value 0.23 of the Smagorinsky constant 
sC in SSM. 

 

2-4 Numerical Difference Schemes 

In the CFD simulations, the resolvable maximal wave number is xk  /max   for a mesh with 

the size of x . All the high wave number components of 
maxkk   will be spuriously resolved as 

the component of 
maxk . This is so called aliasing error [135]. Aliasing error will lead to the 
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concentration of energy of the component of wave number 
maxkk  , and as a result, may cause 

the numerical stability. Therefore, not only is the high accuracy very important, but also the 

numerical stability is necessary for a high-accuracy numerical method in the CFD simulations. 

Below, several numerical difference schemes used in the present study are briefly introduced 

with the focus placed on both their numerical accuracy and stability. 

 

2-4-1 Hybrid Scheme 

The features of the 2nd-order accurate central difference scheme (2CD) and the 1st-order 

accurate upwind difference scheme (1UD) are firstly described separately, because they 

constitute a hybrid scheme. The 2CD scheme for the convective term of any physical quantity   

can be written as follows:  
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By performing a Taylor expansion for the right-hand side of Eq.(2-43), the dominating 

truncation error of the 2CD scheme can be obtained: 
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Obviously, the truncation error of the 2CD scheme contains the 3rd-order derivative which has 

no numerical diffusive effect. Therefore, the numerical instability probably occurs if using a 

pure 2CD scheme for a relatively coarse mesh. 

On the other hand, the 1UD scheme for the convective term of any physical quantity   can 

be written as follows:  
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Similarly, the dominant truncation error of the 1UD scheme can also be obtained: 
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The truncation error of the 1UD scheme includes a 2nd-order derivative and hence has the same 

form as the physical diffusion. The 1UD scheme has good numerical stability due to the strong 

numerical diffusive effect, but leads to a low accuracy.  

In view of these, a hybrid scheme, which is capable of incorporating the respective advantages 

of the 2CD and 1UD schemes, can be expressed as follows:  
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Here, the blending factor 
bf  varies between 0 and 1.0. The balance of high accuracy and 

good numerical stability can be maintained by choosing a proper blending factor when using the 

hybrid scheme.  

 

2-4-2 TVD 2nd-Order Accurate Upwind Difference Scheme 

At first, the ordinary 2nd-order accurate upwind scheme (2UD) is described. The 2UD 

scheme for the convective term of any physical quantity   can be written as follows:  
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By implementing a Taylor expansion for the right-hand side of Eq.(2-48), the dominating 

truncation error of the 2UD scheme can be obtained:  
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Similar to the 2CD scheme, the truncation error of the 2UD scheme also contains the 

3rd-order derivative. Hence, numerical instability also easily occurs when applying the 

2UD scheme for a relatively coarse mesh. Hence, similar to the hybrid scheme, blending of 

2UD and 1UD schemes can also produce a TVD 2nd-order upwind difference scheme below, 

which is capable of maintaining both high numerical accuracy and good stability. 
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where the parameter   is equivalent to the blending factor 
bf  in Eq.(2-47) and can be 

evaluated from Eq.(2-52) below. In the finite volume method (FVM), Eq.(2-50) can be 

rewritten in integral form. Specifically, the cell face value F  can be evaluated from the 

following equation: 

 rUCUCF


)(        (2-51) 

where 
UC and 

UC)(   are the cell-centered value and its gradient in the upstream cell, r


 

is the displacement vector from the upstream cell center to the surface center and   the 

flux limiter. Obviously, Eq.(2-51) becomes the 1UD scheme for 0  and the 2UD scheme 

for 1 . The slope limiter [136] used is as follows: 
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),min(min DCUC         (2-57) 

where K  is the model parameter (the recommended value being 0.3), x  the mesh size 

and 
DC  the cell-centered value in the downstream cell.  

In the TVD 2UD scheme, the slope limiter   is automatically calculated as a function of 

the local flow field and thus there is no need to give its value beforehand. However, it is 

perhaps desirable to limit   within a specified range to surely maintain both high 

accuracy and good numerical stability, depending on the situation.  
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Chapter 3  Proposal of Generalized Classification Method of Flow 

Pattern for Thermal Loading Evaluation 

 

3-1 Introduction 

As described in Chapter 1, tee junctions are widely used for mixing of fluids with different 

temperatures in various industries including nuclear power and process plants. The incomplete 

mixing of hot and cold fluids at tee junctions causes fluid temperature fluctuations that may 

result in high cycle thermal fatigue (HCTF) in pipes. There have occurred many thermal fatigue 

incidents in nuclear plants [11] [12] [13] [14] [15] and chemical plants [17]. Therefore, it is 

necessary to evaluate the integrity of structures with such potential HCTF.  

In view of this, the Japan Society of Mechanical Engineers (JSME) published ‘Guideline for 

Evaluation of High Cycle Thermal Fatigue of a Pipe (JSME S017)’ [119] applicable to 90° tee 

junctions (T-junctions), in 2003. In JSME S017, one of the important procedures of thermal 

fatigue evaluation is classification of the flow pattern at a T-junction for evaluating thermal 

loading. Because the extent of damage caused by thermal fatigue is different for different flow 

patterns, even though the temperature difference between the incoming fluids from main and 

branch pipes is identical. When the mixing takes place near the pipe wall surface, the fluid 

temperature fluctuations caused by incomplete mixing are easily transferred to the structure 

and, hence, the risk of thermal fatigue will be high. Here, classification of the flow pattern is to 

identify whether the mixing zone of hot and cold fluids from the main and branch pipes is near 

the wall surface of main pipe or away from the wall surface.  

The currently accepted approach for the flow pattern classification is to classify the flow 

patterns into different groups, based on the momentum ratio (refer to Eqs.(3-1)~(3-3) in 

Subsection 3-2) between the main and branch pipes. Several authors [19] [74] [111] have 

classified them into three groups: wall jet, deflecting jet and impinging jet, as shown in Table 

3-1. Other authors (e.g. [112]) have classified them into four groups: wall jet, re-attached jet, 

turn jet and impinging jet as shown in Table 3-2. It should be noted that all these classification 
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methods of flow patterns are not based on the theoretically exact derivations, but based on 

visualizations or experimental observations. In JSME S017, the classification of flow patterns is 

based on the former classification method (Criteria 1 shown in Table 3-1), or the three-group 

classification method. 

Table 3-1 Criteria 1 for T-junctions [19] 

Wall jet 1.35 ≤ MR 

Deflecting jet 0.35 < MR < 1.35 

Impinging jet MR ≤ 0.35 

 

Table 3-2 Criteria 2 for T-junctions [112] 

Wall jet 4.0 ≤ MR 

Re-attached Jet 1.35 < MR < 4.0 

Turn jet 0.35 < MR ≤ 1.35 

Impinging jet       MR ≤ 0.35 

 

The conventional characteristic equations used for calculation of the momentum ratio 

between main and branch pipes are only applicable to 90° tee junctions (T-junctions). A small 

amount of work undertaken by Oka [113] has investigated the effect on energy loss of angled tee 

junctions. However, work has not yet been done regarding the classification of tee junctions with 

angles other than 90° (Y-junctions).  

It seems that almost only T-junctions are used in nuclear power plants. However, Y-junctions 

especially with a 45° branch angle, are also used for mixing hot and cold fluids in process plants, 

such as petrochemical plants, refineries and LNG plants, to mitigate erosion of the main pipe 

due to impingement of the branch pipe flow against the main pipe and reduce the pressure drop 

produced by mixing fluids. It is imperative to evaluate the structural integrity of Y-junctions in 

the operating plants and newly designed plants by extending the existing guideline JSME S017. 

Therefore, it is essential to establish a generalized classification method of flow patterns 

applicable to both T-junctions and Y-junctions.  

It should be pointed out that the present research is not to pursue a theoretically exact 

classification of flow pattern at a tee junction, which is meant to exactly distinguish the 
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transition between two adjacent flow patterns. Here, the eventual aim of classifying flow 

pattern at a tee junction is to implement the thermal fatigue evaluation in engineering 

applications. Therefore, as a conservative classification, it is acceptable and desirable to classify 

the grey zone of visual observation between wall jet and deflecting jet as wall jet, and classify 

the grey zone between impinging jet and deflecting jet as impinging jet, in view of the facts that 

both the wall jet and impinging jet are more damaging flow patterns than the deflecting jet.  

The objective of the present chapter is to propose generalized characteristic equations for 

classifying flow patterns at a tee junction with any angle of branch pipe. Furthermore, CFD 

simulations of T-junction and Y-junction flows are carried out to investigate the validity of the 

proposed characteristic equations.  

 

3-2 Proposal of the Generalized Characteristic Equations for Classifying Flow Patterns 

3-2-1 Conventional Characteristic Equations  

Based on the momentum ratio of the main pipe flow to the branch pipe flow, the conventional 

characteristic equations for classifying the flow patterns of T-junctions can be expressed as 

follows [19]:  

2

mmbmm VDDM        (3-1) 

22

4
bbbb VDM 


       (3-2) 

bmR MMM /        (3-3) 

In JSME S017 [119], these characteristic equations, together with Criteria 1 shown in Table 

3-1, have been adopted for determining the flow patterns of T-junctions. However, these 

characteristic equations are only applicable for the classification of the flow patterns of 

T-junctions. It is necessary to understand the physical meanings of Eqs.(3-1)~(3-3) very well, 

prior to generalizing them to include Y-junctions.  
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3-2-2 Understanding of the Phenomena Behind the Momentum Ratio  

For understanding the physical phenomena behind the momentum ratio, the mechanism of 

the interaction of momentum of main and branch pipes was investigated. The momentum of 

fluid flowing through a pipe can generally be expressed as follows:  

(momentum per unit time) = (volumetric flow rate) × (momentum per unit volume) 

For a main pipe shown in Fig. 3-1, )( bmDD  is the projection area of the branch pipe on the 

cross-section of the main pipe when imaging that the branch pipe is fully extended into the main 

pipe and, thus, represents the area of main pipe flow interacting with branch pipe flow. 

)( mbm VDD is the volumetric flow rate of the main pipe stream interacting with the branch pipe 

flow. )( mmV  is the momentum per unit volume of fluid flowing into the main pipe. Hence, 

mM  represents the momentum per unit time of main pipe fluid interacting with the branch 

pipe stream as follows:  

)()( mmmbmm VVDDM       (3-4) 

 

Fig. 3-1 Illustration for Investigation into the Interacting Mechanism of Momentum 

between Main and Branch Pipes for T-Junctions 

For a branch pipe shown in Fig. 3-1, )4/( 2

bD  is the cross-sectional area of the branch pipe 

and also the area of the branch pipe stream interacting with the main pipe stream. )4/( 2

bbVD  

is the volumetric flow rate of the branch pipe stream interacting with the main pipe stream. 

)( bbV  is the momentum per unit volume of fluid flowing into the branch pipe. As a result, 
bM  
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represents the momentum per unit time of the branch pipe fluid interacting with the main pipe 

stream as follows:  

)()
4

( 2

bbbbb VVDM 


       (3-5) 

Here, equations (3-4) and (3-5), above, are equivalent to equations (3-1) and (3-2) respectively.  

 

3-2-3 Proposal of the Generalized Characteristic Equations  

Here, the task to be done is to extend equations (3-4) and (3-5) for T-junctions to Y-junctions 

based on the interacting mechanism of momentum of fluids from main and branch pipes. For the 

case of Y-junctions, shown in Fig. 3-2, the momentum 
mM  of main pipe stream interacting with 

branch pipe stream is evidently the same as that in Eq.(3-4) for a T-junction. However, the 

momentum 
bM  of the branch pipe stream interacting with the main pipe stream needs to be 

re-defined by considering the branch pipe jet direction relative to the main pipe stream. The 

first term )
4

( 2
bbVD


 on the right-hand side (RHS) of Eq.(3-5) is the volumetric flow rate of the 

branch pipe stream, which is a scalar, and hence needs no modification. On the other hand, the 

second term )( bbV  on the RHS of Eq.(3-5) is the momentum per unit volume of fluid flowing 

into the branch pipe, which is a vector, and hence needs to be modified. The momentum of 

branch pipe stream contributing to the interaction with the main pipe stream is the component 

)s in(  bbV  perpendicular to the main pipe stream. Therefore, it is found that 
bM  for a 

Y-junction should be written as follows:  

)sin()
4

( 2 


bbbbb VVDM       (3-6) 

As a result, the characteristic equations for classifying the flow patterns of Y-junctions are as 

follows:  

2

mmbmm VDDM        (3-7) 




sin
4

22

bbbb VDM        (3-8) 
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bmR MMM /        (3-9) 

When the branch angle is 90° (or 90 ), sin  in Eq.(3-8) is equal to 1.0, and as a result, 

Eqs.(3-7)~(3-9) become identical to Eqs.(3-1)~(3-3). Therefore, it is obvious that Eqs.(3-7)~(3-9) 

are the generalized characteristic equations which are applicable to both T-junctions and 

Y-junctions.  

 

Fig. 3-2 Illustration Accounting for the Definition of Momentum Ratio for Y-Junctions 

 

3-3 Methods for Confirming the Validity of Proposed Characteristic Equations  

3-3-1 Computational Models  

In the present chapter, CFD simulations of flow and temperature fields were used to confirm 

the validity of Eqs.(3-7)~(3-9) for classifying the flow patterns of Y-junctions. CFD simulations 

were carried out for both Y-junctions and T-junctions, to compare the flow patterns of 

Y-junctions with those of T-junctions for the same momentum ratios. Flow patterns for 

T-junctions have been identified through the experiments and numerical simulations by many 

authors [19, 67, 74, 88, 89], so they can be regarded as the basis of comparison. For Y-junctions, 

three models, with branch angles of  60,45,30  were investigated to verify the general 

validity of Eqs.(3-7)~(3-9). Selection of branch angles for CFD verification was based on the fact 

that most of the Y-junctions used in process plants is 45° branch angle and a few is 60°. The 

Y-junctions with branch angle below 45° are not yet used for mixing of hot and cold fluids in 

process plants because it is difficult to ensure sufficient welding strength of junctions with small 

branch angle. Additionally, a very small branch angle is also unfavorable for mixing of fluids 
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with different temperatures and, as a result, a longer straight pipe downstream of junction is 

needed for achieving full mixing, which can lower the economic efficiency of plant layout.  

The computational models for 90° T-junction and 45° Y-junction (as an example of three 

Y-junctions) are shown in Fig. 3-3. The length of the inlet section is taken as 2Dm (Dm=0.4m) for 

the main pipe and 2Db (Db=0.12m) for the branch pipe, and the length of the outlet section is 

taken as 10Dm for the models of T-junction and three Y-junctions. The flow patterns investigated 

here are determined by the momentum ratio between two streams from main pipe and branch 

pipe [83] and, thus, are independent of the ratio of Dm to Db. The diameters (Dm and Db) of main 

and branch pipes used here are close to those at a T-junction in an industrial plant. 

 

 

 

 

Fig. 3-3 Computational Models of the Tee Junctions 

 

3-3-2 CFD Simulation Methods  

Since the lengths of the inlet and outlet sections are relatively short, some measures are 

taken when setting the inlet and outlet boundary conditions. As the fully developed turbulent 

flow, a 1/7-power law [137] is applied for the inlet velocity profile to reduce the effects of the 

short inlet section as much as possible. At the same time, a free outflow condition was applied at 

the outlet. Specifically, the condition of zero-gradient along the direction normal to the outlet for 

each quantity (including velocity components, pressure and temperature) is applied. 

(a) 90° T-junction 

(b) 45° Y-junction 
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Here, the CFD simulations aim mainly at confirming the flow patterns noted above, so the 

steady-state calculations are considered sufficient. The turbulence model used is the realizable 

k  (RKE) turbulence model [129] rather than the standard k  (SKE) turbulence model 

[127]. As described in Chapter 2, the SKE model provides poor predictions for the complex flows 

with strong separation, but the RKE model, however, is capable of more reasonably predicting 

the turbulent eddy viscosity and improves the prediction performance for flows with strong 

separation. In fact, the prediction accuracy of the RKE-based simulation has been verified to be 

sufficient for the present investigations by comparison with both the experimental results and 

the time-averaged results of LES simulation. The details for the verification of RKE-based 

prediction accuracy are shown in Appendix 3-1.  

Half models are used in the present research, based on the geometrical symmetry. Meshes for 

90° T-junction and 45° Y-junction (as an example of three Y-junctions) are shown in Fig. 3-4. The 

near-wall cell size for the meshes is 40y , and hence, such meshes are sufficiently fine for the 

k  model. The number of cells of the mesh is nearly 350,000 for the models of T-junction and 

three Y-junctions. The results for mesh sensitivity study show that it is adequate to use the 

mesh with nearly 350,000 cells for the present simulations. The details for the mesh sensitivity 

study are shown in Appendix 3-2.  

 

Fig. 3-4 Meshes for the Computational Models 

 

The fluid used for CFD simulations is water. The water temperatures at the main pipe and 

branch pipe inlets are 50ºC and 20ºC, respectively. The fluid density and viscosity are 1000 

kg/m3 and 0.001 Pa.sec, separately, for the fluid physical properties used for the CFD 

(a) 90° T-junction (b) 45° Y-junction 
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simulations. The main numerical methods used in the present simulations are described in 

Table 3-3.  

Table 3-3 Main Numerical Methods Used 

CFD Code Modified FrontFlow/Red [138] (See Appendix A for its details) 

Simulation Mode Steady-State Simulation  

Turbulence Model Realizable k  Turbulence Model  

Spatial Discretization Method 
Convective Term:  1st-Order Accurate Upwind Differencing 

Other Terms:  2nd-Order Accurate Central Differencing 

 

In the CFD simulations, the iterative solution was performed for any quantity  (including 

velocity components, pressure, temperature, turbulent kinetic energy ( k ) and its dissipation 

rate ( )). The root-mean-square (RMS) normalized residual used for the convergence judgment 

is defined as follows: 

Nn
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



     

(3-10) 

where N is the total number of mesh cells to be solved, n and n-1 represent the current and last 

iterations, respectively. The convergence criteria were set as 1.0×10-5
 for each velocity 

component, temperature, turbulent kinetic energy ( k ), its dissipation rate ( ), and 1.0×10-7 for 

pressure, respectively.  

 

3-4 CFD Simulation Results and Discussions 

The present simulations mainly aim to confirm the validity of Eq.(3-7)~Eq.(3-9) for classifying 

the Y-junction flow patterns. The flow patterns of 60°, 45° and 30° Y-junctions are compared 

with the flow patterns of the 90° T-junction for the same momentum ratio MR. CFD simulations 

of 6 cases with different MR values have been implemented for both T- and Y-junctions. The six 

MR values (Table 3-4) around and near the three bounds (4.0, 1.35 and 0.35) in Criteria 2 (Table 

3-2) were selected for the simulations. The two bounds in Criteria 1 (Table 3-1) are included in 

Criteria 2. The velocity at the main pipe inlet is fixed at 0.32m/sec (Re=128,000) for all cases. 

The velocity at the branch pipe inlet for all cases was calculated using Eqs.(3-7)~(3-9) for each 
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MR value. The velocities and Reynolds numbers at the branch pipe inlets for 90° T-junction and 

45° Y-junction (as an example of three Y-junctions) are listed in Table 3-4 below.  

Table 3-4 Velocities and Reynolds Numbers at Branch Pipe Inlets 

Case No. MR 
90° T-junction 45° Y-junction 

Vb [m/s] Reynolds Number [-] Vb [m/s] Reynolds Number [-] 

Case 1 4.20 0.318 38,160 0.378 45,360 

Case 2 3.80 0.334 40,080 0.397 47,640 

Case 3 1.45 0.541 64,920 0.643 77,160 

Case 4 1.25 0.582 69,840 0.692 83,040 

Case 5 0.38 1.056 126,720 1.256 150,720 

Case 6 0.33 1.133 135,960 1.348 161,760 

 

It should be pointed out that, in the present investigation, the judgment of whether or not the 

flow patterns between T- and Y-junctions are similar is based on the impact of flow patterns on 

thermal fatigue. Here, the flow patterns are different from the usually called flow distributions 

or flow features. Specifically, the flow patterns stated here means whether the branch jet is bent 

near the main pipe wall on the same side as branch pipe (or Wall Jet) due to very strong main 

pipe jet, or the branch jet flows through the central part (or bulk) of main pipe (or Deflecting Jet) 

due to intermediately strong main pipe jet, or the branch jet impinges against the opposite side 

wall of main pipe (or Impinging Jet) due to weak main pipe jet.  

In addition, the area of observation for classification of flow patterns is from mixing junction 

to 3.0Dm downstream of the junction here, as the results of experiments [19, 83] and numerical 

simulations (see Fig. 5-9 in Chapter 5) have shown that the fluid temperature fluctuations are 

greatly attenuated within 2.0Dm downstream of the junction. For example, Fig. 3-5 shows that 

axial distributions of maximum normalized fluid temperature fluctuation intensity ( *
rmsT , as 

defined in Eq.(4-7) in Chapter 4) among circumferential positions 1mm away from the pipe wall, 

and they were the experimental results for three types of flow patterns obtained by Kamide et 

al. [83]. The peak was located at about 0.75Dm downstream for the wall jet case and at about 

0.5Dm downstream for the impinging jet case. The deflecting jet case showed the lowest peak 

and hence had the least risk of thermal fatigue. The fluid temperature fluctuation intensity was 
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significantly attenuated at 2.0Dm downstream of the junction for all the three cases. Hence, it is 

sufficient to observe the flow patterns up to 3.0Dm downstream of the junction for thermal 

fatigue evaluation.

 

 

 

Fig. 3-5 Axial Distributions of Maximal Fluid Temperature Fluctuation Intensity among 

Circumferential Positions [83] 

 

The simulation results have been visualized. The fluid temperature distributions and velocity 

vectors are shown in Figs. 3-6 ~ 3-11. The flow patterns are confirmed based on both the velocity 

vectors and the temperature distributions, with focus on viewing whether or not the branch jet 

flow is near the main pipe wall after being injected into the main pipe flow. The flow patterns for 

each MR value are described below.  

For the momentum ratios of MR=4.20 (Fig. 3-6) and MR=3.80 (Fig. 3-7), the 60°, 45° and 30° 

Y-junctions and 90° T-junction have similar flow patterns, and the branch jet is bent to the main 

pipe wall on the side of branch pipe due to relatively high flow velocity from the main pipe. 

However, the branch jet flow at MR=3.80 is slightly away from the wall, relative to that at 

MR=4.20. In addition, mixing zones for all the three Y-junctions are a little away from the pipe 

wall, compared with T-junction, for both MR=4.20 and MR=3.80. Hence, it is slightly conservative 
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and thus proper to classify flow patterns for all the three Y-junctions as the same as those for the 

T-junction for thermal fatigue evaluation, at MR=4.20 and MR=3.80, respectively. 

 

 

 

 

 

Fig. 3-6 Fluid Temperature Distribution and Velocity Vectors for MR=4.20 

 

(a) 90° T-junction 

(c) 45° Y-junction 

(d) 30° Y-junction 

(b) 60° Y-junction 
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Fig. 3-7 Fluid Temperature Distribution and Velocity Vectors for MR=3.80 

 

For MR=1.45 (Fig. 3-8) and MR=1.25 (Fig. 3-9), the 60°, 45° and 30° Y-junctions and T-junction 

also have similar flow patterns, and the branch jet flows through the central part in the main 

pipe for both. In these cases, the Y-junction and T-junctions have comparable momentums. By 

the way, it should be pointed out that, although the branch jet reaches the opposite pipe wall 

downstream of junction for the Y-junctions, the location where the branch jet reach the pipe wall 

(a) 90° T-junction 

(c) 45° Y-junction 

(b) 60° Y-junction 

(d) 30° Y-junction 
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is over 4.0Dm downstream of junction, where the fluid temperature fluctuations have greatly 

been attenuated. Such a location far downstream is beyond the area of flow pattern 

classification for thermal fatigue evaluation. Hence, it is proper to classify flow patterns for all 

the three Y-junctions as the same as those for the T-junction for thermal fatigue evaluation, at 

MR=1.45 and MR=1.25, respectively. 

 

 

 

 

 

Fig. 3-8 Fluid Temperature Distribution and Velocity Vectors for MR=1.45 

 

(a) 90° T-junction 

(c) 45° Y-junction 

(d) 30° Y-junction 

(b) 60° Y-junction 
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Fig. 3-9 Fluid Temperature Distribution and Velocity Vectors for MR=1.25 

 

 

 

 

 

 

 

(a) 90° T-junction 

(c) 45° Y-junction 

(d) 30° Y-junction 

(b) 60° Y-junction 
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Fig. 3-10 Fluid Temperature Distribution and Velocity Vectors for MR=0.38 

 

 

 

(a) 90° T-junction 

(c) 45° Y-junction 

(b) 60° Y-junction 

(d) 30° Y-junction 
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Fig. 3-11 Fluid Temperature Distribution and Velocity Vectors for MR=0.33 

 

For MR=0.38 (Fig. 3-10) and MR=0.33 (Fig. 3-11), the 60°, 45° and 30° Y-junction and 

T-junction have similar flow patterns as well and the branch jet impinges on the opposite wall of 

the main pipe due to relatively high flow velocity from the branch pipe. However, the branch jet 

flow at MR=0.38 slightly moves away from the wall, compared to that at MR=0.33. It can be 

found that the location where the branch jet impinges on the opposite pipe wall moves toward 

further downstream with decrease of branch angle for Y-junctions. It is considered that the fluid 

(a) 90° T-junction 

(c) 45° Y-junction 

(d) 30° Y-junction 

(b) 60° Y-junction 
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temperature fluctuations at Y-junctions are partly attenuated through mixing in the bulk of 

fluid, before impinging on the pipe wall. The branch jet impinges on the opposite pipe wall 

relatively weakly for 60° Y-junction and nearly equivalently for 45° Y-junction, compared with 

90° T-junction. However, it seems that the cold branch jet strongly impinges on the opposite pipe 

wall for 30° Y-junction, for both MR=0.38 and MR=0.33. It is inadequate to judge whether the 

flow patterns for 30° Y-junction can be classified as the same as those for 90° T-junction, just 

based on the results obtained from the steady-state CFD simulations. Therefore, the additional 

unsteady LES simulations were performed for 30° Y-junction and 90° T-junction at MR=0.38 and 

MR=0.33, to compare their fluid temperature fluctuation intensities around the impinging 

locations. As described in Appendix 3-3, the unsteady LES simulation results showed that the 

fluid temperature fluctuation intensities around the impinging location for 90° T-junction was 

obviously higher than that for 30° Y-junction. Hence, it is relatively conservative and thus 

proper to classify flow patterns for 30° Y-junction as the same as those for 90° T-junction for 

thermal fatigue evaluation, at MR=0.38 and MR=0.33, respectively. As a result, it is proper to 

classify flow patterns just for all the three Y-junctions of 60°, 45° and 30° as the same as those 

for the T-junction for thermal fatigue evaluation, at MR=0.38 and MR=0.33, respectively. 

In summary, the flow patterns of 60°, 45° and 30° Y-junctions can be classified as the same as 

those of 90° T-junctions at the same MR value for thermal fatigue evaluation, based on the CFD 

simulation results. Therefore, it can be concluded that Eqs.(3-7)~(3-9) are valid for classifying 

the flow patterns at T- and Y-junctions of 30°~90°, which is sufficient for practical use in 

industrial plants (see Section 3-3-1). 

In addition, the simulation results indicates that Criteria 2 offers a more proper classification 

of the flow patterns than Criteria 1 does. For the bound of MR=0.35, both Criteria 1 and Criteria 

2, can predict the impinging jet pattern well. However, Criteria 1 could not predict the wall jet 

pattern well for the bound of MR=1.35. In contrast, Criteria 2 can predict the wall jet pattern 

well for the bound of MR=4.0. Specifically, the flow patterns in Fig. 3-8 can clearly be classified 

as a deflecting jet, but Criteria 1 predicts a wall jet for MR=1.45 (>1.35). On the other hand, 
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Criteria 2 predicts a reattached jet for MR=1.45, which corresponds to a deflecting jet. It should 

be noted that the deflecting jet pattern is divided into two types of flow patterns, reattached jet 

and turn jet, in Criteria 2. Thus, it can be found that Criteria 1 is relatively conservative 

compared with Criteria 2, and however, is on the safe side. In the present investigations, 

Criteria 1, which is currently used in JSME S017, is recommended as the criteria for flow 

pattern classification of T- and Y-junctions of 30°~90° when applying JSME S017 to evaluate 

thermal fatigue, and is rewritten as Criteria 3 shown in Table 3-5. Fig. 3-12 shows the flow 

pattern map based on Eqs.(3-7)~(3-9) and the Criteria 3. The six solid circles shown in Fig. 3-12 

represent the values of MR for 6 cases in the present investigations.  

 Table 3-5 Criteria 3 Recommended for Classifying Flow Patterns at T- and Y-junctions of 30° ~ 

90° 

Wall jet 1.35 ≤ MR 

Deflecting jet 0.35 < MR < 1.35 

Impinging jet MR ≤ 0.35 

 

 

Fig. 3-12 Flow Pattern Map Based on Criteria 3 Shown in Table 3-5 
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Table 3-6 Computational Conditions for Investigating the Effect of Reynolds Number 

MR 
Ratio of Fluid 

Viscosity [-] 

90° T-junction 45° Y-junction 

Re [-]  

(Main pipe) 

Re [-] 

(Branch pipe) 

Re [-] 

(Main pipe) 

Re [-] 

(Branch pipe) 

0.38 1/20 6,400 6,336 6,400 7,536 

0.38 1000 1.28×108 1.27×108 1.28×108 1.51×108 

 

Meanwhile, it should be pointed out that, as noted above, classification of the flow patterns 

here is to identify whether the mixing zone of hot and cold fluids from main pipe and branch 

pipe is located near the wall surface of main pipe or far away from the wall surface, for 

evaluating thermal fatigue. Such flow patterns are determined by the momentum ratio between 

two streams from main pipe and branch pipe [83]. To confirm the effect of Reynolds number, 

CFD simulations were carried out for 90° T-junction and 45° Y-junction at MR=0.38 (Case 5 in 

Table 3-4) by adjusting the fluid viscosity, as shown in Table 3-6. The verified Reynolds numbers 

range from about 6,400 to 1.5×108. The CFD results show that, if the momentum ratio is kept 

constant (here MR=0.38), the time-averaged flow patterns are almost identical for different 

Reynolds numbers at 90° T-junction and 45° Y-junction, respectively. It can be inferred that this 

is also true for 60° Y-junction. In industrial plants, the flow at tee junction is usually kept fully 

turbulent to achieve a good mixing performance and, hence, it is considered that Reynolds 

number is mostly above 10,000. Moreover, an very high flow velocity is not yet used in order to 

maintain a proper pressure drop and prevent flow-induced pipe vibration from occurring and, 

hence, it is considered that Reynolds number is below 1.5×108. Therefore, it is proper to consider 

that flow patterns are almost independent of the flow Reynolds number for engineering 

applications, if the momentum ratio is kept constant. 

Furthermore, Eqs.(3-7)~(3-9) suggest that reducing the angle   of the branch pipe can 

increase the range of the branch pipe to main pipe velocity ratio Vb/Vm for preserving a less 

damaging deflecting jet flow pattern, which is an important finding that could be used to extend 

the current design options for tee junctions where high cycle thermal fatigue may be a concern. 

This means it is possible to change the flow patterns from the impinging jet to the less damaging 



Chapter 3 Proposal of Generalized Classification Method of Flow Pattern for Thermal Loading Evaluation 

66 

deflecting jet for the same branch pipe to main pipe velocity ratio using a Y-junction instead of a 

T-junction.  

 

3-5 Summary 

In the present investigations, the generalized characteristic equations have been proposed to 

classify the flow patterns for all angles of tee junctions, including both T-junctions and 

Y-junctions. The proposed equations have been proven to be valid for predicting the flow 

patterns for tee junctions with branch angles of 30° ~ 90°, which are sufficient for practical use 

in industrial plants, by CFD simulations of the flow and temperature fields.  

Moreover, the Criteria 3 (Table 3-5), which is identical to the Criteria 1 currently used in 

JSME S017 and is on the safe side, is recommended as the criteria for flow pattern classification 

of T- and Y-junctions of 30°~90° when applying JSME S017 to evaluate thermal fatigue. 

In addition, Eqs.(3-7)~(3-9), shown again below, suggest that adjusting the angle of the branch 

pipe can increase the range of branch pipe to main pipe velocity ratio to maintain a deflecting jet 

flow pattern, which is less damaging. This is an important finding that could be used to extend 

the current design options for tee junctions where high cycle thermal fatigue may be a concern.  

2

mmbmm VDDM        (3-7) 




sin
4

22

bbbb VDM        (3-8) 

bmR MMM /        (3-9) 

 

Appendix 3-1 Validation of Prediction Accuracy of Flow Velocity and Fluid Temperature 

Profiles at T-Junction Using RKE Turbulence Model 

A steady-state CFD simulation of flow and temperature fields at a T-junction was carried out to 

validate the accuracy of predicting flow velocity profile using the realizable k  (RKE) 

turbulence model. The simulation conditions shown in Table 3-7 are the same as those in the 

experiments conducted by Kamide et al. [83] and in Chapter 4. Except the turbulence model, the 

main numerical methods used in the present simulation are the same as in Chapter 4, where the 
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unsteady CFD simulations were performed using large eddy simulation (LES) sub-grid scale 

(SGS) turbulence model.  

The RKE-based simulation results for normalized flow velocity profile and fluid temperature 

distribution were compared with the experimental [83] and LES-based CFD simulation results in 

Chapter 4 to confirm its prediction accuracy. As shown in Fig. 3-14, compared are the normalized 

time-averaged axial velocity (
aveU ) and fluid temperature (

aveT ) distributions along the vertical 

direction in the cross-section of 0.5Dm downstream from the center-line of branch pipe (see Fig. 

3-13). Time-averaged axial velocity distributions for the experimental and LES results are used 

for comparison. Moreover, the LES results used for comparison are those of Case 6, which are 

closest to the experimental results, for all the 6 cases investigated in Chapter 4. Fig. 3-14 shows 

the RKE-based simulation results are close to both the experimental and LES results for the 

normalized axial velocity and fluid temperature distributions. Therefore, it is regarded that it is 

sufficient to use the RKE-based simulation for predicting the flow patterns at T-junctions and 

Y-junctions.  

 
Table 3-7 Main Simulation Conditions 

 Main Pipe Branch Pipe 

Mean Velocity at Inlet [m/s] 1.46 1.0 

Fluid Temperature at Inlet [ºC] 48 33 

Inner Diameter [mm] 150 50 

Reynolds Number [-] 3.8x105 6.6x104 

Momentum Ratio [-] 8.14 (Wall Jet) 

 

 

Fig. 3-13 Location and Direction (Arrowed Pink Lines) for the Plots in Fig. 3-14 & Fig. 3-15 
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Fig. 3-14 Comparison of Normalized Time-Averaged Axial Velocity and Fluid Temperature 

Distributions along Vertical Direction at the Location of X=0.5Dm for Validation of CFD 

Prediction by RKE Turbulence Model 

 

Appendix 3-2 Investigation of Mesh Sensitivity 

The meshes used for the investigation of mesh sensitivity were generated referring to the mesh 

used in Chapter 4, where LES-based unsteady CFD validation simulations were carried out using 

a full model of T-junction with the number of cells being about 1,022,000 (equivalent to about 

511,000 for a half model), and the CFD results agreed with the experimental results. A 

preliminary investigation of mesh sensitivity was made for the half model of T-junction using two 

meshes with the number of cells being nearly 350,000 (Coarse Mesh) and 700,000 (Fine Mesh) 

(equivalent to about 700,000 and 1,400,000 for a full model) respectively. CFD simulations with 

the two meshes were performed using the RKE turbulence model for momentum ratio MR=3.80. 

As shown in Fig. 3-15, compared are the normalized time-averaged axial velocity and fluid 

temperature distributions along the vertical direction in the cross-section of 0.5Dm downstream of 

the center-line of branch pipe (see Fig. 3-13). The CFD results for Coarse Mesh agree with those 

for Fine Mesh very well. Therefore, it is considered that it is adequate to use the relatively coarse 
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mesh with nearly 350,000 cells for the present investigation.  

 

 

Fig. 3-15 Comparison of Normalized Time-Averaged Axial Velocity and Fluid Temperature 

Distributions along Vertical Direction at the Location of X=0.5Dm for Mesh Sensitivity 

Investigation  

 

Appendix 3-3 LES Simulations of 30° Y-junction and 90° T-junction at MR=0.33 and 

MR=0.38 

Computational Conditions and Numerical Methods: 

The unsteady LES simulations are performed for 30° Y-junction and 90° T-junction at 

MR=0.33 and MR=0.38, to compare their fluid temperature fluctuation intensities around the 

impinging locations. Different from the steady-state simulations, the full models are used for 

the unsteady LES simulations. The meshes for 30° Y-junction and 90° T-junction are shown in 

Fig. 3-16 (a) and Fig. 3-16 (b), respectively. The near-wall cell size for the meshes is 40y , and 

hence, the wall functions are applied for the wall boundary condition of flow. As shown in 

Appendix 5-1 in Chapter 5, the fluid temperature fluctuations can also be predicted well even 

using a combination of LES simulation and the wall functions for a relatively coarse near-wall 



Chapter 3 Proposal of Generalized Classification Method of Flow Pattern for Thermal Loading Evaluation 

70 

mesh. The number of cells of the mesh is nearly 920,000 for the models of both 30° Y-junction 

and 90° T-junction.  

The computational conditions used are the same as those for the steady-state simulations 

described above. The LES SGS turbulence model applied is dynamic Smagorinsky model (DSM). 

The differencing scheme applied for calculating the convective terms is a hybrid scheme (HS) 

with a blending factor being 0.9 for the momentum equations and 0.8 for the energy equation. 

Procedures for the LES analyses and the convergence criteria for the iterative solution are the 

same as those shown in Section 4-4-3 in Chapter 4. The sampling time for the statistical 

calculation is 41.0 seconds with a time-step interval of Δt=0.005 sec. 

 

 

 

 

Fig. 3-16 Meshes for the Models of 90° T-junction and 30° Y-junction 

 

LES Simulation Results: 

Here, the LES simulation results only for MR=0.33 are described in detail, as it is considered 

that the results for MR=0.33 and MR=0.38 are similar. For MR=0.38, only the temperature 

fluctuation intensity distributions, which are important for flow pattern classification, are 

shown.  

(a) 90° T-junction 

(b) 30° Y-junction 
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Fig. 3-17 show the LES results for the instantaneous flow velocity vectors and temperature 

distribution on the vertical cross-section along the flow direction at 41 sec after sampling start, 

for 90° T-junction and 30° Y-junction at MR=0.33. The LES results indicate that the branch jet 

impinges against the opposite wall of main pipe at the locations around 0.5Dm~1.0Dm 

downstream of junction for 90° T-junction and around 1.5Dm~2.0Dm downstream for 30° 

Y-junction. This is the typical flow pattern of an impinging jet. In the mixing zone, the flow is 

very unstable and strongly fluctuating due to the interaction between the branch jet and the 

crossflow from the main pipe, and consequently, the temperature field also strongly fluctuates. 

For MR=0.33, the simulation results for the temperature fluctuation intensity distributions on 

the vertical cross-sections along and perpendicular to the flow direction are shown in Fig. 3-18 and 

Fig. 3-19, respectively. At the same time, the temperature fluctuation intensity distributions on 

the cylindrical surface 1mm away from the wall of main pipe are shown in Fig. 3-20. Here, for 

MR=0.38, just the temperature fluctuation intensity distributions on the cylindrical surface 1mm 

away from the wall of main pipe are shown in Fig. 3-21. It can be found that for both MR=0.33 and 

MR=0.38, the near-wall fluid temperature fluctuation intensities around the impinging location 

for 90° T-junction is obviously higher than those for 30° Y-junction. 

 

 

 

Fig. 3-17 Instantaneous Flow Velocity Vectors and Temperature Distribution on Vertical 

Cross-section along Flow Direction in the Mixing Zone at t=41.0 sec for MR=0.33 
 

(a) 90° T-junction 

(b) 30° Y-junction 
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Fig. 3-18 Distribution of Normalized Temperature Fluctuation Intensity on the Cross-section 

along the Flow Direction in the Mixing Zone for MR=0.33 

 

 

 

 

Fig. 3-19 Distribution of Normalized Temperature Fluctuation Intensity on the 

Cross-sections Perpendicular to the Flow Direction in the Mixing Zone for MR=0.33 
 

(a) 90° T-junction 

(b) 30° Y-junction 

(a) 90° T-junction 

(b) 30° Y-junction 
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Fig. 3-20 Distribution of Normalized Temperature Fluctuation Intensity on the Cylindrical 

Surface 1mm away from the Main Pipe Wall in the Mixing Zone for MR=0.33 

 

 

 

 

 

Fig. 3-21 Distribution of Normalized Temperature Fluctuation Intensity on the Cylindrical 

Surface 1mm away from the Main Pipe Wall in the Mixing Zone for MR=0.38 

(a) 90° T-junction 

(b) 30° Y-junction 

(a) 90° T-junction 

(b) 30° Y-junction 
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Chapter 4  High-Accuracy CFD Prediction Methods of Fluid 

Temperature Fluctuations 

 

4-1 Introduction 

As a conventional guideline for thermal fatigue evaluation, JSME S017 provides the procedures 

and methods of evaluating the integrity of structures with potential high cycle thermal fatigue 

(HCTF). However, the accuracy of the evaluation results is not high and especially the evaluation 

margin varies greatly from one case to another case [120], as JSME S017 was developed based on 

limited experimental data and simplified one-dimensional (1D) FEA. In addition, for JSME S017, 

the fatigue evaluation method in Step 4 was established based on the experimental data and thus, 

its application is limited to the range where the experimental data were obtained. Also, the 

dependence of thermal stress attenuation on the fluctuation frequency of fluid temperature was 

not considered in Step 4. Therefore, it is desirable to establish a more accurate method of HCTF 

evaluation with a slight conservativeness.  

CFD/FEA coupling analysis is expected to be a useful and effective tool for more accurately 

evaluating HCTF. It is very important to predict accurately the fluctuation amplitudes and cycle 

numbers (or frequencies) of thermal stress induced by the fluid and structure temperature 

fluctuations (STF) using FEA in order to perform fatigue damage evaluation. The fluid 

temperature fluctuations induced by incomplete mixing of hot and cold fluids at a T-junction are 

the root cause of thermal fatigue. Hence, it is first important to predict accurately the fluid 

temperature fluctuations by CFD simulations.  

Many researchers have investigated the flow and temperature fields at T-junctions by the 

experiments and numerical simulations for evaluation of thermal fatigue loading. For example, 

Hu et al. [109] undertook the simulation of flow and temperature at T-junctions based on the 

RNG LES model using the commercial CFD code, FLUENT. The simulation results for the 

temperature fluctuations have significant difference from the experimental ones, although the 

calculated results for the time-averaged temperature agree well with the experimental ones. 
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Tanaka et al. [81] also performed the simulations of flow and temperature at T-junctions using 

the VLES approach, in which an LES model is combined with the wall function for the coarse 

mesh. The results suggested the possibility of reproducing the temperature fluctuations using 

the LES model. Kamide et al. [83] carried out the investigation into the temperature 

fluctuations of water by making a series of tests using the WATLON apparatus. They also 

performed the numerical simulations under the same conditions as the WATLON tests using 

their in-house AQUA code, and the results for velocity and temperature distribution exhibited 

good agreement with the experimental ones. However, a specific guideline showing what kinds of 

CFD numerical methods can provide high-accuracy prediction of thermal loadings has not yet been 

established. 

The present investigation aims to establish high-accuracy methods of predicting fluid 

temperature fluctuations (or thermal loading) by systematic CFD benchmark simulations. The 

benchmark simulation conditions are the same as in the WATLON experiments [83] for 

comparison. It is very important to choose proper turbulence model and numerical schemes for 

the CFD simulation of unsteady phenomena, such as the highly fluctuating flow and 

temperature fields at a T-junction. LES turbulence models suitable for the simulation of 

unsteady phenomena were systematically investigated. LES sub-grid scale (SGS) turbulence 

models used included the standard Smagorinsky model (SSM) and the dynamic Smagorinsky 

model (DSM). Also, the effects of numerical schemes for calculating the convective term in the 

energy equation on the simulation results were thoroughly investigated. The CFD simulation 

results were compared with the experimental ones to verify the accuracy of the investigated 

numerical models. 

 

4-2 The Choice of Numerical Methods 

The temperature fluctuation of fluid is the root cause of thermal fatigue, and hence, its 

accurate prediction is very important for the precise evaluation of thermal fatigue. As described 

in Chapter 2, CFD approaches mainly include three types of direct numerical simulation (DNS), 

Reynolds-averaged Navier-Stokes (RANS) equations-based method and large eddy simulation 
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(LES). Table 4-1 shows the features of major CFD simulation approaches. DNS directly solves 

the Navier-Stokes equations without the use of any turbulence model and, hence, needs a very 

fine mesh. As a result, it can achieve very accurate numerical solutions. However, a high cost 

and a long computational time are required. Thus, its application in engineering would not be 

practical. RANS solves time-averaged Navier-Stokes equations using a turbulence model 

(typically k  model) and a coarse mesh. It has a low cost and a short computational time, 

but it is mainly suited for solving time-averaged flow and scalar fields. Hence, RANS was not 

suitable for the purpose of predicting accurate temperature fluctuation histories. However, LES 

solves space-averaged Navier-Stokes equations using a SGS turbulence model and a moderately 

fine mesh. It is expected that LES is able to achieve reasonably accurate numerical solutions in 

solving the unsteady flow and scalar fields if a proper SGS turbulence model is chosen. 

Moreover, the cost and computational time needed are moderate. Therefore, LES was chosen for 

simulating the temperature fluctuations of fluid in the present investigation. 

For predicting the fluid temperature fluctuations accurately, two key points are as follows:  

 Choose a proper LES SGS turbulence model capable of evaluating the actually existing 

turbulent diffusion accurately 

 Choose a highly accurate finite difference scheme for calculating the convective terms in 

the governing equations which is able to reduce the numerical diffusion as much as 

possible while maintaining the numerical stability 

This is because over-predicted turbulent diffusion, which easily occurs with some of the 

commonly-used turbulence models, and large numerical diffusion can significantly damp the 

amplitude of fluid temperature fluctuations. The main numerical methods chosen for 

investigations are shown in Table 4-2. The investigated LES SGS turbulence models include the 

standard Smagorinsky model (SSM) and the dynamic Smagorinsky model (DSM). The detailed 

features of SSM and DSM were described in Chapter 2. One of the most important features is 

that the model parameter is treated as a constant in the SSM model, while it is evaluated as a 

function of the local flow field in the DSM model. Therefore, it is regarded that the DSM model 
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can more accurately predict the turbulent eddy viscosity (or turbulent diffusion coefficient) than 

the SSM model.  

Table 4-1 Features of Main CFD Approaches 

Approach Mesh Accuracy Cost Computing 

Time 

Suitability for Simulation of Fluid 

Temperature Fluctuations 

DNS Very fine Very high High Long Not practical (high cost and long 

time) 

RANS Coarse Low Low Short Not suitable (low accuracy) 

LES Moderately 

fine 

High Moderate Moderate Suitable (high accuracy, moderate 

cost and computational time) 

 

Table 4-2 Adopted Numerical Methods 

CFD Code Modified FrontFlow/Red 

Simulation Mode Unsteady-state simulation 

Turbulence Model 
 LES standard Smagorinsky SGS model (SSM)  

 LES dynamic Smagorinsky SGS model (DSM) 

Numerical Scheme 

for Calculation of 

Convective Term 

Momentum 

Equations 

 Hybrid scheme (HS):  1UD*)α(1.02CD*α bfbf   

where bfα  :  Blending factor ( bfα =0~1.0) 

2CD :  2nd-order central difference scheme 

1UD :  1st-order upwind difference scheme 

Energy 

Equation 

 1st-order upwind difference scheme  

 Hybrid scheme 

 TVD 2nd-order upwind difference scheme 

Time Integration Implicit Eulerian time integration (1st-order accurate)  

 

Also, the investigated difference schemes for calculating the convective terms of energy 

equation include the 1st-order upwind difference (1UD) scheme and a hybrid scheme (HS), 

which blends the 1UD scheme and 2nd-order central difference (2CD) scheme, and TVD 

2nd-order upwind difference scheme. The details for various difference schemes are described in 
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Section 2-4 in Chapter 2. Hence, only the main features of them are briefly introduced here. The 

1UD scheme has relatively strong numerical diffusion and, thus, can attenuate the fluid 

temperature fluctuation, although it has a good numerical stability. In contrast with this, the 

2CD scheme has no numerical diffusion effect and, hence, has a high numerical accuracy, but 

numerical instability easily occurs. Therefore, the pure 2CD scheme is not applicable for the 

calculation of the convective terms. The hybrid scheme blends the 1UD scheme and 2CD scheme 

to combine their respective advantages (see Table 4-2). Therefore, the hybrid scheme should, 

simultaneously, be able to achieve high numerical accuracy and maintain numerical stability, if 

a sufficiently large blending factor is chosen.  

In addition, similar to the 2CD scheme, the ordinary 2nd-order accurate upwind scheme 

(2UD) also has no numerical diffusion effect, as its truncation error of the 2UD scheme also 

contains the 3rd-order derivative. As a result, numerical instability also easily occurs when 

applying the 2UD scheme for a relatively coarse mesh. On the other hand, the TVD 2nd-order 

upwind difference scheme (hereafter, called the TVD scheme) blends the 2UD scheme with the 

1UD scheme and hence can maintain the numerical stability. The slope limiter equivalent to the 

blending factor in the hybrid scheme is automatically calculated as a function of the local flow 

field and thus there is no need to give its value beforehand. 

In the present research, the effects of LES turbulence models and the difference schemes on 

CFD simulation results are clarified by comparing the numerical simulation results with the 

experimental ones, in order to establish a highly accurate LES turbulence model and difference 

schemes that will be suitable for prediction of fluid temperature fluctuations. 

 

4-3 Experimental Conditions for Benchmark Simulations 

As described above, the present investigation aims to establish high-accuracy methods of 

predicting fluid temperature fluctuations (or thermal loading) by performing CFD benchmark 

simulations. Here, the adopted benchmark simulation conditions were the same as in the 

WATLON experiments conducted by Igarashi et al. [83] at JAEA, as described in Section 1-3-3 
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in Chapter 1. The test section was made of transparent acrylic resin and comprised a horizontal 

main pipe and a vertical branch pipe with the inner diameters being 150mm and 50mm, 

respectively, as shown in Fig. 1-7. The time series data for fluid temperature distribution in the 

main pipe were measured using a thermocouple tree with 17 thermocouples. The time series 

data for flow velocity distribution at the T-junction were also measured using a PIV system. By 

statistically treating the measured time series data, Igarashi et al. obtained the time-averaged 

fluid temperature and flow velocity distributions, and their fluctuation intensity distributions, 

which are used for comparison with the CFD benchmark results. 

In the WATLON experiment, a series of tests were carried out under various conditions. In the 

present investigation, the conditions for the flow pattern of wall jet shown in Table 4-3 were 

chosen for the numerical simulations, considering that the experimental conditions and results 

for this case have previously been reported in detail [83]. The flow pattern at a T-junction can be 

classified by the following criteria (or the Criteria 3 in Chapter 3), based on the interacting 

momentum ratio (MR) between the main pipe and branch pipe streams. 

Wall Jet           4.0 < MR  

Deflecting Jet  0.35 < MR < 4.0 

Impinging Jet        MR < 0.35 

where the momentum ratio MR is defined as follows [19]:  

2

mmbmm VDDM 
      

(4-1) 

4/22

bbbb VDM 
      

(4-2) 

bmR MMM /
       

(4-3) 

The fluid used was water. The temperatures of the water at the inlets of the main pipe and the 

branch pipe were Tm= C48  and Tb= C33 , respectively. The dependence of the physical 

properties of the fluid on temperature was negligible, as the range of temperature variation was 

narrow ( C15 ) in the present simulations. Specifically, the variation of the fluid density was less 

than 0.5% between C33  and C48 . As shown in Table 4-4, the physical properties of water at 

the temperature of (Tm+Tb)/2 were used in the simulations.  
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Table 4-3 Conditions for CFD Benchmark Simulations 

 Main Pipe Branch Pipe 

Mean Velocity at Inlet [m/s] 1.46 1.0 

Fluid Temperature at Inlet [ C ] 48 33 

Inner Diameter [mm] 150 50 

Reynolds Number [-] 3.8x105 6.6x104 

Momentum Ratio (MR) [-] 8.14 (Wall Jet) 

 

Table 4-4 Physical Properties of Water 

Density [kg/m3] 991.7 

Viscosity [Pa.sec] 0.0006652 

Specific Heat [J/kg/K] 4179.7 

Thermal Conductivity [W/m/K] 0.6285 

 

4-4 Computational Model and Boundary Conditions and CFD Analysis Methods 

4-4-1 Computational Model  

The computational model and main boundary conditions for the T-junction are shown in 

Fig.4-1. The lengths of the inlet section were set as 2Dm (Dm=150mm) for the main pipe and 2Db 

(Db =50mm) for the branch pipe, and the length of the outlet section was set as 5Dm to reduce 

the number of cells in the mesh for reducing the computational time. These settings were  

 

Fig. 4-1 Geometry of Computational Model and Boundary Conditions 
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reasonable because the reducer nozzles and fully long straight pipes were installed in the 

upstream of the main pipe and branch pipe for straightening the flow into the T-junction in the 

experimental apparatus [83] and the fully developed turbulent flow profiles were applied for the 

main pipe and branch pipe inlets in the present investigations (see below for details). The 

present investigation was intended to simulate the flow and temperature fluctuations of the 

fluid only, and hence the pipe thickness was not included in the simulations.  

 

Fig. 4-2 Meshes for Computational Model 

The present investigation aims at simulating the unsteady flow and temperature fields at the 

T-junction using the LES SGS turbulence model. A comparatively fine mesh, especially near the 

wall, is desirable for LES simulation. A rather fine mesh in proximity of the wall was generated, 

and the near-wall cell size was uniformly 0.0563mm and could keep 5.5

Fy  for ensuring that 

all the near-wall grid points are located within the viscous sub-layer of flow boundary. However, 

the mesh in the central part of the pipe was relatively coarse to reduce the computing time as 

much as possible. The meshes used for the simulations are shown in Fig.4-2. The number of cells 

in the mesh was about 1,022,000. To investigate the effect of grid sizes on the CFD results, the 

LES simulations were beforehand performed using 3 different meshes with the number of cells 

being about 1,532,000, 1,022,000 and 680,000. The investigation shows that difference between 

the CFD results for three different meshes is very small, and all the CFD results are close to the 



Chapter 4 High-Accuracy CFD Prediction Methods of Fluid Temperature Fluctuations 

82 

experimental ones (see Appendix 4-1 for the details). Hence, it is considered that the spatial 

resolution of the mesh with about 1,022,000 cells is adequate for the present investigation.  

 

4-4-2 Boundary Conditions 

As shown in Fig.4-1, all the walls were set as adiabatic for the thermal boundary condition, as 

the pipe was made of acrylic resin with a low thermal conductivity and moreover its outside was 

thermally insulated. For the flow boundary condition, no slip was applied for all the walls, as all 

the near-wall cells ( 5.5

Fy ) were located within the viscous sub-layer.  

The mean flow velocities and water temperatures at inlets of the main and branch pipes are 

shown in Table 4-3 and Fig.4-1. In view of the fact that the lengths of the inlet and outlet 

sections were relatively short, some measures were taken when setting the inlet and outlet 

conditions. For a fully developed turbulent flow, a 1/n-power law [137] was applied for the inlet 

velocity profile to reduce the effects of the short inlet section as far as possible. The 1/n-power 

law can be written as follows: 

  n
Ryuu

/1

max // 
      

(4-4) 

07.0Re45.3n        (4-5) 

where u is the time-averaged velocity at a distance of y to the pipe wall, umax the velocity at the 

center of pipe inlet, R the inner radius of the pipe and Re the Reynolds number based on the 

averaged velocity. The values, nm=9 and nb=8, can be obtained by substituting the Reynolds 

numbers shown in Table 4-3 into Eq.(4-5) and rounding off to the nearest whole number. 

However, the turbulence intensity at the inlet was not considered in the present simulations 

because the temperature fluctuations downstream of junction were dominantly caused by the 

intense mixing of the cold and hot fluids coming from the main and branch pipes. In fact, 

Nakamura et al. [139] also performed the LES analyses of the same T-junction for two cases 

with and without consideration of the turbulence intensity at the inlet respectively. The LES 

results showed that the difference of the results between two cases was relatively small and 

thus negligible.  



Chapter 4 High-Accuracy CFD Prediction Methods of Fluid Temperature Fluctuations 

83 

In addition, a free outflow condition was applied at the outlet. Specifically, the condition of 

zero-gradient along the direction normal to the outlet for each quantity (including velocity 

components, pressure and temperature) is applied.  

 

4-4-3 CFD Analysis Methods 

Procedures for the LES analyses of flow and temperature fields mostly included the following 

3 steps for each case: 

(1) As the initial conditions of unsteady LES analysis, the flow and temperature fields were 

first calculated for 4.0 seconds using the realizable k  turbulence model with a large 

time-step interval of Δt=0.001 sec. 

(2) LES simulation was carried out for 1.5 seconds (over twice the mean residence time of 

flow) using a small time-step interval of Δt=0.0002 sec to develop the flow and 

temperature fields to the quasi-periodic state. 

(3) LES simulation was run for 5.5 seconds to carry out the statistical calculation of unsteady 

flow and temperature fields, using a small time-step interval of Δt=0.0002 sec. The 

sampling time interval was 0.001sec, or the sampling was done once every 5 time steps.  

The main numerical methods used are shown in Table 4-2. LES sub-grid scale (SGS) models 

and numerical schemes have been described in Section 2 and hence are not repeated here. The 

1st-order accurate implicit Eulerian time integration scheme was applied for time advancement. 

A small time-step interval (Δt=0.0002 sec) was used for the LES analyses to keep the maximal 

Courant number below 1.0. Based on the finding of Igarashi et al. [74], it was predicted in 

advance that the order of temperature fluctuation frequency of our interest was around 6.0Hz 

(below 10.0Hz), or the corresponding time scale being above 0.1sec. Obviously, the time step 

interval used is sufficiently small relative to the time scale and thus has a sufficient time 

resolution for the temperature fluctuations of our interest even using the 1st-order Eulerian 

scheme. Also, the effect of time step interval on the CFD simulation results was investigated by 

conducting the LES analyses using three different time step intervals of Δt=0.0001 sec, 
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Δt=0.0002 sec and Δt=0.0004 sec. The LES analysis results for the three different time step 

intervals are very close, and also near the experimental measurements (see Appendix 4-1 for the 

details of investigation results). Hence, it is considered that the chosen time step intervals of 

Δt=0.0002 sec is sufficiently accurate for the present research.  

In every time step, the iterative solution was performed for any quantity  . The 

root-mean-square (RMS) normalized residual used for the convergence judgment is defined as 

follows: 
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where N is the total number of cells to be solved, n  and 1n  represent the current and last 

iterations, respectively. The convergence criteria were set as 1.0×10-5
 for each velocity 

component and temperature, and 1.0×10-7 for pressure, respectively.  

 

4-5 LES Simulation Results and Discussions 

The scenario of LES benchmark analyses was proposed and shown in Table 4-5, based on the 

fact that the potentially over-evaluated turbulent eddy viscosity by LES SGS turbulence models 

and numerical diffusion of differencing schemes may remarkably attenuate the predicted fluid 

temperature fluctuations (FTF). The LES SGS turbulence models chosen were the standard 

Smagorinsky model (SSM) and the dynamic Smagorinsky model (DSM). The effects of the model 

parameter on the results were also investigated for the SSM model. Moreover, the effects of the 

numerical schemes for the convective term in the energy equation were investigated as well, as 

the numerical schemes for the convective term have a more significant effect on numerical 

stability of the energy equation than the momentum equations have. LES benchmark analyses 

of flow and temperature fields at a T-junction were carried out using the modified multi-physics 

CFD software FrontFlow/Red [138] (see Appendix A for its details).  

In the following, the simulation results for the flow and temperature fields at the T-junction 

are presented in comparison with the experimental results. However, the focus was mainly 
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concentrated on the results of the temperature fields, which are needed for the evaluation of 

thermal loading. It should be noted that the LES results presented below are those obtained 

during the period of sampling LES simulation in Step 3 in Section 4-3-3. 

Table 4-5 Scenario Proposed for LES Benchmark Analyses 

Case No. 
LES SGS 

Turbulence Model 

Numerical Scheme for Convective Terms Sampling 

Period [sec] Momentum Equations Energy Equation 

Case 1 SSM(Cs=0.1) HS(αbf=0.9) 1UD 5.5 

Case 2 SSM(Cs=0.14) HS (αbf=0.9) 1UD 5.5 

Case 3 SSM(Cs=0.14) HS (αbf=0.9) HS (αbf=0.6) 5.5 

Case 4 DSM HS (αbf=0.9) 1UD 5.5 

Case 5 DSM HS (αbf=0.9) HS (αbf=0.6) 5.5 

Case 6 DSM HS (αbf=0.9) HS (αbf=0.8) 5.5 

Case 7 DSM HS (αbf=0.9) TVD 5.5 

 

4-5-1 Flow Velocity Distribution  

In Fig.4-3, the calculated results for the distribution of the normalized time-averaged axial 

velocity are compared with the experimental ones obtained in the WATLON test [83]. For 

clarity, the locations and direction of lines on the plot are indicated with arrowed pink lines in 

Fig.4-4. Fig.4-3(a) and Fig.4-3(b) show the distributions of time-averaged axial velocity along 

the radial direction at x=0.5Dm and 1.0Dm, respectively. The profiles for calculated axial velocity 

mostly agree well with the experimental ones for each case, although there is a small 

discrepancy in the central part of the main pipe that is probably attributed to the relatively 

coarse grid in this part. The distribution of the calculated axial velocity in the DSM model is 

closer to the experimental one than in the SSM model. In addition, Fig.4-3(a) shows that, due to 

shedding of the complicated vortices in the wake of bent branch jet, there occurs a much 

turbulent flow near the lower pipe wall at x=0.5Dm, where is near the wake of branch jet. In 

contrast, as shown in Fig.4-3(b), the effect of vortex shedding in the wake of branch jet decreases 

and hence, the turbulence of flow becomes relatively weak near the lower pipe wall at x=1.0Dm, 

where is a little far away from the wake of branch jet. 
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Fig. 4-3 Distribution of Normalized Time-Averaged Axial Velocity along Radial Direction 

 

 

Fig. 4-4 Locations and Direction of the Lines (Pink) on the Plot in Fig. 4-3 and Fig. 4-7 

 

(a) X=0.5Dm 

(b) X=1.0Dm 
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4-5-2 Fluid Temperature and Its Fluctuation Intensity Distributions 

The simulation results for the instantaneous fluid temperature and temperature fluctuation 

intensity distributions on the vertical cross-section along the flow direction are shown in Fig.4-5 

and Fig.4-6, respectively. The temperature fluctuation intensity is defined as the normalized 

standard deviation of temperature with respect to time, as follows:  
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where Tm and Tb are the temperatures at the main pipe and branch pipe inlets, respectively; Ti 

and Tave the instantaneous temperature and time-averaged temperature, respectively, at the 

center of any mesh cell; and NT is the number of sampling time-steps. 

From the instantaneous fluid temperature contours in Fig.4-5(a)~(g), it was found that the 

cold stream coming from the branch pipe was bent near the main pipe wall on the side of the 

branch pipe due to a comparatively fast main pipe jet. Such a flow pattern is characteristic of a 

wall jet. The strong interaction of flows from the main pipe and branch pipe produces a wavy 

interface between the hot and cold streams. The intensively wavy interface is closely related to 

the formation of complex vortex structures in its proximity. 

From the fluid temperature fluctuation intensity contours in Fig.4-6 (a)~(g), it was observed 

that an intensive temperature fluctuation took place at the interface between the hot and cold 

streams. In both SSM and DSM models, the temperature fluctuation intensity was lower for the 

cases (Fig.4-6 (a), (b), (d)), where the 1st-order upwind difference (1UD) scheme was used for the 

convective term in the energy equation, than for the cases(Fig.4-6 (c), (e), (f), (g)) where the 

hybrid scheme (HS) or TVD scheme was used. This was attributed to the fact that the 1UD 

scheme has a much stronger numerical diffusion than the hybrid scheme and TVD scheme, and 

hence, remarkably damps the temperature fluctuation. This trend can also be observed from the 

instantaneous fluid temperature distribution in Fig.4-5. The interface between the hot and cold 

streams in Fig.4-5 (c), (e), (f), (g) is more intensively fluctuating than in Fig.4-5 (a), (b), (d). 
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Fig. 4-5 Distribution of Instantaneous Fluid Temperature on the Vertical Cross-section along 

the Flow Direction at t=11.0sec  

 

(a) Case 1 

(b) Case 2 

(c) Case 3 

(d) Case 4 

(e) Case 5 

(f) Case 6 

(g) Case 7 
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Fig. 4-6 Distribution of Fluid Temperature Fluctuation Intensity on the Vertical Cross-section 

along Flow Direction at t=11.0sec 

 

(a) Case 1 

(b) Case 2 

(c) Case 3 

(d) Case 4 

(e) Case 5 

(f) Case 6 

(g) Case 7 
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Fig. 4-7 Distribution of Fluid Temperature Fluctuation Intensity along Radial Direction 

In Fig.4-7 and Fig.4-9, the calculated results for the fluid temperature fluctuation intensity 

are compared with the experimental ones obtained in the WATLON test [83]. Fig.4-7 shows the 

distributions of fluid temperature fluctuation intensity (TFI) along the radial direction at 

x=0.5Dm and 1.0Dm. For clarity, the locations and direction of the lines on the plot are indicated 

with the arrowed pink lines in Fig.4-3. Fig.4-9 shows the distributions of TFI along the 

(a) X=0.5Dm 

(b) X=1.0Dm 
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circumferential direction at x=0.5Dm and 1.0Dm. Similarly for clarity, the locations and direction 

of the lines on the plot are indicated with the pink lines and an arrowed curve in Fig.4-8. 

 

Fig. 4-8 Locations and Direction of the Lines (Pink) on the Plot in Fig. 4-9 

From Fig.4-7 and Fig. 4-9, it can be found that, when the 1UD scheme is used for calculating 

the convective term in the energy equation (Case 1, Case 2 & Case 4), the fluid temperature 

fluctuation intensity is significantly under-estimated for both, SSM and DSM models, compared 

with the experimental results. Moreover, almost no effect on the calculated TFI is observed 

while changing the model constant Cs from 0.1 (Case 1) to 0.14 (Case 2) in the SSM model. This 

is attributed to the fact that the numerical diffusion is dominant relative to the turbulent 

diffusion.  

It can also be observed from Fig.4-7 and Fig. 4-9 that, when the hybrid scheme with a 

blending factor of 6.0bf  is used instead of the 1UD scheme (Case 3 & Case 5), the calculated 

TFI will obviously increases for both SSM and DSM models. However, there still exists a 

discrepancy between the calculated and experimental results for near-wall TFI along the 

circumferential direction (Fig. 4-9) which is directly related to the thermal fatigue loading. 

Furthermore, the calculated TFI for the SSM is much smaller than that for the DSM. When the 

hybrid scheme with a larger blending factor ( 8.0bf ) or TVD scheme is used in combination 

with the DSM model (Case 6 & Case 7), the TFI predictions for the numerical analysis are close 

to the experimental results along both the radial (Fig. 4-7) and circumferential (Fig. 4-9) 

directions and, moreover, are a little conservative (or slightly larger than the experimental 

results) for the TFI distributions along both the radial and circumferential directions. The 
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slightly conservative prediction of TFI is more desirable than an underestimation for the 

thermal fatigue evaluation.  

 

 

 

 

 

Fig. 4-9 Distribution of Fluid Temperature Fluctuation Intensity along Circumferential 

Direction 

 

(a) X=0.5Dm 

(b) X=1.0Dm 
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Fig. 4-10 Distribution of the Parameter Cs Evaluated in the DSM model 

These results for the numerical analyses show that it is desirable to adopt the DSM model for 

the turbulence model and the hybrid scheme with a large blending factor or TVD scheme for the 

calculation of the convective term in the energy equation when carrying out numerical 

simulations of the fluid temperature fluctuations at T-junctions. For the LES SGS turbulence 

model, the turbulent eddy viscosity is proportional to the square of the model parameter Cs. The 

model parameter Cs is treated as a constant (usually with a value above 0.10) in the SSM model, 

but it is more accurately evaluated as a function of the local flow field in the DSM model. 

Fig.4-10 shows distribution of the parameter Cs calculated using the DSM model in Case 6. 

Obviously, compared with the DSM model, the SSM model over-evaluates the parameter Cs and 

the turbulent eddy viscosity in most areas of the computational domain. As a result, the fluid 

temperature fluctuation intensity is numerically attenuated due to the over-evaluated turbulent 

diffusion in the SSM model. However, the DSM model can more accurately evaluate the 

turbulent eddy viscosity and, therefore, results in a more accurate prediction of the fluid 

temperature fluctuation intensity. As for the numerical scheme for calculating the convective 

term in the energy equation, the hybrid scheme or TVD scheme has a lower numerical diffusion 

effect than the 1UD scheme has. The larger the blending factor in the hybrid scheme becomes, 

the smaller the numerical diffusion becomes. Hence, a large blending factor for hybrid scheme 

can result in predictions of the fluid temperature fluctuation amplitudes close to the 

experimental results or a little larger than the experimental ones, the latter of which are 

conservative predictions for thermal fatigue evaluation and, thus, desirable. However, the value 

of the blending factor used is limited, considering numerical stability. The numerical analysis 
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becomes unstable if an excessively large blending factor is used with a relatively coarse mesh. 

On the other hand, the numerical diffusion will become large if a small blending factor is used. 

The large numerical diffusion can artificially attenuate the predicted fluid temperature 

fluctuation amplitudes, which will lead to the under-evaluation of thermal fatigue and, hence, 

be risky. Therefore, it is important to choose a blending factor as large as possible for a specific 

mesh, on condition that the numerical stability is maintained. In addition, similar to the hybrid 

scheme with a large blending factor, the TVD scheme also has a very small numerical diffusion 

and, hence, is suitable for prediction of fluid temperature fluctuations as well. 

 

4-5-3 Fluid Temperature Fluctuation Frequency 

Fig.4-12 shows the temporal variation of fluid temperature at the sampling point in Case 6. 

Fig.4-11 indicates the location of the sampling point (pink point), which is located 1mm from the 

pipe wall on the cross-section at x=1.0Dm and at an angle of 30º from the vertical symmetrical 

plane. The sampling time period is 5.5 seconds, with a sampling time interval of 0.001sec. It can 

be found from Fig.4-12 that the fluid temperature irregularly fluctuated with a large amplitude 

at the sampling point near the wall. 

 

Fig. 4-11 Location of the Temperature Sampling Point 

Fig.4-13 shows the power spectrum density (PSD) obtained by a fast Fourier transform (FFT) 

of the time series of the fluid temperature shown in Fig.4-12. There exists a prominent peak at a 

frequency of 5.86 Hz. This agrees with the frequency of 5.86 Hz predicted by Nakamura et al. 

[140], who performed the dynamic LES using Fluent Ver.12. In addition, Igarashi et al. [74] 

found that the peak frequency agreed well with the shedding frequency of a Karman vortex 
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street in the wake of a cylinder with the same diameter as the branch jet. The shedding 

frequency f  of Karman vortex can be normalized as Strouhal number as follows: 

mb VfDSt /
       

(4-8) 

The Strouhal number of flow around a circular cylinder can be nearly taken as 2.0St  for 

41064.9/Re  mbmm DV  . As a result, the shedding frequency Hzf 84.5  is obtained by 

substituting the value of St  into Eq.(4-8). The frequency of the main peak of PSD in Fig.4-13 is 

5.86 Hz, which agrees very well with the value of 5.84 Hz estimated from Eq.(4-8). The results 

show that the vortex shedding frequencies are almost identical for the flows around a solid 

circular cylinder and a branch jet of the same diameter, although it is considered that their flow 

fields are remarkably different.  

In addition, the frequency of the main peak of PSD for Case 7 is 5.37 Hz, which is also close to 

the value of 5.84 Hz estimated from Eq.(4-8). 

 

Fig. 4-12 Temporal Variation of Fluid Temperature at the Sampling Point at 1mm from the 

Pipe Wall, x=1.0Dm, Theta=30o (Case 6) 
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Fig. 4-13 PSD of Fluid Temperature at the Sampling Point at 1mm from Pipe Wall, x=1.0Dm, 

Theta=30o (Case 6) 

 

4-6. Summary 

The scenario of LES benchmark simulations shown in Table 4-5 was proposed to establish the 

high-accuracy prediction methods of fluid temperature fluctuations (FTF), considering that the 

potentially over-evaluated turbulent eddy viscosity by LES turbulence models and numerical 

diffusion of differencing schemes may remarkably attenuate the predicted FTFs. The LES SGS 

turbulence models chosen were the standard Smagorinsky model (SSM) and the dynamic 

Smagorinsky model (DSM). The effects of the model parameter on the results were also 

investigated for the SSM model. Moreover, the effects of three differencing schemes for calculating 

the convective term in the energy equation were investigated as well. The LES benchmark 

simulation results were compared with the experimental ones to verify the prediction accuracy of 

fluid temperature fluctuations.  

For the LES SGS turbulence model, the SSM model can reproduce the fluctuating 

temperature fields at the T-junction to some extent, but it under-estimates the fluid 

temperature fluctuation intensity due to the over-evaluated turbulent diffusion. However, the 
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DSM model is capable of more accurately reproducing the temperature fluctuations than the 

SSM model, as the model parameter Cs in the DSM model is evaluated as a function of the local 

flow field, different from that Cs is treated as a constant in the SSM model. 

Numerical difference schemes for calculating the convective term in the energy equation have 

great effects on the predicted results. The hybrid scheme (HS) with a large blending factor and 

the TVD scheme, which produce much smaller numerical diffusion, is more suitable for 

simulating unsteady temperature fields than the 1st-order upwind difference (1UD) scheme. 

As a result, an approach using the DSM model and the hybrid scheme with a large blending 

factor or the TVD scheme can predict the fluid temperature fluctuations well, when compared 

with the experimental results. Moreover, the predicted peak frequency of the temperature 

fluctuations near the pipe wall is very close to the estimation by Igarashi et al. [74]. 

Therefore, as shown in Table 4-6, it is recommended that the approach using the DSM model 

and the hybrid scheme with a large blending factor or the TVD scheme be applied for accurately 

simulating the fluid temperature fluctuations at T-junctions. Moreover, it can be considered that 

this approach is also applicable to the high-accuracy prediction of any other scalar (for example, 

concentration), based on the analogy of scalar transport equations. 

Table 4-6 High-Accuracy Prediction Methods of Fluid Temperature Fluctuations 

LES Turbulence Model Dynamic Smagorinsky SGS Model (DSM) 

Difference Scheme for Calculation 

of Convective Term 

 Hybrid Scheme with a Blending Factor as Large as Possible  

 TVD 2nd-Order Upwind Difference Scheme 

 

 

Appendix 4-1 Investigation of the Effects of Grid Size and Time Step Interval on CFD 

Simulation Results 

LES simulations of flow and temperature fields at a T-junction were carried out to investigate 

the effects of grid size and time step interval on the CFD-predicted results using three different 

meshes and three time step intervals, respectively. The computational conditions and numerical 
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methods used in the LES simulations are the same as those applied for Case 6 shown in Table 4-5, 

except the investigated factor (mesh or time step interval). Case 6 in Table 4-5 is used as a basic 

case and here renamed as Case A-1. For Case A-1, the mesh used has about 1,022,000 cells and 

the time step interval is Δt=0.0002 sec.  

For investigating the effect of grid size, LES analyses were performed for additional two 

different meshes with the number of cells being about 680,000 (Coarser Mesh, Case A-2(CM)), and 

1,532,000 (Finer Mesh, Case A-3(FM)), using the same time step interval of Δt=0.0002 sec. The 

CFD results of fluid temperature fluctuation intensity (TFI) for three different meshes (Case A-1, 

Case A-2(CM) and Case A-3(FM)) are compared with each other and as well with the 

experimental ones [83] in Fig.4-14 and Fig.4-15. Fig.4-14 shows the distributions of TFI along the 

radial direction at x=0.5Dm (see Fig.4-3 for the location of plot). Fig.4-15 shows the distributions of 

TFI along the circumferential direction at x=0.5Dm (see Fig.4-8 for the location of plot). It can be 

found from Fig.4-14 and Fig.4-15 that difference between the CFD results for three different 

meshes is very small, and moreover, the CFD results are close to the experimental ones. Therefore, 

it is considered that the spatial resolution of the mesh with about 1,022,000 cells is adequate for 

the present research.  

At the same time, for investigating the effect of time step interval, LES simulations were also 

carried out using additional two different time step intervals of Δt=0.0001 sec (Smaller DT, Case 

A-4(SDT)) and Δt=0.0004 sec (Larger DT, Case A-5(LDT)) for the same mesh with about 1,022,000 

cells. Similarly, the CFD results of fluid temperature fluctuation intensity for three different time 

step intervals (Case A-1, Case A-4(SDT) and Case A-5(LDT)) are also compared with each other 

and as well with the experimental ones [83] in Fig.4-14 and Fig.4-15. Fig.4-14 shows the 

distributions of TFI along the radial direction at x=0.5Dm. Fig.4-15 shows the distributions of TFI 

along the circumferential direction at x=0.5Dm. It can also be found from Fig.4-14 and Fig.4-15 

that the CFD results for three different time step intervals are very close and, moreover, near the 

experimental ones. Hence, it is considered that the chosen time step intervals of Δt=0.0002 sec is 

sufficiently accurate for the present research.  
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Fig. 4-14 Distribution of Fluid Temperature Fluctuation Intensity along Radial Direction 

 

 

Fig. 4-15 Distribution of Fluid Temperature Fluctuation Intensity along the Circumferential 

Direction  
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Chapter 5  High-Accuracy Prediction Methods of Structure 

Temperature Fluctuations as Thermal Loading 

 

5-1 Introduction 

As described before, the goal of this study is to establish an integrated evaluation method of 

high-cycle thermal fatigue based on CFD/FEA coupling analysis. It is necessary to predict the 

fluctuation amplitudes and cycle numbers (or frequencies) of thermal stress caused by the 

structure temperature fluctuations using FEA, for evaluating thermal fatigue damage. The 

structure temperature fluctuations are induced through heat transfer from fluid to structure. 

Therefore, it is very important to predict accurately the fluid and structure temperature 

fluctuations (or thermal loadings) for high-accuracy evaluation of thermal fatigue.  

In Chapter 4, the high-accuracy prediction methods of fluid temperature fluctuations at a 

T-junction have been established, by comprehensively investigating the effects of LES sub-grid 

scale (SGS) turbulence models, and numerical difference schemes of calculating the convective 

term in the energy equation on the simulation results for fluid temperature fluctuations. 

Specifically, the approach using DSM-based LES in combination with a hybrid scheme (HS) with 

a sufficiently large blending factor or a 2nd-order accurate TVD scheme can predict the fluid 

temperature fluctuations with high accuracy and slight conservativeness. In view of this, it is 

further needed to establish high-accuracy methods of predicting the structure temperature 

fluctuations at a T-junction for more accurate evaluation of thermal fatigue.  

As described in Chapter 1, so far the predictions of structure temperature fluctuations (or 

thermal fatigue loading) were almost performed either using a constant heat transfer coefficient  

evaluated from the empirical equation (e.g. Dittus-Boelter equation) [42] [55], or using the wall 

functions [72] [84] [85]. However, such evaluation methods of heat transfer coefficient between 

fluid and structure are not sufficiently accurate for thermal fatigue evaluation because the 

former method based on the empirical equation is incapable of considering the unsteady heat 

transfer and the latter method based on the wall functions usually under-evaluate the heat 
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transfer coefficient. It is considered that CFD simulation of both fluid flow and thermal 

interaction between fluid and structure at a T-junction can provide high-accuracy predictions of 

fluid and structure temperature fluctuations if adopting proper numerical methods (see Fig. 5-1 

and relevant descriptions in Section 5-2 for the details). As the thermal loading, the time series 

of structure temperatures obtained by CFD simulation is needed as the input for an FEA 

analysis of thermal stress fluctuation. It is very important to verify the numerical accuracy for 

the simulation results of fluid and especially structure temperature fluctuations by CFD 

benchmark analysis, prior to the CFD/FEA coupling analysis, for more accurate evaluation of 

HCTF. It is expected that as a tool of numerical fluid experiment, such high-accuracy prediction 

methods are able to not only enhance the prediction accuracy of fluid and structure temperature 

fluctuations (or thermal loadings) but also to expand the application area of thermal loading 

evaluation and take into account the dependency of attenuation of structure temperature 

fluctuations on the frequency of fluid temperature fluctuations. 

The present investigation aims to establish high-accuracy CFD prediction methods of 

structure temperature fluctuations at T-junction through the benchmark simulation of fluid 

flow and thermal interaction between fluid and structure, using the proposed high-accuracy 

numerical methods, which include some numerical methods established in Chapter 4. The 

temperature fluctuations in structure are directly used for the thermal stress analysis and, 

consequently, affect the accuracy of the thermal fatigue evaluation. Hence, it is important to 

calculate accurately the heat transfer between a fluid and a structure. In this investigation, a 

fine mesh with near-wall grid points being allocated within the thermal boundary sub-layer is 

used, in order to evaluate the heat transfer between fluid and structure with high accuracy. The 

obtained CFD results, especially for the temperature fluctuations in structure, are compared 

with the experimental results by Kimura et al. [87] to verify the accuracy of CFD predictions. 
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5-2 Proposal of High-Accuracy Numerical Methods 

5-2-1 Application of High-Accuracy Prediction Methods of Fluid Temperature Fluctuations 

As noted above, it is very important to predict accurately both the fluid and structure 

temperature fluctuations for the accurate evaluation of thermal fatigue at T-junctions because 

temperature fluctuation of the fluid leads to temperature fluctuation in the structure, which 

may induce thermal fatigue. The high-accuracy numerical methods established in Chapter 4 are 

applied to predict the fluid temperature fluctuations in the present research, as shown in Table 

5-3. Specifically, a dynamic Smagorinsky SGS model (DSM) is applied for the LES SGS 

turbulence model, as it can predict the turbulent eddy viscosity well. At the same time, a hybrid 

scheme, which is mainly a 2nd-order central differencing (2CD) scheme blended with a small 

fraction of a 1st-order upwind difference (1UD) scheme, is applied for calculation of convective 

terms in momentum and energy equations, as such a scheme is capable of both reducing the 

numerical (or artificial) diffusion as much as possible and maintaining the numerical stability. 

The main features for the dynamic Smagorinsky SGS model and the hybrid scheme have been 

described in Chapter 2. 

In summary, the high-accuracy numerical methods chosen to predict the fluid temperature 

fluctuations are concisely described as follows:  

(1). Dynamic Smagorinsky SGS model (DSM) for LES SGS turbulence model 

(2). Hybrid scheme with a large blending factor for differencing scheme of convective terms 

 

5-2-2 Proposal of High-Accuracy Analysis Methods of Fluid-Structure Thermal Interaction 

It is necessary to calculate accurately the heat transfer between a fluid and a structure for the 

accurate prediction of temperature fluctuations in the structure. As shown in Fig. 5-1, it is 

considered that usually the two approaches can be chosen for the CFD/FEA coupling analysis.  

 Approach 1:  For the traditional Approach 1 shown in Fig. 5-1 (a), only the fluid 

temperature fluctuations are simulated by CFD, and the structure temperature fluctuations 

are predicted through FEA using the CFD-predicted near-wall fluid temperature data as 
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thermal boundary conditions, as well as the heat transfer coefficients. However, the heat 

transfer coefficients between fluid and structure need to be evaluated utilizing an empirical 

or semi-empirical formulation [42] [55] and hence, it is difficult to reach a sufficiently high 

accuracy especially for the highly fluctuating unsteady temperature fields at a T-junction.  

 Approach 2:  On the other hand, for Approach 2 shown in Fig. 5-1 (b), fluid flow and 

thermal interaction between fluid and structure are simultaneously simulated by CFD. 

Hence, a high-accuracy prediction of structure temperature fluctuations can be reached if 

using proper numerical methods. Therefore, Approach 2 was chosen in the present 

investigation. 

       

 

Fig. 5-1 Two Approaches for CFD/FEA Coupling Analysis 

Even if Approach 2 is chosen, the prediction accuracy of structure temperature fluctuations 

still depends on the evaluation method of heat transfer between fluid and structure. There are 

the following two methods for calculating heat transfer between fluid and structure. 

 Wall functions based method:  To date, the heat transfer between fluid and structure were 

almost evaluated using wall functions for a relatively coarse near-wall mesh [72] [84] [85], as 

described above. However, such evaluation method of heat transfer coefficient between fluid 

and structure is not sufficiently accurate for thermal fatigue evaluation of T-junctions, as the 

(a) Approach 1 (b) Approach 2 
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flow separation take places in the mixing zone and wall functions are not suitable for 

prediction of separation flow [123]. In view of this, a preliminary investigation shown in 

Appendix 5-1 was carried out using the wall functions for a relatively coarse near-wall mesh, 

in order to confirm the prediction accuracy of structure temperature fluctuations for such 

method. The investigation results show that the predicted maximal amplitude of structure 

temperature fluctuations based on wall functions is just about 55% of the experimental 

results and the CFD-predicted results for a fine mesh with near wall resolution (NWR).  

 Near wall resolution (NWR) based method:  Another method is that the near-wall grid 

points are allocated within the thermal boundary sub-layer (or thermal conduction layer) by 

generating a fine mesh with near wall resolution (NWR), and consequently, heat transfer 

between fluid and structure can be calculated directly through thermal conduction for both 

sides of fluid and structure. Therefore, it is expected that this method is able to evaluate 

more accurately the heat transfer between fluid and structure. In view of this, such a 

method was proposed to predict accurately the structure temperature fluctuations here.  

At the same time, the following two methods were proposed to evaluate accurately the 

thermal interaction between the fluid and the structure.  

- A coarse mesh of the structure region can lead to numerical attenuation of the structure 

temperature fluctuations. Hence, besides the fluid region, a very fine mesh near the inner 

wall of pipe was also created for the structure region, in order to predict accurately the 

near-wall structure temperature fluctuations (see Section 5-4-1 for the details). 

- Energy equations for the fluid and structure regions were coupled through heat flux 

across the interface between fluid and structure, and moreover, were simultaneously 

solved in a fully implicit numerical scheme in order to predict accurately the structure 

temperature fluctuations (see Section 5-4-3 for the details). 

  In summary, the three numerical methods proposed above to evaluate accurately the heat 

transfer between fluid and structure are concisely described below, following the numbering in 

Section 5-2-1. 
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(3). Direct calculation of heat flux between fluid and structure through thermal conduction by 

allocating all the near-wall grid points within thermal boundary sub-layer 

(4). Creation of a very fine mesh for structure region near the inner wall of pipe 

  (5). Coupled and simultaneous solution of energy equations for the fluid and structure regions 

in a fully implicit scheme  

 

5-2-3 Proposal of Estimation Method of Thickness of Thermal Boundary Sub-layer 

It is necessary to know the thickness of thermal boundary sub-layer to ensure that all the 

near-wall grid points were located within the thermal boundary sub-layer for creating an NWR 

mesh. The dimensionless thickness of thermal boundary sub-layer is dependent on the Prandtl 

number of a fluid, different from that of flow boundary sub-layer, which is a constant 

independent of the type of a fluid (taken as 5.5

Fy  in the present study). In case of 0.1Pr  , 

the thickness of thermal boundary sub-layer is equal to or larger than that of flow boundary 

sub-layer and, hence, the latter can be used for a basis when creating an NWR mesh. As a 

result, it is not necessary to estimate the thickness of thermal boundary sub-layer for the case of 

0.1Pr  . However, if 0.1Pr  , the thermal boundary sub-layer is thinner than the flow 

boundary sub-layer and, thus, it is necessary to estimate the thickness of thermal boundary 

sub-layer to ensure that all the near-wall grid points were located within the thermal boundary 

sub-layer for creating an NWR mesh. The Prandtl number for water used here is about 4.4 

(shown in Table 5-2 later) and, thus, larger than 1.0. Hence, it was necessary to estimate the 

thickness of thermal boundary sub-layer. In view of this, a generalized estimation method of the 

thickness of the thermal boundary sub-layer was proposed below, by using the wall functions for 

the temperature profile in the thermal boundary layer [141].  

The linear law (equivalent to thermal conduction) for a laminar region and the logarithmic 

law (also called the wall function) for a turbulent region are, respectively, 

)(   MTyyyT Pr      (5-1) 

)(   MTt yyByκT ln)/(Pr      (5-2) 
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with the dimensionless temperature TTTT w /)( 
, the dimensionless distance 

 /yuy 
, Prln)Pr31Pr853 231 /κ..B t

/ ()(  , )/(   ucqT pw ,  /wu  , 850.Prt   

and 42.0κ . Here, wT  and T  are the temperature on the pipe wall surface and the fluid 

temperature at the center of the cell nearest to the wall, respectively; wq  is the heat flux across 

the wall; T  and u  are called the friction temperature and velocity, respectively; w  is the 

shear stress near the wall; and 
tPr  is the turbulent Prandtl number. The intercept of the linear 

law and the logarithmic law can be obtained for a specific Prandtl number (Pr), by 

simultaneously solving equations (5-1) and (5-2), and then, the dimensionless thickness of its 

thermal boundary sub-layer can empirically be estimated as below. 

 

Fig. 5-2 Estimation of Thickness of Thermal Boundary Sub-layer for Pr=4.4 

 

The dimensionless temperature profile in the thermal boundary layer is plotted in Fig. 5-2 for 

Pr=4.4 of the water used here, based on equations (5-1) and (5-2). Their intercept was obtained 

as 4.7
MTy  by simultaneously solving equations (5-1) and (5-2). When calculating the 

near-wall heat transfer coefficient based on the wall function, usually the intercept value ( 
MTy ) 

is used as the bound between the equations (5-1) and (5-2). That is to say, 
MTy  is regarded as 
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the thickness of the thermal boundary sub-layer. However, the temperature profile around the 

intercept deviates from equation (5-1) to some extent for the laminar region. It is empirically 

proper to take about half of 
MTy  as the thickness of the thermal boundary sub-layer, similar to 

that for the flow boundary layer. Hence, 5.3

Ty  can be taken as a slightly safe estimation of 

the thickness of the thermal boundary sub-layer here. That is to say, 5.3

Ty  is surely located 

within the thermal boundary sub-layer for the case of Pr=4.4. 

 

5-3 Experimental Conditions for Benchmark Simulation 

The present investigation aims at establishing high-accuracy prediction methods of fluid and 

structure temperature fluctuations (or thermal loading) through CFD benchmark simulation. 

For the sake of comparison, the adopted simulation conditions were the same as one case among 

the experiments conducted by Kimura et al. [87]. The test section comprised a horizontal main 

pipe and a vertical branch pipe with the inner diameters being 150 mm and 50 mm, 

respectively. The part of the main pipe used for measuring the temperature in the structure was 

made of the stainless steel, SUS304. The fluid temperature distribution in the radial direction of 

the main pipe was measured using a thermocouple tree with 17 thermocouples. The measuring 

point in the structure was located at 0.125mm from the inner wall surface. The flow velocity 

distribution at the T-junction was measured using a particle image velocimetry (PIV) system. 

Kimura et al. [87] performed a series of tests under 6 different conditions. In the present 

investigation, the conditions of Case 3 for the flow pattern of wall jet were chosen for the 

numerical simulations because the experimental conditions and results for this case have 

previously been reported in detail. The detailed conditions are shown in Table 5-1. The flow 

pattern at a T-junction can be classified by the following criteria (or the Criteria 3 in Chapter 3), 

based on the interacting momentum ratio (MR) between the main pipe and branch pipe streams. 

Wall Jet   4.0 < MR  

Deflecting Jet 0.35 < MR < 4.0 

Impinging Jet       MR < 0.35 
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where the momentum ratio MR is defined [19] as follows: 

2

mmbmm VDDM        (5-3) 

4/22

bbbb VDM 
      

(5-4) 

bmR MMM /
       

(5-5) 

The fluid used was water. The temperatures of the water at the inlets of the main pipe and the 

branch pipe were Tm= C48  and Tb= C33 , respectively. The dependence of the physical 

properties of the fluid and structure on temperature was negligible, as the range of temperature 

variation was narrow ( C15 ) in the present simulations. Specifically, the variation of the fluid 

density was less than 0.5% between C33  and C48 . As shown in Table 5-2, the physical 

properties of water and the structure material (SUS304) at the temperature of (Tm+Tb)/2 were 

used for the simulations.  

Table 5-1 Main Simulation Conditions 

 Main Pipe Branch Pipe 

Inflow Velocity at Inlet [m/s] 1.46 1.00 

Reynolds Number [-] 3.8x105 6.6x104 

Temperature of Inflow Fluid [ C ] 48 33 

Inner Diameter of Pipe [mm] 150 50 

Thickness of Pipe [mm] 5.0 5.0 

Momentum Ratio(MR) [-] 8.14 (Wall Jet) 

 

Table 5-2 Physical Properties of Fluid and Structure 

 Fluid Structure 

Density [kg/m3] 991.71 8000 

Viscosity [Pa.s] 0.0006652 - 

Specific Heat [J/kg.K] 4179.68 499.8 

Thermal Conductivity [W/m.k] 0.62849 16.3 

Prandtl Number [-] 4.424 - 
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5-4 Computational Model and Boundary Condition and CFD Simulation Methods 

5-4-1 Computational Model 

The computational model and main boundary conditions for the T-junction are shown in Fig. 

5-3. The lengths of the inlet section were set as 2Dm (Dm=150 mm) for the main pipe and 2Db (Db 

=50 mm) for the branch pipe, and the length of the outlet section was set as 5Dm to reduce the 

number of cells in the mesh to reduce the computation time. These settings were reasonable 

because the reducer nozzles and sufficiently long straight pipes were installed upstream of the 

main pipe and branch pipe for straightening the flow into the T-junction in the experimental 

apparatus [87], and the fully developed turbulent flow profiles were applied for the main pipe 

and branch pipe inlets in the present investigation (see below for details). The present 

investigation was intended to simulate the temperature fluctuations of both fluid and structure 

using the LES SGS turbulence model, and hence the pipe thickness was also included in the 

simulations. It should be pointed out that all parts of test pipes were treated as stainless steel in 

the LES simulation, in order to perform FE analysis of thermal stress of the entire pipes using 

the time series of structure temperature obtained by CFD simulation and then carry out 

thermal fatigue evaluation using the obtained thermal stresses, although only one part of the 

test pipes was made of stainless steel for measuring the temperature in structure and the rest 

were made of acrylic resin for visualization in the experiment of [87]. The heat flux exchanged 

between fluid and the wall of thin pipe is very small relative to the strong convective heat 

transport of fluid and, hence, has a very little effect on the fluid temperature, even though all 

parts of test pipes are treated as stainless steel in the LES simulation. Meanwhile, the 

measuring point in structure is near the inner wall of pipe and, moreover, far away from the cut 

edges of the metal test plate in the axial and circumferential directions. Therefore, it is 

considered that our LES simulation results can still be compared with the experimental results.  
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Fig. 5-3 Geometry of Computational Model and Boundary Conditions 

 

The meshes used for the simulations comprised a fluid region (pink part) and a structure 

region (blue part), as shown in Fig. 5-4. As described in Section 5-2-3, the dimensionless 

thickness of thermal boundary sub-layer was estimated as 5.3

Ty  for Pr=4.4 of the water 

used. A rather fine mesh near the inner wall of pipe was generated for the fluid region, and the 

near-wall cell size was uniformly 0.0348 mm, which kept the dimensionless cell size 5.3y  

(in fact, y+ for most of near-wall cells is below 2.0), to ensure that all the grid points nearest to 

the wall were located within the thermal boundary sub-layer for creating an NWR mesh. As a 

result, all the grid points nearest to the wall were also located within the viscous sub-layer for 

the flow field because the thermal boundary layer is thinner than the flow boundary layer for 

water with Pr > 1.0.  

At the same time, a very fine mesh near the inner wall of pipe was also created for the 

structure region, as a coarse mesh of the structure region can lead to numerical attenuation of 

the structure temperature fluctuations, which are very important for thermal fatigue 

evaluation. The near-wall cell size was uniformly 0.0342 mm, which was almost the same as the 

neighboring cell size on the fluid side. The total number of cells in the mesh was about 

1,990,000, which comprised about 1,620,000 cells in the fluid region and about 370,000 cells in 

the structure region.  
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Fig. 5-4 Meshes for Computational Model 

 

5-4-2 Boundary Conditions 

As shown in Fig. 5-3, all the outer pipe walls were set as adiabatic for the thermal boundary 

condition, as the outside was thermally insulated. For the flow boundary condition, no slip was 

applied for all the inner pipe walls, as all the near-wall grid points were located within the 

viscous sub-layer.  

The mean flow velocities and water temperatures at inlets of the main and branch pipes are 

shown in Table 5-1 and Fig.5-3. In view of the fact that the lengths of the inlet and outlet 

sections were relatively short, some measures were taken when setting the inlet and outlet 

conditions. For a fully developed turbulent flow, a 1/n-power law [137] was applied for the inlet 

velocity profile to reduce the effects of the short inlet section as far as possible. The 1/n-power 

law can be written as follows:  

  n
Ryuu

/1

max // 
      

(5-6) 

07.0Re45.3n        (5-7) 

where u
 
is the time-averaged velocity at a distance of y to the pipe wall, maxu  the velocity at 

the center of pipe inlet, R the inside radius of the pipe and Re the Reynolds number based on the 

averaged velocity. The values, 9mn  and 8bn , can be obtained by substituting the Reynolds 

numbers in Table 5-1 into Eq. (5-7) and rounding off to the nearest whole number. However, the 
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turbulence intensity at the inlet was not considered in the present simulations because the 

temperature fluctuations downstream of the mixing tee were dominantly caused by the fierce 

mixing of the cold and hot fluids coming from the main and branch pipes. In fact, Nakamura et 

al. [139] performed the LES analyses of a T-junction for two cases, with and without 

consideration of the turbulence intensity at the inlet, respectively. Also, Majander et al. [26] 

carried out the large-eddy simulations (LES) of a round jet in a crossflow for two cases using 

steady and unsteady inlet boundary conditions separately. Both their results showed that the 

difference of the results between two cases was relatively small and, thus, negligible.  

In addition, a free outflow condition was applied at the outlet. Specifically, the condition of 

zero-gradient along the direction normal to the outlet for each quantity (including velocity 

components, pressure and temperature) was applied.  

 

5-4-3 CFD Simulation Methods 

LES simulations of fluid and structure temperature fluctuations at a T-junction were carried 

out using the modified multi-physics CFD software FrontFlow/Red [138] (see Appendix A for its 

details) for the evaluation of thermal fatigue loading. Some modifications were added to the 

original source code of FrontFlow/Red to evaluate accurately the thermal interaction between 

fluid and structure for the present research. Specifically, energy equations for the fluid and 

structure regions were coupled through heat flux across the interface between fluid and 

structure (or pipe wall), and were simultaneously solved in a fully implicit numerical scheme in 

order to enhance the prediction accuracy of structure temperature fluctuations, which is very 

important for evaluation of thermal fatigue. This can also enhance the stability of numerical 

solution and accelerate the convergence of the solution of energy equation.  

The main numerical methods proposed are shown in Table 5-3. LES sub-grid scale (SGS) 

models and numerical schemes have been described in Section 2 and, hence, are not repeated 

here. A 1st-order accurate implicit Eulerian time integration scheme was applied for time 

advancement. A small time-step interval (Δt=0.0001 sec) was used for the LES analyses to keep 
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the maximal Courant number below 1.0. Based on the finding of Igarashi et al. [74], it was 

predicted in advance that the order of the temperature fluctuation frequency of interest was 

around 6.0 Hz, or the corresponding time scale was above 0.1 sec. Obviously, the time step 

interval used was sufficiently small relative to the time scale and, thus, had a sufficient time 

resolution for the temperature fluctuations of interest, even though the 1st-order Eulerian 

scheme was used.  

Table 5-3 Main Numerical Methods Proposed 

CFD Code Modified FrontFlow/Red 

Simulation Mode Unsteady Simulation 

Turbulence Model LES SGS Turbulence Model:  Dynamic Smagorinsky Model (DSM) 

Spatial 

Discretization 

Method 

Momentum 

Equations 

Convective Terms:  Hybrid Scheme (HS) :  α*2CD +(1-α) *1UD 

where α is blending factor (α=0.9), 2CD stands for 2nd-order accurate 

central differencing, 1UD for 1st-order accurate upwind differencing 

Other Terms:  2nd-order accurate central differencing (2CD) 

Energy 

Equation 

Convective Term:  Hybrid Scheme (HS) :  α*2CD +(1-α) *1UD 

where blending factor is taken as α=0.8 

Other Terms:  2nd-order accurate central differencing (2CD) 

Evaluation Approach for 

Heat Transfer between 

Fluid & Structure 

 Direct calculation of heat flux through thermal conduction by allocating 

all the near-wall grid points within thermal boundary sub-layer 

 Creation of a very fine mesh for structure region near inner wall of pipe 

 Coupled and simultaneous solution of energy equations for the fluid and 

structure regions in a fully implicit scheme 

Time Integration 1st-order accurate implicit time integration (backward Eulerian method) 

 

In every time step, the iterative solution was performed for any quantity . The normalized 

RMS residual used for convergence judgment is defined as follows: 

Nn

i

N

i

n

i

n

i

2

1

1* ]/)[(  




     

(5-8) 

where N is the total number of cells to be solved, n  and 1n  represent the current and last 

iterations, respectively. The convergence criteria were set as 1.0×10-5
 for each velocity 

component and temperature, and 1.0×10-7 for pressure, respectively.  
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Procedures for simulations of flow and temperature fields included the following 3 steps: 

(1) As the initial conditions of unsteady LES analysis, the flow and temperature fields were first 

calculated for 4.0 seconds using the realizable k  turbulence model with a large 

time-step interval of Δt=0.0001 sec. 

(2) LES simulation was carried out for 3.0 seconds (over 4 times the mean residence time of 

flow) using a small time-step interval of Δt=0.0001 sec to develop the flow and temperature 

fields to the quasi-periodic state. 

(3) LES simulation was run for 18 seconds to carry out the statistical calculation of unsteady 

flow and temperature fields, using a small time-step interval of Δt=0.0001 sec. The sampling 

time interval was 0.001 sec, or the sampling was done once every 10 time steps.  

 

5-5 Numerical Simulation Results and Discussions 

LES simulation of fluid and structure temperature fluctuations at a T-junction was carried 

out for the evaluation of thermal fatigue loading, using the proposed numerical methods shown 

in Table 5-3. In the following, the simulation results for the flow field and temperature 

distributions of both fluid and structure at the T-junction are presented mainly through 

comparison with the experimental results [87]. Focus is placed on the results for the 

temperature distributions of fluid and especially structure, which are subsequently necessary 

for thermal fatigue evaluation of our interest. 

 

5-5-1 Flow Patterns and Flow Velocity Distribution 

Fig. 5-5 show the LES results for the instantaneous flow velocity vectors and temperature 

distribution on the vertical cross-section along the flow direction at 5 time steps. The LES 

results indicate that the branch jet is deflected near the main pipe wall on the branch pipe side 

by the relatively strong main pipe flow. This is the typical flow pattern of a wall jet and agrees 

with the prediction of flow pattern based on the momentum ratio and also the experimental 

observations by Kimura et al. [87]. The cold and hot fluids, after the meeting of the branch jet 
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and main pipe stream, are gradually mixed while flowing downstream along the main pipe wall 

on the branch pipe side. In the mixing zone, the flow is very unstable and strongly fluctuating 

due to the interaction between the branch jet and the crossflow from the main pipe, and 

consequently, the temperature field also strongly fluctuates. This kind of flow instability is very 

similar to that found in crossflow jets and is usually called as Kelvin-Helmholtz instability [21]. 

It induces three-dimensional complex vortex structures at the T-junction. The vortex structures 

for the LES-predicted flow field can be visualized using the iso-surface of second invariant of the 

velocity gradient tensor (usually called Q-value, see Appendix B). Fig. 5-6 shows the iso-surface 

of Q=1000 and the temperature distribution on the walls of the lower half of the main pipe. The 

vortex structures indicated in Fig. 5-6 are very similar to those demonstrated by Blanchard et 

al. [21]. Several arched vortices can be easily identified in the downstream mixing zone. Such 

arched vortex structures for similar crossflow jets were also reported by Fric et al. [20]. Also, 

close to the bottom wall of the main pipe and upstream of the branch jet exit, a reverse flow 

resulting from obstruction of the main pipe stream by the branch jet occurs and forms a 

horseshoe-shaped vortex structure around the jet injection location. Kelso & Smits [23] 

investigated such horseshoe-shaped vortex structure systems in detail. Particularly, periodical 

vortex-shedding in the wake of the branch jet occurs near the lower wall of the main pipe and, 

hence, leads to a nearby fluid temperature fluctuation, which is a cause of thermal fatigue.  

In Fig. 5-8, the calculated results for the distribution of the normalized time-averaged axial 

velocity are compared with the experimental results. For clarity, the locations and direction of 

lines on the plot are indicated with pink arrowed lines in Fig. 5-7. Fig. 5-8 (a) and Fig. 5-8 (b) 

show the distributions of time-averaged axial velocity along the radial direction at x=0.5Dm and 

1.0Dm, respectively. The profiles for calculated axial velocity mostly agree well with the 

experimental results, although there is a small discrepancy in the central part of the main pipe 

that is attributable to the relatively coarse grid in this part.  
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(a) t=16.40 sec 

 

(b) t=16.44 sec 

 

(c) t=16.48 sec 

 

(d) t=16.52 sec 

 

(e) t=16.56 sec 

Fig. 5-5 Instantaneous Flow Velocity Vectors and Temperature Distribution on Vertical 

Cross-section along Flow Direction in Mixing Zone at 5 Time Steps  
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Fig. 5-6 Vortex Structures in the Mixing Zone at t=16.4 sec (Vortex: Iso-Surface of Q=1000; 

Contour: Wall Temperature) 

 

 

Fig. 5-7 Locations and Direction of the Lines (Pink) on Plot in Fig. 5-8, Fig. 5-10 and Fig. 5-11 

 

 

 

Fig. 5-8 Distribution of Normalized Time-Averaged Axial Velocity along the Radial Direction 

Shown in Fig. 5-7 (Continued on Next Page) 

 

(a) X=0.5Dm 
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Fig. 5-8 (Continued from Previous Page) 

 

5-5-2 Fluid Temperature and Its Fluctuation Intensity Distributions 

The simulation results for the temperature fluctuation intensity distributions on the vertical 

cross-sections along and perpendicular to the flow direction are shown in Fig. 5-9 (a) and (b), 

respectively. The temperature fluctuation intensity is defined as the normalized standard 

deviation of temperature with respect to time, as follows:  
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(5-9) 

where Tm and Tb are the temperatures at the main and branch pipe inlets, respectively; Ti and 

Tave the instantaneous temperature and time-averaged temperature, respectively, at the center 

of any mesh cell; and N is the number of sampling time-steps. The fluid temperature fluctuation 

intensity was obtained through a statistical calculation during a time period of 18 seconds 

(t=3~21 sec), based on Eq. (5-9). From the fluid temperature fluctuation intensity contours in 

Fig. 5-9 (a) and (b), it is observed that the intensive temperature fluctuations take place at the 

interface between the hot and cold streams and are greatly attenuated beyond the distance of 

2.0Dm from the center of the branch pipe. Particularly, it can be seen that strong temperature 

fluctuations are very close to the main pipe wall at the cross-sections of 0.0 Dm, 0.5 Dm and 1.0 

(b) X=1.0Dm 
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Dm in Fig. 5-9 (b). Hence, strong temperature fluctuations within the structure of the main pipe 

can be induced through the heat transfer between the fluid and the structure, and as a result, 

thermal fatigue may occur if the temperature fluctuations in the structure are sufficiently 

strong. 

 

 

 

 

 

 

 

Fig. 5-9 Distribution of Normalized Temperature Fluctuation Intensity on the Cross-section 

along the Flow Direction in the Mixing Zone 

 

In Fig. 5-10, the calculated results for the distribution of normalized time-averaged fluid 

temperature are compared with the experimental results. For clarity, the location and direction 

of lines on the plot are indicated with pink arrowed lines in Fig. 5-7. Fig. 5-10 shows the 

distribution of normalized time-averaged fluid temperature along the radial direction at 

x=0.5Dm, as only the experimental data at this location are available. It can be seen that the 

distribution of LES-predicted fluid temperature agrees well with the experimental results.  

 

(a) Cross-section along the Flow Direction 

(b) Cross-sections Vertical to the Flow Direction 
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Fig. 5-10 Distribution of Normalized Time-Averaged Fluid Temperature along the Radial 

Direction Shown in Fig. 5-7 

 

In Fig. 5-11 and Fig. 5-13, the calculated results for the fluid temperature fluctuation 

intensity are compared with the experimental results. Fig. 5-11 shows the distributions of 

normalized fluid temperature fluctuation intensity (TFI) along the radial direction at x=0.5Dm 

and 1.0Dm. For clarity, the locations and direction of the lines on the plot are indicated with the 

pink arrowed lines in Fig. 5-7. Fig. 5-13 shows the distributions of TFI along the circumferential 

direction at x=0.5Dm and 1.0Dm. Similarly for clarity, the locations and direction of the lines on 

the plot are indicated with the pink lines and arrowed curve in Fig. 5-12. It can be observed from 

Fig. 5-11 and Fig. 5-13 that the LES-predicted TFI distributions are close to the experimental 

results for both the radial direction and the circumferential direction and, moreover, are a little 

conservative (or slightly larger than the experimental results). The slightly conservative 

prediction of TFI on the safe side is more desirable than an underestimation for the thermal 

fatigue evaluation. 
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Fig. 5-11 Distribution of Fluid Temperature Fluctuation Intensity along the Radial Direction 

Shown in Fig. 5-7 

 

 

Fig. 5-12 Locations and Direction of the Lines (Pink) for the Plot in Fig. 5-13 

 

(a) X=0.5Dm 

(b) X=1.0Dm 
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Fig. 5-13 Distribution of Normalized Fluid Temperature Fluctuation Intensity along the 

Circumferential Direction Shown in Fig. 5-12 

 

5-5-3 Fluid and Structure Temperature Fluctuations 

Fig. 5-14 compares the LES predictions and the experimental results for the temporal 

variation of fluid and structure temperatures at the sampling points. Fig. 5-15 indicates the 

locations of two sampling points (pink points), which are located 1 mm away from the pipe wall 

for fluid side and 0.125 mm into the pipe wall for the structure side, respectively, with x=1.0Dm 

and at an angle of 30° from the vertical symmetrical plane. The total sampling time is 18.0 

(a) X=0.5Dm 

(b) X=1.0Dm 
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seconds, with a sampling time interval of 0.001 sec. However, only the data during 2.0 seconds 

are shown in Fig. 5-14 for comparison with the experimental data. It can be seen that the 

amplitudes of LES-predicted fluid and structure temperature fluctuations shown in Fig. 5-14(a) 

are close to those in the experimental measurements in Fig. 5-14(b). 

        

 

Fig. 5-14 Temporal Variation of Normalized Fluid and Structure Temperatures at Sampling 

Points Shown in Fig. 5-15 

 

 

Fig. 5-15 Locations of Temperature Sampling Points 

 

 

(a) CFD Results (b) Experimental Results [87] 
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Fig. 5-16 PSD of Normalized Fluid and Structure Temperatures Shown in Fig. 5-14 

 

Fig. 5-16 (a) and (b) show the power spectrum density (PSD) obtained by a fast Fourier 

transform (FFT) of the time series of the fluid and structure temperatures in Fig. 5-14 for the 

LES predictions and the experimental results, respectively. Fig. 5-16 (a) indicates that there 

exists a dominant peak at a frequency of 5.80 Hz for the PSD of both the fluid and structure 

temperatures predicted by LES simulation, which evidently agree well with the experimental 

results shown in Fig. 5-16 (b). Igarashi et al. [74] found that the peak frequency for a T-junction 

(a) CFD Results 

(b) Experimental Results [87] 

 

5.8Hz   
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agreed well with the shedding frequency of a Karman vortex street in the wake of a cylinder 

with the same diameter as the branch jet. In addition, Kelso & Smits [23] also showed that the 

Strouhal numbers of the observed oscillating vortex systems for a circular jet in a crossflow, 

which has vortex structures similar to a T-junction, agree reasonably well with those appearing 

in the previous literature for wall-mounted circular cylinders. The shedding frequency f of 

Karman vortex can be normalized as a Strouhal number as follows: 

mb VfDSt /
       

(5-10) 

The Strouhal number of the vortex-shedding in the wake of a circular cylinder with a 

diameter of 
bD  can be nearly taken as 2.0St  for 41064.9/Re  mbmm DV  . As a result, the 

vortex-shedding frequency is evaluated as Hzf 84.5  from Eq. (5-10). Obviously, the frequency 

(5.80 Hz) of the dominant peak of PSD shown in Fig. 5-16 is very close to the value of 5.84 Hz 

estimated from Eq. (5-10). The results show that the vortex shedding frequencies in the wake 

are almost identical for the flows past a solid circular cylinder and a branch jet of the same 

diameter, although their flow fields, particularly the vortex structures, are remarkably 

different. This suggests that the numerical analysis predicted the frequency of vortex shedding 

around the branch jet well, and the PSD peak frequency of temperature fluctuations 

corresponds to the vortex shedding frequency in the wake of the branch jet.  

 

5-6 Summary 

Numerical methods for simulating fluid and structure temperature fluctuations at a 

T-junction were proposed and applied to evaluate thermal fatigue loading. The proposed 

numerical methods mainly included:  

(1). Dynamic Smagorinsky model (DSM) for the LES SGS turbulence model 

(2). Hybrid scheme with a large blending factor for calculation of the convective terms in the 

governing equations 

(3). Direct calculation of heat transfer between a fluid and a structure through thermal 

conduction 
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(4). Creation of a very fine mesh for the structure region near inner wall of pipe and  

(5) Coupled and simultaneous solution of energy equations for the fluid and structure regions 

in a fully implicit scheme 

At the same time, a generalized estimation method of thickness of thermal boundary 

sub-layer was also proposed to ensure that all the near-wall grid points are surely located within 

thermal boundary sub-layer to calculate directly heat transfer between a fluid and a structure 

through thermal conduction. Then, the dimensionless thickness of thermal boundary sub-layer 

was estimated as 5.3

Ty  for Pr=4.4 of the water used here, using such estimation method. 

The simulation results were compared with the experimental results to identify the prediction 

accuracy of thermal loading. 

The simulation results show that the distributions of time-averaged flow velocity and fluid 

temperature predicted by LES simulation are remarkably close to the experimental results. 

Particularly, the distribution of fluid temperature fluctuation intensity and the range of 

structure temperature fluctuation are very close to the experimental results. Moreover, the 

predicted peak frequencies of power spectrum density (PSD) of both fluid and structure 

temperature fluctuations also agree well with the experimental results. As a result, it has been 

proven that the numerical methods (1)~(5) proposed here are of high accuracy. Therefore, as a 

guide, it is recommended that the high-accuracy numerical methods (1)~(5), as shown in Table 

5-4, be applied for the prediction of structure temperature fluctuations, which is needed as the 

input of thermal stress FE analysis in thermal fatigue evaluation based on CFD/FEA coupling 

analysis. 
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Table 5-4 Numerical Methods Recommended for Evaluation of Thermal Loadings 

LES Turbulence Model Dynamic Smagorinsky SGS model (DSM) 

Differencing Scheme for 

Calculation of Convective Term 
Hybrid scheme with a blending factor as large as possible 

Evaluation Approach for Heat 

Transfer between Fluid and 

Structure 

 Direct calculation of heat transfer through thermal conduction 

by allocating the near-wall grid points within thermal 

boundary sub-layer 

 Creation of a very fine mesh for the structure region near the 

inner wall of pipe 

 Coupled and simultaneous solution of energy equations for the 

fluid and structure regions in a fully implicit scheme 

 

Appendix 5-1 Preliminary Investigation of CFD Prediction Accuracy of Structure 

Temperature Fluctuations Using a Coarse Mesh and Wall Functions 

As a preliminary investigation, LES simulation of fluid and structure temperature fluctuations 

at a T-junction was carried out using a coarse mesh and wall functions to confirm the prediction 

accuracy of structure temperature fluctuations. The mesh used for the simulation comprised a 

fluid region (pink part) and a structure region (blue part), as shown in Fig. 5-17. The mesh for the 

fluid region was relatively coarse. The near-wall cell size was uniformly 0.4992mm, which kept 

the dimensionless near-wall cell size y+ > 12 for the mixing zone. On the other hand, a very fine 

mesh near the inner wall of pipe was generated for the structure region to reach the high 

prediction accuracy of the structure temperature fluctuations, as a coarse mesh may damp the 

near-wall structure temperature fluctuations. The near-wall cell size was uniformly 0.0562mm. 

The total number of cells in the mesh was about 1,266,000, which comprised about 846,000 cells in 

the fluid region and about 420,000 cells in the structure region. 

The computational conditions used are the same as those shown in Table 5-1 and Table 5-2, and 

numerical methods are the same as those shown in Table 5-3, except the calculation method of 

heat transfer between fluid and structure. The heat transfer coefficient between fluid and 

structure was evaluated using the wall function for the temperature field [141]. In addition, the 
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wall function for the flow field was also applied. The time step interval used was Δt=0.0005 sec.  

The simulation results for the coarse mesh are compared with those for the fine mesh and the 

experiment measurement. Fig. 5-18 shows the distributions of normalized fluid temperature 

fluctuation intensity (TFI) along the radial direction at x=0.5Dm (see Fig. 5-7 for the locations and 

direction of the lines on the plot). Fig. 5-19 shows the TFI distributions along the circumferential 

direction at x=0.5Dm (see Fig. 5-12 for the locations and direction of the lines on the plot). It can be 

observed from Fig. 5-18 and Fig. 5-19 that the CFD TFI distributions predicted by the coarse 

mesh are close to the experimental results and the CFD results predicted by the fine mesh. 

 

Fig. 5-17 Meshes for Computational Model 

 

 

Fig. 5-18 Distribution of Fluid Temperature Fluctuation Intensity along the Radial Direction 

Shown in Fig. 5-7 
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Fig. 5-19 Distribution of Normalized Fluid Temperature Fluctuation Intensity along the 

Circumferential Direction Shown in Fig. 5-12 

 

Fig. 5-20 compares the LES predictions for the temporal variation of fluid and structure 

temperatures at the sampling points shown in Fig. 5-15, using the fine mesh (FM) and the 

coarse mesh (CM). It can be seen that the amplitudes of LES-predicted fluid temperature 

fluctuations for the coarse mesh are close to those for the fine mesh. However, the amplitudes of 

LES-predicted structure temperature fluctuations for the coarse mesh are remarkably smaller 

than those for the fine mesh and the experimental results shown in Fig. 5-14 (b), and the former 

is about 55% of the latter two. This is probably because the wall functions largely 

under-evaluate the heat transfer coefficient between fluid and structure in the mixing zone, 

where the flow separation occurs.  

Fig. 5-21 shows the power spectrum density (PSD) obtained by a fast Fourier transform (FFT) 

of the time series of the fluid and structure temperatures for the fine mesh (FM) and the coarse 

mesh (CM), as shown in Fig. 5-20. Fig. 5-21 indicates that there exist the dominant peaks at a 

frequency of 5.8 Hz for the PSD of both the fluid and structure temperatures predicted by the 

fine mesh, and at a frequency of 6.0 Hz for those predicted by the coarse mesh. Their peak 

frequencies are very close. 
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In a summary, the amplitudes and frequencies of the fluid temperature fluctuations, as well 

as the frequencies of the structure temperature fluctuations could also be predicted with high 

accuracy, even using a relatively coarse mesh and the wall functions. However, the amplitudes 

of the structure temperature fluctuations were significantly under-predicted. 

 

Fig. 5-20 Temporal Variation of Normalized Fluid and Structure Temperatures at Sampling 

Points Shown in Fig. 5-15 

 

 

Fig. 5-21 PSD of Normalized Fluid and Structure Temperatures Shown in Fig. 5-20  
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Chapter 6  Proposal of Applications of the Research Results 

 

6-1 Extension of Application Area of JSME S017 

As described in Section 1.4 in Chapter 1, it is necessary to perform flow pattern classification to 

evaluate the attenuation factor of fluid temperature fluctuations and heat transfer coefficient in 

Step 2~4, when evaluating thermal loading using JSME S017. The conventional characteristic 

equations of flow pattern classification used in JSME S017 are only applicable to 90º tee junctions 

(T-junctions). However, angled tee junctions other than 90º (Y-junctions), are also used for mixing 

hot and cold fluids in process plants (such as petrochemical plants, refineries and LNG plants), 

although it seems that almost only 90º T-junctions are used in nuclear power plants. Therefore, it 

is essential to establish a generalized classification method of flow patterns applicable to both 

T-junctions and Y-junctions, in order to evaluate the structural integrity of Y-junctions by 

extending the conventional guideline JSME S017. 

In Chapter 3, the generalized characteristic equations have been proposed to classify flow 

patterns for T-junctions and Y-junctions, and verified to be valid for flow pattern classification of 

tee junctions with branch angle of 30º ~ 90º by CFD simulations. As mentioned in Chapter 3, the 

Y-junctions with branch angle below 45º are not used in process plants, and hence, this applicable 

range of branch angle is sufficient for practical use. Therefore, applicable area of the conventional 

JSME S017 can be extended to T-junctions and Y-junctions for evaluation of the structural 

integrity in Step 2~4, by applying the generalized characteristic equations proposed for flow 

pattern classification.  

 

6-2 Upgrade of JSME S017 and Direct Application of CFD/FEA Coupling Analysis to 

Thermal Fatigue Evaluation 

As described above, JSME S017 was developed based on limited experimental data and a 

simplified one-dimensional FEA. As a result, there are the following issues to be solved: 
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 The accuracy of thermal fatigue evaluation based on JSME S017 is not high and especially 

the evaluation margin varies greatly from one case to another case [120]. 

 Its application is limited to the range where the experimental data were obtained. 

 Dependence of thermal stress attenuation on the frequency of fluid temperature 

fluctuations was not considered in Step 4 of evaluation procedures in JSME S017. 

In view of this, the high-accuracy CFD prediction methods of thermal loadings at a tee junction 

have been established through the systematic benchmark investigations in Chapters 4 and 5. The 

structure temperature fluctuations or thermal loadings predicted by CFD can be used as input of 

the FEA analysis of thermal stress. And then, time series of the obtained thermal stresses can be 

used for thermal fatigue evaluation. Therefore, it is expected that CFD/FEA coupling analysis is 

able to be used as numerical experiment for evaluating thermal fatigue with high accuracy.  

The CFD/FEA coupling analysis can provide the high-accuracy prediction of thermal stress 

fluctuations in structure for more accurate evaluation of thermal fatigue. At the same time, a 

number of case studies (for example, for various different flow patterns and diameter ratios of 

branch pipe to main pipe) can be carried out. Therefore, it is expected that the CFD/FEA coupling 

analysis is able to be applied to the following two aspects: 

 As shown in Fig. 6-1, the CFD/FEA coupling analysis can be used to upgrade Step 4 in JSME 

S017, instead of the experimental data used in Step 4 (see Fig. 1-12 in Chapter 1).  

 Moreover, as shown in Fig. 6-2, it can also directly be applied to perform a detailed evaluation 

(see Fig. 1-12 in Chapter 1) of thermal fatigue for a specific case, after JSME S017 is used as 

an initial screening guideline and the evaluation cannot be passed.  

As a result, the CFD/FEA coupling analysis will be able to enhance the accuracy of thermal 

fatigue evaluation and extend the application area of thermal fatigue evaluation and consider the 

dependence of thermal stress attenuation on the fluctuation frequency of fluid temperature. 
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Fig. 6-1 Flow Chart for Upgrade of Step 4 in JSME S017 
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Fig. 6-2 Flow Chart for Thermal Fatigue Evaluation Based on JSME S017 and CFD/FEA 

Coupling Analysis 
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Chapter 7  Conclusions and Future Work 

 

7-1 Conclusions 

The aim of this study is to establish CFD prediction methods of thermal loadings at tee 

junctions for thermal fatigue evaluation. The following conclusions have been drawn. 

In Chapter 3, the generalized characteristic equations were proposed to classify flow patterns 

for T-junctions and Y-junctions for evaluation of thermal loadings, by investigating the mechanism 

of the interaction of momentum between main and branch pipes. The proposed equations, which 

are Eqs.(3-7)~(3-9) in Chapter 3 and shown again below, have been proven to be valid for 

predicting the flow patterns for T- and Y-junctions of 30° ~ 90°, which are sufficient for practical 

use in industrial plants, by CFD simulations of the flow and temperature fields.  

2

mmbmm VDDM        (7-1) 




sin
4

22

bbbb VDM        (7-2) 

bmR MMM /        (7-3) 

In addition, the criteria shown in Table 7-1, which are identical to those currently used in JSME 

S017 and are on the safe side, are recommended for classification of the flow patterns at T- and 

Y-junctions of 30° ~ 90° when applying JSME S017 to evaluate thermal fatigue. 

 

Table 7-1 Criteria Recommended for Flow Pattern Classification of T- and Y-junctions of 30° ~ 

90° 

Wall jet 1.35 ≤ MR 

Deflecting jet 0.35 < MR < 1.35 

Impinging jet MR ≤ 0.35 

 

In Chapter 4, the scenario of LES benchmark simulations was proposed to establish the 

high-accuracy prediction methods of fluid temperature fluctuations, considering that the 

potentially over-evaluated turbulent eddy viscosity by LES turbulence models and numerical 

diffusion of differencing schemes may remarkably attenuate the predicted fluid temperature 
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fluctuations. The LES SGS turbulence models chosen were the standard Smagorinsky model 

(SSM) and the dynamic Smagorinsky model (DSM). The effects of the model parameter on the 

results were also investigated for the SSM model. Moreover, the effects of three differencing 

schemes for calculating the convective term in the energy equation were investigated as well. The 

LES benchmark simulation results were compared with the experimental ones to verify the 

prediction accuracy of fluid temperature fluctuations. 

The simulation results showed that the turbulence model and differencing scheme had 

significant effects on the accuracy of the CFD simulations. The 1st-order upwind differencing 

scheme (1UD) significantly underestimates the fluid temperature fluctuation intensity (TFI) for 

the same LES sub-grid scale (SGS) model. However, the hybrid scheme, which is mainly the 

2nd-order central differencing scheme (2CD) blended with a small fraction of 1UD, and the total 

variation diminishing (TVD) scheme can better predict the fluid TFI for each LES SGS model. For 

the LES SGS turbulence model, the DSM model gives a prediction closer to the experimental 

results than the SSM model, while using the same scheme. As a result, the approach using the 

DSM model and the hybrid scheme with a large blending factor or the TVD scheme could provide 

high-accuracy predictions of the fluid temperature fluctuations with a slight conservativeness.  

In Chapter 5, based on the research results obtained in Chapter 4, numerical methods of 

predicting both fluid and structure temperature fluctuations at a T-junction were proposed and 

applied to perform the benchmark simulation for evaluating thermal fatigue loading. The 

proposed numerical methods mainly included:  

(1). Dynamic Smagorinsky model (DSM) for the LES SGS turbulence model,  

(2). Hybrid scheme with a large blending factor for calculation of the convective terms in the 

governing equations  

(3). Direct calculation of heat transfer between a fluid and a structure through thermal 

conduction  

(4). Creation of a very fine mesh for the structure region near inner wall of pipe  
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(5). Coupled and simultaneous solution of energy equations for the fluid and structure regions 

in a fully implicit scheme.  

At the same time, a generalized estimation method of thickness of thermal boundary sub-layer 

was proposed to ensure that all the near-wall grid points are surely located within thermal 

boundary sub-layer for directly calculating heat transfer between a fluid and a structure through 

thermal conduction. Then, the dimensionless thickness of thermal boundary sub-layer was 

estimated as 5.3

Ty  for Pr=4.4 of the water used here, based on such estimation method. The 

simulation results were compared with the experimental results to identify the prediction 

accuracy of thermal loading. 

The simulation results showed that the distributions of time-averaged flow velocity and fluid 

temperature predicted by LES simulation are remarkably close to the experimental results. In 

particular, the predicted fluid TFI and range of structure temperature fluctuation are very close to 

the experimental results with a slight conservativeness. Moreover, the predicted peak frequencies 

of power spectrum density (PSD) of both fluid and structure temperature fluctuations also agree 

well with the experimental results. As a result, it has been proven that the proposed numerical 

methods (1)~(5) are capable of predicting thermal fatigue loading with a high accuracy and a 

slight conservativeness. Therefore, as a guide, it is recommended that the numerical methods 

(1)~(5), as shown in Table 7-2, be applied for the prediction of structure temperature fluctuations, 

which are used as the input of thermal stress FEA analysis in thermal fatigue evaluation based on 

CFD/FEA coupling analysis. 
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Table 7-2 Numerical Methods Recommended for Evaluation of Thermal Loadings 

LES Turbulence Model Dynamic Smagorinsky SGS model (DSM) 

Differencing Scheme for 

Calculation of Convective Term 
Hybrid scheme with a blending factor as large as possible 

Evaluation Approach for Heat 

Transfer between Fluid and 

Structure 

 Direct calculation of heat transfer through thermal conduction 

by allocating the near-wall grid points within thermal 

boundary sub-layer 

 Creation of a very fine mesh for the structure region near the 

inner wall of pipe 

 Coupled and simultaneous solution of energy equations for the 

fluid and structure regions in a fully implicit scheme 

 

In Chapter 6, some applications of the outcomes obtained in this study were proposed, which 

are summarized as follows: 

- The applicable range of conventional JSME S017 can be extended to all angles of tee 

junctions for evaluation of the structural integrity, by applying the generalized 

characteristic equations for flow pattern classification. 

- Instead of experiment, case studies can be performed using CFD/FEA coupling analysis, 

and then, the simulation results obtained can be used to upgrade Step 4 in JSME S017. 

- CFD/FEA coupling analysis can also be directly applied to evaluate thermal fatigue in 

combination with JSME S017, which is used as an initial screening guideline. 

 

7-2 Future Work 

To upgrade JSME S017, future work will focus on the following aspects:  

- As a part of CFD/FEA coupling analysis, thermal stress FE analysis will be performed using 

the structure temperature data obtained in Chapter 5.  

- Further, the thermal stress results will be used for thermal fatigue evaluation. 

- Case studies for different flow patterns and diameter ratio of main pipe to branches will be 

performed using the numerical simulation methods verified in the present study, in order to 

upgrade JSME S017.   
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Appendix A:  Main Features of Modified CFD Software FrontFlow/Red 

In the present study, all the CFD simulations were performed using the modified 

multi-physics CFD software FrontFlow/Red, which was developed as a part of the Frontier 

Simulation Software for Industrial Science (FSIS) project funded by a grant from the Ministry of 

Education, Culture, Sport, Science and Technology of Japan. Its source code is open and 

available from a website [138]. 

Some modifications and customizations were added to the original source code of 

FrontFlow/Red to reach the strong thermal coupling between fluid and pipe and facilitate the 

output of simulation results for the present research. Specifically, an implicit numerical method 

for solving the energy equation was introduced when calculating the heat flux across the 

interface between fluid and structure (or pipe wall) in order to enhance the prediction accuracy 

of structure temperature fluctuation, which is very important for evaluation of thermal fatigue, 

and accelerate the convergence of the solution of energy equation as well.  At the same time, a 

function capable of calculating and outputting the second invariant (usually called Q value, see 

Appendix B) of the velocity gradient tensor was added to the CFD code for visualizing the vortex 

structures of flow field. 

In the modified FrontFlow/Red, the solution algorithm used is SIMPLE method [142]. The 

discretization of the governing equations is based on finite volume method (FVM) using co-located 

grid arrangement [123] and hence, the interpolation method proposed by Rhie and Chow [143] is 

adopted for calculating the pressure gradient to prevent pressure oscillation from occurring. In 

addition, the correction formula proposed by Muzaferija [144] is applied for enhancing the 

numerical differencing accuracy of diffusion term (or viscous term). 
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Appendix B:  Equation for Calculating the Q-Value 

The flow velocity gradient tensor can be written as: 
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The Q-value is the second invariant of above tensor and hence can be expressed as follows [145]: 
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where )(Dtr  is the trace of tensor D. )(DQ  is used for the visualization of vortex structures in 

the turbulent flow. 0)( DQ  stands for the vortex tube, and 0)( DQ  for the vortex sheet. 
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