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Introduction

In this thesis, we call a smooth projective variety Y with trivial canonical bundle andH i(Y,OY ) =
0 (i = 1, . . . , dimY − 1) Calabi–Yau manifold. Calabi–Yau manifolds of dimension three have
been attracting attentions of algebraic geometers and theoretical physicists for the last decades
since the discovery of mirror symmetry.

Let Y be a quintic Calabi–Yau 3-fold, i.e. it is defined by a degree five homogeneous polyno-
mial in P4. Greene and Plesser constructed another Calabi–Yau 3-fold which is so-called mirror
of Y . To describe it, let fψ be the following one-parameter family of quintic polynomials:

fψ = z50 + z51 + z52 + z53 + z54 − 5ψz0z1z2z3z4,

where [z0 : · · · : z4] is the homogeneous coordinate of P4. A finite group G = (Z/5Z)⊕3 ⊂
SL(5,C) acts on the zero locus of fψ, and the mirror Y ∗

ψ is constructed by a crepant resolution
of {fψ = 0}/G for general ψ. The mirror Calabi–Yau 3-folds Y ∗

ψ define a one-parameter family
{Y ∗

x }x∈P1 over P1 with x = (5ψ)−5.
The quintic Y defines the so-called A-model Yukawa coupling by

Kttt = 5 +
∞∑
d=1

d3Ndq
d

where Nd = ⟨ ⟩0,0,d are Gromov–Witten invariants of Y and q = et. On the other hand, the
mirror family {Y ∗

x }x∈P1 defines B-model Yukawa coupling. Let Ωx be a nowhere vanishing
holomorphic three-form on Y ∗

x . We define the B-model Yukawa coupling by∫
Y ∗
x

Ωx ∧ (∇ d
dx
)3Ωx,

where ∇ is the Gauss–Manin connection of the family. Mirror symmetry predicts that these
two functions are related by the so-called mirror map which is defined by the period integrals.

The period integrals of the mirror quintic are annihilated by

P = θ4 − 5x(5θ + 1)(5θ + 2)(5θ + 3)(5θ + 4)

(
θ := x

d

dx

)
, (1)

which we call Picard–Fuchs operator. The B-model Yukawa coupling and the mirror map are
determined from the solutions of the Picard–Fuchs equation Pω(x) = 0.
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Candelas–de la Ossa–Green–Parks [CdlOGP91] calculated the B-model Yukawa coupling
and the mirror map, and predicted the number of rational curves on the quintic Y for arbitrary
degree d by mirror symmetry.

This physical prediction has been solved mathematically, based on the theory of Kontse-
vich’s stable map, by Givental [Giv96] and Lian–Liu–Yau [LLY97]. In particular, Givental has
introduced the so-called I-function as a fundamental object to study. In this thesis, we study
the I-functions of Calabi–Yau 3-folds with second Betti number one which are given by zero
loci of general sections of homogeneous vector bundles on Grassmannians. In the first half of
this thesis, we will make a complete list of the pairs (G(k, n), E) such that the zero locus of a
general section of E gives a Calabi–Yau 3-fold in G(k, n).

In his formulation, Givental introduced two functions: I-function and J-function. For the
quintic Calabi–Yau 3-fold Y , I-function can be written as

IY = etH
∞∑
d=0

∏5d
m=1(5H +m)∏d
m=1(H +m)5

edt

where H is the restriction of the hyperplane class of P4, hence, IY takes values in Heven(Y,C).
We write IY =

∑3
i=0 IiH

i. Then I0, I1, I2, I3 form a basis of the solutions of (1). On the other
hand, J-function of Y is defined by

JY = eτH +
H2

5
eτH

∞∑
d=1

ndd
3

∞∑
m=1

eτkd

(H + kd)2

where nd is the so-called BPS numbers which are related to the Gromov–Witten invariants by
Nd =

∑
k|d k

−3nd/k. The numbers nd coincide with the numbers of rational curves of degree d
on Y for lower d. These IY and JY functions are related by

JY (τ) =
IY (t)

I0(t)

(
τ =

I1(t)

I0(t)

)
where the change of coordinate τ = τ(t) is the mirror map. This relation reproduces the
calculation of Candelas et al. More generally the same construction holds for Calabi–Yau 3-
folds which are complete intersection of nef line bundles on Gorenstein Fano toric varieties by
[BB94] and [Giv98].

One of our motivations, in the second half of this thesis, is to generalize the above calculation
beyond the toric complete intersection Calabi–Yau 3-folds. There are several constructions of
Calabi–Yau 3-folds; for example, we have Calabi–Yau 3-folds in the following forms:

(i) Complete intersections of line bundles in homogeneous spaces or Fano varieties,

(ii) Zero loci of general sections of globally generated vector bundles on Fano manifolds,

(iii) Smoothings of singular Calabi–Yau varieties,
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(iv) Quotients of Calabi–Yau manifolds by their finite symmetry,

(v) Coverings of Fano varieties ramified along their subvarieties.

For most of the above cases, we do not know how to obtain their mirror manifolds. However
for the case of (i), i.e. Calabi–Yau 3-folds which are obtained by complete intersections of nef
line bundles Li on smooth Fano manifolds Z, when quantum cohomologies of Z are well-studied,
we can obtain I-functions for Y = s−1(0) with general s ∈ H0(Z,

⊕
i Li) without their mirror

manifolds. In order to calculate the I-functions IY , we only need to use the quantum Lefschetz
theorem by Coates–Givental [CG07].

For the case (ii), we do not know a closed formula of the I-functions of Calabi–Yau 3-folds
in general. However Bertram–Ciocan-Fontanine–Kim–Sabbah have given a conjectural formula
which expresses the I-function when Z are given by geometric invariant theory quotients and
the vector bundles E are induced from some representations. They have proved their conjectural
formula for partial flag manifolds of type A, in particular, for Grassmannians. We set their
results at the starting point of our calculations for Calabi–Yau 3-folds which are given by zero
loci of vector bundles on Grassmannians.

On Grassmannians, we have natural vector bundles, so-called homogeneous vector bundles
which are made of the universal sub-bundles or universal quotient bundles. In contrast to
projective spaces, Grassmannians have a number of low rank vector bundles which do not
decompose into line bundles. Hence we can find many pairs (G(k, n), E) which give rise to
Calabi–Yau 3-folds that are not complete intersections of line bundles.

In a similar context, Küchle has classified Fano 4-folds which are given by zero loci of general
sections of globally generated homogeneous vector bundles [Küc95]. In [IIM1] we have given a
classification of Calabi–Yau 3-folds which are given by zero loci of general sections of globally
generated homogeneous vector bundles on Grassmannians, and have generalized the Küchle’s
list. This classification result is the main result in the first half of this thesis (see Main result
1.1.10).

For most of pairs (G(k, n), E) in our list, we determine the I-functions of the corresponding
Calabi–Yau 3-folds and also differential operators which annihilate the I-functions. For our
calculation, we have to restrict our attentions to Calabi–Yau 3-folds with second Betti number
one. This is because we only recover twisted J-functions from the I-functions. The twisted
J-functions are closely related to the J-functions of the Calabi–Yau 3-folds Y . However some
information may be lost when H2(G(k, n),C)) → H2(Y,C) is not surjective. The condition
that Y has second Betti number one ensures that the I-function recovers the J-function of Y .
The resulting Picard–Fuchs operators are presented in Appendix C. These are the main results
in the second half of this thesis (see Main result 2.1.1).

The organization of this thesis is as follows:

In Chapter 1, we consider Calabi–Yau 3-folds which are zero loci of general sections of glob-
ally generated homogeneous vector bundles on Grassmannians. We classify all possible pairs
(G(k, n), E), up to natural identifications, which give rise to Calabi–Yau 3-folds in G(k, n). Al-
though [IIM1] argues higher dimensional Calabi–Yau manifolds, we only treat the classification
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of Calabi–Yau 3-fold in this thesis. First we recall some well-known facts about homogeneous
vector bundles. Using the formulas of the rank and first Chern class of homogeneous vec-
tor bundle, we solve linear equations corresponding to dimensional condition and Calabi–Yau
condition. We will determine the topological invariants of Calabi–Yau 3-fold in our list.

In Chapter 2, we turn our attentions to calculating the I-functions of Calabi–Yau 3-folds
with b2 = 1 in our list. Firstly, we recall the definition of the J-function especially for Calabi–
Yau 3-folds with b2 = 1. Secondly, we apply the abelian/nonabelian correspondence for the
Calabi–Yau 3-folds with b2 = 1 which are contained in Proposition 1.1.19. Lastly, we deal with
the Calabi–Yau 3-fold which is isomorphic to a zero locus of a general section of the vector
bundle on the determinantal nets of conics. We do the calculation under the assumption that
Conjecture A.2.4 holds for determinantal nets of conics.

In Chapter 3, we give another calculation of the I-function based on the quantum Lefschetz
theorem and the localization formula of twisted Gromov–Witten invariants. First we describe a
general procedure to determine the E-twisted J-function from the calculation of the E ′-twisted
Gromov–Witten invariants where E = E ′ ⊕ H and H is a direct sum of ample line bundles.
Next we apply the general procedure to calculate the E-twisted J-function of No. 25 in Table
1.1.

In Appendix A, we summarize the abelian/nonabelian correspondence. We give necessary
data to apply the abelian/nonabelian correspondence for each example.

In Appendix B, we review the calculation of the twisted Gromov–Witten invariants by using
the localization formula due to Kontsevich [Kon95]. We follow the notation of Liu–Sheshmani
[LS15] which is a nice reference for these topics.

In Appendix C, we collect the Picard–Fuchs operators which are calculated in this thesis.
In Appendix D, we calculate integral symplectic monodromy matrices of selected Picard–

Fuchs operators which are derived in Chapter 2 and 3.
Chapter 1 is based on [IIM1] and Chapter 2 and 3 are based on [IIM2]. Throughout of this

thesis, we always consider a variety over C.
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Chapter 1

Complete intersection Calabi–Yau
3-folds in Grassmannians by
homogeneous vector bundles

In this chapter we study Calabi–Yau 3-folds which are given as the vanishing loci of general
sections of homogeneous vector bundles over Grassmannians.

1.1 Classification

The method of our classification is similar to Küchle [Küc95]. Küchle classified Fano 4-folds
Z which are given as general complete intersections of globally generated homogeneous vector
bundles on Grassmannians. Hence general anti-canonical hypersurface of Z gives a Calabi–Yau
3-fold Y . However there exist Calabi–Yau 3-folds in Grassmannians which do not factor through
Küchle’s Fano 4-folds. Therefore we set up some linear equalities for Calabi–Yau 3-folds, which
represent the dimensional condition and Calabi–Yau condition.

We classify pairs of the Grassmannian G(k, n) (2 ≤ k ≤ n − 2) and homogeneous vector
bundle E which is a globally generated homogeneous vector bundle over G(k, n), satisfying

k(n− k)− rank(E) = 3,

c1(E) = n,

and a zero locus of a general section of E gives a Calabi–Yau 3-fold.
In the following we will summarize classical results of homogeneous vector bundle on Grass-

mannian. We describe them by applying Schur functor to universal vector bundles on Grass-
mannian. The rank or first Chern class of homogeneous vector bundle are calculated by the
formulas of Schur module. The classification problem is translated into solving linear equalities
with respect to k, n and the decreasing sequences of non-negative integers corresponding to
Schur modules.
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1.1.1 Homogeneous vector bundles

Let V = Cn be an n-dimensional complex vector space. Let G(k, n) be the Grassmannian of
k-dimensional subspaces of V . Let G = SL(n,C) be the special linear group. We fix a subgroup
of G

P =

{(
A B
O C

) ∣∣∣ A ∈ GL(k,C), C ∈ GL(n− k,C), det(A) det(C) = 1

}
,

which is called a parabolic subgroup of G. There exists an isomorphism G(k, n) ∼= G/P . By
using this isomorphism, we define a homogeneous vector bundle on G(k, n).

Definition 1.1.1. Let E be a vector bundle on G(k, n). We say that E is a homogeneous vector
bundle if and only if there exist a rational representation ρ : P → GL(E) of the parabolic
subgroup P on a vector space E such that

E ∼= G×P E.

Here we give examples of homogeneous vector bundles on Grassmannians.

Example 1.1.2 (universal sub-bundle). Let S be the universal sub-bundle on G(k, n). The
fiber over [W ] ∈ G(k, n) is W . There exists a natural action of G on S which maps the fiber
on [W ] to the fiber on [gW ] by w 7→ gw where g ∈ G.

Example 1.1.3 (universal quotient bundle). LetQ be the universal quotient bundle onG(k, n).
The fiber over [W ] ∈ G(k, n) is V/W . Similarly G acts on Q which maps the fiber on [W ] to
the fiber on [gW ] by [v] 7→ [gv] where [v] is the equivalence class of v ∈ V in V/W .

It is well-known that any homogeneous vector bundle on G(k, n) is obtained by applying
Schur functor to these vector bundles, i.e.

Fact 1.1.4. Let λ = (λ1, . . . , λk) (λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0) and µ = (µ1, . . . , µn−k) (µ1 ≥
µ2 ≥ · · · ≥ µn−k ≥ 0) be sequences of decreasing non-negative integers. Let Σλ and Σµ be
the Schur functors corresponding to λ and µ, respectively. Then any irreducible homogeneous
vector bundle is isomorphic to

ΣλS∗ ⊗ ΣµQ⊗O(d) (1.1)

for some λ, µ and d ∈ Z.

Since Σ(λ1+t,...,λk+t)S∗ = Σ(λ1,...,λk)S∗⊗O(t) for t ≥ 0, the expression of (1.1) is not unique. In
the following we assume λk = 0 and µn−k = 0 to avoid this ambiguity. Under this normalization,
we have the following statement:

Fact 1.1.5. Let E = ΣλS∗ ⊗ ΣµQ ⊗ O(d) be an irreducible homogeneous vector bundle. The
vector bundle E is globally generated, i.e. the natural map H0(G(k, n), E) ⊗ OG(k,n) → E is
surjective if and only if d ≥ 0.

We recall the formulas of the rank and first Chern class of an irreducible homogeneous
vector bundle on G(k, n).
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Proposition 1.1.6. Let E = ΣλS∗⊗ΣµQ⊗O(d) be an irreducible homogeneous vector bundle
on G(k, n). Then

rank(E) =
∏

1≤i1<i2≤k

i2 − i1 + λi1 − λi2
i2 − i1

∏
1≤j1<j2≤n−k

j2 − j1 + µj1 − µj2
j2 − j1

, (1.2)

c1(E) = rank(E)
(
|λ|
k

+
|µ|
n− k

+ d

)
, (1.3)

where |λ| =
∑k

i=1 λi and |µ| =
∑n−k

j=1 µj.

We are interested in a zero loci of general sections of globally generated homogeneous vector
bundles. There is a Bertini type result for globally generated vector bundles.

Theorem 1.1.7 (cf. [Muk92]). Let X be a smooth algebraic variety and E be a globally gen-
erated vector bundle on X. Let s ∈ Γ(X, E) be a general global section of E. Let Zs be a zero
locus of the section s. If Zs is not empty, then Zs is smooth of dimension dimX − rank(E).

By using this result, it is enough to find globally generated homogeneous vector bundles
which have appropriate ranks and first Chern classes. The analysis of whether a zero locus of
a general section s is empty or not can be done via the calculation of H0(Zs,OZs).

Next we present some examples of the zero loci of general sections of globally generated
homogeneous vector bundles on Grassmannians.

Example 1.1.8 (Symplectic Grassmannian). Let V = C2n be a 2n-dimensional vector space.
Let G(k, 2n) be a Grassmannian where k ≤ n. Let E = ∧2S∗. The space of global section of E
is isomorphic to ∧2V ∗. Let s ∈ Γ(G(k, 2n), E) be a global section corresponding to ω ∈ ∧2V ∗.
The zero locus of this section Zs is equal to {[W ] ∈ G(k, 2n) | ω|W = 0}. From this, if we pick
the two form ω as maximal rank 2n, the zero locus coincides with the symplectic Grassmannian
IG(k, 2n).

Example 1.1.9 (Orthogonal Grassmannian). Under the above setting, we take E = Sym2S∗.
Similarly for Example 1.1.8, the zero locus Zs of a general section s ∈ Γ(G(k, 2n), E) is {[W ] ∈
G(k, 2n) | ω|W = 0} where ω ∈ Sym2V ∗ corresponds to s. We consider a general section s,
this implies that ω has maximal rank 2n. If k < n, the zero locus Zs coincides with orthogonal
Grassmannian OG(k, 2n). The case k = n is exceptional. In this case, there exist two families
of isotropic n-dimensional subspaces in V . Then the zero locus Zs is not connected.

1.1.2 List of Calabi–Yau 3-folds

We are interested in Calabi–Yau 3-folds Y which are given by the zero loci of general sec-
tions of globally generated homogeneous vector bundles on Grassmannians. Our main result is
summarized as follows:

Main result 1.1.10. There are only 33 pairs of G(k, n) and globally generated homogeneous
vector bundles E on G(k, n) for each of which the zero locus of a general section gives a smooth
Calabi–Yau 3-fold Y (see Table 1.1). Among the 33 pairs, 22 pairs gives rise to Calabi–Yau
3-folds of second Betti number one.
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No G(k, n) vecter bundle H3 c2.H c3 h1,1 Küchle Database

1 G(2, 4) O(4) 8 56 −176 1 6
2 G(2, 5) O(1)⊕O(2)⊕2 20 68 −120 1 (b2) 25
3 O(1)⊕2 ⊕O(3) 15 66 −150 1 (b1) 24
4 S∗(1)⊕O(2) 24 72 −116 1 29
5 Λ2Q(1) 25 70 −100 1 101
6 G(2, 6) O(1)⊕4 ⊕O(2) 28 76 −116 1 (b6) 26
7 S∗(1)⊕O(1)⊕3 33 78 −102 1 (b5), I 198
8∗ Sym2S∗ ⊕O(1)⊕O(2) 40 88 −128 2 (b4)
9∗ Sym2S∗ ⊕ S∗(1) 48 84 −92 2
10 Q(1)⊕O(1) 42 84 −98 1 (b3), II 27
11∗ Λ3Q⊕O(3) 18 72 −162 2
12 G(2, 7) O(1)⊕7 42 84 −98 1 (b7), III 27
13 Sym2S∗ ⊕O(1)⊕4 56 92 −92 1 (b8), V 212
14∗ (Sym2S∗)⊕2 ⊕O(1) 80 80 −32 8 (b9)
15 Λ4Q⊕O(1)⊕O(2) 36 84 −120 1 (b10) 185
16 S∗(1)⊕ Λ4Q 42 84 −98 1 27
17 G(2, 8) Λ5Q⊕O(1)⊕3 57 90 −84 1 (b11), VI 186
18 Sym2S∗ ⊕ Λ5Q 72 96 −72 1 unknown
19 G(3, 6) O(1)⊕6 42 84 −96 1 (c1), IV 28
20 Λ2S∗ ⊕O(1)⊕2 ⊕O(2) 32 80 −116 1 (c2) 42
21 S∗(1)⊕ Λ2S∗ 42 84 −96 1 28
22 G(3, 7) Sym2S∗ ⊕O(1)⊕3 128 128 −128 1 (c4) 3
23 (Λ2S∗)⊕2 ⊕O(1)⊕3 61 94 −86 1 (c6), VII 124
24 (Λ3Q)⊕2 ⊕O(1) 72 96 −74 1 (c3), IX unknown
25 Λ2S∗ ⊕ Λ3Q⊕O(1)⊕2 66 96 −84 1 (c5), VIII unknown
26∗ G(3, 8) (Sym2S∗)⊕2 384 0 0 9
27∗ Sym2S∗ ⊕ (Λ2S∗)⊕2 176 128 −64 2
28 (Λ2S∗)⊕4 92 104 −64 1 unknown
29∗ Λ3Q⊕O(1)⊕2 102 108 −84 2 (c7)
30∗ G(4, 8) Sym2S∗ ⊕O(1)⊕3 256 256 −256 2 (d1)
31∗ (Λ2S∗)⊕2 ⊕O(2) 48 96 −128 4
32∗ G(4, 9) Sym2S∗ ⊕ Λ2S∗ ⊕O(1) 384 192 −128 4 (d2)
33∗ G(5, 10) (Λ2S∗)⊕2 ⊕O(1)⊕2 120 180 −220 5 (d3)

Table 1.1: The list of globally generated homogeneous vector bundles whose zero loci give rise
to Calabi–Yau 3-folds. The numbers with ∗ correspond to Calabi–Yau 3-folds of second Betti
number greater than one.

Now we explain this table. The second column indicates the type of a Grassmannian. The
third column indicates a globally generated homogeneous vector bundle on Grassmannian whose
general section gives a Calabi–Yau 3-fold Y . We denoteH the restriction of the Schubert divisor
of the Grassmannian to Y . Then H3 is the degree of Y . We denote c2 and c3 the second and
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third Chern classes of Y , respectively. In particular c3 is the Euler number of Y . The column
h1,1 represents the (1, 1)-Hodge number of Y . The column Küchle indicates the corresponding
label in Küchle’s list of Fano 4-fold [Küc95, Theorem 3.1] with the splitting of vector bundle as
E = F ⊕O(d) where d ≥ 1. The last column indicates the corresponding number in electronic
database [vEvS] of Calabi–Yau operators which are calculated in subsequent chapters.

Remark 1.1.11. We impose the following conditions for G(k, n) and homogeneous vector bundle
E on it to avoid the obvious duplication in the table:

(i) Considering the duality G(k, n) ∼= G(n − k, n), the following two homogeneous vector
bundles correspond to each other under this isomorphism:

ΣλS∗ ⊗ ΣµQ⊗O(d) on G(k, n),
ΣλQ⊗ ΣµS∗ ⊗O(d) on G(n− k, n).

In this table we only list G(k, n) satisfying 2k ≤ n.

(ii) Let s be a global section of S∗ corresponding to φ ∈ V ∗. The zero locus of s on G(k, n)
coincides with

{[W ] ∈ G(k, n) | φ|W = 0},

then it is isomorphic to G(k, n− 1). Moreover the restriction of the homogeneous vector
bundle E on G(k, n) to this set is also the homogeneous vector bundle on G(k, n − 1).
Hence if E contains S∗ in its direct summand, i.e. E = E ′ ⊕ S∗, then the zero locus of a
general section of E on G(k, n) is the same as the zero locus of the induced section of E ′
on G(k, n−1). The same thing is true for the universal quotient bundle Q by the duality.
Hence we assume that E does not contain S∗ and Q in its direct summand.

(iii) Let s ∈ Γ(G(k + 1, 2k + 1),∧2S∗) be a global section corresponding to ω ∈ ∧2V ∗. We
choose s to be general, which means that the rank of ω is equal to 2k. Let us take v from
the kernel of ω. Then the zero locus of s is isomorphic to

{[W ] ∈ G(k, V/⟨v⟩) | ω|W = 0}

where ω is an element of ∧2(V/⟨v⟩)∗ induced from ω. Moreover the restriction of the
homogeneous vector bundle on G(k + 1, 2k + 1) to G(k, V/⟨v⟩) is also homogeneous. By
the duality, we can also assume that E does not contain ∧2Q in its direct summand for
the case of G(k, 2k + 1).

(iv) Let E be a globally generated homogeneous vector bundle on G(k, 2k) which contains
∧2S∗ or ∧2Q in its direct summand. Using the duality (i), we assume that E contains
∧2S∗ in its direct summand and denote it by E = E ′ ⊕ ∧2S∗. Then the zero locus of a
general section of E on G(k, 2k) is same as the zero locus of a general section of E ′|IG(k,2k)

on IG(k, 2k). Since S∗ and Q are isomorphic on IG(k, 2k), it is enough to consider
homogeneous vector bundles E ′ which are direct sums of Schur modules of S∗.

11



1.1.3 Possibilities of irreducible summands

Let us decompose E into irreducible summands E =
⊕r

l=1Fl and consider Grassmannians
G(k, n) and homogeneous vector bundles E =

⊕r
l=1Fl which satisfy the following two condi-

tions:

k(n− k)−
r∑
l=1

rank(Fl) = 3, (1.4)

n−
r∑
l=1

c1(Fl) = 0, (1.5)

where rank(Fl) and c1(Fl) are given by the formulas (1.2) and (1.3).
First we restrict possible types of the irreducible summands of E . There exists the following

result:

Lemma 1.1.12. Suppose G(k, n) and E =
⊕r

l=1Fl satisfy the conditions (1.4) and (1.5). Then
for any l, either Fl = ΣλS∗ ⊗O(d) or Fl = ΣµQ⊗O(e) holds.

Proof. Suppose ΣλS∗ ⊗ΣµQ⊗O(d) is a direct summand of E such that both λ and µ are not
zero. Since rank(ΣλS∗) ≥ k and rank(ΣµQ) ≥ n − k, the rank of E is not less than k(n − k).
This contradicts the assumption (1.4). 2

Lemma 1.1.13. Let G(k, n) satisfy 2k + 1 < n. Take E = ∧2Q and a general global section
s ∈ Γ(G(k, n), E). Then the zero locus of s is empty. The same thing is true for E = Sym2Q
and 2k + 1 ≤ n.

Proof. By using the duality G(k, n) ∼= G(n− k, n), it is enough to consider the zero locus of a
general section s of ∧2S∗ on G(n − k, n). Take ω ∈ ∧2V ∗ corresponding to s. Then the zero
locus of s coincides with

{[W ] ∈ G(n− k, n) | ω|W = 0}.

But the dimensions of isotropic subspaces of V are at most
n

2
(if n is even)

n+ 1

2
(if n is odd)

for general ω. Then the zero locus of s is empty from the assumption. 2

Remark 1.1.14. There exist infinitely many solutions of (1.4) and (1.5) if we do not care whether
the zero locus is empty or not. For example,

E = ∧2Q⊕O(1)⊕k−4 ⊕O(5) on G(k, 3k)

gives solution of (1.4) and (1.5) for each k ≥ 4.
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Using these results and Remark 1.1.11, we only consider the following homogeneous vector
bundles as irreducible summands of E :

ΣλS∗ ⊗O(d) except for O and S∗. (1.6)

ΣµQ⊗O(e)

{
except for O,Q,∧2Q, and Sym2Q if n ≥ 2k + 1

except for O and Q if n = 2k.
(1.7)

Next we show the following result:

Lemma 1.1.15. Let us fix the Grassmannian G(k, n). Then the numbers of globally generated
homogeneous vector bundles E satisfying (1.4) and (1.5) are finite.

Proof. Let E be a homogeneous vector bundle satisfying (1.4) and (1.5). Then the irreducible
summands of E are of the forms in the (1.6) or (1.7). It is enough to show that the values λ1,
d, µ1, and e of the irreducible summands of E are bounded from above.

First we prove that there exists an upper bound of λ1. From (1.2), we have

rank(ΣλS∗ ⊗O(d)) ≥ k − 1 + λ1
k − 1

.

Since E satisfies (1.4), the rank of the irreducible summands must be lower than k(n− k)− 3.
Then we have

k − 1 + λ1
k − 1

≤ k(n− k)− 3.

Since we have fixed k and n, this inequality implies that λ1 is bounded from above. Similarly
we can also prove that µ1 is bounded from above.

Next we show that there exist upper bounds of d and e. We assume that ΣλS∗ ⊗ O(d) is
an irreducible summand of E . Taking the first Chern class, we have

c1(Σ
λS∗ ⊗O(d)) = rank(ΣλS∗)d+ c1(Σ

λS∗) ≤ n.

This inequality implies

d ≤ n− c1(ΣλS∗)

rank(ΣλS∗)
,

where the right hand side only depends on k, n, and λ. Since the choices of λ are finite and
k, n are fixed, the possible values of d is also finite. The same thing is true for e. 2

Using this result, it is enough to prove that the possibilities of the k and n which have a
non-trivial solution of the equations (1.4) and (1.5) are finite.

1.1.4 The cases E =
⊕

l Σ
λlS∗ ⊗O(dl) or

⊕
l Σ

µlQ⊗O(el)
Let E be a globally generated homogeneous vector bundle on G(k, n) which satisfies the condi-
tions (1.4) and (1.5). In this subsection we assume that E has the one of the following forms:

E =
r⊕
l=1

ΣλlS∗(dl) or
r⊕
l=1

ΣµlQ(el), (1.8)
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where we use the notation F(d) := F ⊗ O(d) for a vector bundle F . Using the duality
G(k, n) ∼= G(n−k, n), we consider E =

⊕r
l=1Σ

λlS∗(dl) on G(k, n). Note that we do not impose
the condition 2k ≤ n in this subsection. First we prove the following result:

Lemma 1.1.16. If there exists a globally generated homogeneous vector bundle E =
⊕r

l=1Σ
λlS∗(dl)

on G(k, n) satisfying the equations (1.4) and (1.5), the inequality

n ≤ 2k +
6

k

holds.

Proof. Suppose E =
⊕r

l=1Σ
λlS∗(dl) =

⊕r
l=1Fl satisfies the equations (1.4) and (1.5). Sub-

tracting (1.4) from k times of (1.5), we obtain

k2 + 3 =
r∑
l=1

(kc1(Fl)− rank(Fl))

=
r∑
l=1

rank(Fl)(|λl|+ kdl − 1).

Since |λl|+ kdl − 1 ≥ 1 for each l, we have

k2 + 3 ≥
r∑
l=1

rank(Fl) = k(n− k)− 3,

where the last equality follows from the assumption that E satisfies (1.4). The claimed result
follows from this inequality. 2

Lemma 1.1.17. Suppose k ≥ 7. Let F = ΣλS∗(d) be an irreducible globally generated homo-
geneous vector bundle on G(k, n) satisfying

c1(F) ≤ 2k. (1.9)

Then F is contained in the followings:

O(i) (1 ≤ i ≤ 2k), S∗(1), ∧2S∗, Sym2S∗, ∧k−1S∗, ∧k−1S∗(1). (1.10)

Proof. We find all irreducible globally generated homogeneous vector bundles ΣλS∗(d) which
satisfy c1(Σ

λS∗(d)) ≤ 2k. Let l(λ) := max{i | λi ̸= 0} be the length of the partition λ.
Suppose 2 ≤ l(λ) ≤ k − 2 and |λ| ≥ 5. Since

c1(Σ
λS∗(d)) ≥ k(k − 1)

2

5

k
=

5

2
(k − 1),

c1(Σ
λS∗(d)) is greater than 2k for k ≥ 7. We can check that only ∧2S∗ satisfy the condition

among the remaining cases ∧4S∗(d),Σ(2,1,1)S∗(d),Σ(3,1)S∗(d),Σ(2,2)S∗(d),∧3S∗(d),Σ(2,1)S∗(d),
and ∧2S∗(d) in the ranges |λ| ≤ 4.
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Suppose l(λ) = 1, i.e. ΣλS∗(d) has the forms SymbS∗(d) for some b ≥ 1. Since

c1(Sym
bS∗(d)) =

(
b+ k − 1

k − 1

)
b+ kd

k

is monotonously increase with respect to d and b, we see that the solutions of c1 ≤ 2k are S∗(1)
and Sym2S∗.

Suppose l(λ) = k − 1 and λ ̸= (1, . . . , 1, 0). From the formula (1.2), there exists µ =
(2, . . . , 2, 1, . . . , 1, 0) satisfying

rank(ΣλS∗(d)) ≥ rank(ΣµS∗) = (k − i)
(
k + 1

i

)
,

where i = #{j | µj = 2} ̸= 0. We can estimate

(k − i)
(
k + 1

i

)
≥

k
2 − 1 (i = 1)
(k + 1)k

2
(2 ≤ i ≤ k − 1)

for each value i. Summarizing the result, we have

c1(Σ
λS∗(d)) ≥ (k + 1)k

2
,

and this inequality shows that ΣλS∗(d) does not satisfies the condition. We can check that
∧k−1S∗ and ∧k−1S∗(1) only satisfy the condition among the remaining cases ∧k−1S∗(d). 2

Lemma 1.1.18. Suppose k ≥ 7. Then there does not exist globally generated homogeneous
vector bundle of the form E =

⊕r
l=1 Σ

λlS∗(dl) which satisfies (1.4) and (1.5).

Proof. Suppose E =
⊕r

l=1Σ
λlS∗(dl) satisfies (1.4) and (1.5). Using Lemma 1.1.16, the ir-

reducible summands of E satisfy the inequality (1.9). Then E is a direct sum of the vector
bundles in (1.10). We collect the rank and first Chern class of these vector bundles as follows:

F O(i) S∗(1) ∧2S∗ Sym2S∗ ∧k−1S∗ ∧k−1S∗(1)

rank(F) 1 k k(k−1)
2

(k+1)k
2

k k
c1(F) i k + 1 k − 1 k + 1 k − 1 2k − 1

We divide the following two cases:

(i) The case E contains ∧2S∗ or Sym2S∗ in its direct summand. By Lemma 1.1.13,
it is enough to consider the cases n = 2k or 2k − 1.

Suppose n = 2k. It is easy to check that E does not contain both ∧2S∗ and Sym2S∗. Since
c1(E) = 2k, we can estimate the rank of E by

rank(E) ≤ k2 − k + 2.
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However this inequality is contradict to rank(E) = k2 − 3 for k ≥ 7.
Suppose n = 2k − 1. From Lemma 1.1.13, the homogeneous vector bundle E does not

contain Sym2S∗. Since c1(E) = 2k − 1, E coincides with one of the followings:

(∧2S∗)⊕2 ⊕O(1), ∧2S∗ ⊕ ∧k−1S∗ ⊕O(1), ∧2S∗ ⊕
⊕
1≤l≤r

O(dl) (d1 + · · ·+ dr = k).

The rank of the second and third cases are bounded from above by k2/2 + k/2 + 1, and this
contradict to rank(E) = k2 − k − 3. The rank of the first case is k2 − k + 1, and this does not
give the solution for any k ≥ 7.

(ii) The case E does not contain ∧2S∗ and Sym2S∗ in its direct summand. We have
upper bounds of the rank of E

rank(E) ≤

{
n+ 2 (2k − 2 ≤ n ≤ 2k)

n+ 1 (k + 2 ≤ n ≤ 2k − 3)

from the condition c1(E) = n. We can check that both cases are less than k(n − k) − 3 for
k ≥ 7. 2

We have the following result:

Proposition 1.1.19. Let E be a globally generated homogeneous vector bundle on G(k, n)
satisfying (1.4), (1.5). If E has the form (1.8), then E is contained in the following list:

G(2, 4) O(4)
G(2, 5) O(1)⊕O(2)⊕2, O(1)⊕2 ⊕O(2), S∗(1)⊕O(2), ∧2Q(1)
G(2, 6) O(1)⊕4 ⊕O(2), S∗(1)⊕O(1)⊕3, Sym2S∗ ⊕O(1)⊕O(2),

S∗(1)⊕ Sym2S∗, Q(1)⊕O(1), ∧3Q⊕O(3)
G(2, 7) O(1)⊕7, Sym2S∗ ⊕O(1)⊕4, (Sym2S∗)⊕2 ⊕O(1), ∧4Q⊕O(1)⊕O(2)
G(2, 8) ∧5Q⊕O(1)⊕3

G(3, 6) O(1)⊕6, ∧2S∗ ⊕O(1)⊕2 ⊕O(2), S∗(1)⊕ ∧2S∗
G(3, 7) Sym2S∗ ⊕O(1)⊕3, (∧2S∗)⊕2 ⊕O(1)⊕3, (∧3Q)⊕2 ⊕O(1)
G(3, 8) (Sym2S∗)⊕2, Sym2S∗ ⊕ (∧2S∗)⊕2, (∧2S∗)⊕4, ∧3Q⊕O(1)⊕2

G(4, 8) Sym2S∗ ⊕O(1)⊕3, (∧2S∗)⊕2 ⊕O(2)
G(4, 9) Sym2S∗ ⊕ ∧2S∗ ⊕O(1)
G(5, 10) (∧2S∗)⊕2 ⊕O(1)⊕2

Proof. Combining Lemma 1.1.16 and Lemma 1.1.18, it is sufficient to consider the equations
(1.4) and (1.5) for the following Grassmannians:

G(2, n) (4 ≤ n ≤ 7), G(3, n) (5 ≤ n ≤ 8), G(4, n) (6 ≤ n ≤ 9),

G(5, n) (7 ≤ n ≤ 11), G(6, n) (8 ≤ n ≤ 13).

Since the possible types of the vector bundles ΣλS∗(d) are finite by Lemma 1.1.15, we can
enumerate all solutions of (1.4) and (1.5). 2
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1.1.5 Other cases of E
As for the other cases, it is enough to consider the vector bundles which contain the vector
bundle of the form

ΣλS∗(d)⊕ ΣµQ(e) (1.11)

where both λ and µ are not zero. Since the rank and first Chern class of ΣλS∗(d) coincide with
those of ΣλQ(d) when n = 2k, it is sufficient to consider the cases 2k + 1 ≤ n. The following
result enables us to reduce the ranges of k and n solving the equations (1.4) and (1.5):

Lemma 1.1.20. We assume that k ≥ 7 or n − k ≥ 7 holds. Then there does not exist
homogeneous vector bundle which contains (1.11) in its irreducible summand and satisfying
(1.4) and (1.5).

Proof. We fix k and n satisfying

n− k ≥ 7 and 2k + 1 ≤ n.

Using n − k ≥ 7 and Lemma 1.1.17, the Schur module of Q in (1.11) must be one of the
followings:

F Q(1) ∧n−k−1Q ∧n−k−1Q(1)
rank(F) n− k n− k n− k
c1(F) n− k + 1 n− k − 1 2n− 2k − 1

Note that we do not contain ∧2Q and Sym2Q in the table since 2k + 1 ≤ n.
Let VQ be a vector bundle in this table. Then we can estimate

n− c1(VQ) ≤ k + 1.

It is sufficient to consider the vector bundles V which contain the non-trivial Schur module of
S∗ in its direct summand and VQ⊕V satisfies the equations (1.4) and (1.5). Since c1(V) ≤ k+1,
it is sufficient to find the irreducible homogeneous vector bundles which satisfy c1(F) ≤ k + 1.
We do this analysis for each value of k.

The case k = 2. Homogeneous vector bundles, which are Schur modules of S∗, have the
following form:

SymaS∗(b) (a, b ≥ 0).

Then
O(i) (1 ≤ i ≤ 3), S∗(1), Sym2S∗ (1.12)

are all irreducible globally generated homogeneous vector bundles, which satisfy c1(F) ≤ 3.
Let V be a direct sum of the vector bundles (1.12) which satisfies c1(V) ≤ 3. It is obvious that

rank(V) ≤ 3,

so rank(VQ ⊕ V) ≤ n + 1. This means that VQ ⊕ V does not satisfy the equation (1.4). Then
there do not exist solutions of (1.4) and (1.5) under the claimed setting.

Similarly we study the case k = 3.
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The case k = 3. Irreducible globally generated homogeneous vector bundles which satisfy
c1 ≤ 4 are

O(i) (1 ≤ i ≤ 4), S∗(1), Sym2S∗, ∧2S∗.

Then we can estimate the rank of V by rank(V) ≤ 6. Since we assume n ≥ 10, the inequalities

3(n− 3)− 3− rank(VQ ⊕ V) ≥ 2n− 15 > 0

show that there do not exist homogeneous vector bundles with the claimed properties.

The case k ≥ 4 (resp. k ≥ 5). Similarly we can enumerate irreducible globally generated
homogeneous vector bundles which satisfy c1 ≤ 5 (resp. c1 ≤ 6), and we can check that there
do not exist solutions E = VQ ⊕ V of (1.4) and (1.5).

The case k ≥ 6. We find all irreducible globally generated homogeneous vector bundles
ΣλS∗(d) which satisfy c1(Σ

λS∗(d)) ≤ k + 1. Similar to Lemma 1.1.17, we can check that the
irreducible globally generated homogeneous vector bundles whose first Chern classes are not
greater than k + 1 are contained in the following table:

F O(i) S∗(1) Sym2S∗ ∧2S∗ ∧k−1S∗ ∧n−k−1Q
rank(F) 1 k k(k+1)

2
k(k−1)

2
k n− k

c1(F) i k + 1 k + 1 k − 1 k − 1 n− k − 1

We remark that ∧n−k−1Q is occurred only if n = 2k + 1 or n = 2k + 2.

Let V be a direct sum of these vector bundles with c1(V) ≤ k + 1. We have the estimate

rank(V) ≤ k(k + 1)

2
.

Therefore, we have

k(n− k)− 3− rank(VQ ⊕ V) = (k − 1)(n− k)− 3− rank(V)

≥ 1

2
k(k − 1)− 4,

which means that there do not exist homogeneous vector bundles with the claimed properties.
2

Proposition 1.1.21. Let E be a globally generated homogeneous vector bundle on G(k, n) which
contains a vector bundle of the form (1.11) in its direct summand. Then G(k, n) and E are one
of the followings:

G(2, 7) S∗(1)⊕ ∧4Q
G(2, 8) Sym2S∗ ⊕ ∧5Q
G(3, 7) ∧2S∗ ⊕ ∧3Q⊕O(1)⊕2
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Proof. By using Lemma 1.1.20, we only need to consider the equations (1.4) and (1.5) for the
following range of k and n:

{(k, n) | 2 ≤ k ≤ 5, 2k + 1 ≤ n ≤ k + 6}. (1.13)

We can find all solutions of (1.4) and (1.5) in the range (1.13) by Lemma 1.1.15. 2

1.2 Calculations of the topological invariants

Let us take G(k, n) and E which are contained in Table 1.1. Taking a general global section
s ∈ Γ(G(k, n), E), we consider the zero locus of s, which we denote by Zs. Due to Theorem
1.1.7, it is a smooth Calabi–Yau 3-fold if it is not empty set. We determine that Zs is not empty
set for in Table 1.1 by calculating the cohomology group H0(Zs,OZs). Moreover we determine
Hodge numbers of Zs and some topological invariants (H3, c2.H, e(Zs)) by the standard way
(see [Küc95, Section 4]).

1.2.1 Koszul resolutions

Let is : E∗ → OG(k,n) be a morphism determined by the global section of E . The structure sheaf
OZs has the following locally free resolution

0→ ∧rank(E)E∗ → · · · → ∧2E∗ → E∗ → OG(k,n) → OZs → 0 (1.14)

for general s. There exists the spectral sequence

E−q,p
1 = Hp(G(k, n),∧qE∗)⇒ Hp−q(Zs,OZs) (1.15)

associate with the exact sequence (1.14). Since the E1-terms of this spectral sequence consists
of the cohomology group of homogeneous vector bundles on G(k, n), we can calculate it by using
the Bott–Borel–Weil theorem. This enable us to calculate the cohomology groups H i(Zs,OZs)
(0 ≤ i ≤ 3). We have checked the following results:

H0(Zs,OZs) = H3(Zs,OZs) = C, H1(Zs,OZs) = H2(Zs,OZs) = 0 (except for No. 26, 30),

H0(Zs,OZs) = H3(Zs,OZs) = C2, H1(Zs,OZs) = H2(Zs,OZs) = 0 (No. 30),

H0(Zs,OZs) = H3(Zs,OZs) = C, H1(Zs,OZs) = H2(Zs,OZs) = C3 (No. 26).

These results imply that the zero loci Zs are not empty set. In particular, except for No. 26
and 30, the zero loci Zs are Calabi–Yau 3-folds in the strict sense.

Next we calculate the Hodge numbers h1,i(Zs) = dimH i(Zs,Ω
1
Zs
) (i = 1, 2). In particular,

we determine h1,1(Zs) which is the rank of the Picard group of Zs except for No. 26. We
consider the conormal sequence

0→ E∗|Zs → Ω1
G(k,n)|Zs → Ω1

Zs
→ 0. (1.16)
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where we use N∗
Zs/G(k,n) = E∗ since Zs is the zero locus of a general section of the vector bundle

E . Using the long exact sequence associate with the short exact sequence

· · · → H i(Zs, E∗|Zs)→ H i(Zs,Ω
1
G(k,n)|Zs)→ H i(Zs,Ω

1
Zs
)→ H i+1(Zs, E∗|Zs)→ · · · , (1.17)

it is enough to calculate the cohomology groups H i(Zs, E∗|Zs) and H i(Zs,Ω
1
G(k,n)|Zs). Since

H i(Zs, E∗|Zs) = H i(G(k, n), E∗) is a cohomology group of homogeneous vector bundle on
G(k, n), we can calculate it by the Bott–Borel–Weil theorem. To calculate H i(Zs,Ω

1
G(k,n)),

we consider an exact sequence which is obtained by taking ⊗Ω1
G(k,n) to the Koszul resolution

(1.14). Then we have a spectral sequence

E−q,p
1 = Hp(G(k, n),∧qE∗ ⊗ Ω1

G(k,n))⇒ Hp−q(Zs,Ω
1
G(k,n)|Zs). (1.18)

The E1-terms are also cohomology groups of the homogeneous vector bundles on G(k, n), so
we can calculate them.

Example 1.2.1. Here we give the concrete example of the calculation of the cohomology groups
described above. We take No. 5 for example, i.e. E = ∧2Q(1) on G(2, 5). The exterior products
of E∗ are calculated as follows:

E∗ = Q(−2), ∧2E∗ = ∧2Q(−4), ∧3E∗ = OG(2,5)(−5).

The followings are the only nontrivial cohomologies among these sheaves:

H0(G(2, 5),OG(2,5)) = C, H6(G(2, 5),∧3E∗) = C.

Then the spectral sequence (1.15) is E1-degenerate and we can check that the cohomology
groups H i(Zs,OZs) are determined as described above. Similarly the locally free resolution of
Ω1
G(2,5)|Zs can be obtained by tensoring (1.14) with Ω1

G(2,5) = S ⊗Q∗ (see [Wey03]),

0→ S∗ ⊗ ∧2Q(−7)→ S∗ ⊗ Σ(2,2)Q(−6)⊕ S∗ ⊗Q(−5)→
S∗ ⊗ Σ(2,1)Q(−4)⊕ S∗(−3)→ S∗ ⊗ ∧2Q(−2)→ Ω1

G(2,5)|Zs → 0,

and the only non-trivial cohomologies of the sheaves in the resolution are

H1(G(2, 5),S∗ ⊗ ∧2Q(−2)) = V0, H3(G(2, 5),S∗ ⊗ Σ(2,1)Q(−4)) = V0,

H5(G(2, 5),S∗ ⊗Q(−5)) = V0, H6(G(2, 5),S∗ ⊗ ∧2Q(−7)) = Vω1+ω4 ,

where ωi is the i-th fundamental weight and Vα is the highest weight representation of SL(5,C)
with highest weight α. Then the spectral sequence (1.18) is also E1-degenerate, and

dimH i(Zs,Ω
1
G(2,5)|Zs) =


0 (i = 0)

1 (i = 1, 2)

25 (i = 3)
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holds. Similarly we obtain

dimH i(Zs, E∗|Zs) =

{
0 (i ̸= 3)

75 (i = 3).

Substituting these results into the exact sequence (1.17), we can check that

dimH1(Zs,Ω
1
Zs
) = 1, dimH2(Zs,Ω

1
Zs
) = 51

hold.

Remark 1.2.2. There exist some Calabi–Yau 3-folds in Table 1.1 which can not be determined
its Hodge numbers by this calculation. However the other description of Calabi–Yau 3-folds in
[IIM1] helps to determine them. For example, we can not determine the Hodge numbers of No.
26 by this method. It is isomorphic to the abelian 3-fold by Reid in [Rei72], so it is well-known
the Hodge numbers of it.

1.2.2 Calculations by using characteristic classes

In this subsection we calculate the topological invariants

H3, c2.H, e,

where H is the restriction of the Schubert divisor on G(k, n) to Zs, c2 = c2(Zs) is the second
Chern class of Zs and e = e(Zs) is the Euler number of Zs. These invariants are especially
important for describing the diffeomorphism classes of Calabi–Yau 3-folds (see [Wal66]). Using
the normal bundle sequence

0→ T 1
Zs
→ T 1

G(k,n) → E → 0,

we have c(Zs) = c(G(k, n))/c(E) where c(Zs) = c(T 1
Zs
) and c(G(k, n)) = c(T 1

G(k,n)) are total
Chern classes of these manifolds. Then we can represent the Chern classes of Zs by the re-
striction of the cohomology classes on G(k, n). Since the fundamental class of Zs is ctop(E), the
above invariants are given by the integrals on G(k, n), e.g.

e =

∫
Zs

c3(Zs) =

∫
G(k,n)

c3(Zs)ctop(E).

We can calculate these integrals on G(k, n) by using Schubert calculus.

Example 1.2.3. We continue Example 1.2.1. The top Chern class of E and the total Chern
class of Zs are given by

c3(E) = 10σ(2,1) + 5σ(3,0),

c(Zs) = 1 + (2σ(2,0) + 4σ(1,1))|Zs − 10σ(2,1)|Zs ,
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respectively. Then the topological invariants of Zs are expressed by the integrals

H3 =

∫
G(2,5)

σ3
(1,0)(10σ(2,1) + 5σ(3,0)),

c2.H =

∫
G(2,5)

(2σ(2,0) + 4σ(1,1))σ(1,0)(10σ(2,1) + 5σ(3,0)),

e =

∫
G(2,5)

(−10σ(2,1))(10σ(2,1) + 5σ(3,0)),

and thus we have obtained the numbers in Table 1.1.

In Appendix D, we present another approach to determine these topological invariants from
the so-called conifold period of the mirror family.
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Chapter 2

Computing I-functions of Calabi–Yau
3-folds I

In this chapter, we calculate the twisted J-function of the Calabi–Yau 3-folds with second Betti
number one in Table 1.1 which have the property that the abelian/nonabelian correspondence
are applicable to it.

2.1 J-functions of Calabi–Yau 3-folds with second Betti

number one

Let Y be a Calabi–Yau 3-fold with second Betti number one. Let H be the ample generator
of the Picard group of Y . Let deg(Y ) =

∫
Y
H3 be the degree of Y . Let Heven(Y,C) be an even

part of the cohomology group of Y . Let us take

1, H, C = H2/ deg(Y ), p = H3/ deg(Y ), (2.1)

which form a basis of Heven(Y,C). Let ∗ be a small quantum product on Heven(Y,C). It is
determined by the following products:

H ∗ 1 = H,

H ∗H = K(q)C,

H ∗ C = p,

H ∗ p = 0,

where K(q) = deg(Y ) +
∑

d≥1 d
3Nde

dτQd and Nd = ⟨ ⟩0,0,d are the Gromov–Witten invariants
of Y . Let ∇z be the quantum connection. Then the connection matrix of ∇z with respect to
the basis (2.1) is 

0 0 0 0
1 0 0 0
0 K(q) 0 0
0 0 1 0

 .
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Let JY (τ, z) be the small J-function of Y . It is well-known that JY (τ, z) satisfies

d2

dτ 2
1

K(q)

d2

dτ 2
JY (τ, z) = 0 (2.2)

by using the relation between JY (τ, z) and the quantum differential systems.

In this thesis, we calculate the I-functions of Y by several methods. Roughly speaking, it
has the form

IY (t, z) = w0(t)z + w1(t)H + w2(t)H
2z−1 + w3(t)H

3z−2

and satisfy

JY (τ, z) =
IY (t, z)

w0(t)

where τ = w1(t)/w0(t). It is known that IY coincides with period integrals of mirror Calabi–Yau
manifold Y ∗ for many examples. Below we calculate so-called Picard–Fuchs operator

P = a4(x)θ
4 + a3(x)θ

3 + a2(x)θ
2 + a1(x)θ + a0(x) (ai(x) ∈ Q[x]), (2.3)

which annihilates IY , where x = et and θ = x d
dx
. The quantum differential operator (2.2) and

the Picard–Fuchs operator (2.3) are related by the change of coordinate τ = w1(t)/w0(t), which
is the so-called mirror map.

In Chapter 2 and Chapter 3, we prove the following result:

Main result 2.1.1. We calculate I-functions of Calabi–Yau 3-folds with second Betti number
one in Table 1.1 except for No. 18. For a Calabi–Yau 3-fold of No. 18, we give a conjectural
I-function which is correct if the abelian/nonabelian correspondence holds for determinantal
nets of conics. We also calculate Picard–Fuchs operators which annihilate these I-functions.

In Appendix C, we list the resulting Picard–Fuchs operators for the I-functions of Main
result 2.1.1.

2.2 The abelian/nonabelian correspondence for vector

bundles on Grassmannians

In this section, we apply the abelian/nonabelian correspondence to homogeneous vector bun-
dles on Grassmannians. We summarize results of the abelian/nonabelian correspondence in
Appendix A.

In this section we give G(k, n) by geometric invariant theory quotient V//χG with V =
Matk×n(C), G = GL(k,C), and χ(g) = det(g) (g ∈ G).

Definition 2.2.1. Let ρ : G→ GL(E) be a rational representation of G on C-vector space E.
This determines a vector bundle on G(k, n) by

E = V s
χ(G)×G E.

We say that E is induced from the representation of G.
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Example 2.2.2. Let S be the universal sub-bundle on G(k, n). We take the fundamental
representation E0 of G. The map

(M, v) 7→ tvM (M ∈ V s
χ(G), v ∈ E0)

defines the isomorphism E0 ∼= S of vector bundles.

It is well-known that any irreducible rational representation of GL(k,C) is given by

ΣλE0 ⊗ (detE0)
d

for some λ = (λ1, λ2, . . . , λk) (λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0) and d ∈ Z. The dual S∗ of the universal
sub-bundle S is induced by the anti-fundamental representation of G. We can represent vector
bundles which are induced from irreducible representation of G by ΣλS∗(d) for some λ and d.
The abelian/nonabelian correspondence is applicable to the twisted I-functions with globally
generated homogeneous vector bundles of the form

E =
r⊕
l=1

ΣλlS∗, (2.4)

where λl = (λl,1, λl,2, . . . , λl,k) for l = 1, 2, . . . , r. Now let us collect necessary data for our
calculations of I-functions.

(i) (Abelian quotients) Let T = (C∗)k be a maximal torus of G consisting of diagonal
matrices. Then V//χT

T = Pn−1 × · · · × Pn−1︸ ︷︷ ︸
k

.

(ii) (A lift of the cohomology classes) Let σ be the Schubert class in H∗(G(k, n),C). We
fix the lift of σ by Schur polynomial of H1, . . . , Hk which is described in Example A.1.6.

(iii) (The fundamental Weyl anti-invariant class) Let W = Sk be the Weyl group of
(G, T ). The fundamental anti-invariant class ω 1 is given by

∏
1≤i<j≤k(Hi − Hj) where Hi is

the pullback of the hyperplane class of the i-th factor.

(iv) (Restrictions of the coordinate) Let H be the Schubert divisor of G(k, n). The
Weyl invariant lift of H is H1 + · · · + Hk. We have an isomorphism π∗ : H2(V//χG,C) ∼=
H2(V//χT

T,C)W , which maps tH ∈ H2(V//χG,C) to t(H1 + · · ·+Hk) ∈ H2(V//χT
T,C)W .

(v) (Novikov rings) We have an isomorphism NE(V//χT
T ) ∼= (Z≥0)

k by C 7→ (C.H1, . . . , C.Hk).
Then the Novikov ring of V//χT

T is isomorphic to C[[Q1, . . . , Qk]]. Similarly we have ΛV//χG =
C[[Q]] for the Novikov ring of V//χG. The homomorphism ΛV//χT

T → ΛV//χG is determined by

Qi 7→ (−1)k−1Q.

1For simplicity of calculation, We choose different ω as described in Appendix A.1.2.
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(vi) (Decompositions of vector bundles) The irreducible vector bundle EG = ΣλS∗ on
V//χG decomposes into a direct sum of line bundles ET determined by weights of the irreducible

representation of G. For example if EG = S∗, then ET =
⊕k

i=1O(0, . . . , 0,
i

1̌, 0, . . . , 0).

With the above data, we can apply the abelian/nonabelian correspondence to the vector
bundle of the form (2.4) over G(k, n). Also for vector bundles of the form

E =
r⊕
i=1

ΣµiQ, (2.5)

i.e. those constructed by universal quotient bundle Q, we can use the duality G(k, n) ∼= G(n−
k, n) to reduce (2.5) to the case (2.4) above.

Using either the representation (2.4) or (2.5), we can calculate the twisted I-functions for
the Calabi–Yau 3-folds which are contained in Proposition 1.1.19.

Note that we can not apply the abelian/nonabelian correspondence to the following three
cases

S∗(1)⊕ ∧4Q, Sym2S∗ ⊕ ∧5Q, ∧2S∗ ⊕ ∧3Q⊕O(1)⊕2

in this form.
For the first case, we use the following result:

Proposition 2.2.3 ([IIM1]). Let Y ⊂ G(2, 7) be the zero locus of a general section of S∗(1)⊕
∧4Q. Then Z is a flat degeneration of Calabi–Yau 3-folds Y ′ which are the zero locus of a
general section of O(1)⊕7 on G(2, 7).

Due to the invariance of Gromov–Witten invariants under the deformation, it is enough to calcu-
late the twisted J-function of E = O(1)⊕7 onG(2, 7), which is handled by the abelian/nonabelian
correspondence for G(2, 7).

We deal with the second case in Section 2.3 and the third case in Section 3.2.

For the Calabi–Yau 3-folds of second Betti number one in Proposition 1.1.19, it is straight-
forward to determine their I-functions. Since there is no difference in the calculations, we only
present the details for a selected example.

Example 2.2.4. Consider a Calabi–Yau 3-fold Y of type No. 7 in Table 1.1. It is given by
the zero locus of a general section of EG = S∗(1) ⊕ O(1)⊕3 on V//χG = G(2, 6). It is proved
in [IIM1, Lemma 4.3] that Y is isomorphic to a linear section of the Schubert variety Σ in
Cayley plane OP2. It is not easy to calculate the J-function of Y since the Schubert variety
Σ is singular. We can not apply quantum Lefschetz theorem to it (see Section 3.1). Then the
description of Y as a zero locus of a section of homogeneous vector bundle on Grassmannian is
better for the calculation of the I-function of Y .

Let T = (C∗)2 be a maximal torus of GL(2,C). Then the abelian quotient is V//χT
T =

P5 × P5. The decomposition of ET is given by ET = O(2, 1)⊕O(1, 2)⊕O(1, 1)⊕3. We fix a lift
of the Schubert classes σ ∈ H∗(G(2, 6),C) by the corresponding Schur polynomials of H1, H2

where Hi is the hyperplane class of i-th component.
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We introduce affine coordinates t1, t2 which correspond to the basesH1, H2 ∈ H∗(P5×P5,C).
The ET -twisted I-function is given by the following formula:

IET (t1, t2, z) = ze(t1H1+t2H2)/z
∑

d1,d2≥0

IET(d1,d2)Q
d1
1 Q

d2
2 q

d1
1 q

d2
2

where qi = eti and

IET(d1,d2) =

∏2d1+d2
m=1 (2H1 +H2 +mz)

∏d1+2d2
m=1 (H1 + 2H2 +mz)

∏d1+d2
m=1 (H1 +H2 +mz)3∏d1

m=1(H1 +mz)6
∏d2

m=1(H2 +mz)6
.

We also introduce an affine coordinate t on H2(G(2, 6),C) which correspond to the Schubert
divisor H. Using (A.11), we have

IEG(t, z) =
1

H1 −H2

zet(H1+H2)/z

∞∑
d=0

(−1)dQdqd
∑

d1+d2=d
d1,d2≥0

(H1 −H2 + z(d1 − d2))IET(d1,d2)

where q = et. We put Q = 1.
Next we expand IEG(t, z) with respect to z. We consider that IEG(t, z) takes value in

H∗(G(2, 6),C)/ann(e(EG)). Then we obtain IEG(t, z) = w0z + w1H +O(z−1) where

w0 = 1 + 7q + 199q2 + 8359q3 + · · · , (2.6)

w1 = tw0 + 21q +
1431

2
q2 +

64373

2
q3 + · · · . (2.7)

We look for a differential operator of fourth order which annihilates IEG . We consider a
general differential operator with polynomial coefficients of degree at most d,

P =
4∑
i=0

pi(q)θ
i, pi(q) =

d∑
j=0

ai,jq
j,

where ai,j are unknown constants and θ = q d
dq
. Applying P to w0, we obtain many linear

equations {Lm(aij)} of aij from the coefficients of qm (m = 0, 1, . . . ). Since we can calculate
w0 for arbitrary degree, we can find the differential operator P which annihilates w0. We find
a same differential operator in [Miu13, Proposition 5.5].

We do the same calculations for each Calabi–Yau 3-folds with second Betti number one in
Proposition 1.1.19. Then we have the following result:

Proposition 2.2.5. We calculate the Picard–Fuchs operators of the E-twisted I-functions where
E is contained in Proposition 1.1.19 and the zero locus of a general section of it defines a Calabi–
Yau 3-fold with second Betti number one. The concrete forms of the Picard–Fuchs operators
are in Appendix C.
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2.3 Conjectural abelian/nonabelian correspondence for

vector bundles on determinantal nets of conics

In this section we consider the E-twisted I-function for E = Sym2S∗ ⊕ ∧5Q on G(2, 8). As
explained above of Example 2.2.4, the abelian/nonabelian correspondence of Grassmannians
can not be applied to this vector bundle E of the present formulation. To circumvent the
situation, we use the fact that the zero locus of a general section of ∧5Q on G(2, 8) coincides
with determinantal nets of conics N , which is described by the geometric invariant theory
quotient. Moreover the restriction of Sym2S∗ to N is induced from the representation of the
group. If the abelian/nonabelian correspondence is valid for N , we can apply it for Sym2S∗|N
and obtain Sym2S∗|N -twisted I-function on N .

In this section, assuming that Conjecture A.2.4 is valid for N , we determine the Picard–
Fuchs operator corresponding to No. 18.

2.3.1 Constructions of the determinantal nets of conics

First we summarize the construction of the determinantal nets of conics in terms of the geo-
metric invariant theory quotient following [EPS87], [Tjø97].

Let F be a two-dimensional C-vector space and E be a three-dimensional C-vector space.
Let V = H0(P2,O(1)) be a C-vector space of linear polynomials on P2. Choosing a basis of F
and E, we identify Hom(F,E ⊗ V ) with an affine space of 3× 2 matrices having entries in V .
The group GL(3,C)×GL(2,C) acts on Hom(F,E ⊗ V ) by

(g, h) ·M = gMh−1

where (g, h) ∈ GL(3,C)×GL(2,C) and M ∈ Hom(F,E ⊗ V ). Let C∗ ∼= {(λI3, λI2) | λ ∈ C∗}
be the center of GL(3,C) × GL(2,C). Since C∗ acts on Hom(F,E ⊗ V ) trivially, the above
action induces the action of G := GL(3,C) × GL(2,C)/C∗ on Hom(F,E ⊗ V ). We define a
character χ : G→ C∗ by

[(g, h)] 7→ (det g)2(deg h)−3

where [(g, h)] is the equivalence class of (g, h). The geometric invariant theory quotient

N := Hom(F,E ⊗ V )//χG

is known to define a six-dimensional variety, which parametrizes two-dimensional linear sub-
systems of conics of determinantal type. Hence there exists a natural embedding

j : N ↪→ G(3, 6). (2.8)

Furthermore the following properties are known:

Proposition 2.3.1 ([EPS87]).

(i) Hom(F,E ⊗ V )ss = Hom(F,E ⊗ V )s.
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(ii) The action of G on Hom(F,E ⊗ V )s is fixed-point free.

In particular N is a smooth projective variety.

We construct vector bundles on N . Consider a fundamental representation E of GL(3,C),
a fundamental representation F of GL(2,C), and the following induced representations of G:

E ⊗ (detE)−1 ⊗ detF, (2.9)

F ⊗ (detE)−1 ⊗ detF. (2.10)

These define corresponding vector bundles EN and FN on N .
As is known in [Tjø97], we know EN = j∗SG(3,6) where SG(3,6) is the universal sub-bundle on

G(3, 6). As for FN , we have proved the following results in [IIM1, Proposition 6.1]:

Proposition 2.3.2 ([IIM1]). There exists an embedding i : N ↪→ G(2, 8) satisfying

i∗SG(2,8) = FN (2.11)

where SG(2,8) is the universal sub-bundle on G(2, 8) and the image i(N) is isomorphic to the
zero locus of a general section of ∧5Q on G(2, 8).

Identifying N and i(N), we have

Sym2S∗
G(2,8)|N = Sym2F∗

N ,

and use this for our computation of the I-function of No. 18 assuming the validly of the
abelian/nonabelian correspondence for the homogeneous vector bundle Sym2F∗

N on N .

2.3.2 Conjectural abelian/nonabelian correspondence

We give the necessary data to apply the abelian/nonabelian correspondence for determinantal
nets of conics.

(i) (Abelian quotients) Let T = (C∗)3 × (C∗)2/C∗ be a maximal torus of G and W =
N(T )/T ∼= S3×S2 be the Weyl group which acts on Hom(F,E ⊗ V ) by permutations of rows
and columns. The following fact follows from Proposition 2.3.1:

Lemma 2.3.3. Hom(F,E ⊗ V )ss(T ) = Hom(F,E ⊗ V )s(T ) for the action of T . Moreover
Hom(F,E ⊗ V )us := Hom(F,E ⊗ V ) \ Hom(F,E ⊗ V )s(T ) is given by

Hom(F,E ⊗ V )us =
∪
σ∈W

(
σ · C12(

0 0
∗ ∗
∗ ∗

) ∪ σ · C12(
0 ∗
0 ∗
∗ ∗

)
)

(2.12)

where C12(
0 0
∗ ∗
∗ ∗

) =
{(

0 0
ℓ1 ℓ2
ℓ3 ℓ4

) ∣∣∣ ℓ1, . . . , ℓ4 are linear polynomials on P2
}

is the affine subspace in

Hom(F,E ⊗ V ), and similarly for C12(
0 ∗
0 ∗
∗ ∗

). Below we put P := Hom(F,E ⊗ V )//χT
T for the

abelian quotient by T .

By Lemma 2.3.3, we can check that (Hom(F,E ⊗ V ), G, χ) satisfies Assumption A.1.3.

29



(ii) (A lift of the cohomology classes) We give the structure of the cohomology ring of
N and P. The cohomology ring H∗(N,Q) is generated by pi = ci(E∗N) (i = 1, 2, 3), qj = cj(F∗

N)
(j = 1, 2) and the relations of these generators are completely known. Note that we can take
a basis of H∗(N,Q) as

1, q1, q
2
1, q2, p2, q

3
1, q1q2, q1p2, q

4
1, q

2
2, q2p2, q1q

2
2, q

3
2 (2.13)

from [ES89, Theorem 6.9].
Since P is a smooth toric variety, we can describe combinatorially the cohomology ring

of P (cf. [Ful93]). We denote the Cox coordinates of P by zαij with ℓij =
∑2

α=0 z
α
ijxα whereℓ11 ℓ12

ℓ21 ℓ22
ℓ31 ℓ32

 in Hom(F,E ⊗ V ). Let Hij be the toric divisor of P defined by zαij = 0 for some α.

We have the following result from [Ful93, Section 5.2]:

Proposition 2.3.4. H∗(P,Z) is generated by Hij (1 ≤ i ≤ 3, 1 ≤ j ≤ 2) and presented by

H∗(P,Z) = Z[Hij | 1 ≤ i ≤ 3, 1 ≤ j ≤ 2]/(ILin + ISR)

where

ILin = (−H11 +H12 +H31 −H32,−H21 +H22 +H31 −H32),

ISR = (H3
11H

3
12, H

3
21H

3
22, H

3
31H

3
32, H

3
11H

3
21, H

3
11H

3
31, H

3
21H

3
31, H

3
12H

3
22, H

3
12H

3
32, H

3
22H

3
32)

are ideals in Z[Hij | 1 ≤ i ≤ 3, 1 ≤ j ≤ 2].

Note that the Weyl group W = S3×S2 acts on H
∗(P,C) by permutations of {Hij}1≤i≤3,1≤j≤2.

We define a Weyl invariant lift of the bases in (2.13) by

p̃ai q
b
j = p̃i

aq̃j
b ∈ H∗(P,C)W (2.14)

where p̃i = ci(E∗N,T ) (i = 1, 2, 3), q̃j = cj(F∗
N,T ) (j = 1, 2).

(iii) (The fundamental Weyl anti-invariant class) The fundamental Weyl anti-invariant
class ω is given by

ω =
∏
α∈Φ+

c1(Lα)

= (H11 −H21)(H11 −H31)(H21 −H31)(H12 −H11).

(iv) (Restrictions of the coordinate) Let p1 = c1(E∗N) be a generator of Pic(N). The lift
p̃1 is given by

c1(E∗N,T ) = H11 +H12 +H21 +H22 +H31 +H32, (2.15)

and this defines an isomorphism H2(N,C) ∼= H2(P,C)W by tp1 7→ t(H11 +H12 +H21 +H22 +
H31 +H32).
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(v) (Novikov rings) We describe the Novikov ring ΛP. Since P is a toric variety, it is known
that NE(P) is generated by the classes of the torus invariant curves (cf. [CLS11]). We identify a
numerical class of a curve with the intersection numbers with divisorsHij, i.e. C = (C.Hij) ∈ Z6.
Then we have the following description of NE(P):

NE(P) ∼= {d = (dij) ∈ Z6 | −d11 + d12 + d21 − d22 = 0, −d11 + d12 + d31 − d32 = 0,

d11 + d22 ≥ 0, d21 + d32 ≥ 0, d31 + d12 ≥ 0,

d11 + d22 + d31 ≥ 0, d12 + d21 + d32 ≥ 0}.

The Novikov ring of P is a completion of the semi-group ring C[NE(P)] by the valuation v(Qd) =∑
i,j dij.
Since N has b2 = 1, the Novikov ring of N is isomorphic to the formal power series ring

C[[Q]] generated by one variable Q. It is easy to see that the homomorphism of Novikov rings
is given by

Qd 7→ (−1)
∑

i,j dijQ
∑

i,j dij (d ∈ NE(P))

for Qd in the Novikov ring ΛP.

(vi) (Decompositions of vector bundles) We consider the representations of T given by
restricting (2.9) and (2.10). Let E∗N,T , F∗

N,T be the corresponding split vector bundles on P.
More precisely

E∗N,T = O(H11 +H22)⊕O(H21 +H32)⊕O(H31 +H12),

F∗
N,T = O(H11 +H22 +H31)⊕O(H12 +H21 +H32).

By using above data, we calculate Sym2F∗
N -twisted I-function. Note that Sym

2F∗
N,T is given

by
⊕3

i=1O(Di) where

D1 = 2H11 + 2H22 + 2H31,

D2 = H11 +H12 +H21 +H22 +H31 +H32,

D3 = 2H12 + 2H21 + 2H32.

Let τ ∈ H2(P,C). From [Giv98], Sym2F∗
N,T -twisted I-function is given by

ISym
2F∗

N,T (τ, z) = zeτ/z
∑

d∈NE(P)

∏
1≤i≤3,1≤j≤2

∏m=0
m=−∞(Hij +mz)3∏

1≤i≤3,1≤j≤2

∏m=dij
m=−∞(Hij +mz)3

D1.d∏
m=1

(D1 +mz)

D2.d∏
m=1

(D2 +mz)

D3.d∏
m=1

(D3 +mz)Qdeτ.d,

which is a function on H2(P,C). We write ISym
2F∗

N,T = zeτ/z
∑

d∈NE(P) IdQ
d for simplicity.
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Using above data, we calculate the conjectural form of Sym2F∗
N -twisted I-function by

(A.11). We have

ISym
2F∗

N (t, z) =
1

ω

(( ∏
α∈Φ+

z∂α

)
ISym

2F∗
N,T

)∣∣∣∣∣
τ=

∑
i,j tHij ,Qd=(−1)

∑
i,j dij Q

∑
i,j dij

=
1

ω
ze

∑
i,j tHij/z

∑
d∈NE(P)

(H11 −H21 + z(d11 − d21))(H11 −H31 + z(d11 − d31))

(H21 −H31 + z(d21 − d31))(H12 −H11 + z(d12 − d11))IdQd.

By the identification of Weyl anti-invariant classes with Weyl invariant lifts, we consider the
Sym2F∗

N -twisted I-function taking values in H∗(N,C)/ann(e(Sym2F∗
N)). Expanding ISym

2F∗
N

with respect to z, we have

ISym
2F∗

N (t, z) = w0(t)z + w1(t)p1 +O(z−1).

Now we evaluate Q = 1, q = et, and we obtain

w0 = 1 + 6q + 66q2 + 1092q3 + · · · ,

w1 = tw0(q) + 10q + 167q2 +
26746

3
q3 + · · · .

We have the following result by searching a differential operator which annihilates w0:

Proposition 2.3.5. I
Sym2F∗

N
N satisfies the differential equation

{θ4 − 2q
(
2θ2 + 2θ + 1

) (
11θ2 + 11θ + 3

)
+ 4q2(θ + 1)2

(
76θ2 + 152θ + 111

)
− 144q3(θ + 1)(θ + 2)(2θ + 3)2}ISym

2F∗
N

N = 0.

Remark 2.3.6. We recall the Gopakumar–Vafa invariants nd which are given by

∞∑
d=1

Ndq
d =

∞∑
d=1

∞∑
k=1

ndk
−3qkd

where Nd (d ≥ 1) are the Gromov–Witten invariants of Y which is a zero locus of a general
section of Sym2F∗

N on N . The Gopakumar–Vafa invariants are related to the number of degree
d rational curves on Y . We can read it from the I-function of Y . The results are

n1 = 144, n2 = 504, n3 = 3072, · · · .

Tjøtta have derived the (virtual) numbers of lines and conics on Y in [Tjø97, Theorem 4.2 and
Theorem 6.5]. The above calculation is consistent with Tjøtta’s calculation.
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Chapter 3

Computing I-functions of Calabi–Yau
3-folds II

In this chapter, we calculate the E-twisted J-function for the pairs (G(k, n), E) in Table 1.1
when E decomposes into E ′ ⊕ H where E ′ is a homogeneous vector bundle and H is a direct
sum of line bundles.

3.1 Reducing to Fano cases

3.1.1 The quantum Lefschetz theorem

Let us recall the following theorem:

Theorem 3.1.1 (Quantum Lefschetz theorem [Kim99], [Lee01], [CG07]). Let X be a smooth
projective variety and E ′ be a holomorphic vector bundle over X. Let H =

⊕r
i=1 Li be a direct

sum of line bundles. We assume that both E ′ and H are globally generated. Let JE ′
(t, z) =∑

d∈NE(X) Jd(t, z)Q
d be the E ′-twisted J-function. We define

IHE ′(t, z) :=
∑

d∈NE(X)

r∏
i=1

d.c1(Li)∏
m=1

(c1(Li) +mz)Jd(t, z)Q
d (3.1)

as a modification of JE ′
. Then JE ′⊕H(t,−z) and IHE ′(t,−z) generate the same Lagrangian cone

in the semi-infinite symplectic space (H((z−1)),Ω) where H = H∗(X,C) and a symplectic form
Ω. In particular the same relation as (A.12) holds between JE ′⊕H and IHE ′ .

We apply this theorem forX = G(k, n), E ′, andH =
⊕r

i=1O(di). We consider that IHE ′ takes
value in H∗(X,C)/ann(e(E ′ ⊕ H)), and restrict t ∈ H∗(X,C)/ann(e(E ′ ⊕ H)) to the second
cohomology t ∈ H2(X,C)/ann(e(E ′⊕H)) where e(−) is the Euler class of vector bundles. Our
purpose is to find a fourth order differential operator which annihilates IHE ′(t, z). Suppose we
have a differential operator Q(q, θ) which annihilates JE ′

(t, z). If dimH2(X,C)/ann(e(E ′)) = 1,
then we can use the following result to determine the differential operator which annihilates IHE ′

from Q(q, θ):
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Lemma 3.1.2 ([BvS95]). Let us write Q(q, θ) =
∑d

i=0 q
iQi(θ) where Qi(θ) ∈ Q[θ]. We define

P (q, θ) :=
d∑
i=0

qiQi(θ)
r∏
j=1

i∏
m=1

(djθ +m).

Then P (q, θ) annihilates I
⊕r

i=1 O(di)

E ′ .

Considering the relation of JE ′
and quantum differential systems, we can obtain Q(q, θ)

explicitly. The details are described in the following subsections.
Here we remark that the rank of P is larger than four in general. However we can extract

a Picard–Fuchs operator from P after suitable factorization of the operator.

3.1.2 J-functions and quantum differential systems

We summarize basic properties of the J-function. We characterize the J-function as a collection
of flat sections of the local system associated with the quantum cohomology. The same for-
mula applies to the E ′-twisted J-function when the correlator ⟨· · · ⟩ replaced by the E ′-twisted
correlator ⟨· · · ⟩E ′

.
Let T0 = 1, T1, . . . , Tl, Tl+1, . . . , Tm be a homogeneous basis of H∗(X,C) where T1, . . . , Tl

generate H2(X,C). Let T 0, . . . , Tm be a dual basis of this with respect to the Poincaré pairing.

Definition 3.1.3. Let t =
∑m

i=0 tiTi ∈ H∗(X,C). We define the J-function of X by

J(t, z) = z + t+
∑
n≥0

∑
d∈NE(X)

m∑
a=0

Qd

n!

⟨
Ta

z − ψ
, t, . . . , t︸ ︷︷ ︸

n

⟩
0,n+1,d

T a, (3.2)

where ⟨ ⟩0,n+1,d is the genus zero correlator of the quantum cohomology of X.

We considerM = H∗(X,C) as an affine space Cm+1 with coordinate t0, . . . , tm by using the
basis T0, . . . , Tm. Then the tangent bundle TM is a trivial bundle with fiber H∗(X,C). Using
the quantum product, we can introduce the connection ∇z on TM by

∇z
∂

∂ti

Tj = z−1Ti ∗ Tj (i = 0, . . . ,m). (3.3)

Due to the associativity of the quantum product, it turns out that the connection ∇z is flat
and defines the corresponding flat sections si(t) on M. The following proposition is classical
results (see [CK99]):

Proposition 3.1.4. The flat sections si(t) (0 ≤ i ≤ m) are given by

si(t) := Ti +
∑
n≥0

∑
d∈NE(X)

m∑
j=0

Qd

n!

⟨
Ti

z − ψ
, Tj, t, . . . , t︸ ︷︷ ︸

n

⟩
0,n+2,d

T j. (3.4)

These sections determine the J-function by

J(t, z) = z
m∑
i=0

⟨si, 1⟩T i. (3.5)
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For our purpose of calculating the E-twisted I-function (E = E ′ ⊕H), it is enough to find
the E ′-twisted small J-function. Therefore we restrict the full coordinate t to H2(X,C) by
setting t0 = tl+1 = · · · = tm = 0. Then the quantum connection ∇z is determined by the small
quantum product for divisor classes Ti as follows:

∇z
∂

∂ti

Tj = z−1Ti ∗small Tj (i = 1, . . . , l). (3.6)

In the following we denote the small quantum product by ∗ for simplicity.

3.1.3 Calculations of the quantum differential equation of JE
′

Let X = G(k, n) and fix a basis T0, T1, . . . , Tm of H∗(X,C) as before. In particular we fix T1 to
be the Schubert divisor class. By definition of the E ′-twisted small quantum product, we have

Ti ∗E ′ Tj =
m∑
a=0

∑
d≥0

⟨Ti, Tj, Ta⟩E
′

0,3,de
dtT a. (3.7)

Note that the correlators (E ′-twisted Gromov–Witten invariants) ⟨Ti, Tj, Ta⟩E
′

0,3,d can be non-
vanishing only if the degree equality

deg Ti + deg Tj + deg Ta = dimX − rank E ′ + (c1(X)− c1(E ′))d (3.8)

holds. Since c1(X)− c1(E ′) > 0, in our settings of this section, the degrees d which satisfy (3.8)
are finite. This means that the E ′-twisted small quantum product is determined by a finite
number of E ′-twisted Gromov–Witten invariants.

In order to calculate the E ′-twisted Gromov–Witten invariants, we use the action of a
maximal torus T = (C∗)n on G(k, n). This torus action is large enough to calculate E ′-twisted
Gromov–Witten invariants by the localization formula [Kon95] due to Kontsevich.

Let M = (Mij) be a connection matrix of ∇z with respect to the fixed basis, i.e.

∇z
d
dt

Tj = T1 ∗E ′ Tj =
m∑
i=0

MijTi. (3.9)

The condition that a section s =
∑m

i=0 si(t)Ti is flat is equivalent to

m∑
i=0

dsi(t)

dt
Ti = T1 ∗E ′

m∑
i=0

si(t)Ti, (3.10)

which entails the system of linear differential equations

dsi(t)

dt
=

m∑
j=0

Mijsj(t) (i = 0, 1, . . . ,m). (3.11)

35



In order to find a differential operator which annihilates JE ′
, it is enough to find a dif-

ferential operator which annihilates sm(t) for any flat section s =
∑m

i=0 si(t)Ti. Using (3.11)

repeatedly, we express the higher derivatives djsm(t)
dtj

(j = 0, 1, . . . ,m + 1) of sm(t) by suitable
linear combinations of s0(t), . . . , sm(t), i.e.

djsm(t)

dtj
=

m∑
i=0

Cij(q)si(t), (3.12)

where C = (Cij) is a matrix of size (m + 1)× (m + 2) with entries in C[q]. This matrix has a
kernel

t(f0(q), f1(q), . . . , fm+1(q)) :=
t(− detC1, detC2, . . . , (−1)m+2 detCm+2)

where Ci is the matrix obtained from C by deleting the i-th column. Evaluating the both side
of (3.12) with this kernel, we obtain(

m+1∑
i=0

fi(q)
di

dti

)
sm(t) = 0. (3.13)

This is the operator Q(q, θ) which annihilates JE ′
.

3.2 The case of E = ∧2S∗ ⊕ ∧3Q⊕O(1)⊕2 on G(3, 7)

Here we apply the method described above for the vector bundles E = E ′ ⊕ H in Table 1.1.
Although we only present the detail of the calculations for No. 25 in Table 1.1, the same method
applies for other cases, too.

The Calabi–Yau 3-fold of No. 25 is given by the zero locus of a general section of E =
∧2S∗ ⊕ ∧3Q ⊕ O(1)⊕2 on X = G(3, 7). Let us denote E ′ = ∧2S∗ ⊕ ∧3Q. We will determine
all two point E ′-twisted Gromov–Witten invariants. Let T = (C∗)7 be the maximal torus
which naturally acts on G(3, 7). We use this T -action to compute E ′-twisted Gromov–Witten
invariants.

Let si = ci(Q) (1 ≤ i ≤ 4) be the i-th Chern classes of Q. After some algebra, it is easy to
see that we can take a basis of the H∗(X,C)/ann(e(E ′)) as

T0, T1, . . . , T7 = 1, s1, s
2
1, s2, s

3
1, s1s2, s

4
1, s

5
1. (3.14)

We can calculate the twisted Poincaré pairing (α, β)e(E ′) :=
∫
G(3,7)

α ∪ β ∪ e(E ′) as follows:∫
G(3,7)

s51e(E ′) = 66,

∫
G(3,7)

s31s2e(E ′) = 36,

∫
G(3,7)

s1s
2
2e(E ′) = 20.

Let T 0, . . . , T 7 be the dual basis of T0, . . . , T7 with respect to (, )e(E ′). The E ′-twisted small
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quantum product ∗E ′ is defined by

Ti ∗E ′ Tj =
7∑

k=0

∑
d≥0

⟨Ti, Tj, Tk⟩E
′

0,3,dq
dT k.

To determine the quantum connection we need to calculate the E ′-twisted small quantum
product with divisor class T1. Using the several formulas of twisted Gromov–Witten invariants
(see [CK99]), it turns out that it is enough to calculate the following two point E ′-twisted
Gromov–Witten invariants ⟨Ti, Tj⟩E

′

0,2,d:

Lemma 3.2.1. For E ′-twisted Gromov–Witten invariants, we have

⟨s51⟩E
′

0,1,1 = 264, ⟨s21, s41⟩E
′

0,2,1 = 594, ⟨s2, s41⟩E
′

0,2,1 = 330,

⟨s31, s31⟩E
′

0,2,1 = 744, ⟨s31, s1s2⟩E
′

0,2,1 = 408, ⟨s1s2, s1s2⟩E
′

0,2,1 = 224,

⟨s2, s2, s1s2⟩E
′

0,3,1 = 176, ⟨s31, s51⟩E
′

0,2,2 = 2376, ⟨s41, s41⟩E
′

0,2,2 = 4356,

⟨s51, s1s2⟩E
′

0,2,2 = 1320.

Proof. Since E ′ is an equivariant vector bundle with respect to T -action on G(3, 7), we can
calculate these numbers by using of localization formula given by Theorem B.4.2. 2

Lemma 3.2.2. Any three point E ′-twisted Gromov–Witten invariants are determined uniquely
from the numbers in Lemma 3.2.1 by WDVV relations.

Proof. Recall E ′-twisted Gromov–Witten invariants satisfy WDVV relations, which are quadratic
relations among them. More precisely, for any 0 ≤ i, j, k, l ≤ 7 and d ≥ 0, we have

d∑
m=0

7∑
a=0

⟨Ti, Tj, Ta⟩E
′

0,3,m⟨T a, Tk, Tl⟩E
′

0,3,d−m =
d∑

m=0

7∑
a=0

⟨Ti, Tl, Ta⟩E
′

0,3,m⟨T a, Tj, Tk⟩E
′

0,3,d−m. (3.15)

We can verify directly that WDVV relations determine any other three point E ′-twisted Gromov–
Witten invariants if we are given the numbers in Lemma 3.2.1. 2

Proposition 3.2.3. The connection matrix of ∇z
d
dt

with respect to the basis (3.14) is given by

∇z
d
dt

= z
d

dt
−


0 4q 0 0 72q2 40q2 0 396q3

1 0 9q 5q 0 0 132q2 0
0 1 0 0 8q 4q 0 0
0 0 0 0 6q 4q 0 132q2

0 0 1 0 0 0 0 0
0 0 0 1 0 0 33

2
q 0

0 0 0 0 1 6
11

0 4q
0 0 0 0 0 0 1 0

 .

This determines a quantum differential operator Q(q, θ) which annihilates JE ′
.
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Proof. From the definition of the quantum connection, we have

∇z
d
dt

Ti = T1 ∗E ′ Ti =
7∑
j=0

∑
d≥0

⟨T1, Ti, Tj⟩E
′

0,3,dq
dT j.

Using the three point twisted Gromov–Witten invariants ⟨T1, Ti, Tj⟩E
′

0,3,d in Lemma 3.2.2, it is
straightforward to obtain the matrix M representing T1∗E ′ (see (3.9)). If we have a connection
matrix of ∇z

d
dt

, the claimed differential operator Q(q, θ) follows from (3.13). 2

Proposition 3.2.4. The I-function of the Calabi–Yau 3-fold of type No. 25 satisfies the fol-
lowing differential equation:

{121θ4 − 11q(434θ4 + 820θ3 + 685θ2 + 275θ + 44)

+ q2(7841θ4 + 10916θ3 + 3133θ2 − 2486θ − 1320)

− 4q3(1488θ4 + 4092θ3 + 6761θ2 + 5511θ + 1694)

− 32q4(136θ4 + 1460θ3 + 4556θ2 + 5245θ + 2017)

+ 256q5(θ + 1)2(40θ2 + 212θ + 237)− 4096q6(θ + 1)2(θ + 2)2}IEX = 0.

Proof. We define a differential operator

P (q, θ) :=
6∑
d=0

qd
d∏

m=1

(θ +m)2Qd(θ).

It follows from Lemma 3.1.2 that P (q, θ) annihilates I
O(1)⊕2

E ′ . The differential operator P (q, θ)
is of order 12, but we find the following factorization in Q[q][ d

dq
]:

P = θ2(θ − 1)2
1

r(q)
R4(q, θ)S4(q, θ), (3.16)

where S4(q, θ) is the claimed Picard–Fuchs operator. Since JE ′⊕O(1)⊕2
corresponds to the flat

sections of a local system of rank 4, the I-function I
O(1)⊕2

E ′ satisfies the fourth order differential
equation which is given by S4(q, θ). 2

Remark 3.2.5. In the factorization (3.16), r(q) and R4(q, θ) are given as follows:

r(q) = 32768q5 − 225280q4 + 619520q3 − 851840q2 + 585640q − 161051,

R4(q, θ) = 103968q2(8q − 11)3θ4 − 415872q2(8q − 11)2(20q − 11)θ3

+ 19q(8q − 11)
(
12957696q3 − 11215424q2 + 2923360q − 113135

)
θ2

− 57q
(
56033280q4 − 48468992q3 + 5056832q2 − 3620320q + 1244485

)
θ

+ 2
(
958169088q5 + 892286208q4 − 67694176q3 − 91902888q2 + 27891105q − 161051

)
.
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Appendix A

Summary of abelian/nonabelian
correspondence

A.1 Set up

A.1.1 Geometric invariant theory quotients

Let G be a reductive algebraic group over C. Let V = Spec C[x1, . . . , xN ] be an affine space of
dimension N over C. We consider a rational action of G on V determined by ρ : G→ GL(V,C).
We assume that the action of G is effective, i.e. ker ρ = {e}. Let χ : G→ C∗ be a character on
G. From these data, we obtain

V//χG := Proj
∞⊕
n=0

Rχ
n, (A.1)

where Rχ
n = {f ∈ C[x1, . . . , xN ] | g∗f = χ(g)nf}.

Let V ss(G) and V s(G) be the semi-stable and stable locus of V with respect to the G-action
and the character χ, which are given by

V ss
χ (G) = {x ∈ V | ∃f ∈ Rχ

n such that f(x) ̸= 0}, (A.2)

V s
χ(G) = {x ∈ V | x ∈ V ss(G), Stabx(G) is finite and Gx ⊂ V ss(G) is closed}. (A.3)

We will give some examples of the geometric invariant theory quotient.

Example A.1.1 (Grassmannian G(k, n)). Let V = Matk×n(C) be the space of k× n matrices
with entries in C. It is an affine space isomorphic to Ck(n−k). Let G = GL(k,C) be the general
linear group which acts on V by left multiplication. We define a character χ by g 7→ det g. The
geometric invariant theory quotient V//χG = G(k, n) is the Grassmannian of k-dimensional
subspaces in Cn.

Example A.1.2 (toric variety). Let us take T = (C∗)r and an affine space V = Cd with
coordinates x1, . . . , xd. We denote by X (T ) = Zr the weight lattice of T , and define the
action of T on V by (x1, . . . , xd) 7→ (tm1x1, . . . , t

mdxd) (m1, . . . ,md ∈ X (T )). We assume that
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m1, . . . ,md generate strictly convex maximal dimensional cone in X (T )R. Let χ : T → C∗

be a character on T which is identified to the point of X (T ). When V ss
χ (T ) ̸= ∅, V//χT is a

projective variety over C. The semi-stable locus V ss
χ (T ) is written by

V ss
χ (T ) =

∪
i1,...,ik satisfies (∗)

V (xi1xi2 · · ·xik)c (A.4)

where V (xi1xi2 · · · xik)c = V \V (xi1xi2 · · · xik) and (∗) is a condition that the cone Ci1...ik which
is generated by mi1 , . . . ,mik in X (T )R contains χ.

We will consider a nonabelian reductive algebraic group G and fix a maximal torus T ⊂ G.
Let us consider a rational representation of G on V . This action induces corresponding action
of T on V . Let χ : G → C∗ be a character on G. The restriction of χ to T determines the
character on T . Then we obtain two different geometric invariant theory quotients, V//χG and
V//χT

T . In this thesis we assume the following conditions for G, T, V and χ:

Assumption A.1.3. The semi-stable points and stable points coincide, i.e.

V ss
χ (G) = V s

χ(G), V ss
χT
(T ) = V s

χT
(T ).

The stabilizer group of G at any point of V s
χ(G) is trivial. Similarly we assume the same

condition for T and V s
χT
(T ). We assume that the codimension of V us(G) := V \ V ss(G) in V

is larger than or equal to two. Moreover there is no T -invariant polynomial on V except the
constant.

From this assumption the geometric invariant theory quotients V//χG and V//χT
T are

smooth projective variety. The abelian/nonabelian correspondence is a relation of the Gromov–
Witten invariants of these different spaces.

A.1.2 General settings

Let us give necessary settings in order to state the abelian/nonabelian correspondence. We
fix G, T, V and χ as above. From the definition of the semi-stable points, there is a natural
inclusion V ss

χ (G) ⊂ V ss
χT
(T ). This inclusion induces an open embedding i : U = V ss

χ (G)/T ↪→
V ss
χT
(T )/T (= V//χT

T ). On the other hand there is a natural projection π : U = V ss
χ (G)/T →

V ss
χ (G)/G (= V//χG). This projection induces a fibration with a fiber G/T . Together with

these morphisms, we obtain the following diagram:

V//χT
T = V s

χT
(T )/T ←−−−

i
U = V s

χ(G)/Tyπ
V//χG = V s

χ(G)/G

.

By using this diagram, we will relate the cohomology classes of V//χG and V//χT
T .
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Lift of cohomology classes

Let W = N(T )/T be the Weyl group of G which acts on U and V//χT
T compatibly. We

consider the Weyl invariant part of the cohomology groups H∗(U,C)W and H∗(V//χT
T,C)W .

The following facts are known:

Fact A.1.4 ([ES89], [Kir05]). The projection π induces an isomorphism

π∗ : H∗(V//χG,C)
∼=−→ H∗(U,C)W . (A.5)

The induced homomorphism

(π∗)−1 ◦ i∗ : H∗(V//χT
T,C)W → H∗(V//χG,C) (A.6)

is surjective.

By using this homomorphism, we define the lift of the cohomology class α ∈ H∗(V//χG,C)
to H∗(V//χT

T,C)W .

Definition A.1.5. Let α ∈ H∗(V//χG,C). We say α̃ ∈ H∗(V//χT
T,C)W is a lift of α when

π∗α = i∗α̃ (A.7)

holds. In other words α is an image of α̃ by (π∗)−1 ◦ i∗.

Note that any α ∈ H∗(V//χG,C) has a lift. But there is no canonical choice for them. The
ambiguity of the choice of a lift of α will be described later.

Example A.1.6. Let us consider G(k, n) and (Pn−1)k. Let σλ be the Schubert class of G(k, n)
corresponding to the Young diagram λ = (λ1, . . . , λk) (n − k ≥ λ1 ≥ · · · ≥ λk ≥ 0). In this
case we find that the lift of σλ is given by the Schur polynomial of type λ

sλ(H1, . . . , Hk) =
det((H

k−j+λj
i )1≤i,j≤k)

det((Hk−j
i )1≤i,j≤k)

,

where Hi is a pull back of the hyperplane class of Pn−1 of the i-th factor.

Weyl anti-invariant classes

Let us consider the subspace of H∗(V//χT
T,C) which consists of an anti-invariant elements

with respect to the action of the Weyl group W .

Definition A.1.7. Let α be an element of H∗(V//χT
T,C). We say that the α is a Weyl

anti-invariant class if it satisfies
σ∗α = (−1)l(σ)α (A.8)

for any σ ∈ W where l(σ) is the length of σ. We denote the space of Weyl anti-invariant class
by H∗(V//χT

T,C)a.
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Let us introduce a fundamental Weyl anti-invariant class ω. Let Φ be a root system associ-
ated to (G, T ). We fix a decomposition Φ = Φ+ ⨿ Φ− where Φ+ (resp. Φ−) is a set of positive
(resp. negative) roots. We denote by Lα the one-dimensional representation corresponding to
α. It determines the line bundle Lα on V//χT

T . By using these line bundles, we define ω as
follows:

Definition A.1.8. We define

ω =

√
(−1)|Φ+|

|W |
∏
α∈Φ+

c1(Lα) ∈ H∗(V//χT
T,C)a

which is called the fundamental Weyl anti-invariant class.

The following fact is known:

Fact A.1.9. Any x ∈ H∗(V//χT
T,C)a is given by a product of some Weyl invariant class y

and ω, i.e.
x = y ∪ ω (∃y ∈ H∗(V//χT

T,C)W ).

Note that y is not necessary unique.

Example A.1.10. We continue Example A.1.6. In this example the Weyl group W = Sk is
the symmetric group of order k which acts on H∗((Pn−1)k,C) = C[H1, . . . , Hk]/(H

n
1 , . . . , H

n
k )

via the permutations of H1, . . . , Hk. Weyl anti-invariant classes can be represented by anti-
symmetric polynomials f(H1, . . . , Hk) ∈ C[H1, . . . , Hk]. By Definition A.1.8 the fundamental
Weyl anti-invariant class is given by

ω =

√
(−1)

k(k−1)
2

k!

∏
1≤i<j≤k

(Hi −Hj).

The Fact A.1.9 is nothing but the elementary result that any anti-symmetric polynomial is a
product of a symmetric polynomial and the fundamental anti-symmetric polynomial.

Martin’s integration formula

Let us recall the result of Martin [Mar00] which relates integrations over V//χG and those over
V//χT

T .

Theorem A.1.11 (Martin). Let V,G, T and χ be as above. Let ω be the fundamental Weyl
anti-invariant class. Let α ∈ H∗(V//χG,C) and choose a lift α̃ ∈ H∗(V//χT

T,C)W of α. Then∫
V//χG

α =

∫
V//χT

T

α̃ ∪ ω2 (A.9)

holds. In particular, the calculation of integrals over nonabelian quotient V//χG reduces to the
calculation of the corresponding integrals over abelian quotient V//χT

T .
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Example A.1.12 (G(2, n) and Pn−1 × Pn−1). Let H be the Schubert divisor of G(2, n). Let
us calculate the degree of H, i.e.

∫
G(2,n)

H2(n−2), via Martin’s integration formula. We choose a

lift of H by H1 +H2. From Theorem A.1.11, we have∫
G(2,n)

H2(n−2) =

∫
Pn−1×Pn−1

(H1 +H2)
2(n−2) (−1)

2
(H1 −H2)

2

= −1

2

(
2n− 4

n− 3

)
+

(
2n− 4

n− 2

)
− 1

2

(
2n− 4

n− 1

)
=

1

n− 1

(
2n− 4

n− 2

)
.

We obtain a description of the kernel of the map (π∗)−1 ◦ i∗ : H∗(V//χT
T,C)W → H∗(V//χG,C)

from the following corollary of the Martin’s integration formula:

Corollary A.1.13 ([Mar00]). The kernel of the map (π∗)−1 ◦ i∗ : H∗(V//χT
T,C)W → H∗(V//χG,C)

coincides with ker(∪ω) = {x ∈ H∗(V//χT
T,C)W | x ∪ ω = 0}. In particular, there exists the

following exact sequence:

0→ ker(∪ω)→ H∗(V//χT
T,C)W → H∗(V//χG,C)→ 0.

From this exact sequence, the cohomology group H∗(V//χG,C) is naturally identified with the
Weyl anti-invariant classes H∗(V//χT

T,C)a.

Remark A.1.14. The isomorphism H∗(V//χT
T,C)a ∼= H∗(V//χG,C) is defined by the ex-

act sequence. Specifying a splitting morphism determines the embedding of C-vector space
H∗(V//χG,C) ↪→ H∗(V//χT

T,C)W . However it does not preserve the ring structure.

Example A.1.15. Let us consider G(2, 4) and P3 × P3. Let si = ci(Q) (i = 1, 2) be the i-th
Chern class of the universal quotient bundle Q. We fix the lifts s̃1 = H1 +H2 and s̃2 = H1H2

as described in Example A.1.6. There is a relation s31 = 2s1s2 in H∗(G(2, 4),C). However the
equation

(H1 +H2)
3 − 2(H1 +H2)H1H2 = H3

1 +H2
1H2 +H1H

2
2 +H3

2

shows that the lift does not preserves the product. The difference of these two products is in
ker(∪ω).

Homomorphism of Novikov rings

Let NE(V//χT
T ) be the semi-group generated by the classes of effective curves in N1(V//χT

T ).
The Novikov ring of V//χT

T is defined by the completion of the semi-group ring C[NE(V//χT
T )].

Similarly, we define the corresponding Novikov ring for V//χG. We denote Novikov ring of
V//χT

T (resp. V//χG) by ΛV//χT
T (resp. ΛV//χG).

We consider a homomorphism Pic(V//χG)R → Pic(V//χT
T )WR which is naturally defined

since the codimension of V us(G) in V is greater than one. We also consider the composi-
tion Pic(V//χG)R → Pic(V//χT

T )WR ↪→ Pic(V//χT
T )R. Taking the dual of the ample cones in
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Pic(V//χG)R and Pic(V//χT
T )R and restricting them to integral classes, we have the homomor-

phism of semi-groups NE(V//χT
T ) → NE(V//χG). Let β̃ maps to β by this homomorphism.

We define a ring homomorphism ΛV//χT
T → ΛV//χG by

Qβ̃ 7→ (−1)ϵ(β̃)Qβ

where ϵ(β̃) =
∫
β̃

∑
α∈Φ+

c1(Lα). It is known that (−1)ϵ(β̃) depends on β, then we can write the

above map as Qβ̃ 7→ (−1)ϵ(β)Qβ.

A.2 Relations between Frobenius manifolds

A.2.1 Construction of Frobenius manifolds associated to V//χT
T and

Weyl groups W

We summarize the construction of the Frobenius manifolds, given in [CFKS08], from the action
of the Weyl group W on V//χT

T .
Let R = ΛV//χT

T be the Novikov ring of V//χT
T , and set K = R ⊗ H∗(V//χT

T,C). Let
Z = Spf(R[[K∨]]). The space Z is a formal scheme over SpecR with the Frobenius structure
determined by F V//χT

T which is the Gromov–Witten potential on V//χT
T . We define another

Frobenius manifoldM by considering the base change of the homomorphism ΛV//χT
T → ΛV//χG.

We fix a homogeneous basis T0 = 1, T1, . . . , Tr, Tr+1, . . . , Tm ofH∗(V//χG,C) where T1, . . . , Tr
generate the H2(V//χG,C). We fix a lift T̃i ∈ H∗(V//χT

T,C)W for each i. This defines C-linear
embedding

H∗(V//χG,C) ↪→ H∗(V//χT
T,C)W ,

and we denote the corresponding submanifold of M by N . Let ΘN be a sheaf of vector field
on N . Let V = H∗(V//χT

T,C)a be the Weyl anti-invariant subspace of H∗(V//χT
T,C). We

define
V = V ⊗ON ,

which is a subsheaf of ΘM |N . Let ∗ be the product on the Frobenius manifold M . Let us
consider the following homomorphism:

∗ ω : ΘM |N → V
ξ 7→ (ξ̃ ∗ ω)|N

where ξ̃ is some extension of ξ ∈ ΘM |N to M . It is known that the restriction of this homo-
morphism to ΘN induces the isomorphism ΘN

∼= V . We denote the inverse of this isomorphism
by

∗ ω−1 : V → ΘN .

By using this isomorphism, we introduce the product on ΘN .

Theorem A.2.1 (Ciocan-Fontanine–Kim–Sabbah [CFKS08]). The following data define the
Frobenius structure on N :
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(i) (product) Let ξ, η ∈ ΘN . We define the product ◦ on ΘN via

ξ ◦ η = (ξ̃ ∗ η̃ ∗ ω)|N ∗ ω−1 ∈ ΘN .

(ii) (metric) We define the metric ωg on ΘN by

ωg(ξ, η) = g|N((ξ̃ ∗ ω)|N , (η̃ ∗ ω)|N)

where g|N is the restriction of the metric on M to N .

(iii) (unit vector field)We denote ∂t̃0 the vector field corresponding to T̃0 = 1 ∈ H∗(V//χT
T,C)W .

(iv) (Euler vector field) We define the vector field on ΘN by

E =
m∑
i=0

(
1− deg(T̃i)

2

)
∂t̃i + c1(V//χT

T )|N

where deg(T̃i) is the degree of the cohomology class T̃i. Note that c1(V//χT
T ) is a Weyl

invariant class.

Example A.2.2. Let us consider G(2, 5) and P4×P4. We fix the lift as in Example A.1.6. We
compare two products, ∗ which is a product on M and ◦ which is a product on N defined by
Theorem A.2.1. Then

∂t(1,0) ∗ ∂t(2,1)|N = H3
1H2 + 2H2

1H
2
2 +H1H

3
2 −Qt(3,0)H1 −Qt(3,0)H2 −Qt(3,1)H2

1 −Qt(3,1)H2
2

−Qt(3,2)H3
1 −Qt(3,2)H3

2 −Qt(3,3)H4
1 −Qt(3,3)H4

2 + · · · ,
∂t(1,0) ◦ ∂t(2,1) = H3

1H2 + 2H2
1H

2
2 +H1H

3
2 −Qt(3,0)H1 −Qt(3,0)H2 −Qt(3,1)H2

1 −Qt(3,1)H2
2

−Qt(3,2)H3
1 −Qt(3,2)H3

2 +Qt(3,3)H
3
1H2 +Qt(3,3)H

2
1H

2
2 +Qt(3,3)H1H

3
2 + · · ·

= σ̃(3,1) + σ̃(2,2) −Qt(3,0)σ̃(1,0) −Qt(3,1)σ̃(2,0) +Qt(3,1)σ̃(1,1)

−Qt(3,2)σ̃(3,0) +Qt(3,2)σ̃(2,1) +Qt(3,3)σ̃(3,1) + · · · ,

where t(i,j) are coordinates on N determined by the lift σ̃(i,j) and ∂t(i,j) are the vector fields on
N corresponding to σ̃(i,j).

Example A.2.3. Continue the above example. The calculation

ωg(∂t(2,0) , ∂t(3,1)) = −2− 4Qt(3,3) + · · ·

shows that the coordinate t(i,j) is not flat coordinate on N .

We describe a flat coordinate on N explicitly. Let t̃ = (t̃0, t̃1, . . . , t̃m) be a coordinate on N
corresponding to the basis T̃0, T̃1, . . . , T̃m. Let us define

ξi := (T̃i ∪ ω) ∗ ω−1
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for i = 0, 1, . . . ,m. These ξi form a basis of ΘN and define a coordinate s = (s0, s1, . . . , sm) on
N . It is known that s provides a flat coordinate on N of the Frobenius structure defined by
Theorem A.2.1.

For a flat coordinate, we have the so-called Frobenius potential F ′ which satisfies

∂i ◦ ∂j = (∂i∂j∂kF
′)∂k

where ∂i =
∂
∂si

, and ∂k is the dual basis of ∂ℓ satisfying
ωg(∂k, ∂ℓ) = δkℓ .

Under the above settings, we state the conjecture of the abelian/nonabelian correspondence
for Frobenius manifolds:

Conjecture A.2.4 (Ciocan-Fontanine–Kim–Sabbah [CFKS08]). Let T0, . . . , Tm be a homoge-
neous basis of H∗(V//χG,C), and t = (t0, . . . , tm) be the corresponding coordinate on H

∗(V//χG,C).
Let P be the Frobenius manifold associate to the Gromov–Witten potential of V//χG. We fix
lifts of Ti to be T̃i ∈ H∗(V//χT

T,C)W , and introduce the Frobenius manifold N associated to
V//χT

T and W with its flat coordinate s = (s0, . . . , sm). Then φ : P → N , the isomorphism of
formal schemes given by φ∗si = ti, induces an isomorphism of Frobenius manifolds such that
φ∗ξi = Ti and φ

∗F V//χG = F ′ up to quadratic terms.

A.2.2 Generalization to (C∗)l-equivariant formulations

If the cohomology group H∗(V//χG,C) is generated by the divisor classes H2(V//χG,C), Con-
jecture A.2.4 can be reduced to some identities of the J-functions for each quotients. However
the generating property is a strong condition in general; e.g. it does not hold for G(2, 4) as we
see in

σ2
(1,0) = σ(2,0) + σ(1,1)

for the Schubert classes. We can remedy the situation by extending every definitions for suitable
equivariant cohomologies.

Let us assume that the algebraic torus S = (C∗)l acts on V and commutes with the action
of G on V . This induces the action of S on the spaces V//χG and V//χT

T . Let C[λ1, . . . , λl] =
H∗(BS) and C(λ1, . . . , λl) be a field of fraction of H∗(BS). The condition that the equivariant
cohomology H∗

S(V//χG,C) is generated by the divisor classes H2
S(V//χG,C) over C(λ1, . . . , λl)

is more broader property.

Example A.2.5. Let us consider G(2, 4). Let S = (C∗)4 be a maximal torus of GL(4,C)
which consists of diagonal matrices. Let e1, . . . , e4 be the standard basis of C4. Let 0 ⊂ V1 ⊂
V2 ⊂ V3 ⊂ V4 = C4 be the standard flag of C4 where Vi = ⟨e1, . . . , ei⟩ (i = 1, . . . , 4). For each
integers 2 ≥ λ1 ≥ λ2 ≥ 0, we define

Σ(λ1,λ2) = {[W ] ∈ G(2, 4) | dim(W ∩ V3−λ1) ≥ 1, dim(W ∩ V4−λ2) ≥ 2}

which is the Schubert variety. Since Σ(λ1,λ2) is invariant under the action of the S, it defines

the equivariant cohomology class [Σ(λ1,λ2)]
S ∈ H2(λ1+λ2)

S (G(2, 4),C). We denote the equivariant
cohomology associated to the Schubert divisor by x = [Σ(1,0)]

S. Then

[Σ(2,0)]
S, [Σ(1,1)]

S ∈ ⟨1, x, x2, x3, x4, x5⟩,
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where ⟨1, x, x2, x3, x4, x5⟩ is a vector space spanned by xi (i = 0, . . . , 5) over C(λ1, λ2, λ3, λ4).

The construction of the Frobenius manifold in Section A.2.1 generalizes to the S-equivariant
settings. We only need to replace each object with S-equivariant counterpart, e.g. S-equivariant
pairing, S-equivariant quantum product, S-equivariant Chern class, etc. As a result, we have
the Frobenius manifold N over R = ΛV//χG ⊗ C[λ1, . . . , λl].
Remark A.2.6. We give an explicit form of the corresponding object of the Euler vector field in
the S-equivariant setting. In this case it is given by

E =
m∑
i=0

(
1− deg(T̃i)

2

)
∂t̃i + cS1 (V//χT

T )|N +
l∑

j=1

λj∂λj ,

which is only ΛV//χG-derivation.

By using the several reconstruction results in [KM94] and [LP04], the following theorem has
been proved:

Theorem A.2.7 (Ciocan-Fontanine–Kim–Sabbah [CFKS08]). Let V,G, T, χ and S be as above.
Assume that V//χG is a Fano manifold with Fano index larger than or equal two. Moreover we
assume that the H∗

S(V//χG,C) is generated by the divisor classes H2(V//χG,C) after localiza-
tion with respect to the equivariant parameters. Then the followings are equivalent:

(i) Conjecture A.2.4 holds for S-equivariant setting.

(ii) The following identity holds:

JSV//χG(τ, z) =
1

ω

 ∏
α∈Φ+

z∂α

 JSV//χT
T (t, z)

∣∣∣∣∣∣
Qβ̃=(−1)ϵ(β)Qβ ,N

(A.10)

where JSV//χG (resp. JSV//χT
T ) is the S-equivariant small J-function of V//χG (resp. V//χT

T ).

Example A.2.8. Let us consider G(2, 4) and P3 × P3. Let S = (C∗)4 be the algebraic torus
acting on G(2, 4) and P3 × P3. The S-equivariant small J-function of P3 × P3 is given by

JSP3×P3(t1, t2, z) = ze
t1H1+t2H2

z

∑
d1,d2≥0

Q(d1,d2)ed1t1+d2t2∏3
i1=0

∏d1
m=1(H1,i1 +mz)

∏3
i2=0

∏d2
m=1(H2,i2 +mz)

where H1 = cS1 (O(1, 0)), H2 = cS1 (O(0, 1)) are basis of H2
S(P3 × P3,C) over C[λ1, . . . , λ4] and

H1,i1 , H2,i2 are an elements of H2
S(P3 × P3,C) which are equivariant classes of corresponding

toric divisors. Then the right hand side of (A.10) is given by

1

H1 −H2

ze
τ(H1+H2)

z

∑
d≥0

(−1)dQdedτ
∑

d1+d2=d
d1,d2≥0

(H1 −H2 + z(d1 − d2))∏3
i1=0

∏d1
m=1(H1,i1 +mz)

∏3
i2=0

∏d2
m=1(H2,i2 +mz)

where τ is a coordinate on H2
S(G(2, 4),C) corresponding to cS1 (O(1)).
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The equality (A.10) holds for partial flag manifolds of type A due to the following result:

Theorem A.2.9 (Bertram–Ciocan-Fontanine–Kim [BCFK05], [BCFK08]). Let F (k1, . . . , kr;n)
(1 ≤ k1 < · · · < kr ≤ n − 1) be the partial flag manifold parameterizing flags 0 ⊂ V1 ⊂ · · · ⊂
Vr ⊂ Cn where dimVi = ki (i = 1, . . . , r). We consider F (k1, . . . , kr;n) as a geometric in-
variant theory quotient of V =

∏r
i=1 Matki×ki+1

(C) (kr+1 = n) with G =
∏r

i=1GL(ki,C) and
appropriate χ. Let S = (C∗)n be a maximal torus of GL(n,C). Then the S-equivariant small
J-function of F (k1, . . . , kr;n) satisfies the equation (A.10).

It is known that F (k1, . . . , kr;n) with S = (C∗)n satisfy the assumption of Theorem A.2.7.
In particular the abelian/nonabelian correspondence holds for F (k1, . . . , kr;n) and V//χT

T in
the S-equivariant setting.

Remark A.2.10. Taking the non-equivariant limit of S-equivariant cohomology, we obtain the
abelian/nonabelian correspondence of V//χG and V//χT

T in non-equivariant setting.

In Section 2 we mainly use the abelian/nonabelian correspondence of G(k, n) and (Pn−1)k

in non-equivariant setting.

A.2.3 Generalization of Frobenius structures for twisted invariants

Consider the Weyl group W and a Weyl invariant vector bundle VT on V//χT
T . Associated

to VT , we can introduce the Frobenius manifold structure on H∗(V//χT
T,C) (see [CFKS08]).

Let us consider the C∗-action on VT which is given by the fiberwise scalar multiplication. We
denote H∗(BC∗,Q) = Q[λ]. Let e(−) be a C∗-equivariant Euler class. It is given by

e(V) =
rank(V)∑
i=0

λicrank(V)−i(V)

for any C∗-equivariant vector bundle V . There exists an analogous construction of the Frobenius
manifold in Theorem A.2.1 which include the Weyl invariant vector bundle VT . We note that
some modifications are required. The pairing g on H∗(V//χT

T,C) is replaced by the VT -twisted
pairing

gVT (α, β) =

∫
V//χT

T

α ∪ β ∪ e(VT ),

where α, β ∈ H∗(V//χT
T,C). The quantum product ∗ on H∗(V//χT

T,C) is replaced by the VT -
twisted quantum product ∗VT which is determined by the VT -twisted Gromov–Witten invariants

⟨α1, . . . , αn⟩VT
0,n,d,

where α1, . . . , αn ∈ H∗(V//χT
T,C). As a result, we obtain the Frobenius manifold N over

ΛV//χG ⊗ C((λ−1)).

Let E be a representation of G. This induce the representation of T by restriction. These
determine the vector bundles on V//χG and V//χT

T by

EG := V s(G)×G E,
ET := V s(T )×T E.
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Since ET is invariant under the Weyl group action, it determines the Frobenius manifold N as
above. Similarly EG determines the Frobenius manifold P by using the EG-twisted Gromov–
Witten invariants of V//χG. The following result is known:

Theorem A.2.11 (Ciocan-Fontanine–Kim–Sabbah [CFKS08]). Let V,G, T and χ be as in
Assumption A.1.3. Suppose Conjecture A.2.4 is true for these. Then Conjecture A.2.4 is also
true for the twisted settings with EG and ET .

We use this result to construct EG-twisted I-function for a homogeneous vector bundles EG
on Grassmannians.

A.3 Constructions of I-functions

A.3.1 Constructions of I-functions of V//χG

We recall the definition of the J-functions of V//χG and V//χT
T .

Definition A.3.1. Let T0, T1, . . . , Tm be a homogeneous basis of H∗(V//χG,C) as before. We
denote τ =

∑m
i=0 τiTi. We define the J-function of V//χG by

JV//χG(τ , z) := z + τ +
∑

d∈NE(V//χG)

∑
n≥0

∑
0≤a≤m

Qd

n!

⟨
Ta

z − ψ
, τ , . . . , τ︸ ︷︷ ︸

n

⟩
0,n,d

T a,

where ⟨ ⟩0,n,d is the Gromov–Witten invariants of V//χG. Similarly we define the J-function of
V//χT

T which is a function of t ∈ H∗(V//χT
T,C).

We can construct another function IV//χG(τ , z), which is the so-called I-function of V//χG,
from JV//χT

T and the Weyl group W . Below we denote by N ⊂ H∗(V//χT
T,C)W a lift of

H∗(V//χG,C) with a basis T̃i.

Definition A.3.2. We define

IV//χG(t̃, z) :=
1

ω

 ∏
α∈Φ+

z∂α

 JV//χT
T

∣∣∣∣∣∣
Qβ̃=(−1)ϵ(β)Qβ ,N

which is a function of t̃ ∈ N taking its values in H∗(V//χG,C)((z−1)).

The following theorem states that we can recover the genus-zero Gromov–Witten theory of
V//χG from the I-function:

Theorem A.3.3 (Ciocan-Fontanine–Kim–Sabbah [CFKS08]). Let us denote t̃ =
∑m

i=0 t̃iT̃i ∈
N and t =

∑m
i=0 tiTi ∈ H∗(V//χG,C). Then there exists unique Ci(t̃, z) ∈ ΛV//χG[[t, z]]

(i = 0, . . . ,m) satisfying

JV//χG(t, z) = IV//χG(t̃, z) +
m∑
i=0

Ci(t̃, z)z∂t̃iIV//χT
T (t̃, z).
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The coordinate change of t and t̃ can be read from the coefficient of z0 of the z-expansion of
the right hand side.

Example A.3.4. Let us consider G(2, 4) and P3 × P3. We restrict the coordinate t̃ ∈ N to
the small parameter space t̃(H1 +H2) ∈ H2(P3 × P3,C)W . Then we can express explicitly the
I-function of G(2, 4) by

IG(2,4)(t̃, z) =
1

H1 −H2

zet̃(H1+H2)/z
∑
d≥0

(−1)dQdedt̃
∑

d1+d2=d
d1,d2≥0

(H1 −H2 + z(d1 − d2))∏d1
m=1(H1 +mz)4

∏d2
m=1(H2 +mz)4

.

The z-expansion of this is

IG(2,4)(t̃, z) = z + t̃(H1 +H2) +O(z−1),

then Theorem A.3.3 states that

JG(2,4)(t, z) = IG(2,4)(t, z).

Note that there is no coordinate change in this case. This is a specific case of Hori–Vafa
conjecture [HV00] which is solved by [BCFK05].

A.3.2 Constructions of VG-twisted I-functions

Now we define the EG-twisted I-function under the above settings. Let IET (τ , z) be a ET -twisted
I-function defined for the abelian quotient V//χT

T . We can find a concise of formula of IET (τ , z)
as a function taking its values in (an appropriate completion of)H∗(V//χT

T,C)⊗ΛV//χT
T ((z

−1))
in [Giv98]. We denote by ∂α a vector field on H∗(V//T,C) corresponding to the c1(Lα) for
α ∈ Φ+.

Definition A.3.5 ([CFKS08]). We define EG-twisted I-function by

IEG(t̃, z) :=
1

ω

(( ∏
α∈Φ+

z∂α

)
IET (τ , z)

)∣∣∣∣
Qβ̃=(−1)ϵ(β)Qβ ,N

(A.11)

which is a function of t̃ ∈ H∗(V//χG,C).

To obtain EG-twisted J-function from IEG , we use the following theorem:

Theorem A.3.6 ([CFKS08]). Let V//χG be a partial flag manifold of type A. Assume that
EG is generated by global sections. Let t̃ = (t̃0, t̃1, . . . , t̃r, t̃r+1, . . . , t̃m) be a coordinate on
H∗(V//χG,C) corresponding to a basis T0, T1, . . . , Tr, Tr+1, . . . , Tm where T0 = 1 and T1, . . . , Tr
form a basis of H2(V//χG,C). Then there exists unique Ci(t̃, z) ∈ ΛV//χG[[t̃, z]] (i = 0, 1, . . . ,m)
satisfying

JEG(t, z) = IEG(t̃, z) +
m∑
i=0

Ci(t̃, z)z∂t̃iI
EG(t̃, z). (A.12)

The coordinate change t = t(t̃) can be read off from the coefficient of z0 of the expansion with
respect to z of the right hand side.

50



In the most of calculations, we restrict the parameter t̃ to the so-called small parameter
space, i.e. t̃0 = t̃r+1 = · · · = t̃m = 0. In the small parameter space, we can find an explicit
transformation which express JEG in terms of IEG in our setting.
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Appendix B

Summary of localization formulas

B.1 Preliminaries

Let us recall the following classical result:

Theorem B.1.1 (Atiyah–Bott [AB84]). Let X be a smooth algebraic variety. Let T = (C∗)l be
an algebraic torus which acts on X algebraically. Let F1, . . . , Fr be fixed components of X and
ij : Fj ↪→ X be natural inclusions. Let Nj be a normal bundle on Fj which inherit a natural
T -action. For any T -equivariant cohomology class αT ∈ H∗

T (X,C), the equality∫
[X]T

αT =
r∑
j=1

∫
[Fj ]T

i∗jα
T

eT (Nj)

holds.

Example B.1.2. Let X = P2 and consider the standard torus action T = (C∗)3 on X. The
fixed points of X are p0 = [1 : 0 : 0], p1 = [0 : 1 : 0], and p2 = [0 : 0 : 1]. Let us calculate
the integral

∫
X
H2 where H is the hyperplane class of P2 by Theorem B.1.1. Since H is a first

Chern class of O(1), we see that a corresponding equivariant lift is given by cT1 (O(1)) which is an
equivariant first Chern class of O(1). Let us calculate the equivariant integral

∫
[X]T

cT1 (O(1))2.
Since cT1 (O(1))|pi = −λi, we have∫

[X]T
cT1 (O(1))2 =

(−λ0)2

(λ1 − λ0)(λ2 − λ0)
+

(−λ1)2

(λ0 − λ1)(λ2 − λ1)
+

(−λ2)2

(λ0 − λ2)(λ1 − λ2)
= 1.

This coincides with the expected answer. Second we take a corresponding equivariant class of
H as the equivariant fundamental class of the coordinate line H0 = {[0 : x1 : x2] | x1, x2 ∈ C}.
Since p0 /∈ H0, the restriction of [H0]

T to p0 is zero. We have∫
[X]T

([H0]
T )2 =

(λ0 − λ1)2

(λ0 − λ1)(λ2 − λ1)
+

(λ0 − λ2)2

(λ0 − λ2)(λ1 − λ2)
= 1.
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Then we obtain the same answer.

Let X be a smooth projective variety. In this appendix we assume the following condition
for X:

Assumption B.1.3. For any holomorphic map f : P1 → X, the condition

H1(P1, f ∗T 1
X) = 0

holds where T 1
X is a holomorphic tangent bundle on X. We call that X is a convex variety.

This assumption guarantees thatX0,n,d, the moduli space of genus zero with n-marked points
stable maps to X representing the class d ∈ H2(X,Z), is at worst orbifold. The homogeneous
spaces are example of convex variety since its holomorphic tangent bundle is generated by
global sections.

The idea of Kontsevich is to use the orbifold generalization of Theorem B.1.1 to the moduli
space X0,n,d with the torus action which is induced from the torus action on X. To have
graphical computations for the localization, we impose the following condition for the torus
action on X:

Assumption B.1.4. Fixed points of X are isolated, i.e.

Σ(0) := XT = {p1, . . . , pn0}

for some n0 ≥ 0. Moreover one-dimensional orbits in X are also isolated, i.e.

Σ(1) :={O ⊂ X | O is an orbit of the action of T, dimO = 1}
={O1, . . . , On1}

for some n1 ≥ 0.

Note that the one-dimensional orbit Oi is isomorphic to C∗ and its closures in X is isomor-
phic to P1. We denote the closure of Oi by ℓi.

Example B.1.5. Let X = P1 × P1 and T = (C∗)2 × (C∗)2 which acts naturally on X. The
fixed points and one-dimensional orbits are followings:

Σ(0) = {(0, 0), (0,∞), (∞, 0), (∞,∞)},
Σ(1) = {{0} × C∗, {∞} × C∗,C∗ × {0},C∗ × {∞}}.

More generally every toric manifolds with their natural torus action satisfy Assumption B.1.4
(but does not necessarily become convex variety).
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B.2 Twisted Gromov–Witten invariants

Let X be a smooth projective variety and T be an algebraic torus acting on X. Assume that
X and T satisfy Assumption B.1.3 and B.1.4. Let E be a globally generated vector bundle on
X. Let evn+1 : X0,n+1,d → X be an evaluation map to evaluate at the last marked point and
π : X0,n+1,d → X0,n,d be a forgetful map with respect to the last marked point.

Ey
X0,n+1,d −−−→

evn+1

Xyπ
X0,n,d

We define a vector bundle on X0,n,d by

E0,n,d := π∗ev
∗
n+1E .

and denote the Euler class of it by E0,n,d. For α1, . . . , αn ∈ H∗(X,C), we define E-twisted
Gromov–Witten invariants by the integral

⟨α1, . . . , αn⟩E0,n,d :=
∫
[X0,n,d]

ev∗1α1 ∧ · · · ∧ ev∗nαn ∧ E0,n,d, (B.1)

where evi is an evaluation map to evaluate at the i-th marked point.
We calculate the integral (B.1) via the localization expressing it as an equivariant integral.

Let us take an equivariant lift of αi, say α
T
i ∈ H∗

T (X,C), i.e. ρ(αTi ) = αi where ρ : H
∗
T (X,C)→

H∗(X,C) is a map taking the non-equivariant limit. Similarly we take an equivariant lift of
the class E0,n,d, say ET

0,n,d. If E is a T -equivariant vector bundle, it is enough to take the
T -equivariant Euler class of E0,n,d. We consider the following T -equivariant Gromov–Witten
invariants: ∫

[X0,n,d]T
ev∗1α

T
1 ∧ · · · ∧ ev∗nα

T
n ∧ ET

0,n,d, (B.2)

where ev∗i is the pull back of the equivariant cohomology class. Since the non-equivariant limit
of (B.2) is (B.1), it is sufficient to calculate T -equivariant Gromov–Witten invariants.

Applying Theorem B.1.1 under this orbifold setting, (B.2) is equal to

r∑
j=1

∫
[Fj ]T

i∗j(ev
∗
1α

T
1 ∧ · · · ∧ ev∗nα

T
n ∧ ET

0,n,d)

eT (NFj/X0,n,d
)

, (B.3)

where Fj is a fixed component of X0,n,d and ij is a natural inclusion map (i = 1, . . . , r).
Using Assumption B.1.4, the fixed components are in one to one corresponding to tree graphs
satisfying appropriate conditions. Moreover the integrands eT (NFj/X0,n,d

), i∗jα
T
1 , . . . , i

∗
jα

T
n and

i∗jE
T
0,n,d are described by the data of the action of T on X.
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B.3 Tree graphs parameterizing fixed components

Definition B.3.1. We define the set of decorated graphs Γ⃗ = (Γ, f⃗ , d⃗, s⃗) ∈ G0,n(X, d) which
consists of the following objects:

(i) (underlying graph) Γ is a compact connected one-dimensional CW complex with genus
zero, i.e. Γ is a tree graph. We denote by V (Γ) the set of vertices of Γ and by E(Γ) the
set of one-dimensional cells of Γ. We denote by F (Γ) the set of flags in Γ, i.e.

F (Γ) = {(v, e) ∈ V (Γ)× E(Γ) | v ∈ ē}.

(ii) (labeling of the vertices and edges) f⃗ is a map V (Γ) ⨿ E(Γ)→ Σ(0) ⨿ Σ(1) which maps
v ∈ V (Γ) to pv ∈ Σ(0) and e ∈ E(Γ) to Oe ∈ Σ(1), respectively, satisfying the condition

pv ∈ Oe =: ℓe

for any flag (v, e) ∈ F (Γ).

(iii) (covering degree of the edges) d⃗ is a map E(Γ) → Z≥1 which sends e to positive integer
de. This assignment satisfies ∑

e∈E(Γ)

de[ℓe] = d ∈ H2(X,Z)

where [ℓe] is a homology class of ℓe.

(iv) (marked points of the domain curve) s⃗ is a map {1, 2, . . . , n} → V (Γ), which is defined if
n ≥ 1.

For each v ∈ V (Γ), we define

Ev = {e ∈ E(Γ) | (v, e) ∈ F (Γ)},
Sv = {i | s⃗(i) = v},

and denote numbers of elements of these sets by val(v) and nv, respectively. Using these
numbers, we divide the vertices into four subsets as follows:

V S(Γ) = {v ∈ V (Γ) | val(v) + nv ≥ 3},
V 2(Γ) = {v ∈ V (Γ) | val(v) = 2, nv = 0},
V 1,1(Γ) = {v ∈ V (Γ) | val(v) = 1, nv = 1},
V 1(Γ) = {v ∈ V (Γ) | val(v) = 1, nv = 0}.

We call V S(Γ) stable vertices and V 2(Γ)⨿ V 1,1(Γ)⨿ V 1(Γ) unstable vertices.

We associate the fixed component MΓ⃗ of X0,n,d to each Γ⃗ ∈ G0,n(X, d) as follows: For each
v ∈ V S(Γ), we pick Cv ∈M0,nv+val(v). We specify the marked points on Cv by pv,m1 , . . . , pv,mnv
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and qv,e1 , . . . , qv,eval(v) where Sv = {m1, . . . ,mnv} and Ev = {e1, . . . , eval(v)}. We define fv : Cv →
X which is a constant map satisfying fv(Cv) = {pv}. For each e ∈ E(Γ), we pick Ce ∼= P1 with
two marked points pe,v and pe,v′ where pv, pv′ ∈ ℓe. We define fe : Ce → X which is a degree de
morphism onto ℓe satisfying fe(pe,v) = pv, fe(pe,v′) = pv′ and ramified at pv and pv′ .

Let us construct a nodal rational curve Σ by gluing these curves. For v ∈ V S(Γ), we glue
the curves Cv and Cei at the marked points qv,ei and pei,v. For v ∈ V 2(Γ), we glue Ce1 and Ce2
at the points pe1,v and pe2,v where Ev = {e1, e2}. The maps fv (v ∈ V S(Γ)) and fe (e ∈ E(Γ))
are naturally glued and determine the morphism f : Σ → X. Then we obtain the stable map
which is invariant under the torus action.

Note that the stable maps f : Σ → X depend on the choices of Cv ∈ M0,nv+val(v). Then
we obtain the stable maps for each element in the product

∏
v∈V S(Γ)M0,nv+val(v). We need to

divide this space by the automorphism of the stable maps AΓ⃗. There exists the following exact
sequence:

0→
∏

e∈E(Γ)

Zde → AΓ⃗ → Aut(Γ)→ 0,

where Zde is a deck transformation of fe : Ce → ℓe and Aut(Γ) is the automorphism group of
the decorated graph, i.e. it consists of bijective maps φV : V (Γ) → V (Γ), φE : E(Γ) → E(Γ)

preserving the structures of the decorated graph Γ⃗. Then we have the description of the fixed
locus

MΓ⃗ =

 ∏
v∈V S(Γ)

M0,nv+val(v)/AΓ⃗


for each decorated graph Γ⃗. Conversely any fixed locus can be represented by some decorated
graph Γ⃗. We denote the natural inclusion of MΓ⃗ to X0,n,d by iΓ⃗.

Example B.3.2 (X = P2, n = 1, and d = 2[ℓ] ∈ H2(X,Z)). In this case, the set G0,1(X, d)
consists of the following decorated graphs:

(1) (2) (3) (4) (5) (6) (7) (8) (9)

p1 p0 p2

1

p1 p0 p2

1

p1 p0 p2

1

p2 p1 p0

1

p2 p1 p0

1

p2 p1 p0

1

p0 p2 p1

1

p0 p2 p1

1

p0 p2 p1

1

(10) (11) (12) (13) (14) (15) (16) (17) (18)

p1 p0 p1

1

p1 p0 p1

1

p2 p0 p2

1

p2 p0 p2

1

p2 p1 p2

1

p2 p1 p2

1

p0 p1 p0

1

p0 p1 p0

1

p0 p2 p0

1

(19) (20) (21) (22) (23) (24) (25) (26) (27)

p0 p2 p0

1

p1 p2 p1

1

p1 p2 p1

1

p0 p1

1
δ=2

p0 p1

1
δ=2

p1 p2

1
δ=2

p1 p2

1
δ=2

p2 p0

1
δ=2

p2 p0

1
δ=2
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where p0 = [1 : 0 : 0], p1 = [0 : 1 : 0], p2 = [0 : 0 : 1] indicate the images of the vertices, and
δ is a covering degree of the edges. The decorated graph has non-trivial automorphism Z2 for
(10), (12), (14), (16), (18) and (20).

Next section, we calculate the contribution of each fixed locus corresponding to a decorated
graph in the localization formula.

B.4 Contributions of each graphs

Let us take a decorated graph Γ⃗ ∈ G0,n(X, d) and consider the corresponding fixed locus
MΓ⃗ ⊂ XT

0,n,d. We give a formula which expresses the integral∫
[M

Γ⃗
]T

i∗
Γ⃗
(αT1 ∧ · · · ∧ αTn )
eT (NM

Γ⃗
/X0,n,d

)
(B.4)

by the data of the torus action on X.

Remark B.4.1. To calculate the E-twisted Gromov–Witten invariants, we need to incorporate
the class E0,n,d in the integrand (B.4). The restriction of the class E0,n,d to the fixed locus MΓ⃗

is contained in C[λ1, . . . , λl], which is a subspace of H∗
T (MΓ⃗,C) = C[λ1, . . . , λl] ⊗ H∗(MΓ⃗,C).

Then it does not affect the integral (B.4). We calculate it for individual vector bundles.

We introduce some notations to state the precise formula. For each v ∈ V (Γ), we denote
by w(pv) a product of the all weights of the torus action on the tangent space TpvX. For
each flag (v, e) ∈ F (Γ), we denote by w(v,e) the weight of the torus action on Tpvℓe and define
w(v,e) := w(v,e)/de. For each e ∈ E(Γ) and d ∈ Z≥1, we define h(e, d) as follows: Let v and v′ be
vertices of e. Let {wv,1, . . . , wv,N−1, wv,N = w(v,e)} (resp. {wv′,1, . . . , wv′,N−1, wv′,N = w(v′,e)})
be a set of weights of the torus action on TpvX (resp. Tpv′X). It is known that these weights
have the following properties:

(i) w(v′,e) = −w(v,e).

(ii) There exist a permutation σ : {1, . . . , N − 1} → {1, . . . , N − 1} and ai ∈ Z≥0 (i =
1, . . . , N − 1) such that

wv′,i = wv,σ(i) − aiw(v,e).

Note that ai ≥ 0 follow from the assumption that X is a convex variety. Using this result, we
define

h(e, d) :=
(−1)dd2d

d!2w2d
(v,e)

N−1∏
i=1

1∏dai
j=0wv,i − j

w(v,e)

d

.

Theorem B.4.2 (cf. [LS15]). The integral (B.4) can be described as follows:

1

|AΓ⃗|
∏

e∈E(Γ)

h(e, de)

de

∏
v∈V (Γ)

(
w(pv)

val(v)−1
∏
i∈Sv

ι∗pvα
T
i

)∫
M0,nv+val(v)

1∏
e∈Ev

(w(v,e) − ψ(v,e))
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where ιpv is a natural inclusion {pv} ↪→ X and ψ(v,e) is a psi-class on M0,nv+val(v) at pv,e
(e ∈ Ev). We use the following conventions for the integrals onM0,1 andM0,2:∫

M0,2

1

(w1 − ψ1)(w2 − ψ2)
=

1

w1 + w2

,∫
M0,2

1

w1 − ψ1

= 1,

∫
M0,1

1

w1 − ψ1

= w1,

for v ∈ V 2(Γ)⨿ V 1,1(Γ)⨿ V 1(Γ).

The integrals in Theorem B.4.2 can be calculated by the following formula [Kon95]:∫
M0,n

ψd11 · · ·ψdnn =
(n− 3)!

d1! · · · dn!
(n ≥ 3, d1, . . . , dn ≥ 0).

Then we can calculate the equivariant integral (B.2) by the localization formula. We do this
calculation for twisted Gromov–Witten invariants of Grassmannians in Section 3.2.
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Appendix C

List of Picard–Fuchs operators

We list differential operators which annihilate the E-twisted I-functions for the pairs (X, E) cor-
responding to Calabi–Yau 3-folds with second Betti number one in Table 1.1. In [BCFKvS98],
we can find a conjectural mirror family for complete intersection Calabi–Yau 3-folds in Grass-
mannian by using the conifold transition as well as their Picard–Fuchs operators. To avoid
overlap with their list, we omit the Picard–Fuchs operators for complete intersection Calabi–
Yau 3-folds in Grassmannian which correspond to No. 1, 2, 3, 6, 12, 19. Except for this omission,
for completeness, we include previously known examples in other literatures.

In the list below, we set θ = q d
dq

and Y to be the zero locus of a general section of E on X.

No. 4 : X = G(2, 5), E = S∗(1)⊕O(2).

θ4 − 2q(2θ + 1)2
(
17θ2 + 17θ + 5

)
+ 4q2(θ + 1)2(2θ + 1)(2θ + 3)

It is known that the zero locus Y is a complete intersection of OG(5, 10) (see the description
of V12 in [CCGK16]).

No. 5 : X = G(2, 5), E = ∧2Q(1).

θ4 − q
(
124θ4 + 242θ3 + 187θ2 + 66θ + 9

)
+ q2

(
123θ4 − 246θ3 − 787θ2 − 554θ − 124

)
+ q3

(
123θ4 + 738θ3 + 689θ2 + 210θ + 12

)
− q4

(
124θ4 + 254θ3 + 205θ2 + 78θ + 12

)
+ q5(θ + 1)4

It is proved in [IIM1] that the zero locus Y is deformation equivalent to the complete intersection
of two G(2, 5) in P9 which is studied in [GP01], [Kan12]. The Picard–Fuchs operator of the
Calabi–Yau 3-fold is derived in [Kap13] via conifold transition.
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No. 7 : X = G(2, 6), E = S∗(1)⊕O(1)⊕3.

121θ4 − 77q
(
130θ4 + 266θ3 + 210θ2 + 77θ + 11

)
− q2

(
32126θ4 + 89990θ3 + 103725θ2 + 55253θ + 11198

)
− q3

(
28723θ4 + 74184θ3 + 63474θ2 + 20625θ + 1716

)
− 7q4

(
1135θ4 + 2336θ3 + 1881θ2 + 713θ + 110

)
− 49q5(θ + 1)4

The zero locus Y is isomorphic to a linear section of a minuscule Schubert variety in OP2 (see
[IIM1]), which is studied in [Miu13], [Gal14], [GKM].

No. 10 : X = G(2, 6), E = Q(1) ⊕ O(1). In [Man15], Manivel shows that Y is isomorphic
to a general linear section of G(2, 7) of codimension 7. Since the I-function IEX is same as No.
12, we omit the Picard–Fuchs operator of it.

No. 13 : X = G(2, 7), E = Sym2S∗ ⊕O(1)⊕4.

49θ4 − 14q
(
134θ4 + 286θ3 + 234θ2 + 91θ + 14

)
− 4q2

(
3183θ4 + 10266θ3 + 13501θ2 + 8225θ + 1918

)
− 8q3

(
2588θ4 + 8400θ3 + 10256θ2 + 5649θ + 1190

)
− 48q4

(
256θ4 + 848θ3 + 1141θ2 + 717θ + 174

)
− 2304q5(θ + 1)4

The zero locus Y is a complete intersection of the orthogonal Grassmannian OG(2, 7).

No. 15 : X = G(2, 7), E = ∧4Q⊕O(1)⊕O(2).

θ4 − 6q(2θ + 1)2
(
3θ2 + 3θ + 1

)
− 108q2(θ + 1)2(2θ + 1)(2θ + 3)

The zero locus of a general section of ∧4Q is isomorphic to the homogeneous space G2/Plong (see
the description of V18 in [CCGK16]). Hence Y is a complete intersection of the homogeneous
space. The Picard–Fuchs operator is already known by [Kap12] via conifold transition.

No. 16 : X = G(2, 7), E = S∗(1) ⊕ ∧4Q. It is proved in [IIM1] that Y is deformation
equivalent to a linear section of G(2, 7). Since Gromov–Witten invariants are deformation
invariant, the twisted J-function is the same as No. 12.

No. 17 : X = G(2, 8), E = ∧5Q⊕O(1)⊕3.

361θ4 − 19q
(
700θ4 + 1238θ3 + 999θ2 + 380θ + 57

)
+ q2

(
−64745θ4 − 368006θ3 − 609133θ2 − 412756θ − 102258

)
+ 27q3

(
6397θ4 + 12198θ3 − 11923θ2 − 27360θ − 11286

)
+ 729q4

(
64θ4 + 1154θ3 + 2425θ2 + 1848θ + 486

)
− 177147q5(θ + 1)4

60



The zero locus Y is isomorphic to a linear section of the determinantal nets of conics which
is studied by Tjøtta. Tjøtta has calculated the Picard–Fuchs operator in [Tjø97] by using the
direct calculation of the quantum connection of N and using the quantum Lefschetz theorem.

No. 18 : X = G(2, 8), E = Sym2S∗ ⊕ ∧5Q.

θ4 − 2q
(
2θ2 + 2θ + 1

) (
11θ2 + 11θ + 3

)
+ 4q2(θ + 1)2

(
76θ2 + 152θ + 111

)
− 144q3(θ + 1)(θ + 2)(2θ + 3)2

The zero locus Y has appeared first in [Tjø97], and the virtual number of lines and conics on
Y are computed in [Tjø97]. Our computations in Section 2.3 are consistent to these numbers.

No. 20 : X = G(3, 6), E = ∧2S∗ ⊕O(1)⊕2 ⊕O(2).

θ4 − 8q(2θ + 1)2
(
3θ2 + 3θ + 1

)
+ 64q2(θ + 1)2(2θ + 1)(2θ + 3)

The zero locus of a general section of ∧2S∗ is Lagrangian Grassmannian LG(3, 6). Then Y is
a complete intersection on the homogeneous space LG(3, 6). The above differential operator
coincides with the predicted one by [vEvS06].

No. 21 : X = G(3, 6), E = S∗(1)⊕∧2S∗. Similarly to No. 16, Y is deformation equivalent to
a linear section of G(3, 6) by [IIM1]. The Picard–Fuchs operator can be found in [BCFKvS98].

No. 22 : X = G(3, 7), E = Sym2S∗ ⊕ O(1)⊕3. The zero locus Z of a general section of
Sym2S∗ is isomorphic to orthogonal Grassmannian OG(3, 7). Using the natural isomorphisms
OG(3, 7) ∼= OG(4, 8) ∼= OG(1, 8), Z is isomorphic to a smooth quadric hypersurface Q of P7.
Under this isomorphism, the restriction of OG(3,7)(1) on Z coincides with OQ(2). Hence Y is
isomorphic to a complete intersection of four quadric hypersurfaces of P7.

No. 23 : X = G(3, 7), E = (∧2S∗)⊕2 ⊕O(1)⊕3.

3721θ4 − 61q
(
3029θ4 + 5572θ3 + 4677θ2 + 1891θ + 305

)
+ q2

(
1215215θ4 + 3428132θ3 + 4267228θ2 + 2572675θ + 611586

)
− 81q3

(
39370θ4 + 140178θ3 + 206807θ2 + 142191θ + 37332

)
+ 6561q4

(
566θ4 + 2230θ3 + 3356θ2 + 2241θ + 558

)
− 1594323q5(θ + 1)4

61



No. 24 : X = G(3, 7), E = (∧3Q)⊕2 ⊕O(1).

81θ4 − 9q
(
317θ4 + 520θ3 + 431θ2 + 171θ + 27

)
+ q2

(
6589θ4 − 7616θ3 − 31688θ2 − 28251θ − 8370

)
− q3

(
5521θ4 + 21384θ3 + 107223θ2 + 138402θ + 55782

)
+ q4

(
21987θ4 + 130752θ3 + 152168θ2 + 9194θ − 39016

)
− 19q5(θ + 1)

(
293θ3 − 7005θ2 − 18780θ − 12535

)
− 361q6(θ + 1)(θ + 2)

(
137θ2 + 357θ + 223

)
− 6859q7(θ + 1)(θ + 2)2(θ + 3)

No. 25 : X = G(3, 7), E = ∧2S∗ ⊕ ∧3Q⊕O(1)⊕2.

121θ4 − 11q(434θ4 + 820θ3 + 685θ2 + 275θ + 44)

+ q2(7841θ4 + 10916θ3 + 3133θ2 − 2486θ − 1320)

− 4q3(1488θ4 + 4092θ3 + 6761θ2 + 5511θ + 1694)

− 32q4(136θ4 + 1460θ3 + 4556θ2 + 5245θ + 2017)

+ 256q5(θ + 1)2(40θ2 + 212θ + 237)− 4096q6(θ + 1)2(θ + 2)2

No. 28 : X = G(3, 8), E = (∧2S∗)⊕4.

529θ4 − 23q
(
850θ4 + 1634θ3 + 1461θ2 + 644θ + 115

)
+ q2

(
140191θ4 + 504286θ3 + 765193θ2 + 554484θ + 160080

)
− 2q3

(
225598θ4 + 1145682θ3 + 2338529θ2 + 2203584θ + 805023

)
+ q4

(
739023θ4 + 4533564θ3 + 11008538θ2 + 12265136θ + 5219792

)
− q5

(
683438θ4 + 4503734θ3 + 11576207θ2 + 13658100θ + 6109137

)
+ q6

(
392337θ4 + 2558982θ3 + 6275869θ2 + 6925308θ + 2877864

)
− 4q7

(
36774θ4 + 235086θ3 + 558499θ2 + 579748θ + 221197

)
+ 16q8

(
2081θ4 + 12548θ3 + 28814θ2 + 29364θ + 11133

)
− 256q9(2θ + 3)4
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Appendix D

Determining the topological invariants
via monodromy calculations

D.1 Topological invariants

In this section we summarize the calculation of the topological invariants (H3, c2(Y ).H, e(Y )) of
Calabi–Yau 3-folds Y which are contained in Appendix C by using the monodromy calculation
of the I-function of Y . The details can be found in [vEvS06], [HT14].

Let IY be a I-function of Y and P be a fourth order differential operator which annihilates
IY . Let x ∈ C be a local coordinate around the maximally unipotent monodromy point.
Practically we find a singular point α of P which is nearest to x = 0, so-called conifold point.
There exists three holomorphic solutions of P around α. Moreover there exists the following
solution:

wcp(y) log(y) + whol(y) (D.1)

where y := x−α is a local coordinate around α. The function wcp(y) is determined up to scalar
multiplication and we can calculate it for arbitrary degree of y.

We connect x = 0 and x = α by the line segment L and we do the analytic continuation of
the function wcp(y) along L. Candelas–de la Ossa–Green–Parks observed the following behavior
of the conifold period under this analytic continuation [CdlOGP91]:

wcp(t) =
H3

6
t3 +

c2(Y ).H

24
t+

e(Y )

(2πi)3
ζ(3) +O(q) (D.2)

where 2πit is the mirror map around x = 0 and q = e2πit.
It is necessary to determine the function wcp(y) which behaves similar to (D.2). If we know

the degree H3 of Y , we can read other invariants c2(Y ).H and e(Y ) from wcp(t) by suitably
normalizing the coefficient of t3.

Although actual computation is numerical, we can find reasonable integral invariants in the
digits of sufficiently high accuracy. We have checked that the computation of each Picard–Fuchs
equation of Calabi–Yau 3-folds with ρ = 1 is consistent with our computations in Section 1.2.
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D.2 Integral symplectic basis

If IY coincides with a period integral of mirror Calabi–Yau 3-folds {Y ∗
z }z∈P1 , the Picard–Fuchs

equation has a basis of solutions whose monodromy matrices are in Sp(4,Z). We do not
discussed the existence of the mirror family of the Calabi–Yau 3-folds in our list. But there
exists an ansatz of the integral symplectic basis of the Picard–Fuchs equation.

Let P (x, θx) be a Picard–Fuchs operator which has x = 0 as a maximally unipotent mon-
odromy point. We can take a basis of the local solution of P as follows:

w0(x),

w1(x) = w0(x) log x+ whol
1 (x),

w2(x) = w0(x)(log x)
2 + 2whol

1 (x) log x+ whol
2 (x),

w3(x) = w0(x)(log x)
3 + 3whol

1 (x) log x+ 3whol
2 (x) log x+ whol

3 (x)

where w0(x) and w
hol
i (x) (i = 1, 2, 3) are holomorphic and whol

i (0) = 0 (i = 1, 2, 3). We replace
the basis of the solution by

Π(x) :=


1 0 0 0
0 1 0 0
β
24

a −κ
2

0

γ β
24

0 κ
6



n0w0(x)
n1w1(x)
n2w2(x)
n3w3(x)


where κ = −H3, β = −c2(Y ).H, γ = −e(Y )(2πi)−3ζ(3), nj = (2πi)−j (j = 0, . . . , 3) and a is
an unknown constant. Then Π(x) gives the candidate of the solution of P whose monodromy
matrices are in Sp(4,Z).

In general it is not easy to do the analytic continuation of the solution of the differential
equation. But numerically we can do the analytic continuation along any path by using of
suitable computer software. In Section D.3, we carry out the analytic continuation of the basis
Π(x) and find the candidate of the integral symplectic monodromy matrices.

D.3 Computations for selected examples

We present the monodromy matrices of the basis Π(x) which are the solutions of the Picard–
Fuchs operator P . We only take the selected Picard–Fuchs operators in Appendix C, but the
same calculation works for other operators.

Let P be a Picard–Fuchs operator and D = {α0 = 0, α1, . . . , αk} (αi ̸= αj for i ̸= j) be the
singular points of P in C. We assume that α1 is a conifold point which is the nearest to the
origin among D \ {0}. We fix the base-point by qb := α1/2.

Let us define r := min{|αi − αj| | 0 ≤ i < j ≤ k}. For i = 0, 1, . . . , k, we calculate the
analytic continuation along the following paths: If qb and αi are connected by a line segment
to avoid other singular points, we take

γi(t) =


qb + t(qi − qb) (0 ≤ t ≤ 1)

αi + (qi − αi)e2πi(t−1) (1 ≤ t ≤ 2)

qi + (t− 2)(qb − qi) (2 ≤ t ≤ 3)
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where qi = αi +
r
2
qb−αi

|qb−αi| . If there exist some other singular point between qb and αi, we deform
the path γi by

e2πiϵ(γi(t)− qb) + qb

for sufficiently small ϵ > 0. We denote the monodromy matrix of Π(x) along the path γi by
Mαi

, i.e. it satisfies
(γi)∗Π(x) =Mαi

Π(x)

where (γi)∗Π(x) denote the analytic continuation of Π(x) along γi.

In the rest of this appendix, we present the results of our calculations. We denote P the
Picard–Fuchs operator corresponding to each number (see Appendix C).

No.18. E = Sym2S∗ ⊕ ∧5Q on G(2, 8).

The Riemann scheme of P : 
0 1

36
1
4
∞

0 0 0 1
0 1 0 3/2
0 1 1 3/2
0 2 1 2


The monodromy matrices of Π(x) (a = 0):

M0 =


1 0 0 0
1 1 0 0
36 72 1 0
−20 −36 −1 1

 , M 1
36

=


1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

 , M 1
4
=


−17 −12 −3 −11
−6 1 −1 −3
0 72 1 12
36 0 6 19

 .

No.23. E = (∧2S∗)⊕2 ⊕O(1)⊕3 on G(3, 7).

The Riemann scheme of P : 
0 α1 α2 α3

61
81
∞

0 0 0 0 0 1
0 1 1 1 1 1
0 1 1 1 3 1
0 2 2 2 4 1


where α1, α2, α3 are solutions of 1− 47q + 200q2 − 243q3 = 0.

The monodromy matrices of Π(x) (a = 1/2):

M0 =


1 0 0 0
1 1 0 0
31 61 1 0
−18 −30 −1 1

 , Mα1 =


1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

 , Mα2 =


22 −9 3 9
7 −2 1 3
21 −9 4 9
−49 21 −7 −20

 ,

Mα3 =


−20 −6 −3 9
7 3 1 −3

−14 −4 −1 6
−49 −14 −7 22

 , M 61
81

=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .
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No.24. E = (∧3Q)⊕2 ⊕O(1) on G(3, 7).

The Riemann scheme of P :
0 α1 α2 α3 α4 −1 9

19
∞

0 0 0 0 0 0 0 1
0 1 1 1 1 1 1 2
0 1 1 1 1 1 3 2
0 2 2 2 2 2 4 3


where α1, α2, α3, α4 are solutions of 1− 32q − 22q2 − 136q3 − 19q4 = 0.

The monodromy matrices of Π(x) (a = 0):

M0 =


1 0 0 0
1 1 0 0
36 72 1 0
−20 −36 −1 1

 , Mα1 =


1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

 , Mα2 =


22 −12 3 9
7 −3 1 3
28 −16 5 12
−49 28 −7 −20

 ,

Mα3 =


−20 −12 −3 9
7 5 1 3

−28 −16 −3 12
−49 −28 −7 22

 , Mα4 =


603 672 84 −196
−258 −287 −36 84
2064 2304 289 −672
1849 2064 258 −601

 ,

M−1 =


−111 −168 −14 28
56 85 7 −14

−672 −1008 −83 168
−448 −672 −56 113

 , M 9
19

=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .

No.25. E = ∧2S∗ ⊕ ∧3Q⊕O(1)⊕2 on G(3, 7).

The Riemann scheme of P :
0 α1 α2 α3 −1 11

8
∞

0 0 0 0 0 0 1
0 1 1 1 1 1 1
0 1 1 1 1 3 2
0 2 2 2 2 4 2


where α1, α2, α3 are solutions of 1− 39q + 48q2 − 64q3 = 0.

The monodromy matrices of Π(x) (a = 0):

M0 =


1 0 0 0
1 1 0 0
33 66 1 0
−19 −33 −1 1

 , Mα1 =


1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

 , Mα2 =


22 −9 3 9
7 −2 1 3
21 −9 4 9
−49 21 −7 −20

 .

Mα3 =


−20 −9 −3 9
7 4 1 −3

−21 −9 −2 9
−49 −21 −7 22

 , M−1 =


−47 −66 −6 12
24 34 3 −6

−264 −363 −32 66
−192 −264 −24 49

 , M 11
8

=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .
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No.28. E = (∧2S∗)⊕4 on G(3, 8).

The Riemann scheme of P :
0 α1 α2 α3 1 β1 β2 ∞
0 0 0 0 0 0 0 3/2
0 1 1 1 1 1 1 3/2
0 1 1 1 1 3 3 3/2
0 2 2 2 2 4 4 3/2


where α1, α2, α3 are solutions of 1 − 34q + 161q2 − 256q3 = 0 and β1, β2 are solutions of 23 −
11q + 4q2 = 0.

The monodromy matrices of Π(x) (a = 0):

M0 =


1 0 0 0
1 1 0 0
46 92 1 0
−24 −46 −1 1

 , Mα1 =


1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

 , Mα2 =


25 −18 3 9
8 −5 1 3
48 −36 7 18
−64 48 −8 −23

 ,

Mα3 =


−23 −18 −3 9
8 7 1 −3

−48 −36 −5 18
−64 −48 −8 25

 , M1 =


−195 −28 −28 −102
−56 1 −8 −28
0 196 1 28

392 0 56 197

 ,

Mβ1
=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , Mβ2
=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .

Remark D.3.1. In Appendix A.2.3, we define Frobenius manifold associated with (Pn−1)k, Weyl
group W = Sk and Weyl invariant vector bundle VT . The I-function (A.11) is defined even if
VT is not related to the vector bundle on G(k, n).

The calculations of this appendix work for the following vector bundles:

(a)

(
P4 2 0 3
P4 0 2 3

)
, (b)

(
P4 3 1 1
P4 1 3 1

)
, (c)

 P4 3 1 1
P4 1 3 1
P4 1 1 3

 .

We can find reasonable topological invariants for each of them. These invariants coincide with
the formal calculation described in Section 1.2.2.

We give the details of calculations of these vector bundles as follows:

(a) The Picard–Fuchs operator:

P = θ4 − 36q(3θ + 1)(3θ + 2)(6θ + 1)(6θ + 5)

The Riemann scheme of P : 
0 1

11664
∞

0 0 1/6
0 1 1/3
0 1 2/3
0 2 5/6


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The topological invariants which is read from P :

H3 = 3, c2(Y ).H = 42, e(Y ) = −204.

The monodromy matrices of Π(x) (a = 0):

M0 =


1 0 0 0
1 1 0 0
2 3 1 0
−4 −1 −1 1

 , M 1
11664

=


1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

 .

(b) The Picard–Fuchs operator:

P = 529θ4 − 23q
(
3271θ4 + 5078θ3 + 3896θ2 + 1357θ + 184

)
+ q2

(
1357863θ4 + 999924θ3 − 787393θ2 − 850862θ − 205712

)
− 8q3

(
775799θ4 − 272481θ3 − 218821θ2 + 176709θ + 100234

)
− 976q4

(
1005θ4 − 15654θ3 − 36317θ2 − 27938θ − 7304

)
− 1905152q5(θ + 1)2(4θ + 3)(4θ + 5)

The Riemann scheme of P : 
0 α1 α2 α3

23
244

∞
0 0 0 0 0 3/4
0 1 1 1 1 1
0 1 1 1 3 1
0 2 2 2 4 5/4


where α1, α2, α3 are solutions of 1− 121q − 113q2 − 512q3 = 0.

The topological invariants which is read from P :

H3 = 23, c2(Y ).H = 62, e(Y ) = −74.

The monodromy matrices of Π(x) (a = 1/2):

M0 =


1 0 0 0
1 1 0 0
12 23 1 0
−9 −11 −1 1

 , Mα1 =


1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1

 , Mα2 =


13 3 3 9
4 2 1 3
−4 −1 0 −3
−16 −4 −4 −11

 ,

Mα3 =


−11 6 −3 9
4 −1 1 −3
8 −4 3 −6

−16 8 −4 13

 , M 23
244

=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .
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(c) The Picard–Fuchs operator:

P = 49θ4 − 7q
(
155θ4 + 286θ3 + 234θ2 + 91θ + 14

)
+ q2

(
−16105θ4 − 68044θ3 − 102261θ2 − 66094θ − 15736

)
+ 8q3

(
2625θ4 + 8589θ3 + 9071θ2 + 3759θ + 476

)
− 16q4

(
465θ4 + 1266θ3 + 1439θ2 + 806θ + 184

)
+ 512q5(θ + 1)4

The Riemann scheme of P : 
0 1

32
α1 α2

7
4
∞

0 0 0 0 0 1
0 1 1 1 1 1
0 1 1 1 3 1
0 2 2 2 4 1


where α1, α2 are solutions of 1 + 11q − q2 = 0.

The topological invariants which is read from P :

H3 = 35, c2(Y ).H = 50, e(Y ) = −50.

The monodromy matrices of Π(x) (a = 1/2):

M0 =


1 0 0 0
1 1 0 0
18 35 0 0
−10 −17 −1 1

 , M 1
32

=


1 0 0 2
0 1 0 0
0 0 1 0
0 0 0 1

 , Mα1 =


−9 −14 −2 4
5 8 1 −2

−35 −49 −6 14
−25 −35 −5 11

 ,

Mα2 =


1 10 0 4
0 1 0 0
0 −25 1 −10
0 0 0 1

 , M 7
4
=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .

By these calculation, we hope that there exist the following rank three globally generated
vector bundles on G(2, 5):

(a) vector bundle Ea satisfying c(Ea) = 1 + 5σ(1,0) + 6σ(2,0) + 10σ(1,1) + 12σ(2,1).

(b) vector bundle Eb satisfying c(Eb) = 1 + 5σ(1,0) + 7σ(2,0) + 11σ(1,1) + 3σ(3,0) + 10σ(2,1).

(c) vector bundle Ec satisfying c(Ec) = 1 + 5σ(1,0) + 11σ(2,0) + 7σ(1,1) + 15σ(3,0) + 10σ(2,1).

Note that the operators (a) and (c) coincide with the Picard–Fuchs operators of the following
Calabi–Yau 3-folds:

(a) sextic hypersurface in P[1, 1, 1, 1, 2].

(c) Reye congruence Calabi–Yau 3-fold which is studied in [HT14].
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