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#### Abstract

In this thesis, high-precision measurements of the fundamental properties of the antiproton are presented, such as the direct measurement of the lifetime, the charge-to-mass ratio, and the magnetic moment. As a consequence, they provide stringent tests of CPT symmetry, which is one of the most fundamental symmetries in the Standard Model of particle physics.
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## Part I

## Introduction

## Chapter

## Background

The current understanding of the Universe comes mainly from the fields of particle physics and cosmology. In particle physics, an almost perfect symmetry between matter and antimatter exists. On cosmological scales, however, a striking imbalance between matter and antimatter is observed [1]. This contradiction between the fields of particle physics and cosmology demands experiments to compare the fundamental properties of particles and antiparticles with high precision. Such comparisons provide stringent tests of charge, parity, and time (CPT) symmetry; one of the most fundamental symmetries in the Standard Model of particle physics [2].

Despite its importance to our understanding of nature, only a few direct and precise tests of CPT symmetry are available [3-10] or are planned [11, 12]. Our experimental collaboration group, the Baryon Antibaryon Symmetry Experiment (BASE), aims to carry out such tests by comparing the fundamental properties of protons and antiprotons with high precision [13]. To realise this, BASE constructed a new experimental apparatus at the antiproton decelerator (AD) facility of the European Organisation for Nuclear Research (CERN), Geneva, Switzerland in 2013. The AD facility is the only place in the world which provides low energy antiprotons for physics experiments, and consequently allows physicists to capture, and even store antiprotons at rest. BASE utilises an advanced Penning-trap system formed of four Penning traps. One of these traps allows us to accumulate injected antiprotons in a reservoir for more than a year. Single antiprotons can be separated from the reservoir and adiabatically transported between the traps [14], and the physical properties of the particles can be measured by using highly sensitive superconducting detection systems [15].

Experiments with single particles in Penning traps allow high-precision measurements of particle properties and give access to stringent tests of fundamental symmetries [16]. Measurements in this field largely rely on the non-destructive detection of the trapped particle's
eigenfrequencies [15]. For instance, the most precise measurements of atomic masses are based on Penning-trap experiments [17]. These measurements impact significantly on neutrino physics [17, 18], as well as on rigorous tests of relativistic energy-mass equivalence [19]. Electron $g$-factor measurements provide the most stringent tests of bound-state quantum electrodynamics [20]. The most precise value of the mass of the electron in atomic mass units has been extracted from a $g$-factor measurement of the electron bound to a highly-charged carbon ion [21]. Other Penning-trap based measurements provide the most stringent tests of the fundamental CPT symmetry. Electron and positron magnetic anomaly frequencies were compared with fractional precisions at a level of parts per billion (p.p.b.) [3], and the fundamental properties of protons and antiprotons, such as charge-to-mass ratios [6] and $g$-factors [22] were compared with 90 parts per trillion (p.p.t.) and 4.4 parts per million (p.p.m.) precision, respectively. Recently, BASE reported the most precise comparison of the proton-to-antiproton charge-tomass ratio with a fractional precision of 69 p.p.t. [23], and the most precise measurement of the magnetic moment of the proton with a relative precision of 3.3 p.p.b. [24]. Additionally, the most precise measurement of the antiproton's magnetic moment was performed in early spring 2016 by BASE and its result will be published in January 2017 [25]. This specific measurement is the main subject of this thesis.

BASE's experiments form a part of the long history of enquiry and experiments to examine the magnetic moment of the proton and the antiproton. The first measurement of the proton magnetic moment was performed by Stern in the early 1930's, using the molecular beam techniques [26,27]. This led to the discovery of the proton's $g$-factor unequal to 2 , which implied the substructure of the proton. Due to this discovery, Stern was awarded the Nobel Prize in 1943. Further developments with molecular beams by Rabi improved the precision [28]. In the following decade, Purcell and Bloch developed nuclear magnetic resonance techniques [29,30], which led to a further improvement in the measurement precision of the magnetic moment of the proton. Afterwards, further progress in these precision measurements was made by Ramsey and Kleppner, determined from hyperfine spectroscopy of atomic hydrogen [31, 32]. In 1972, Kleppner improved the hydrogen maser technique and obtained the proton to electron magnetic moment ratio with a fractional precision of 10 p.p.b. [33], which was the highest precision measurement attained for over 40 years [34]. However, progress towards direct measurements of the proton magnetic moment has recently been achieved. The BASE companion experiment at the University of Mainz demonstrated the application of the double Penning-trap technique [35], and measured the proton magnetic moment with the highest precision to date [24].

Compared to the proton, there have only been a few attempts to measure the magnetic moment of the antiproton. The measurement of the antiproton's magnetic moment was carried out in 1988 from a spectroscopy of $n=11 \rightarrow 10$ antiprotonic X-ray transition in ${ }^{208} \mathrm{~Pb}$ [36], and in 2009 using super-hyperfine spectroscopy of antiprotonic helium atoms (3000p.p.m.) [37]. In 2013, a new value was determined by the ATRAP collaboration using the first single-antiproton measurement with a cryogenic Penning trap (4.4p.p.m.) [22]. As mentioned above, BASE improved the precision of these measurements to the sub-p.p.m. level in early spring 2016, which is the most precise value of the magnetic moment of the antiproton yet measured [25] (it is also the main result within my PhD studies). However, it is known that the magnetic moments can be determined in Penning traps with much higher precision using the double trap technique as was demonstrated by using a single trapped proton [24]. However, the implementation of this method is an extremely challenging task, since it affords complicated interplay and shuttling between two highly optimised Penning traps with very different properties. BASE is currently working on the implementation of this double trap method. Logically the double trap technique requires optimisation of the individual traps, leading automatically to single trap magnetic moment measurements. The implementation of these single trap methods, and a resulting sixfold improved measurement of the magnetic moment of the antiproton in the so-called analysis trap, is described within this thesis.

### 1.1 Personal contributions and overall structure of this thesis

I started working officially in BASE in February 2013, as one of the groups's initial members (alongside the team's other initial members: Dr Stefan Ulmer, Dr Christian Smorra, Mr Kurt Alan Franke, and Mr Georg Ludwig Schneider). As an initial member of BASE I was fortunate to participate across the broad spectrum of the project from the construction of the experimental apparatus to the operation of the experiment itself. On the technical side, I mainly contributed to the development of single particle detection systems, low noise electronics and the wirings of the entire apparatus. During the course of my PhD studies and work within BASE, we developed a novel antiproton reservoir trap technique [14]. This allowed us to accumulate antiprotons and transport single particles non-destructively to other traps within the trap system whenever needed. By implementing this new technique, it became possible to conduct measurements even when the accelerators were shutdown. High-precision measurements are usually very sensitive to noise and the antiproton decelerator generates electronic and magnetic field noise making
it far, preferable to operate the measurements during the shutdown period. In addition, BASE compared antiproton-to-proton charge-to-mass ratio with higher precision than ever achieved before, and reported these results in 2015 [23]. In this experiment, we measured the cyclotron frequencies of a single trapped antiproton and an $\mathrm{H}^{-}$ion using a newly developed fast shuttling method and sideband coupling. To date, this is the most stringent test of CPT invariance in the baryon sector. In the process of achieving these results, I contributed within BASE as a technical and experimental collaborator. I developed the axial detection system to monitor antiprotons in the reservoir trap as well as to measure the cyclotron frequencies of a trapped antiproton and an $\mathrm{H}^{-}$ion. Participations in beamshifts, data-collection processes, and maintenance of the apparatus were other key parts of my role.

My main contribution to the experiment during the framework of my PhD studies was the measurement of the magnetic moment of the antiproton in the analysis trap (AT), where a strong inhomogeneous magnetic field was superimposed. I contributed by observing single proton and antiproton signals in the AT, detecting spin-transitions by means of the continuous SternGerlach effect [38], and measuring its magnetic moment. The resultant fractional precision achieved is 0.8 p.p.m., which is a factor of six improvement compared to the previous result [22]. A manuscript which details this achievement has recently been accepted by the Nature Communications journal and is published in January 2017.

Having quoted my personal contribution to BASE, I would like to clearly emphasise that all these results are based on excellent teamwork of a group of eight people, each person working on the experiment with great dedication.

The overall structure of this thesis is as follows. It consists of four parts, such as I. Introduction, II. Theoretical Basics, III. Experimental Setup, and IV. Experimental Results. I. Introduction continues with a short description on CPT invariance and the Standard Model Extension [39], and ends with the principle of measuring the fundamental properties of the proton and the antiproton using Penning traps. II. Theoretical Basics consists of the principle of the Penning trap, non-destructive detection of the trapped particle's eigenfrequencies, and the spinstate. III. Experimental setup describes each device and the systems which are implemented in the BASE apparatus, including: the wirings, the low noise electronics, and the single particle detection systems. Finally, IV. Experimental Results presents my core achievement during my PhD studies, that is: the reservoir trap technique, comparison of the antiproton-to-proton charge-to-mass ratios, and experiments in the analysis trap.

### 1.2 CPT invariance



Fig. 1.1: Summary of high-precision tests of the fundamental charge, parity, time invariance of the Standard Model. BASE contributes measurements with single trapped antiprotons and targets measurements of charge-to-mass ratios and $g$-factors.

The CPT theorem states that any local, Lorentz-invariant quantum field theory is invariant under the combined transformation of CPT [2]. The CPT transformation consists of Charge conjugation (change matter to antimatter, and vice versa), Parity transformation (inverting the signs of spatial coordinate), and Time reversal (inversion of time). CPT symmetry is one of the most fundamental symmetries in the Standard Model of particle physics, which states that the fundamental properties of particles and their antiparticle conjugates, such as charge, mass, lifetime, and magnetic moment must be identical apart from signs. High-precision comparisons of the fundamental properties of particles and their antiparticle conjugates consequently provide stringent tests of CPT symmetry.

Figure 1.1 shows relative precisions achieved for different kinds of CPT tests on different systems performed up to now. The blue, red, and green bars indicate the past, recent, and future planned tests, respectively. According to this graph, up to now the most precise test comes from
the comparison of decay channels of the neutral Kaon system, which allows the extraction of the mass difference of the particles with a fractional precision of $10^{-18}$ [4].

### 1.3 Standard Model Extension

High-precision measurements of the physical properties offered by experiments with Penning traps are suited to precision studies of fundamental symmetries, such as Lorentz and CPT symmetries. According to [40-42], tiny violations in Lorentz symmetry could unify gravity and quantum physics, and emerging strands of string theory. In the framework of the Standard Model Extension (SME) [9, 39, 43], investigations concerning possible Lorentz and CPT violations which could arise through experiments with Penning traps have been carried out. Within these studies, perturbation theory has been applied to determine the dominant Lorentz- and CPT-violating shifts in the anomaly and cyclotron frequencies of electrons, positrons, protons, and antiprotons. By utilising resultant precisions achieved by the Penning-trap experiments [22,24,25], it is possible to extract constraints on CPT violating SME coefficients. The application of this methodology is described in section 11.11. Moreover, in the framework

Table 1.1: Sensitivity of different CPT tests with respect to CPT violation in the framework of the Standard Model Extension.

| measurement | relative precision | sensitivity $r_{j}$ to CPT violation |
| :---: | :---: | :---: |
| kaon $\Delta m[4]$ | $\sim 10^{-18}$ | $\sim 10^{-18}$ |
| electron/positron $g-2[3]$ | $\sim 10^{-12}$ | $\sim 10^{-21}$ |
| proton/antiproton $g$-factor [24,25] | $\sim 10^{-6}$ | $\sim 10^{-22}$ |

of the SME, the sensitivity of different CPT tests is discussed using the measure $r_{j}=\Delta E / E$, where $\Delta E$ is the upper limit for the energy difference between given conjugate matter and antimatter systems and $E$ is the energy-eigenvalue of the full relativistic Hamiltonian describing the system. Table 1.1 shows comparisons of this figure of merit between the Kaon system and single-particle measurements in Penning traps. Although the relative precisions which can be achieved by Penning-trap experiments are lower than that of the Kaon mass comparison, the sensitivity with respect to CPT violation in the SME framework is higher.

### 1.4 Measuring the fundamental properties using Penning traps

### 1.4.1 Charge-to-mass ratio

The charge-to-mass ratio $q / m$ of a particle is directly related to the free cyclotron frequency $\nu_{\mathrm{c}}$ as

$$
\begin{equation*}
\frac{q}{m}=\frac{2 \pi v_{\mathrm{c}}}{\left|\vec{B}_{z}\right|} \tag{1.1}
\end{equation*}
$$

where $\left|\vec{B}_{z}\right|$ is the external magnetic field (more detailed explanation will be given in section 2.1). Since $v_{\mathrm{c}}$ can be derived by measuring the three eigenfrequencies of a particle trapped in a Penning trap, and subsequently applying the invariance theorem [44]

$$
\begin{equation*}
v_{\mathrm{c}}=\sqrt{v_{+}^{2}+v_{-}^{2}+v_{z}^{2}} \tag{1.2}
\end{equation*}
$$

it is experimentally accessible. As will be described in chapter 3, non-destructive measurements of these eigenfrequencies are possible by detecting induced image currents on the Penning-trap electrodes. In this way, a comparison of charge-to-mass ratios of the proton and the antiproton is possible by measuring the free cyclotron frequencies $v_{\mathrm{c}, \mathrm{p}}$ and $v_{\mathrm{c}, \overline{\mathrm{p}}}$ at the same magnetic field $\vec{B}$ and by taking the ratio of these two frequencies

$$
\begin{equation*}
\frac{v_{\overline{\mathrm{p}}}}{v_{\mathrm{p}}}=\frac{(q / m)_{\overline{\mathrm{p}}}}{(q / m)_{\mathrm{p}}} . \tag{1.3}
\end{equation*}
$$

In 2015, BASE reported the most precise comparison of the antiproton-to-proton charge-tomass ratios [23]. This result will be presented in chapter 8.

### 1.4.2 $g$-factor

The $g$-factor is a dimensionless quantity which relates the spin $\vec{S}$ of a particle to its magnetic moment

$$
\begin{equation*}
\vec{\mu}_{\mathrm{s}}=g \frac{q}{2 m} \vec{S} \tag{1.4}
\end{equation*}
$$

The spin energy of a particle $E_{\mathrm{S}}$ in the presence of a magnetic field $\vec{B}_{z}$ is

$$
\begin{equation*}
E_{\mathrm{s}}=-\vec{\mu}_{\mathrm{s}} \cdot \vec{B}_{z} \tag{1.5}
\end{equation*}
$$

Inserting Eq. 1.4 into Eq. 1.5 and using the spin eigenvalues $\left\langle s_{z}\right\rangle= \pm \hbar / 2$, the following equations are obtained

$$
\begin{align*}
E_{\mathrm{s}} & = \pm g \frac{q}{2 m} \frac{\hbar}{2}\left|\vec{B}_{z}\right|  \tag{1.6}\\
\Delta E_{\mathrm{s}} & =g \frac{q \hbar}{2 m}\left|\vec{B}_{z}\right|, \tag{1.7}
\end{align*}
$$

where $\Delta E_{\mathrm{s}}$ is the energy difference between the two spin-states. This difference can be associated with the precession frequency of the spin in a magnetic field $\vec{B}_{z}$, which is the so-called Larmor precession frequency

$$
\begin{equation*}
v_{\mathrm{L}}=\frac{1}{2 \pi} \cdot \frac{g}{2} \cdot \frac{q}{m}\left|\vec{B}_{z}\right| . \tag{1.8}
\end{equation*}
$$

Together with Eq.(1.1), the $g$-factor can be expressed as the ratio of the Larmor frequency $\nu_{\mathrm{L}}$ and the free cyclotron frequency $v_{\mathrm{c}}$

$$
\begin{equation*}
\frac{g}{2}=\frac{v_{\mathrm{L}}}{v_{\mathrm{c}}} . \tag{1.9}
\end{equation*}
$$

Note that Eq.(1.9) only holds when $v_{\mathrm{c}}$ and $v_{\mathrm{L}}$ are measured at a same magnetic field. Since the spin-precession does not induce image currents on the electrodes to allow a direct access, the Larmor frequency $\nu_{\mathrm{L}}$ is determined by applying the continuous Stern-Gerlach effect in a Penning trap with a strong magnetic bottle superimposed at the trap centre. This scheme will be described in section 4 .

These measurement principles are applied during my PhD studies for comparing the charge-to-mass ratio of the antiproton and the proton (chapter 8 ), and measuring the $g$-factor of the antiproton (chapter 11).

## Part II

## Theoretical Basics

$\square$

## Penning trap

The fundamental properties of the proton and the antiproton, such as the charge-to-mass ratios and the magnetic moments ( $g$-factor), are directly accessible by measuring the eigenfrequencies of a single trapped particle in a Penning trap. Aiming for measuring these physical quantities with high precision, the BASE experiment uses a cryogenic multi Penning-trap system. The system is enclosed in a chamber which is pinched off before cooling down to 4 K . This ensures a considerably high vacuum conditions inside the chamber $\approx 10^{-18} \mathrm{mbar}$ at 4 K , and in this way the trapped particles experience no interactions with contaminants, and reach inherently long storage times. Additionally, superconducting magnets which are used to confine charged particles typically have the magnetic field stability of $d B /(B \cdot d t) \approx 10^{-11} /$ month, leading to obtain a high frequency stability of trapped particles. Due to this reason, Penning traps are considered to be one of the most stabilisable tools for confining charged particles and to investigate their properties with high precision.

This chapter focuses on describing particle motions in a Penning trap, the cylindrical Penning traps geometry which is used in BASE, and how we eventually approach to the fundamental properties by using this particular tool.

### 2.1 Particle motions in a Penning trap

A particle of mass $m$ and charge $q$ in a homogeneous magnetic field $\vec{B}_{z}$ is constrained to a circular orbit called cyclotron motion. Choosing the $z$ axis to be parallel or antiparallel to the field of the superconducting magnet $\vec{B}_{z}$, the cyclotron orbit is a rotation obeying the right-hand


Fig. 2.1: Electric/magnetic field configuration of a hyperbolic Penning trap. The magnetic field confines a particle only in a radial direction $\rho$. Together with the electrostatic quadrupole potential, it allows to confine a particle also in the axial direction $z$. In total, three electrodes are required to generate the quadrupole potential. Two end cap electrodes on the top and the bottom, and one ring electrode in the centre.


Fig. 2.2: Example of a quadrupolar voltage potential based on Eq.(2.4).
rule, in the radial direction. Its frequency $v_{\mathrm{c}}$ is given by

$$
\begin{equation*}
v_{\mathrm{c}}=\frac{1}{2 \pi} \frac{q\left|\vec{B}_{z}\right|}{m} . \tag{2.1}
\end{equation*}
$$

The magnetic field $\vec{B}_{z}$ provides radial confinement. To prevent the particles to escape along the magnetic field lines, an electrostatic quadrupole potential is superimposed. Field configurations of a hyperbolic Penning trap with the surface reproducing the potential geometry is shown in Fig.2.1. In practice, cylindrical Penning traps are used for the BASE experiment, and will be described in the next section 2.2. As shown in Fig. 2.1, at least three electrodes are required to generate a quadrupole potential, such as two end cap electrodes with one ring electrode located at the centre. The end cap electrodes and the ring electrode can be expressed as the hyperbola
of revolution

$$
\begin{align*}
& z^{2}=z_{0}^{2}+\frac{\rho^{2}}{2} \text { and }  \tag{2.2}\\
& z^{2}=\frac{\rho^{2}-\rho_{0}^{2}}{2} \tag{2.3}
\end{align*}
$$

respectively. By applying a voltage $V_{0}$ to the ring electrode with respect to the end caps in such a geometrical configuration, a quadrupolar voltage potential $\Phi_{V}(z, \rho)$ is produced as

$$
\begin{equation*}
\Phi_{V}(z, \rho)=V_{0} C_{2}\left(z^{2}-\frac{\rho^{2}}{2}\right) \tag{2.4}
\end{equation*}
$$

where $\sqrt{C_{2}}$ a specific coefficient characterising the typical geometrical length scale of the trap (refer to section 2.2). An example of a quadrupole potential based on Eq.(2.4) is shown in Fig.2.2. This provides stable storage of a charged particle with an axial harmonic oscillation frequency of

$$
\begin{equation*}
v_{z}=\frac{1}{2 \pi} \sqrt{\frac{2 q C_{2} V_{0}}{m}} . \tag{2.5}
\end{equation*}
$$

Solving a full equation of particle motions in this field configuration leads to a modification of the cyclotron frequency $v_{\mathrm{c}}$ [45]. This is caused by the radial field component of the electrostatic potential. The resulting eigenfrequency of this modified cyclotron motion is

$$
\begin{equation*}
v_{+}=\frac{1}{2}\left(v_{\mathrm{c}}+\sqrt{v_{\mathrm{c}}^{2}-2 v_{z}^{2}}\right) . \tag{2.6}
\end{equation*}
$$

From now on, we call $v_{\mathrm{c}}$ as free cyclotron frequency to distinguish from the modified cyclotron frequency $v_{+}$when a particle is in fact confined in a Penning trap. In addition to these two modes, there is another radial mode called magnetron motion, which is caused by a $\vec{E} \times \vec{B}$ drift. The magnetron frequency $v_{-}$is

$$
\begin{equation*}
v_{-}=\frac{1}{2}\left(v_{\mathrm{c}}-\sqrt{v_{\mathrm{c}}^{2}-2 v_{z}^{2}}\right) \approx \frac{V_{0} C_{2}}{|\vec{B}|} . \tag{2.7}
\end{equation*}
$$

To first order, $v_{-}$is independent on the physical properties of the trapped particle. It only depends on the electromagnetic fields. An illustration of the particle's eigenmotions in a Penning trap is shown in Fig. 2.3.

For $v_{\mathrm{c}}^{2}>2 v_{z}^{2}$, a Penning trap provides stable trapping conditions. Typical Penning traps used for precision experiments are operated with parameters

$$
\begin{equation*}
v_{+} \gg v_{z} \gg v_{-} . \tag{2.8}
\end{equation*}
$$



Fig. 2.3: Schematic of the particle's eigenmotions in a Penning trap. The entire motion is a superposition of the axial motion along the magnetic field lines, the modified cyclotron motion, and the magnetron motion.

Some useful relations between the eigenfrequencies are

$$
\begin{align*}
v_{-} & \simeq \frac{v_{z}^{2}}{2 v_{+}}  \tag{2.9}\\
v_{\mathrm{c}} & \simeq v_{+}+v_{-}  \tag{2.10}\\
v_{\mathrm{c}}^{2} & =v_{+}^{2}+v_{-}^{2}+v_{z}^{2} . \tag{2.11}
\end{align*}
$$

Equation (2.10) and (2.11) only hold for ideal Penning traps, whereas Eq.(2.11) is also valid in presence of some specific first order trap errors, such as an elliptic deformation of the electrostatic quadrupole potential, and towards a tilt of the quadrupole potential with respect to the magnetic field lines [44]. However, it is sensitive to

- imperfect quadrupolar potential due to higher order multipolar corrections, and
- inhomogeneities of the magnetic field.

Specifically this so-called invariance theorem makes Penning traps strong tools in high-precision investigations of single particle properties.

### 2.2 Cylindrical Penning trap

In practice, BASE uses cylindrical Penning traps to confine charged particles. Cylindrical Penning traps provide - in an appropriately chosen trap geometry - a large homogeneous trapping


Fig. 2.4: Schematic of a cylindrical Penning trap. Taken and modified from [13].
region. In addition, compared to hyperbolic traps, cylindrical traps are much easier to machine. Practically the electrodes of a cylindrical trap can be manufactured with tolerances of order $5 \mu \mathrm{~m}$. The geometrical configuration of a five-pole cylindrical Penning trap is shown in Fig.2.4. It consists of a stack of gold-plated copper electrodes which are electrically separated with insulating sapphire rings. As will be described in the end of this section, this electrode configuration allows to generate a quadrupolar electric potential. In addition to a strong homogeneous magnetic field $\vec{B}$ generated by a superconducting magnet (see section 5.3), which is in parallel to $z$ coordinate as shown in Fig. 2.4, charged particles can be stably confined inside the trap. However, in reality the trapping potentials are not identical to the theory which were introduced in a previous section 2.1. Therefore, certain amount of deviations exist compared to the theoretical optimum.

In order to produce a trapping potential which is close to the perfect quadrupole, the electrodes must be as ideal as possible and the magnetic field should be highly homogeneous. As shown in Fig. 2.4, the trap electrodes consist of a central ring electrode with length $l_{\mathrm{r}}$, two neighbouring correction electrodes with length $l_{\mathrm{ce}}$, and two endcaps with length $l_{\mathrm{e}}$. The radius of the trap is $a$. By choosing adequate lengths and length-to-radius ratios, the Penning trap can be designed in a following way.

- The higher order potential coefficients $C_{4}$ and $C_{6}$ can be tuned to zero simultaneously.

This is called the compensated design.

- The eigenfrequency of the particle is independent of the voltage applied to the correction electrodes. This is called the orthogonality design.

The field configuration of the voltage potential can be derived by solving the cylindrical Laplace equation

$$
\begin{equation*}
\nabla^{2} \Phi(\rho, z)=\frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial}{\partial \rho} \Phi(\rho, z)\right)+\frac{\partial^{2}}{\partial z^{z}} \Phi(\rho, z)=0 \tag{2.12}
\end{equation*}
$$

which has to be found for Dirichlet boundary conditions $\Phi(a, z)=V . V$ is the voltage applied to the respective electrode. A variable separation method can be applied to Eq.(2.12) for allowing it to be reorganised as $\Phi(\rho, z)=R(\rho) Z(z)$. Therefore, it leads to two independent differential equations in order to satisfy Eq. (2.12)

$$
\begin{align*}
\frac{1}{\rho} \frac{d}{d \rho}\left(\rho \frac{d}{d \rho} R(\rho)\right)-k^{2} R(\rho) & =0  \tag{2.13}\\
\frac{d^{2}}{d z^{2}} Z(z)+k^{2} Z(z) & =0 \tag{2.14}
\end{align*}
$$

Here, $k$ is a separation constant. Equation(2.13) can be solved by introducing modified Besselfunctions $I_{k}(\rho)$, whereas Eq.(2.14) is solved by trigonometric functions, leading to the solution

$$
\begin{equation*}
\Phi(\rho, z)=\sum_{n=-\infty}^{\infty} I_{0}\left(k_{n} \rho\right)\left(A\left(k_{n}\right) \sin \left(k_{n} z\right)\right) . \tag{2.15}
\end{equation*}
$$

Where, $k_{n}=\frac{n \pi}{\Lambda}, n \in \mathbb{Z} . \Lambda$ is the total length of the trap. $A\left(k_{n}\right)$ is defined by the Dirichlet boundary conditions and can be calculated by simple integration. Now the total potential of $p$ stacked electrodes can be expressed as

$$
\begin{align*}
\Phi(\rho, z) & =\frac{2}{\Lambda} \sum_{n=1}^{\infty}\left[\frac{V_{1} \cos \left(k_{n} z_{0}\right)-V_{p} \cos \left(k_{n} \Lambda\right)}{k_{n}}+\sum_{i=2}^{p} \frac{V_{i}-V_{i-1}}{k_{n}^{2} d}\left(\sin \left(k_{n} z_{2 i}\right)-\sin \left(k_{n} z_{2 i-1}\right)\right)\right] \\
& \times \frac{I_{0}\left(k_{n} \rho\right)}{I_{0}\left(k_{n} a\right)} \sin \left(k_{n} z\right) . \tag{2.16}
\end{align*}
$$

Where $d[\mathrm{~m}]$ is the length of the space between two adjacent electrodes, $z_{2 i}$ is the axial start coordinate of electrode $i$ and $z_{2 i-1}$ the stop coordinate of electrode $i-1$. Equation (2.16) can be simplified when considering $p=5$ as

$$
\begin{align*}
\Phi\left(\rho, z, V_{i}\right) & =\frac{2}{\Lambda} \sum_{n=1}^{\infty}\left[\frac{V_{1} \cos \left(k_{n} z_{0}\right)-V_{5} \cos \left(k_{n} \Lambda\right)}{k_{n}}+\sum_{i=2}^{5} \frac{V_{i}-V_{i-1}}{k_{n}^{2} d}\left(\sin \left(k_{n} z_{2 i}\right)-\sin \left(k_{n} z_{2 i-1}\right)\right)\right] \\
& \times \frac{I_{0}\left(k_{n} \rho\right)}{I_{0}\left(k_{n} a\right)} \sin \left(k_{n}\left(z+\frac{\Lambda}{2}\right)\right) . \tag{2.17}
\end{align*}
$$

Refer to Fig. 2.4 for the definition of each variables. Now, Eq.(2.17) is expanded in powers of the coordinates $z^{j}$ as

$$
\begin{equation*}
\Phi(0, z)=V_{0} \sum_{j=0}^{n} C_{j} z^{j} \tag{2.18}
\end{equation*}
$$



Fig. 2.5: Orthogonality and compensation of a Penning trap. (a) Axial frequency as a function of the tuning ratio ( $\mathrm{TR}=V_{\mathrm{ce}} / V_{0}$ ). (b) Voltage potential coefficients $C_{4}$ and $C_{6}$ as a function of the TR . When $\mathrm{TR}=\mathrm{TR}_{\mathrm{c}}=0.882$, the both coefficients are tuned to zero simultaneously.
where the voltage potential coefficients $C_{j}$ are defined by

$$
\begin{align*}
C_{j} & =\frac{1}{j!\Lambda V_{0}} \sum_{n=1}^{\infty}\left[\frac{V_{1} \cos \left(k_{n} z_{0}\right)-V_{5} \cos \left(k_{n} \Lambda\right)}{k_{n}}+\sum_{i=2}^{5} \frac{V_{i}-V_{i-1}}{k_{n}^{2} d}\left(\sin \left(k_{n} z_{2 i}\right)-\sin \left(k_{n} z_{2 i-1}\right)\right)\right] \\
& \times \frac{(n \pi / \Lambda)^{j}}{I_{0}\left(k_{n} a\right)} \sin \left(\frac{\pi}{2}(n+j)\right) . \tag{2.19}
\end{align*}
$$

Now, we define the tuning ratio $\mathrm{TR}=V_{\mathrm{ce}} / V_{0}$, which is a ratio of the voltages $V_{2}=V_{4}=V_{\text {ce }}$ applied to the correction electrodes and $V_{3}=V_{0}$ applied to the ring electrode. During precision measurements, $V_{1}=V_{5}=0$. Therefore, $C_{j}$ can be expressed as $C_{j}=E_{j}+D_{j} \cdot \mathrm{TR}$ for every $j$. The coefficients $E_{j}$ and $D_{j}$ are defined by the dimensions of the trap electrodes. It is possible to make a condition where $D_{2} \approx 0$ (orthogonality) and $C_{4}=C_{6}=0$ (compensation) by varying the diameter of the trap $a$, the length of the ring electrode $l_{\mathrm{r}}$, and the length of the correction electrodes $l_{\mathrm{ce}}$. Figure 2.5 shows the characterisation of the orthogonality and the compensation for the big traps (reservoir trap (RT) and the precision trap (PT)). Figure 2.5 (a) shows the axial frequency $v_{z}$ as a function of the TR. With the design value of $D_{2}$, it has a slope of $\Delta v_{z} / \Delta \mathrm{TR}=$ $-28 \mathrm{mHz} / \mathrm{mU}$, where mU stands for "milliunit", which defines a change of the dimensionless TR by 0.001 . Figure 2.5 (b) shows the simultaneous compensation of $C_{4}$ and $C_{6}$. When $\mathrm{TR}=$ $\mathrm{TR}_{\mathrm{c}}=0.882$, both coefficients vanish simultaneously. For smaller trap geometries, the axial frequency dependency on the TR is much more sensitive. As will be described in section 9.2.2, it leads to a situation where it requires to have high accuracies for $V_{0}$ and TR to observe particle
signals. For the small traps used in BASE (an analysis trap (AT) and a cooling trap (CT)), $\Delta \nu_{z} / \Delta \mathrm{TR}=37 \mathrm{~Hz} / \mathrm{mU}$ is obtained. The BASE Penning-trap design is described in great detail in the Master thesis of Georg Schneider [46].

## Non-destructive detection of the eigenfrequencies

A single particle stored in a cryogenic Penning trap has three eigen-motions, such as the modified cyclotron motion, the magnetron motion, and the axial motion (for the details, see section 2.1). Information on these motions can be extracted by means of the image-current detection. The particle motion induces tiny currents in the trap electrodes on the order of fA. Our developed highly sensitive superconducting resonant detectors allow for non-destructive detection of these weak signals [15]. Since these detection systems are our only way to acquire frequency information non-destructively from the trapped particle, it is one of the crucial components for high precision experiments. In this chapter, the principle of non-destructive detection of the eigenfrequencies is described.

### 3.1 Principle of the detection system

The particle's eigenmotions induce tiny image-currents in the Penning-trap electrodes as

$$
\begin{equation*}
i_{\mathrm{p}}=\frac{2 \pi q}{D} \cdot v_{i} \cdot \zeta_{i} \tag{3.1}
\end{equation*}
$$

where $D$ is a trap specific length, $v_{i}$ the eigenfrequency, and $\zeta_{i}$ the coordinate of the respective eigenmotion. In order to detect an induced current $i_{\mathrm{p}}$, a superconducting detector is connected directly to an appropriate Penning-trap electrode (refer to Fig.5.10) as shown in Fig.3.1. It consists of a superconducting resonator followed by a cryogenic low-noise amplifier. The resonator acts as a $R L C$ parallel tuned circuit, which has a certain resonance frequency matched to


Fig. 3.1: Schematic of the image-current detection. A superconducting resonator followed by a cryogenic low-noise amplifier is connected to one of the Penning-trap electrodes to detect an induced image-current $i_{\mathrm{p}}$, which is generated due to the interaction between the eigenmotion and the electrode. This schematic shows a detection of the axial motion. The equivalent circuit of the resonator can be considered as an $R L C$ parallel tuned circuit. When at resonance $v_{0}$, the reactances compensate each other, hence the resonator acts as a parallel resistor $R_{\mathrm{p}}$. A voltage drop $V_{\mathrm{p}}=R_{\mathrm{p}} i_{\mathrm{p}}$ is amplified with the cryogenic amplifier and subsequently its transient is recorded by a fast fourier transform (FFT) analyser.
the eigenfrequency $v_{i}$

$$
\begin{equation*}
v_{0}=\frac{1}{2 \pi \sqrt{L C_{\mathrm{p}}}} \tag{3.2}
\end{equation*}
$$

and a quality factor ( $Q$-value)

$$
\begin{equation*}
Q_{\mathrm{p}}=\frac{2 \pi E}{\Delta E} \approx \frac{v_{0}}{\Delta v} . \tag{3.3}
\end{equation*}
$$

Here, $E$ is the stored energy of the oscillating resonator, $\Delta E$ is the energy dissipated per cycle, and $\Delta v$ is the -3 dB width of the resonance spectrum. Equation(3.3) becomes approximately equivalent when the $Q$-value becomes large. To discuss the relevant properties of the detection circuit, we derive the following correlation. The total impedance of the tuned circuit is

$$
\begin{equation*}
\left|Z_{\mathrm{p}}(\omega)\right|=\frac{1}{\sqrt{\frac{1}{R_{\mathrm{p}}^{2}}+\left(\omega C_{\mathrm{p}}-\frac{1}{\omega L}\right)^{2}}}, \tag{3.4}
\end{equation*}
$$

where $\omega$ is the angular frequency. When on resonance $\omega=2 \pi v_{0},\left|Z_{\mathrm{p}}\right|$ is at maximum $\left|Z_{\mathrm{p}, \text { res }}\right|=$ $R_{\mathrm{p}}$. From the definition of $Q$-value (Eq. (3.3)), $\left|Z_{\mathrm{p}}(\omega)\right| /\left|Z_{\mathrm{p}, \text { res }}\right|=1 / \sqrt{2}$. Therefore,

$$
\begin{equation*}
\frac{\left|Z_{\mathrm{p}}(\omega)\right|}{\left|Z_{\mathrm{p}, \text { res }}\right|}=\frac{1}{\sqrt{1+\left(\omega C_{\mathrm{p}}-\frac{1}{\omega L}\right)^{2} R_{\mathrm{p}}^{2}}}=\frac{1}{\sqrt{2}} . \tag{3.5}
\end{equation*}
$$

To satisfy this equation, it is necessary to solve $\omega$ which also satisfies

$$
\begin{equation*}
R_{\mathrm{p}}\left(\omega C_{\mathrm{p}}-\frac{1}{\omega L}\right)= \pm 1 \tag{3.6}
\end{equation*}
$$

This can be solved by simple algebra. By defining $\Delta v=v_{2}-v_{1}(>0)$,

$$
\begin{align*}
v_{1} & =\frac{1}{4 \pi L C_{\mathrm{p}} R_{\mathrm{p}}}\left(-L+\sqrt{L^{2}+4 L C_{\mathrm{p}} R_{\mathrm{p}}^{2}}\right)  \tag{3.7}\\
v_{2} & =\frac{1}{4 \pi L C_{\mathrm{p}} R_{\mathrm{p}}}\left(L+\sqrt{L^{2}+4 L C_{\mathrm{p}} R_{\mathrm{p}}^{2}}\right) \tag{3.8}
\end{align*}
$$

are obtained as the two independent solutions for Eq.(3.6). Inserting Eq.(3.7) and Eq.(3.8) to Eq.(3.3), the following relation is derived

$$
\begin{equation*}
Q_{\mathrm{p}}=2 \pi v_{0} C_{\mathrm{p}} R_{\mathrm{p}}=\frac{R_{\mathrm{p}}}{2 \pi v_{0} L} . \tag{3.9}
\end{equation*}
$$

This relation is important for further discussions.
At resonance $v_{0}$, the reactances compensate each other and the resonator acts as a parallel resistor $R_{\mathrm{p}}$. When the resonance frequency $v_{0}$ is matched to the eigenfrequency of the particle $v_{i}$, a voltage drop over the $R L C$ circuit occurs $V_{\mathrm{p}}=R_{\mathrm{p}} i_{\mathrm{p}}$ and is subsequently amplified by a cryogenic amplifier. Its transient will be recorded by a fast fourier transform (FFT) analyser. Since $V_{\mathrm{p}}$ is proportional to $R_{\mathrm{p}}$, which is also proportional to $Q_{\mathrm{p}}$ as shown in Eq. (3.9), $Q_{\mathrm{p}}$ needs to be as large as possible to obtain a large voltage drop $V_{\mathrm{p}}$. To achieve this, we have developed our handmade axial detectors and cyclotron detectors. The details on these detectors will be described in chapter 6. In practice, the parallel capacitance and the parallel resistance of the detector are not only contributed by the resonator, but also by the electrodes, feedthroughs, and the cryogenic amplifier. In order to distinguish them from the properties of the unloaded resonator, from now on we define $R_{\text {eff }}$ as an effective parallel resistance, $C_{\text {eff }}$ as an effective parallel capacitance, $v_{0, \text { eff }}$ as a resonance frequency, and $Q_{\mathrm{p}, \text { eff }}=R_{\text {eff }} /\left(2 \pi v_{0, \text { eff }} L\right)$ as an effective $Q$-value of the entire detection system. In this way, a total impedance of the detector can be expressed as

$$
\begin{equation*}
\left|Z_{\mathrm{eff}}(\omega)\right|=\frac{1}{\sqrt{\frac{1}{R_{\mathrm{eff}}^{2}}+\left(\omega C_{\mathrm{eff}}-\frac{1}{\omega L}\right)^{2}}} . \tag{3.10}
\end{equation*}
$$

In addition to induced image-currents, there is some noise present in this system. The most significant contribution is the Johnson-Nyquist noise $i_{\mathrm{th}}[\mathrm{A} / \sqrt{\mathrm{Hz}}]$, which is generated by the effective resistance $R_{\text {eff }}$ as

$$
\begin{equation*}
i_{\mathrm{th}}=\sqrt{\frac{4 k_{\mathrm{B}} T}{R_{\mathrm{eff}}}} \tag{3.11}
\end{equation*}
$$

where $k_{\mathrm{B}}$ is Boltzmann constant and $T$ is the effective temperature of the system [47,48]. From Eq. (3.10) and Eq.(3.11), frequency dependent voltage $\operatorname{drop} V_{\mathrm{th}}(\omega)[\mathrm{V} / \sqrt{\mathrm{Hz}}]$ is obtained as

$$
\begin{equation*}
V_{\mathrm{th}}(\omega)=\left|Z_{\mathrm{eff}}(\omega)\right| i_{\mathrm{th}}=\sqrt{\frac{4 k_{\mathrm{B}} T}{\frac{1}{R_{\mathrm{eff}}}+R_{\mathrm{eff}}\left(\omega C_{\mathrm{eff}}-\frac{1}{\omega L}\right)^{2}}} . \tag{3.12}
\end{equation*}
$$

Amount of voltage transmitted to the input of the amplifier depends on how strongly the resonator is coupled to the amplifier. This coupling strength is defined as a coupling factor $\kappa(0<\kappa<1)$ (the detailed definition is described in section 3.3). This is a crucial parameter which needs to be optimised to meet requirements for the application of each detection system. Before $\kappa V_{\text {th }}$ is amplified, the equivalent input noise of the amplifier $e_{\mathrm{n}}[\mathrm{V} / \sqrt{\mathrm{Hz}}]$ is quadratically added. Within the frequency range of interest $\left(>5.0 \times 10^{5} \mathrm{~Hz}\right), e_{\mathrm{n}}$ can be considered approximately as white noise. These noise sources are transmitted through the apparatus and amplified again by an rf amplifier at room temperature. The signals of the detection system are down-mixed into the frequency range of an FFT analyser (SR780, SRS), which detects the dissipated power in its input impedance $R$ as

$$
\begin{align*}
P_{\mathrm{th}}(\omega) & =10 \log \left(\frac{G^{2} \kappa^{2}\left(V_{\mathrm{th}}(\omega)\right)^{2} / R}{0.001}\right)  \tag{3.13}\\
P_{\mathrm{e}} & =10 \log \left(\frac{G^{2} e_{\mathrm{n}}^{2} / R}{0.001}\right), \tag{3.14}
\end{align*}
$$

where $P_{\mathrm{th}}(\omega)[\mathrm{dBm} / \mathrm{Hz}]$ is the resultant dissipated power density of $V_{\mathrm{th}}(\omega), P_{\mathrm{e}}[\mathrm{dBm} / \mathrm{Hz}]$ is the resultant dissipated power density of $e_{\mathrm{n}}$, and $G$ is the total gain of the amplifiers. For our experimental condition, $P_{\mathrm{th}}\left(\omega \rightarrow 2 \pi v_{0, \text { eff }}\right) \gg P_{\mathrm{e}}$. Consequently, we can define a resonator signal-to-noise ratio $\operatorname{SNRr}[\mathrm{dB}]$ as

$$
\begin{equation*}
\mathrm{SNRr}=P_{\mathrm{th}}\left(2 \pi v_{0, \mathrm{eff}}\right)-P_{\mathrm{e}}=20 \log \left(\frac{u_{\mathrm{n}}}{e_{\mathrm{n}}}\right)=20 \log \frac{\sqrt{4 k_{\mathrm{B}} T R_{\mathrm{eff}}} \cdot \kappa}{e_{\mathrm{n}}}, \tag{3.15}
\end{equation*}
$$

where $u_{\mathrm{n}}=\kappa V_{\text {th }}\left(2 \pi v_{0, \text { eff }}\right)$. In Fig. 6.8, an example of a noise spectrum of the axial detector without any trapped particles is shown. In this case, $\mathrm{SNRr}=30 \mathrm{~dB}$. Also by extracting $v_{0, \text { eff }}$ and $Q$-value from the obtained spectrum and inserting them into Eq.(3.15), an effective temperature $T$ of the detector can be derived. When the particle motion is in thermal equilibrium to the detector, the motional amplitude is Boltzmann distributed and its line-shape depends on the temperature $T$.

### 3.2 Equation of the particle motion

The next step is to find out how the resonance spectrum looks like when a trapped particle is tuned in parallel to the detector. Since the particle dissipates its energy due to a voltage drop $V_{\text {eff }}=R_{\text {eff }} i_{\mathrm{p}}$, it is necessary to consider how the motional amplitude evolves in the time domain.

In this section, the interaction of the particle with the detection system, represented effectively by a parallel resistor is described. The equivalence of this system to a damped harmonic oscillator is shown. The particle energy decreases via the resistive cooling due to the detector resistance $R_{\text {eff }}$, as described in section 3.1. In this respect, it is inappropriate to detect directly the magnetron frequency $v_{-}$with such a detection scheme, since the magnetron mode is a metastable mode and its radius increases while it looses its energy. The detector tuned to $v_{-}$would damp the magnetron energy continuously and eventually the particle would collide with the trap electrode. Therefore, the non-destructive detection is only an excellent technique for detecting the axial frequency $v_{z}$ and the modified cyclotron frequency $v_{+}$. During my PhD studies, I have developed image-current detection systems to detect the axial frequency [15]. The modified cyclotron frequency as well as the magnetron frequency were measured either by the sideband coupling technique (refer to section 3.4) or in the analysis trap, by making use of the magnetic bottle (see section 11.8). The axial detector was used for both techniques. A cyclotron detector is installed in the precision trap to resistively cool the modified cyclotron mode for spin-flip detections (see section 10.4). Note, that the cyclotron detector is also connected to one of the correction electrodes, however, the electrode is split in two segments.

From now on, characteristics of the axial dip detection will be focused only. The equation of the particle motion can be written as

$$
\begin{equation*}
m \frac{d^{2} z}{d t^{2}}=-m\left(\gamma \frac{d z}{d t}+\omega_{z}^{2} z\right) \tag{3.16}
\end{equation*}
$$

where $\gamma$ is the damping constant and $\omega_{z}$ is the axial-angular frequency. By multiplying Eq.(3.16) by $d z / d t$, and subsequently time-integrating the result,

$$
\begin{equation*}
\frac{1}{2} m\left(\frac{d z}{d t}\right)^{2}+\frac{1}{2} m \omega_{z}^{2} z^{2}=-\int m \gamma\left(\frac{d z}{d t}\right)^{2} d t=-\int P d t \tag{3.17}
\end{equation*}
$$

is obtained. $P$ is the power dissipation of the image-current at $R_{\text {eff }}$. From (Eq.3.17),

$$
\begin{equation*}
P=R_{\mathrm{eff}} i_{\mathrm{p}}^{2}=m \gamma\left(\frac{d z}{d t}\right) \tag{3.18}
\end{equation*}
$$

is derived, and also by solving for $\gamma$,

$$
\begin{equation*}
\gamma=\frac{R_{\mathrm{eff}} i_{\mathrm{p}}^{2}}{m(d z / d t)^{2}} \tag{3.19}
\end{equation*}
$$



Fig. 3.2: Equivalent circuit of the trapped particle with the detection system. The particle acts as a $L C$ series circuit, which has a resonance frequency same as the eigenfrequency $v_{i}=1 / \sqrt{l_{\mathrm{s}} c_{\mathrm{s}}}$.
is obtained. Together with Eq.(3.1), Eq.(3.19) can be rewritten as

$$
\begin{equation*}
\gamma=\frac{R_{\mathrm{eff}}}{m} \frac{q^{2}}{D^{2}} \Longleftrightarrow \tau=\frac{m}{R_{\mathrm{eff}}} \frac{D^{2}}{q^{2}} . \tag{3.20}
\end{equation*}
$$

$\tau$ is the cooling time constant, which defines the amount of time required for a particle to decrease its energy down to a fraction $1 / e$ of the initial energy. By combining Eq.(3.16) and Eq.(3.19),

$$
\begin{equation*}
m \frac{D^{2}}{q^{2}} \frac{d}{d t} i_{\mathrm{p}}+R_{\mathrm{eff}} i_{\mathrm{p}}+m \omega_{z}^{2} \int \frac{D^{2}}{q^{2}} i_{\mathrm{p}} d t=0 \tag{3.21}
\end{equation*}
$$

is obtained. By replacing $l_{\mathrm{s}}=m \frac{D^{2}}{q^{2}}$ and $c_{\mathrm{s}}=\frac{1}{m \omega_{z}^{2}} \frac{q^{2}}{D^{2}}$, Eq. (3.21) is rewritten as

$$
\begin{equation*}
l_{\mathrm{s}} \frac{d}{d t} i_{\mathrm{p}}+R_{\mathrm{eff}} i_{\mathrm{p}}+\frac{1}{c_{\mathrm{s}}} \int i_{\mathrm{p}} d t=0 \tag{3.22}
\end{equation*}
$$

Equation(3.22) indicates that the particle behaves as a series $L C$ circuit with a resonance frequency of $v_{z}$. When the particle is in thermal equilibrium to the detector, an equivalent circuit including the particle in a Penning trap can be shown as in Fig.3.2. The total impedance $\left|Z_{\text {total }}(\omega)\right|$ of this system is

$$
\begin{align*}
\left|Z_{\text {total }}(\omega)\right| & =\left|\frac{Z_{\mathrm{s}} Z_{\mathrm{eff}}}{Z_{\mathrm{s}}+Z_{\mathrm{eff}}}\right|  \tag{3.23}\\
Z_{\mathrm{s}} & =j \omega l_{\mathrm{s}}+\frac{1}{j \omega c_{\mathrm{s}}}  \tag{3.24}\\
v_{z} & =\frac{1}{2 \pi \sqrt{l_{\mathrm{s}} c_{\mathrm{s}}}} . \tag{3.25}
\end{align*}
$$

Figure 3.3 shows the total impedance $\left|Z_{\text {total }}(\omega)\right|$ for different axial frequencies $v_{z}$. When the axial frequency is tuned to the resonance frequency $v_{0}=v_{z}$, the impedance shows a dip at $v_{0}$


Fig. 3.3: Total impedance of the detection system together with a trapped particle. It shows different impedances by varying the axial frequency $v_{z}$ of the particle. When $v_{0}=v_{z}$ (green curve), reactances of the detector vanish at $v_{z}$ and the system can be considered approximately as a simple $R L C$ series tuned circuit near the resonance frequency $v_{0}$. By measuring a dip-width $\Delta v_{z, \mathrm{~N}}$ of the spectrum, it is possible to determine a number of the stored particles (see Eq.(3.27) and the text).
as represented by the green curve. In this situation, reactance components of the detector $L$ and $C_{\text {eff }}$ vanish at $v_{z}$, as a consequence the system can be considered approximately as a simple $R L C$ series tuned circuit near the resonance frequency $v_{0}$. We define a -3 dB dip-width of the resonance curve $\Delta v_{z}$ as

$$
\begin{equation*}
\Delta v_{z}=\frac{v_{z}}{Q_{\mathrm{s}}}=\frac{R_{\mathrm{eff}}}{2 \pi l_{\mathrm{s}}}=\frac{1}{2 \pi} \frac{R_{\mathrm{eff}}}{m} \frac{q^{2}}{D^{2}}, \tag{3.26}
\end{equation*}
$$

where $Q_{\mathrm{s}}$ is the quality factor for $R L C$ series tuned circuit, which can be derived as a same way as for $Q_{\mathrm{p}}$ (refer to section 3.1). Equation (3.26) represents the dip-width of a single trapped particle, however this can be extended for more than one particles. Assuming $N$ identical particles are stored in a Penning trap, this particle cloud has a mass $N m$ and a charge $N q$. Therefore, the expected dip-width $\Delta \nu_{z, \mathrm{~N}}$ can be expressed as

$$
\begin{equation*}
\Delta v_{z, \mathrm{~N}}=\frac{1}{2 \pi} \frac{R_{\mathrm{eff}}}{N m} \frac{(N q)^{2}}{D^{2}}=N \cdot \Delta v_{z} \tag{3.27}
\end{equation*}
$$

$\Delta v_{z, \mathrm{~N}}$ is proportional to the number of trapped particles $N$. This relation is exceptionally important, since it indicates that the number of trapped particles can be measured non-destructively by measuring the dip-width from the obtained spectrum.

If we gather all the information which described up to now, the accumulated noise amplitude $u_{\text {total }}[\mathrm{V} / \sqrt{\mathrm{Hz}}]$ which is expected to be transmitted through the FFT analyser when the particle


Fig. 3.4: Example of a dip spectrum in the precision trap. A signal-to-noise ratio (SNR) and a dip-width $\left(\Delta \nu_{z}\right)$ are important characteristics which contribute to an axial frequency scatter as shown in Eq. (3.30).
is in thermal equilibrium to the detector temperature $T$ can be expressed as

$$
\begin{equation*}
u_{\text {total }}^{2}=\left(G_{1} G_{2} \kappa\left|Z_{\text {total }}\right| i_{\text {th }}\right)^{2}+\left(G_{1} G_{2} e_{\mathrm{n}}\right)^{2}+\left(G_{2} z_{\mathrm{n}}\right)^{2}+s_{\mathrm{n}}^{2} \tag{3.28}
\end{equation*}
$$

Here, $G_{1}$ is the gain of the cryogenic amplifier, $G_{2}$ is the gain of the rf amplifier outside of the apparatus, $z_{\mathrm{n}}$ the equivalent input noise of the rf amplifier, and $s_{\mathrm{n}}$ the equivalent input noise of the FFT analyser. When $v=v_{z}=v_{0} \Rightarrow\left|Z_{\text {total }}\right|=0$, the noise level is $u_{\text {total, } 0} \approx G_{1} G_{2} e_{\mathrm{n}}$. Moreover, the noise level at $v=v_{0}$ when there is no particle trapped is $u_{\text {total,res }} \approx G_{1} G_{2} \kappa\left|Z_{\text {eff }}\right| i_{\text {th }}$. Now, we define the dip signal-to-noise ratio SNR [dB] as

$$
\begin{equation*}
\mathrm{SNR}=10 \log \left(\frac{u_{\mathrm{total}, \text { res }}^{2} / R}{0.001}\right)-10 \log \left(\frac{u_{\mathrm{total}, 0}^{2} / R}{0.001}\right)=20 \log \left(\frac{\sqrt{4 k_{\mathrm{B}} T R_{\mathrm{eff}}} \cdot \kappa}{e_{\mathrm{n}}}\right) . \tag{3.29}
\end{equation*}
$$

This is the same definition as for $\operatorname{SNRr}$ (see Eq. 3.15). However, $\mathrm{SNR}=\mathrm{SNRr}$ holds only when assuming that the axial frequency $v_{z}$ is infinitely stable during the measurement time. In practice the fluctuations of the particle frequency smear out the dip signal, hence $\mathrm{SNR}<\mathrm{SNRr}$.

Figure 3.4 shows an example of an axial frequency dip spectrum. By fitting the dip with the appropriate line-shape, the axial frequency $v_{z}$, the particle number $N$, and SNR are extracted. The expected axial frequency scatter $\sigma$ obtained from this fit is evaluated as

$$
\begin{equation*}
\sigma \propto \sqrt{\frac{1}{4 \pi} \frac{\Delta v_{z}}{t_{\mathrm{avg}}} \frac{1}{\sqrt{\mathrm{SNR}}}}, \tag{3.30}
\end{equation*}
$$

where $t_{\text {avg }}$ is the averaging time. Therefore, $\Delta \nu_{z}$ and SNR should be optimised so that $\sigma$ becomes sufficiently small for fixed $t_{\text {avg }}$. This is one of the most important factors which needs to be considered to achieve antiproton spin-transition spectroscopy in the analysis trap (see chapter 10).

### 3.3 Optimisation of the dip detection



Fig. 3.5: Equivalent circuit of the entire system, without a trapped particle. $C_{\mathrm{T}}$ is the parasitic trap capacitance, $C_{1}$ is the input capacitor of the amplifier, $C_{\text {in }}$ is the parasitic input capacitance of the amplifier, $R_{\mathrm{in}}$ is the parasitic input resistance of the amplifier, and $g_{\mathrm{m}}$ is the transconductance of the amplifier. Inductor $\alpha$ and $\beta$ are effective inductors due to the tapping, which have $N_{1}$ and $N_{2}$ number of turns, respectively.

This section will be focusing on optimisations of the dip detection, mainly by using Eq.(3.30). For our convenience, we rewrite below the definitions on the dip-width $\Delta v_{z}[\mathrm{~Hz}]$ and the dip signal-to-noise ratio SNR [dB]

$$
\begin{align*}
\Delta v_{z} & =\frac{1}{2 \pi} \frac{R_{\mathrm{eff}}}{m} \frac{q^{2}}{D^{2}}  \tag{3.31}\\
\mathrm{SNR} & =20 \log \left(\frac{\sqrt{4 k_{\mathrm{B}} T R_{\mathrm{eff}}} \cdot \kappa}{e_{\mathrm{n}}}\right) \tag{3.32}
\end{align*}
$$

Obviously, $R_{\text {eff }}$ and $\kappa$ need to be defined in the first place. In Fig. 3.5, it shows an equivalent circuit of the entire system without any trapped particles. We define inductor $\alpha$ and inductor $\beta$ as effective inductors due to the tapping, which have $N_{1}$ and $N_{2}$ number of turns, respectively. Therefore $L_{1}=k \cdot N_{1}^{2}, L_{2}=k \cdot N_{2}^{2}$, where $k$ is a scaling factor. Regarding the definitions for each


Fig. 3.6: Conversions of series to parellel (a) RC and (b) RLC circuit.
component, see the figure caption. The coupling constant $\kappa$ is now defined as

$$
\begin{equation*}
\kappa=\kappa_{l} \cdot \kappa_{c}=\frac{N_{2}}{N_{1}+N_{2}} \cdot \frac{C_{1}}{C_{1}+C_{\mathrm{in}}} . \tag{3.33}
\end{equation*}
$$

Note, that $\kappa$ is tunable by varying $N_{1}, N_{2}$ and $C_{1}$. Next, a conversion of the equivalent circuit (Fig.3.5) to a simple RLC parallel circuit is required in order to define $R_{\text {eff }}$. To realise this, we first consider simple conversions between the two cases as shown in Fig.3.6. Figure 3.6(a) shows the conversion between a series and a parallel $R C$ circuit, and Fig.3.6(b) shows the case for $R L C$ series and parallel circuits. Correlations between series and parallel components can be derived by calculating a total impedance for each circuits, and subsequently use the fact that the impedances are identical. From the calculation,

$$
\begin{align*}
R_{\mathrm{p}, \mathrm{a}} & =\frac{1}{\omega^{2} C_{\mathrm{p}, \mathrm{a}}^{2} R_{\mathrm{s}, \mathrm{a}}}  \tag{3.34}\\
C_{\mathrm{s}, \mathrm{a}} & =\frac{1+\omega^{2} R_{\mathrm{p}, \mathrm{a}}^{2} C_{\mathrm{p}, \mathrm{a}}^{2}}{\omega^{2} R_{\mathrm{p}, \mathrm{a}}^{2} C_{\mathrm{p}, \mathrm{a}}}  \tag{3.35}\\
R_{\mathrm{p}, \mathrm{~b}} & =\frac{\omega_{0}^{2} L_{\mathrm{p}, \mathrm{~b}} L_{\mathrm{s}, \mathrm{~b}}}{R_{\mathrm{s}, \mathrm{~b}}} \tag{3.36}
\end{align*}
$$

are obtained. Figure 3.7 shows a schematic of how the conversions can take place from the initial equivalent circuit to an effective $R L C$ parallel circuit. By utilising Eq.(3.34), Eq.(3.35), and Eq. (3.36), eventually $R_{\mathrm{p}, 2}$ (see Fig. 3.7 (g)) is calculated as

$$
\begin{align*}
R_{\mathrm{p}, 2}=\frac{L}{L_{2}} \cdot\left(\frac{C_{\mathrm{in}}}{C_{\mathrm{s}, 2}}\right)^{2} \cdot R_{\mathrm{in}} & =\left(\frac{N_{1}+N_{2}}{N_{2}}\right)^{2} \cdot\left(\frac{C_{1}+C_{2}}{C_{1}}\right)^{2} \cdot\left(\frac{\omega^{2} R_{\mathrm{in}}^{2} C_{\mathrm{in}}^{2}}{1+\omega^{2} R_{\mathrm{in}}^{2} C_{\mathrm{in}}^{2}}\right)^{2} \cdot R_{\mathrm{in}} \\
& \approx \frac{R_{\mathrm{in}}}{\kappa^{2}} \tag{3.37}
\end{align*}
$$



Fig. 3.7: Conversions of an equivalent circuit of the entire system by using Fig.3.6.

This assumption holds when dealing with high frequencies more than several MHz , and the parasitic input resistance $R_{\mathrm{in}}$ is more than several $\mathrm{M} \Omega$. Therefore, $R_{\text {eff }}$ is derived as

$$
\begin{equation*}
R_{\mathrm{eff}}=\frac{R_{\mathrm{p}} R_{\mathrm{p}, 2}}{R_{\mathrm{p}}+R_{\mathrm{p}, 2}} \approx \frac{R_{\mathrm{p}} R_{\mathrm{in}} / \kappa^{2}}{R_{\mathrm{p}}+R_{\mathrm{in}} / \kappa^{2}} . \tag{3.38}
\end{equation*}
$$

By inserting Eq.(3.38) into Eq.(3.31) and Eq.(3.32), it turns out that $\Delta v_{z}$ decreases as $\kappa$ increases, and SNR increases while $\kappa$ increases. $\Delta \nu_{z}$ can be tuned in a range of $1 \sim 5 \mathrm{~Hz}$, depending on the requirement for each trap systems. Therefore, the parallel resistance $R_{\mathrm{p}}$ of the resonator as well as the parasitic input resistance $R_{\text {in }}$ of the cryogenic amplifier must be as large as possible to obtain a large SNR for the same $\Delta \nu_{z}$. As a consequence, the axial frequency scatter $\sigma$ improves for fixed averaging time $t_{\text {avg }}$, and dip-width $\Delta v_{z}$ (see Eq. (3.30)).

By also taking a look once again on Eq. (3.32), the equivalent input noise $e_{\mathrm{n}}$ of the amplifier needs to be small as possible to obtain a high SNR. To understand which component contributes the most to $e_{\mathrm{n}}$, it is necessary to consider how the amplifier board is developed. As will be described in the experimental setup part in chapter 6, the amplifier consists of a common-source circuit for the input stage and a source-follower circuit for the output stage. By defining an equivalent noise of the input stage and the output stage as $e_{\mathrm{n}, 1}$ and $e_{\mathrm{n}, 2}$ respectively,

$$
\begin{equation*}
e_{\mathrm{n}}=\sqrt{e_{\mathrm{n}, 1}^{2}+\frac{e_{\mathrm{n}, 2}^{2}}{G_{1}^{2}}} \tag{3.39}
\end{equation*}
$$

is obtained. Therefore, $e_{\mathrm{n}} \approx e_{\mathrm{n}, 1}$ holds when $G_{1} \gg 1$. As a conclusion, it is necessary to adopt a FET for the input stage which has not only large $R_{\mathrm{in}}$, but also small $e_{\mathrm{n}}$ as much as possible. The characterisation of $e_{\mathrm{n}}$ of our cryogenic amplifiers is described in section 6.1.2.

### 3.4 Sideband coupling technique

The sideband coupling technique is frequently applied to determine the radial eigenfrequencies $v_{+}$and $v_{-}$, cooling the radial modes $n_{+}$and $n_{-}$, and determination of the effective temperatures. In references [45,49], the technique is described in detail. In this section, the principle of this method is summarised.

By applying an rf-drive with a frequency $\omega_{\mathrm{rf}}$ and a quadrupolar field amplitude $E_{0}$ to the trap electrodes, it couples two modes

$$
\begin{equation*}
\vec{E}\left(x_{j}, x_{k}\right)=\operatorname{Re}\left(E_{0} \exp \left(i \omega_{\mathrm{rf}} t\right)\right)\left(x_{j} \vec{e}_{k}+x_{k} \vec{e}_{j}\right) \tag{3.40}
\end{equation*}
$$

at the sum and the difference frequency $\omega_{\mathrm{rf}}=\omega_{j} \pm \omega_{k}$ of the two modes, which are described by the coordinates $x_{j}$ and $x_{k}$, and frequencies $\omega_{j}$ and $\omega_{k}$. Therefore, following differential equations are obtained describing the corresponding dynamics

$$
\begin{gather*}
\frac{d^{2} x_{j}}{d t^{2}}+\omega_{j}^{2} x_{j}=\frac{q E_{0}}{m} \exp \left(i \omega_{\mathrm{rf}} t\right) x_{k}  \tag{3.41}\\
\frac{d^{2} x_{k}}{d t^{2}}+\omega_{k}^{2} x_{k}=\frac{q E_{0}}{m} \exp \left(i \omega_{\mathrm{rf}} t\right) x_{j} \tag{3.42}
\end{gather*}
$$

Assuming that the rf-field amplitude $E_{0}$ is smaller than the field strengths defining the unperturbed mode dynamics, which is applicable for our experimental condition, the transformation

$$
\begin{align*}
& x_{j} \rightarrow \frac{X_{j}(t)}{\sqrt{\pi m \omega_{j}}} \exp \left(i \omega_{j} t\right)  \tag{3.43}\\
& x_{k} \rightarrow \frac{X_{j}(t)}{\sqrt{\pi m \omega_{k}}} \exp \left(i \omega_{k} t\right) \tag{3.44}
\end{align*}
$$

leads to a non-diagonal system matrix with vanishing trace and complex eigenvalues, which turns out to be equivalent to an oscillating system. The energy transfer rate is defined by the drive strength and can be expressed in terms of a Rabi frequency

$$
\begin{equation*}
\Omega_{0}=\frac{q E_{0}}{2 m \sqrt{\omega_{j} \omega_{k}}} \tag{3.45}
\end{equation*}
$$

For instance, the coupling of the magnetron mode to the axial mode is described as following. Assume that the initial axial amplitude of the trapped particle is zero, and the magnetron mode has a certain amplitude. In this condition, a resonant coupling drive with a frequency $\omega_{\mathrm{rf}}=$ $\omega_{z}+\omega_{-}+\delta(\delta=0)$ is applied. Due to the energy transfer between the modes, the mode trajectories can be parameterised as

$$
\begin{array}{r}
z(t)=z_{0} \sin \left(\frac{\Omega_{0}}{2} t\right) \sin \left(\omega_{z} t+\phi_{z}\right) \\
\rho(t)=\rho_{-, 0} \sin \left(\frac{\Omega_{0}}{2} t\right) \sin \left(\omega_{-} t+\phi_{-}\right) \tag{3.47}
\end{array}
$$

where $\phi_{z}$ and $\phi_{-}$are absolute phases. The mode amplitudes $z_{0}$ and $\rho_{-, 0}$ are modulated with the frequency $\Omega_{0} / 2$. By performing a fourier transformation to Eq.(3.46), it gives modified eigenfrequencies $\omega_{1, \mathrm{r}}=\omega_{z} \mp \Omega_{0} / 2$. This indicates that the axial frequency dip in the noise spectrum of the axial resonator (see Fig.3.4) splits into two dips.

If the drive is not resonant $\delta \neq 0$, the following relation can be considered

$$
\begin{equation*}
\omega_{1}+\omega_{\mathrm{r}}=2 \omega_{z}-\delta=\omega_{z}+\omega_{\mathrm{rf}}-\omega_{-} \tag{3.48}
\end{equation*}
$$

Therefore, by measuring $v_{z}, v_{1}$ and $v_{\mathrm{r}}$ from the spectra, the magnetron frequency $\omega_{-}$is obtained from Eq.(3.48). This method is applicable for obtaining the modified cyclotron frequency $\omega_{+}$, except for the sign in the drive frequency. If the particle is driven with a sideband $\omega_{\mathrm{rf}}=\omega_{+}-$ $\omega_{z}+\delta$ the same argumentation holds as following:

$$
\begin{equation*}
\omega_{1}+\omega_{\mathrm{r}}=2 \omega_{z}-\delta=\omega_{z}-\omega_{\mathrm{rf}}+\omega_{+} . \tag{3.49}
\end{equation*}
$$

The precision of the free cyclotron frequency $v_{\mathrm{c}}$ is dominated by the measured precision of the modified cyclotron frequency $v_{+}$. This is verified by applying a Gaussian error propagation to the invariance theorem as

$$
\begin{equation*}
\Delta v_{\mathrm{c}}=\sqrt{\left(\frac{v_{+}}{v_{\mathrm{c}}} \Delta v_{+}\right)^{2}+\left(\frac{v_{z}}{v_{\mathrm{c}}} \Delta v_{z}\right)^{2}+\left(\frac{v_{-}}{v_{\mathrm{c}}} \Delta \nu_{-}\right)^{2}} . \tag{3.50}
\end{equation*}
$$

In order to measure $v_{\mathrm{c}}$ with a fractional precision in the p.p.b. range, the measurement precision of the magnetron frequency of about 100 Hz is sufficient. Therefore, in most of the cases the magnetron frequency $v_{-}$is neglected for the measurement cycle and determined only once per day [23, 50, 51].

The sideband coupling technique described above can be applied to cool the radial modes. This is due to the fact that the frequencies are measured by mode coupling to the thermal bath of the axial detector, which has an effective temperature $T_{z}$. If the initial state of the trapped particle is ( $\left.n_{z}, n_{-}\right)$and interacts with an photon with energy $\hbar\left(\omega_{z}+\omega_{-}\right)$, two ways of the transition is possible

$$
\begin{align*}
& \left(n_{z}, n_{-}\right) \rightarrow\left(n_{z}+1, n_{-}-1\right)  \tag{3.51}\\
& \left(n_{z}, n_{-}\right) \rightarrow\left(n_{z}-1, n_{-}+1\right) \tag{3.52}
\end{align*}
$$

Equation (3.51) implies that this process increases the magnetron amplitude ("heating"), whereas Eq. (3.52) shows that the amplitude decreases ("cooling") for this process. Considering the fact that the transition rate of Eq. (3.51) and Eq. (3.52) scale with $\propto\left(n_{z}+1\right) n_{-}$and $\propto n_{z}\left(n_{-}+1\right)$ respectively, the cooling process dominates as long as $n_{-}>n_{z}$ until the equilibrium state $n_{z}=n_{-}$ is reached. For the limit effective temperature, the relation

$$
\begin{equation*}
T_{-}=\frac{\omega_{-}}{\omega_{z}} T_{z} \tag{3.53}
\end{equation*}
$$

is found. As will be presented in section 10.4, the effective magnetron temperature of $T_{-} \approx$ 0.1 K can be achieved. In this condition, the magnetron energy can be cooled down to $T_{-}=$
$\left|E_{-}\right| / k_{\mathrm{B}} \approx 100 \mu \mathrm{~K}$ within few minutes. This argument also holds for the modified cyclotron frequency as

$$
\begin{equation*}
T_{+, \mathrm{SB}}=\frac{\omega_{+}}{\omega_{z}} T_{z} \approx 350 \mathrm{~K}, \tag{3.54}
\end{equation*}
$$

which is a factor of 40 larger than the temperature achieved by resistive cooling with the cyclotron detector $T_{+} \approx 8 \mathrm{~K}$ (see section 10.4.1).

### 3.5 Active feedback cooling



Fig. 3.8: Schematic of a active feedback loop to manipulate the effective temperature as well as the $Q$-value of the detection system.

Decreasing the temperature of the trapped antiproton leads to a decrease of the line-width of the cyclotron resonance and the Larmor resonance, consequently it leads to increase the experimental precision. By applying active feedback cooling method [52], it is possible to manipulate the detector temperature $T$ by controlled feedback. A schematic of the technique is presented in Fig.3.8. The detector is represented by the effective parallel resistance $R_{\text {eff }}$ in series to the thermal noise source $e_{\mathrm{th}}$. The low noise amplifier is represented by the equivalent input noise $e_{\mathrm{n}}$. The accumulated noise is picked up, amplified and fed back to the trap via a splitter, phase shifter, and a voltage controlled attenuator. The feedback gain $G_{\mathrm{FB}}$ can be adjusted by the voltage controlled attenuator.

Considering that a voltage drop $V_{\mathrm{p}}$ occurred when the particle current $i_{\mathrm{p}}$ flows through the resistor $R_{\text {eff }}$, the feedback signal manipulates the particle motion. The signal is instantaneously
fed back to the particle with feedback-gain $G_{\mathrm{FB}}$. Seen from the particle, the effect of $G_{\mathrm{FB}}$ looks like a resistor with modified absolute value $R_{\text {eff,mod }}$.

Taking into account that $V_{\mathrm{p}}$ is identical to $V_{\mathrm{p}, \mathrm{mod}}$, the relation to these effective values is evaluated as

$$
\begin{array}{r}
V_{\mathrm{p}}=i_{\mathrm{p}} R_{\mathrm{eff}} \pm G_{\mathrm{FB}} i_{\mathrm{p}} R_{\mathrm{eff}} \\
V_{\mathrm{p}, \mathrm{mod}}=i_{\mathrm{p}} R_{\mathrm{eff}, \mathrm{mod}} \\
R_{\mathrm{eff}, \mathrm{mod}}=R_{\mathrm{eff}}\left(1 \pm G_{\mathrm{FB}}\right) . \tag{3.57}
\end{array}
$$

Equation(3.57) is derived by equating Eq.(3.55) and Eq. (3.56). The effective temperature $T_{\text {eff }}$ is derived by the same argument as for the case of the resistors, and it can be written as

$$
\begin{equation*}
T_{\mathrm{eff}}=T_{0}\left(1 \pm G_{\mathrm{FB}}\right), \tag{3.58}
\end{equation*}
$$

where $T_{0}$ is the temperature of the detection system. From Eq.(3.58), applications of the feedback affects the temperature of the particle. Negative feedback [53] reduces its temperature, whereas the positive feedback increases. In practice, we apply feedback on the axial mode to reduce the line-width of the cyclotron and Larmor resonances. Negative feedback is in particular also important for the cyclotron mode to effectively cool the particle to a subthermal energy. This is essential for the spin-transition detection because not only the spin, but also the cyclotron energy $E_{+}$couples. A cyclotron quantum transition $\Delta n_{+}$shifts the axial frequency by 63 mHz , which leads to axial frequency fluctuations. This eventually limits the detectability of the spin-state. The rate of the quantum jump $d n_{+} / d t$ is low while the cyclotron energy is small (see section 10.4.1). Therefore, aiming for a high resolution on the antiproton spin-state spectroscopy, an efficient cooling of the cyclotron mode is crucial.

## Non-destructive detection of the spin-state

The first observation of spin-flips of the proton was demonstrated at the University of Mainz and reported in 2011 [54,55]. The basic principle of this measurement can be directly applied to the antiproton. In this chapter, the principle of the non-destructive detection of the antiproton's spin-transition is described in detail.

### 4.1 Continuous Stern-Gerlach effect

Spin-transitions of a trapped antiproton can be induced by an rf field. Since the spin precession does not induce any image-currents in the electrodes as the three eigenmotions, the transition is not accessible by using image-current detections (see chapter 3). To overcome this difficulty, a quadratic inhomogeneity in the magnetic field, which we call the magnetic bottle, is produced by a ferromagnetic ring electrode at the centre of the analysis trap (AT). In this condition, the magnetic field $\vec{B}(\rho, z)$ at the centre of the trap can be expressed as

$$
\begin{equation*}
\vec{B}(\rho, z)=B_{0} \vec{e}_{z}+B_{2}\left(\left(z^{2}-\frac{\rho^{2}}{2}\right) \vec{e}_{z}-\rho z \vec{e}_{\rho}\right) . \tag{4.1}
\end{equation*}
$$

Note that Eq. (4.1) represents an expansion up to the second-order, which is the leading magnetic field perturbation. The equation of motion of an antiproton stored in a Penning trap with such a superimposed magnetic bottle is

$$
\begin{align*}
F(z)=-\frac{\partial \Phi_{\mathrm{V}}(z)}{\partial z}-\frac{\partial \Phi_{\mathrm{M}}(z)}{\partial z} & =-2 C_{2} q V_{0} z-\frac{\partial}{\partial z}\left(\mu_{\mathrm{total}}\left(B_{0}+B_{2} z^{2}\right)\right) \\
& =-\left(2 C_{2} q V_{0}+2 \mu_{\mathrm{tota1}} B_{2}\right) z . \tag{4.2}
\end{align*}
$$

Here, $\Phi_{\mathrm{V}}$ is the voltage potential, $\Phi_{\mathrm{M}}$ is the magnetic field potential and $\mu_{\mathrm{total}}=\mu_{+}+\mu_{-}+\mu_{\mathrm{s}}$ is the total magnetic moment which is the sum of angular momenta of the cyclotron mode $\mu_{+}$


Fig. 4.1: Schematic of the continuous Stern-Gerlach effect. In the magnetic bottle, the effective axial potential is dependent on the particle's spin-state. In the case of the antiproton, the axial frequency $v_{z}$ is larger for the spin-up state than that of the spin-down state. By using this principle, the non-destructive detection of spin-transitions become possible.
and the magnetron mode $\mu_{-}$as well as a spin magnetic moment $\mu_{\mathrm{s}}$. Equation(4.2) is nothing but a simple harmonic oscillator with an angular axial frequency $\omega_{z}$ of

$$
\begin{equation*}
\omega_{z}=\omega_{z, 0} \sqrt{1+\frac{2 \mu_{\mathrm{total}} B_{2}}{m_{\mathrm{p}} \omega_{z, 0}^{2}}} \tag{4.3}
\end{equation*}
$$

Here, $\omega_{z, 0}$ is the angular axial frequency in absence of the magnetic bottle $B_{2} \approx 0$. Equation (4.3) can be approximated by performing a first order of Taylor expansion as

$$
\begin{align*}
v_{z} & \approx v_{z, 0}+\frac{\mu_{\mathrm{total}} B_{2}}{4 \pi^{2} m_{\mathrm{p}} v_{z, 0}} \\
& =v_{z, 0}+\frac{h v_{+}}{4 \pi^{2} m_{\mathrm{p}} v_{z, 0}} \cdot \frac{B_{2}}{B_{0}} \cdot\left(n_{+}+\frac{1}{2}+\frac{v_{-}}{v_{+}}\left(n_{-}+\frac{1}{2}\right)+\frac{g m_{\mathrm{s}}}{2}\right), \tag{4.4}
\end{align*}
$$

where $n_{+}, n_{-}$and $m_{\mathrm{s}}= \pm \frac{1}{2}$ is the principal quantum number of the cyclotron mode, the magnetron mode and the spin-state, respectively. This is one of the most important relations when dealing with a magnetic bottle, since it implies that the axial oscillation frequency $v_{z}$ depends not only on the trapping voltage potential, but also on $n_{+}, n_{-}$and $m_{\mathrm{s}}$. Therefore, when a spintransition occurs $\Delta m_{\mathrm{s}}= \pm 1$, the axial frequency $v_{z}$ will be shifted by

$$
\begin{equation*}
\Delta v_{z, \mathrm{SF}}=\frac{\mu_{\mathrm{s}} B_{2}}{2 \pi^{2} m_{\mathrm{p}} v_{z, 0}}=g \frac{q \hbar B_{2}}{8 \pi^{2} m_{\mathrm{p}}^{2} v_{z, 0}} . \tag{4.5}
\end{equation*}
$$



Fig. 4.2: Simulated result of the magnetic bottle. By fitting this curve, $B_{2}=284000 \mathrm{~T} / \mathrm{m}^{2}$ is extracted. The magnetic field configuration for the entire Penning-trap assembly is shown in Fig.5.8.

By using this method, basically it is possible to clearly identify the spin-state by recording the axial frequency $v_{z}$. This principle of identifying the spin-state is called the continuous Stern-Gerlach effect (a schematic of this effect is shown in Fig.4.1). It has been introduced and applied by Hans Dehmelt, who measured the magnetic moments of the electron and the positron by using this method [38]. However, the application of this technique to the proton/antiproton is very challenging since a spurious noise on the trap electrodes induces the quantum transitions in the radial modes as $\Delta n_{+}=62 \mathrm{mHz}$ and $\Delta n_{-}=42 \mu \mathrm{~Hz}$, which consequently unstabilise the axial frequency. Additionally, for given $B_{0}$ and $B_{2}, \Delta \nu_{z, \mathrm{SF}}$ is about ten thousand times smaller for the antiproton than for the electron and the positron. This indicates that it is incredibly challenging to resolve spin-flips for the proton/antiproton system compared to the electron/positron system. In order to overcome this challenge, the BASE experiment utilises a ferromagnetic material of FeCo for the ring electrode of the AT to create the strongest magnetic bottle which has ever been superimposed on a Penning $\operatorname{trap} B_{2} \approx 284000 \mathrm{~T} / \mathrm{m}^{2}$ (the value is derived from a simulation as shown in Fig.4.2). With this condition, $\Delta v_{z, \mathrm{SF}} \approx 180 \mathrm{mHz}$ out of 675 kHz is achieved, which is large enough to resolve spin-flips as long as the axial frequency $v_{z}$ is sufficiently stable (see chapter 10).

In the strong magnetic bottle, the radial frequencies are also dependent on the energy of the
eigenmotions. From Eq. (4.1), the following relations are derived by using simple algebra:

$$
\begin{align*}
\Delta \omega_{+} & =\frac{\omega_{+}}{m_{\mathrm{p}} \omega_{z, 0}^{2}} \cdot \frac{B_{2}}{B_{0}}\left(-\frac{\omega_{z}^{2}}{\omega_{+}^{2}} \Delta E_{+}-2 \Delta E_{-}+2 \Delta E_{z}\right)  \tag{4.6}\\
\Delta \omega_{-} & =\frac{\omega_{-}}{m_{\mathrm{p}} \omega_{z, 0}^{2}} \cdot \frac{B_{2}}{B_{0}}\left(2 \Delta E_{+}+2 \Delta E_{-}-\Delta E_{z}\right)  \tag{4.7}\\
\Delta \omega_{\mathrm{L}} & =\frac{\omega_{\mathrm{L}}}{\omega_{C}} \cdot \Delta \omega_{+} \tag{4.8}
\end{align*}
$$

In Eq.(4.6) and Eq.(4.7), the scaling with the radial energies $\Delta E_{+}$and $\Delta E_{-}$is due to the fact that the axial component of the magnetic field decreases with increasing radius in the magnetic bottle. On the other hand, the dependency on $\Delta E_{z}$ is caused by the increase of $B_{z}$ with the axial coordinate z . The axial oscillation of the particle leads to a positive shift of the magnetic field seen by the particle since

$$
\begin{equation*}
\left\langle B_{2} z(t)^{2}\right\rangle=\left\langle B_{2} z_{0}^{2} \cos ^{2}\left(\omega_{z} t\right)\right\rangle=\frac{B_{2} z_{0}^{2}}{2}=\frac{B_{2} E_{z}}{m_{\mathrm{p}} \omega_{z}^{2}} \tag{4.9}
\end{equation*}
$$

### 4.2 Larmor resonance line-shape in the magnetic bottle

This section describes the line-shape of the Larmor resonance in presence of the magnetic bottle. When the particle oscillates along the $z$-axis, the magnetic field seen by the particle changes on the time scale $\tau_{z}=1 / \omega_{z}$ as

$$
\begin{equation*}
B\left(z_{0}, t\right)=B_{0}+B_{2} z_{0}^{2} \sin ^{2}\left(\omega_{z} t\right), \tag{4.10}
\end{equation*}
$$

where $z_{0}$ is the amplitude of the axial oscillation. This leads to a time dependent Larmor frequency

$$
\begin{equation*}
\omega_{\mathrm{L}}=\frac{g}{2} \omega_{\mathrm{c}, 0}\left(1+\frac{B_{2}}{B_{0}} z_{0}^{2} \sin ^{2}\left(\omega_{z} t\right)\right)=\omega_{\mathrm{L}, 0}\left(1+\frac{B_{2}}{B_{0}} z_{0}^{2} \sin ^{2}\left(\omega_{z} t\right)\right) . \tag{4.11}
\end{equation*}
$$

Here, $\omega_{\mathrm{L}, 0}$ is the Larmor frequency in the centre of the trap. By taking the average of Eq.(4.11),

$$
\begin{equation*}
\omega_{\mathrm{L}}=\omega_{\mathrm{L}, 0}\left(1+\frac{B_{2}}{2 B_{0}}\left\langle z_{0}^{2}\right\rangle\right) . \tag{4.12}
\end{equation*}
$$

As described in chapter 3, in practice the axial amplitude is not constant, since the particle is continuously interacting with the thermal heat bath of the axial detector which has a temperature of $T_{z}=8.0(1.0) \mathrm{K}$. The damping constant $\gamma_{z}=\left(q^{2} R_{\text {eff }}\right) /\left(D^{2} m_{\mathrm{p}}\right)$ leads to a fluctuation on the particle's axial energy $E_{z}$ on timescales $\propto 1 / \gamma_{z}$. Due to the equipartition theorem,

$$
\begin{equation*}
\frac{1}{2} m_{\mathrm{p}} \omega_{z}^{2}\left\langle z_{0}^{2}\right\rangle=\frac{1}{2} k_{\mathrm{B}} T_{z} \leftrightarrow\left\langle z_{0}^{2}\right\rangle=\frac{k_{\mathrm{B}} T_{z}}{m_{\mathrm{p}} \omega_{z}^{2}} . \tag{4.13}
\end{equation*}
$$

The correction term $\delta \omega_{\mathrm{L}}$ in Eq.(4.12) for typical thermal amplitudes will be

$$
\begin{equation*}
\frac{\delta \omega_{\mathrm{L}}}{2 \pi}=\frac{\omega_{\mathrm{L}, 0}}{2 \pi} \frac{B_{2}}{B_{0}}\left\langle z_{0}^{2}\right\rangle=\frac{\omega_{\mathrm{L}, 0}}{2 \pi} \frac{B_{2}}{B_{0}} \frac{k_{\mathrm{B}} T_{z}}{m_{p} \omega_{z}^{2}} \approx 5.9 \mathrm{kHz} \cdot \mathrm{~K}^{-1} . \tag{4.14}
\end{equation*}
$$

$\omega_{\mathrm{L}}$ is called linewidth parameter. Consequently, the interaction between the axial detector causes a broadening of the resonance line. The line-shape is well-described in a reference [56] and given as

$$
\begin{equation*}
\chi(\omega)=\frac{4}{\pi} \operatorname{Re}\left[\frac{\tilde{\gamma} \gamma_{\mathrm{Z}}}{\left(\tilde{\gamma}+\gamma_{\mathrm{z}}\right)^{2}} \sum_{\mathrm{n}} \frac{\left(\tilde{\gamma}-\gamma_{\mathrm{z}}\right)^{2 \mathrm{n}}\left(\tilde{\gamma}+\gamma_{\mathrm{z}}\right)^{-2 \mathrm{n}}}{\left(\mathrm{n}+\frac{1}{2}\right) \tilde{\gamma}-\frac{\gamma_{\mathrm{z}}}{2}-i\left(\omega-\omega_{\mathrm{L}, 0}\right)}\right] \tag{4.15}
\end{equation*}
$$

where $\tilde{\gamma}=\sqrt{\gamma_{z}^{2}+4 i \gamma_{z} \delta \omega_{\mathrm{L}}}$. Equation 4.15 shows a superposition of Lorentzian functions and the real part of $\tilde{\gamma}$ leads to the line-width of the Larmor resonance. The complex part of $\tilde{\gamma}$ gives a frequency shift, due to the fact that the line-width parameter $\delta \omega_{\mathrm{L}}$ scales as $z^{2}$, and the axial oscillation does not average to zero.

The line-shape $\chi(\omega)$ simplifies in two limits:

- Weak coupling $\delta \omega_{\mathrm{L}} \gg \gamma_{z}$.
- Strong coupling $\delta \omega_{\mathrm{L}} \ll \gamma_{z}$.

Since our condition is $\delta \omega_{\mathrm{L}} / \gamma_{\mathrm{z}} \approx 1000 \mathrm{~K}^{-1} \cdot \mathrm{~T}_{\mathrm{Z}}$, the first case can be applied. Refer to [56] for the discussion of the second case. When the particle is weakly coupled to the axial detector, the axial amplitude remains constant in a time window $\propto 1 / \delta \omega_{\mathrm{L}}$. In a sequence of idealised measurements of the Larmor resonance, the observed line-shape is a convolution of the unperturbed infinitesimally narrow Lorentzians which is Boltzmann distributed. By solving an integral for the corresponding convolution, it leads to the total line-shape [56] as

$$
\begin{equation*}
\chi_{\text {week }}(\omega)=\frac{\Theta\left(\omega-\omega_{\mathrm{L}, 0}\right)}{\delta \omega_{\mathrm{L}}} \exp \left(-\frac{\left(\omega-\omega_{\mathrm{L}, 0}\right)}{\delta \omega_{\mathrm{L}}}\right) . \tag{4.16}
\end{equation*}
$$

Here, $\Theta\left(\omega-\omega_{\mathrm{L}, \mathrm{L}}\right)$ is the Heaviside function. Equation(4.16) shows an exponential function starting at a "cut frequency $\omega_{\text {L,cut" }}$, which is defined by the zero effective temperature of the Boltzmann distribution $\omega_{\mathrm{L}, \mathrm{cut}}\left(E_{z}=0\right)$. The cut frequency of the line-shape is used to determine the antiproton $g$-factor in the magnetic bottle (see chapter 11).

### 4.3 Spin-transition rates

Spin-transitions can be induced by the classical Rabi resonance principle [57]. As will be described in section 11.1, a transverse magnetic rf-field $\vec{b}_{\mathrm{rf}}$ with frequency $\nu_{\mathrm{rf}}$ is generated by a
spin-flip coil near the AT, and it will be irradiated at the trapped antiproton. When the drive is on resonance to the Larmor frequency $v_{\mathrm{rf}}=v_{\mathrm{L}}$, the antiproton's spin starts to precess around $\vec{b}_{\mathrm{rf}}$ with the Rabi oscillation frequency of $\Omega_{\mathrm{R}}=2 \pi \nu_{\mathrm{L}} b_{\mathrm{rf}} / B_{0}$, which effectively driving spin-flips. This dynamics can be discussed by a time-dependent perturbation theory with

$$
\begin{equation*}
H=H_{0}+H_{\mathrm{SF}}=H_{0}-\mu_{\mathrm{s}} \cdot \vec{b}_{\mathrm{rf}}(t) \tag{4.17}
\end{equation*}
$$

where $H_{0}$ is the free Penning trap Hamiltonian and $H_{\mathrm{SF}}=-\mu_{\mathrm{s}} \cdot \overrightarrow{\mathrm{r}}_{\mathrm{rf}}(t)$ represents the interaction of the spin magnetic moment $\mu_{\mathrm{s}}$ with the rf-drive. The spin-transition rate when dealing with an inhomogeneous magnetic field is described in a reference [56] and can be expressed as

$$
\begin{equation*}
P_{\mathrm{SF}}=\frac{1}{2}\left(1-\exp \left(-\frac{1}{2} \Omega_{\mathrm{R}}^{2} t_{0} \chi_{\mathrm{week}}\left(2 \pi v_{\mathrm{rf}}, B_{2}, T_{z}\right)\right)\right) . \tag{4.18}
\end{equation*}
$$

Here, $t_{0}$ is the irradiation time of the rf-drive and $\chi_{\text {week }}\left(2 \pi v_{\mathrm{rf}}, B_{2}, T_{z}\right)$ is the line-shape function (Eq.(4.16)). The maximum spin-flip probability $P_{\mathrm{SF}}=50 \%$ is achieved for resonant drive and adequate drive amplitude $\left|\vec{b}_{\mathrm{r}}\right|$. In S. Ulmer's PhD thesis [54], it studies in detail how $P_{\mathrm{SF}}$ changes by varying $t_{0},\left|\vec{b}_{\mathrm{rf}}\right|$ and $T_{z}$, and how to optimise these parameters to obtain the maximum $P_{\mathrm{SF}}$. According to [54], the axial detector temperature $T_{z}$ needs to be as small as possible to achieve a high resolution on measuring the Larmor frequency in the magnetic bottle. It can be reduced by applying a negative feedback technique (see section 3.5).

Comparing the spin-transitions to electric dipole transitions, for instance a single quantum transition of the modified cyclotron mode $\Delta n_{+}$, it requires relatively large field strength $\left|\vec{b}_{\mathrm{rf}}\right| \approx$ $2 \mu \mathrm{~T}$ in order to reach the maximum transition probability. Cyclotron quantum transitions can be driven with high transition probability, already with effective $\vec{E}$-field amplitudes in the subnV range.

### 4.4 Double trap method

In the magnetic bottle, the Larmor frequency $\omega_{\mathrm{L}}$ and the free cyclotron frequency $\omega_{\mathrm{c}}$ are dependent on the motional amplitudes as shown in Eq.(4.11), which leads to a broadening of the $g$-factor resonance and ultimately limits the determination of the spin-state to a fractional precision of order parts per million. To overcome this limitation, the spin-state analysis and these frequency measurements are separated to two traps, an analysis trap (AT) and a precision trap (PT). This method has been developed at the University of Mainz by Harmut Häffner and colleagues [58] to measure the magnetic moment of the electron bound to highly charged ions.


Fig. 4.3: Procedure of the double trap method, which separates the identification of the spinstate and the high-precision frequency measurements to two traps, an analysis trap (AT) and a precision trap (PT).

In the AT, the magnetic bottle is superimposed and the spin-state analysis will be taken place by performing the Stern-Gerlach effect as described in the previous section. In addition to the AT, the PT is utilised, which has a high homogeneous magnetic field at the centre of the trap (see Table 5.2 for numbers). There, the measurements of the cyclotron frequency takes place and spin-transitions are induced. Whether the spin was flipped or not is then determined in the AT. The magnetic field homogeneity in the PT is by a factor of 100000 times more homogeneous than in the AT. This narrows down the width of the $g$-factor resonance at the level of p.p.b. and allows for measurements at much improved precision. The BASE experiment at the University of Mainz applied this scheme, the so-called double trap method, to measure the magnetic moment of the proton [24]. The obtained fractional precision from this measurement was 3.3 p.p.b.. The ultimate goal of BASE is to implement this technique for the antiproton in
the future.
Figure 4.3 shows the procedure of the double trap method [58]. First, a single particle is trapped in the AT and the spin-state analysis will be performed. Subsequently, the particle is transported to the PT and the free cyclotron frequency $\omega_{\mathrm{c}}$ measurement will be carried out. At the same time, a spin-flip drive with frequency $\omega_{\mathrm{rf}}$ is irradiated. After transporting the particle back to the AT, the spin-state is determined again. From this cycle, it is possible to conclude whether the spin has flipped or not by the rf drive $\omega_{\mathrm{rf}}$ in the PT. This sequence is repeated over several hundred times for different drive frequencies $\omega_{\mathrm{rf}}$ and eventually a $g$-factor resonance will be obtained. This scheme prevents the limitation of the experimental precision and it significantly reduces the line width of the $g$-factor resonance [24]. An application of this technique is definitely the next step for improving the precision on the antiproton's $g$-factor, since the current best value is still at sub-p.p.m. level (see chapter 11) and it is expected to be improved by more than a factor of 100 .

## Part III

## Experimental Setup

\section*{| Chapter |  |
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## BASE experiment

The description of this chapter follows the red line of a review article on the BASE experiment, authored by Chrstian Smorra et al [13]. I have contributed to many aspects of assembling and commissioning of the BASE experiment and have co-authored the article.

### 5.1 Antiproton decelerator and antiproton transfer line



Fig. 5.1: Top view drawing of the BASE experimental zone and the AD facility. Taken from [13].

The BASE experiment is located at the Antiproton Decelerator (AD) facility of CERN, Geneva, Switzerland. The AD is the only facility which produces and supplies high-intensity pulses of low-energy antiprotons [59]. In order to create antiprotons, first of all protons are accelerated up to a momentum of $26 \mathrm{GeV} / \mathrm{c}$ by using a linear accelerator (LINAC), the Proton Synchrotron Booster (PSB), and the Proton Synchrotron (PS) of CERN [60]. After the acceleration process, an intense pulse of $10^{13}$ protons is focused on an iridium target which generates a highly divergent pulse of antiprotons in pair creation processes. Subsequently, the created antiprotons are focused by a magnetic horn, which allows to transfer about 50 million antiprotons at $3.5 \mathrm{GeV} / \mathrm{c}$ momentum from the target into the AD . Once the antiproton beam is injected to the AD , it experiences alternating cooling and deceleration steps. To decrease the transverse emittance, stochastic cooling is applied at the initial momentum of $3.5 \mathrm{GeV} / \mathrm{c}$ and after the first deceleration step at $2.0 \mathrm{GeV} / \mathrm{c}$, and electron cooling at the lower momenta of $300 \mathrm{MeV} / \mathrm{c}$ and $100 \mathrm{MeV} / \mathrm{c}$. After a cycle length of 120 s , a bunch of approximately 30 million antiprotons with a kinetic energy of 5.3 MeV and a pulse length of about 150 ns is provided to the experiments.

To transfer antiprotons to the BASE apparatus, a new ejection beamline from the AD was constructed. Figure 5.1 shows a top view drawing of the BASE experimental zone at the AD facility. The design of the AD ejection beamline to provide decelerated antiprotons to the BASE apparatus is shown in Fig. 5.2.


Fig. 5.2: Schematic of the BASE beamline. Taken from [13].

### 5.2 BASE apparatus



Fig. 5.3: Overview of the BASE apparatus. Taken from [13].

In the BASE zone at the AD facility, an experimental apparatus which is dedicated to highprecision measurements of the fundamental properties of the antiproton was constructed. An overview of the BASE apparatus is shown in Fig.5.3.

The Penning-trap system is installed inside the horizontal bore of a superconducting magnet (Oxford instruments). The trap system is placed inside a hermetically sealed cryogenic vacuum chamber, which is cooled to liquid helium (LHe) temperature by the two cryostats placed upstream and downstream of the superconducting magnet. The LHe stages of the two cryostats hold the trap chamber in the magnet bore inside an isolation vacuum. The axial/cyclotron detection systems, a segment with cryogenic electronics devices and filters for the DC voltage biasing of the Penning-trap electrodes are also installed at the LHe stage next to the trap chamber. The antiprotons provided by the AD are injected into the Penning-trap system through a degrader system, which decelerates the antiprotons to sufficiently low energies so that it allows to capture them by manipulating high voltage potentials (refer to section 7.1 for further details). The degrader system separates the isolation vacuum $<10^{-8} \mathrm{mbar}$ from the trap vacuum. Moreover it has been carefully designed to reduce the energy of a fraction of about a $10^{-4}$ fraction of antiprotons to energies below 1 kV , which can be handled by the high-voltage electronics
used in the experiment. A cryogenic beam monitor is implemented at the upstream of the trap chamber to align the antiproton beam to the trap centre.

### 5.3 Superconducting magnet



Fig. 5.4: Magnetic field of the superconducting magnet measured with the co-magnetometer particle while a Larmor frequency measurement was carried out in the analysis trap (see chapter 11).

To perform precise measurements of the $g$-factor as well as the charge-to-mass ratio of the antiproton by using Penning traps, it is necessary to adopt a superconducting magnet which has a highly homogeneous magnetic field with high temporal stability. This is because these magnetic field characteristics are strongly related to the measured precision of the Larmor frequency $\nu_{\mathrm{L}}$ and the cyclotron frequency $v_{\mathrm{c}}$. Since the BASE apparatus is located inside of the AD facility where external magnetic field noise caused mainly by operations of the AD , crane actions and neighbouring experiments (these are well described in Takashi Higuchi's master thesis [61]), it is of utmost importance to have a good shielding factor $S$ of self-shielding geometry inside of the magnet. $S$ is the suppression of external magnetic field fluctuations at the centre of the superconducting solenoid by $S^{-1}=1+B_{i} / B_{e}$. For the superconducting magnet used for
the antiproton $g$-factor measurement, $S \approx 1$. The horizontal room-temperature bore of 150 mm diameter houses the Penning-trap system as shown in Fig.5.3. The magnet is operated at a field strength of 1.945 T . By adjusting the shim coils, a spatial homogeneity of 0.25 p.p.m./cm around the homogeneous centre and a homogeneity of $5 \mathrm{p} . \mathrm{p} . \mathrm{m} . / \mathrm{cm}$ in a cylindrical volume of 9 mm diameter and 120 mm length was obtained. To further improve the self-shielding factor, a self-shielding coil is installed to stabilise the magnetic field flux in the Penning-trap chamber. Careful characterisations and the further improvement of the self-shielding coil will be one of the main projects for the future [62].

The magnitude of magnetic field drifts of the superconducting magnet is characterised by recording the modified cyclotron frequencies in the co-magnetometer trap during the $g$-factor measurement (see chapter 11). The result is shown in Fig.5.4. It indicates that the magnetic field drift is $\Delta B_{0} / B_{0}<6 \times 10^{-9} / \mathrm{h}$ and $\delta B_{0} / B_{0}<1.5 \cdot 10^{-8} / 10 \mathrm{~h}$, which is stable enough to perform the p.p.m. $g$-factor measurement carried out in the framework of my PhD studies.

### 5.4 Cryo-mechanical setup



Fig. 5.5: $\mathrm{LN}_{2}$ and LHe stages of the BASE apparatus. See the text for the details. Taken from [13].

351 liquid Nitrogen $\left(\mathrm{LN}_{2}\right)$ and 351 liquid Helium (LHe) reservoirs are installed inside of the two cryostats in order to provide cryogenic temperatures to the experiment. The assembly of the cryostats and the experiment in its entirety is shown in Fig.5.5. Using a two cryostat construction for a cryogenic experiment in horizontal geometry has the advantage that the LHe stage can be anchored at both ends to the LHe tanks without any needs for an additional support structure. This minimises the conductive heat load from the $\mathrm{LN}_{2}$ stage on the LHe stage and
ensures a low LHe consumption rate on the LHe reservoirs.
The radiative load on the LHe stage is reduced by thermal shields connected to the $\mathrm{LN}_{2}$ reservoirs of the cryostats. Inside the cryostats, rectangular heat shields made out of 8 mm thickness of aluminium plates enclose the tail of the LHe tanks and the supports of the 4 K stage. In the magnet bore, an aluminium tube of 127 mm diameter and 3 mm wall thickness is used as a radiation shield. It is mechanically anchored to the vacuum chambers at room temperature by using a fibre glass disk as thermal insulation. As thermal link, oxygen-free high conductivity (OFHC) copper braids of $600 \mathrm{~mm}^{2}$ cross section in total form a good connection to the cryostat heat shields. This compensates mechanical stress while cooling down to cryogenic temperatures. The complete $\mathrm{LN}_{2}$ stage is enclosed in 20 layers of multi-layer insulation (MLI) foil. Thereby, a temperature of 80 K at the bottom of the cryostat heat shield and 86 K at the centre of the magnet bore heat shield are reached at a total load of 50 W . The standing time of the $\mathrm{LN}_{2}$ stage is estimated to be about 70 hours and 58 hours for the upstream and downstream cryostat, respectively. The downstream cryostat has a higher evaporation rate due to the additional load from the trap biasing lines, particularly by the high-voltage lines.

The inlay of the LHe stage consists of a mechanical support, the cryogenic electronics, and the Penning-trap chamber. The latter is a cylindrical indium-sealed cryogenic vacuum chamber ( 71 mm inner diameter, 234 mm length) located at the centre of the 4 K stage enclosing the Penning-trap system. The chamber is made out of high-purity copper. A flange with cryogenic feedthroughs, the so-called pinbase (see section 5.9.3 for details), closes the trap chamber at the downstream side. All signals for the single-particle detection systems, trap biasing, particle excitation, spin-flip drive and the catching high voltage pulses are connected to the Penning traps via the pinbase. On the upstream side, the Penning-trap chamber is closed by the degrader flange, which has a stainless-steel foil of $25 \mu \mathrm{~m}$ thickness and 9 mm diameter placed in the centre. The foil is vacuum-tight but semi-transparent for the injected 5.3 MeV antiprotons. In addition, the flange has a connection for a pinch-off tube. In order to achieve ultra-high vacuum in the trap chamber, it is pumped out through this connection to a pressure of less than $10^{-6} \mathrm{mbar}$. Subsequently, the pumping connection is pinched-off with a cold-weld technique and the chamber is installed into the magnet bore. Placed in an isolation vacuum and cooled by the cryostats, the trap chamber forms an independent vacuum system with $6 \sim 7 \mathrm{~K}$ wall temperature. The residual gas pressure in the chamber drops below the detection threshold of conventional vacuum gauges. It eventually goes down to $10^{-14} \mathrm{mbar}$ [63] and can be only determined indirectly by the storage time of the trapped antiprotons. We have reported that the
antiproton storage time can exceed one year in reference [14].
The mechanical support of the Penning-trap chamber is designed such that it is symmetric with respect to the centre plane of the superconducting magnet. As a consequence, it allows to avoid a tilt of the trap axis relative to the magnetic field due to unequal deformation of the support structure. Two high-purity copper segments are connected to the Penning-trap chamber on both sides. At the downstream-side, the single-particle detection systems and cryogenic filters for the trap biasing lines are contained. The upstream-side contains the beam monitor and parts of the degrader assembly. As next element, two titanium tubes of 170 mm length and 98 mm diameter with a titanium connection piece are placed on each side around the copper parts in the magnet centre. Even though titanium has a low heat conductivity at 4 K , it is selected for this part of the support structure since it has high stiffness and low weight. At each end of the LHe stage, a short copper tube of 30 mm length and 90 mm diameter rests in the cryostat support structure. To prevent mechanical stress due to the contraction during cool-down, the cryostat support structure is attached to a slider on a ball bearing at the bottom of the LHe reservoir. The slider compensates the mechanical contraction of the inlay.

To achieve a good thermal link of the trap chamber and the superconducting detectors to the LHe reservoirs, the copper segments in the centre of the LHe stage are connected to the cryostats with two heat conductors made from annealed OFHC copper rods of 16 mm diameter. On the trap side, the copper rods are bolted into the last copper segment, and on the cryostat side clamps with OFHC copper braids, which ensures the thermal link to the LHe reservoir. The braids have a total cross section of $360 \mathrm{~mm}^{2}$ and 125 mm length. The thermal load on the LHe reservoirs by the cryogenic inlay is estimated to be 90 mW from radiative load, 15 mW conductive load due to wiring, and 20 mW load from operations of the cryogenic amplifiers. Considering the intrinsic heat load of the cryostats, the LHe stage is estimated to have a hold time of 120 hours.

### 5.5 Degrader system

To decelerate the 5.3 MeV antiprotons provided by the AD , degrader foils are implemented at the upstream-side of the trap chamber. Antiprotons lose their energies while penetrating the degrader material via inelastic scattering processes, and are eventually stopped at a certain range. If the thickness of the degrader foil is chosen to be thin enough, low-energy antiprotons are transmitted through the degrader and can be captured in the reservoir trap (see section 7.1)


Fig. 5.6: (a) Placement of the degrader foils at the upstream-side of the Penning-trap chamber. There are three copper meshes at each of the two indicated locations. (b) Calculation of the structure generated by the copper mesh assembly. The number of meshes passed by antiprotons as function of the location is shown. For details, refer to the text. The figure is taken from [13].
by fast high-voltage pulses. According to [64], it was studied that the maximum efficiency for the transmission is reached when $50 \%$ of the injected antiprotons are stopped inside the degrader. However, the efficiency of the stopping process is strongly dependent on the degrader material, as well as the thickness and the placement of the degrader components. Moreover, accurate calculations of the stopping power were unexecuted due to the lack of experimental data of the empirical stopping power models at low energies [64,65]. To account for this, the degrader system used in the BASE apparatus consists of three elements as shown in Fig. 5.6(a). The first part provides a variable stopping power in order to compensate uncertainties in the stopping power calculations as well as the thicknesses in the production of the degrader foils. It consists out of six stacked copper meshes with a thickness of $2.5 \mu \mathrm{~m}$ rotated by 15 degrees relative to each other. The grid structure of the mesh ( $15.6 \mu \mathrm{~m}, 44 \%$ open area) is much finer than the diameter of the antiproton beam, which is usually around 2 mm at this position. The mesh pattern shown in Fig.5.6(b) adds a large possible variation in stopping power with an equivalent thickness of 0 to $24 \mu \mathrm{~m}$ aluminium, depending on the number of meshes $0<$ $N<6$ hit by each antiprotons. The probability $p$ for an antiproton to hit $N$ of the meshes are listed in Table 5.1. It is equivalent to the fraction of the area which is covered by the


Fig. 5.7: Catching probability of 5.3 MeV antiprotons as function of the thickness of the aluminium degrader calculated with SRIM. The configuration in SRIM consisted of the mesh degrader, the $25 \mu \mathrm{~m}$ stainless steel window, and the aluminium degrader with variable thickness. Particles with a trajectory not exceeding the trap radius of 4.5 mm and with an axial energy below 1 keV are considered as captured. The figure image is taken from [13].

Table 5.1: Probability $p$ of a particle to hit the massive part of $N$ out of the six copper meshes of the mesh degrader. The meshes have an open area of $44 \%$, therefore the highest probability is obtained for $N=4$. For further details, refer to the text.

| $N$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | $1.09 \%$ | $5.55 \%$ | $16.51 \%$ | $29.32 \%$ | $30.07 \%$ | $15.03 \%$ | $2.44 \%$ |

mesh material of $N$ meshes. Since the beam diameter increases as scattering in the degrader foils, the mesh assembly is implemented directly in front of the Penning-trap chamber. The second degrader is the $25 \mu \mathrm{~m}$ stainless-steel vacuum window in the degrader flange. The last degrader is an aluminium foil directly placed in front of the upstream catching electrode. Its purpose is to match the total stopping power of the degrader system for obtaining the maximum number of slow antiprotons. In Fig.5.7, a calculated result of the catching efficiency using the simulation code SRIM is shown. Antiprotons transmitted through the degrader system with a kinetic energy below 1 keV and has an radial orbit which does not exceed the trap diameter can be captured by high-voltage pulses on the catching electrodes. The total trapping volume of the catching electrodes is 50 mm in the axial direction and 9 mm in diameter, enclosing the reservoir trap. As a whole, the degrader system has a catching efficiency more than $10^{-4}$ in a broad range around the optimum thickness value. Compared to a single foil with identical
stopping power, the maximum efficiency is a factor of three less, but the range in thickness with more than $10^{-4}$ efficiency is a factor of three higher. Compared to tunable gas chambers [66], the developed degrader system has slightly lower efficiency. However, it is robust, simple, reliable and provides enough antiprotons for single particle experiments.

### 5.6 Penning-trap system



Fig. 5.8: Schematic of the BASE Penning-trap assembly. It consists of four cylindrical Penningtraps interconnected by transport electrodes. The lower graph shows the magnetic field along the $z$-axis for the entire trap stack. Note that this configuration will be used for the future experiment to measured the antiproton $g$-factor by using the double trap technique. For the sub-ppm $g$-factor measurement described in this thesis, the analysis trap and the cooling trap are swapped. Additionally, the electrodes for the cooling trap are grounded, since they were not used for the measurement. The figure is taken from [13].

Figure 5.8 shows the BASE Penning-trap system. It is installed in the homogeneous centre of the superconducting magnet. The trap stack consists of a sequence of four cylindrical Penning traps in a five-electrode orthogonal and compensated design [67]. Each Penning traps are interconnected by transport electrodes in an optimal length-to-diameter ratio. All electrodes are gold-plated to avoid oxidation. Compared to a conventional single particle experiment, which is usually operated less than two Penning traps, the BASE Penning-trap system at CERN is operated in total four traps: a reservoir trap (RT), a precision trap (PT), an analysis trap (AT) and a
cooling trap (CT). PT/RT and AT/CT have inner diameters of 9.0 mm and 3.6 mm , respectively. All electrodes are manufactured with an absolute precision better than $5 \mu \mathrm{~m}$. To separate the individual electrodes and to prevent electrical contacts, the sapphire rings are used. They have a height of 3 mm and a similar machining precision as the electrodes. Table 5.2 summarises the parameters of the every four traps including the magnetic properties $B_{1}$ and $B_{2}$ at each trap centre.

Table 5.2: Geometry parameters and magnetic field gradients of the four Penning traps in the BASE apparatus.

| Trap | Inner Diameter (mm) | $C_{2}\left(\mathrm{~m}^{-2}\right)$ | $B_{1}(\mathrm{~T} / \mathrm{m})$ | $B_{2}\left(\mathrm{~T} / \mathrm{m}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| Reservoir trap (RT) | 9.0 | 18508 | $<0.010$ | $<1$ |
| Precision trap (PT) | 9.0 | 18508 | 0.022 | 0.67 |
| Cooling trap (CT) | 3.6 | 116000 | 1.900 | 16000 |
| Analysis trap (AT) | 3.6 | 116000 | 0.100 | 300000 |

### 5.6.1 Precision trap (PT) and analysis trap (AT)

The Precision trap (PT) and the Analysis trap (AT) are dedicated to be used to perform double Penning-trap measurements [58]. The trap centre of the PT is located in the exact homogeneous centre of the superconducting magnet. This allows to perform frequency measurements with high-precision. On the other hand, a strong magnetic bottle is superimposed in the AT to perform spin-state analysis as described in chapter 4 . The basic design of these traps are based on the Mainz experiment [68]. However, several modifications were made for the BASE trap geometry. The inner diameter of the PT was modified from 7 mm to 9 mm . This reduces the systematic shifts in cyclotron frequency measurements caused by potential anharmonicities and image-charge corrections. For the PT in BASE, the systematic shift of the cyclotron frequency is only 40 p.p.t., which is 2.5 times smaller than the Penning-trap system in Mainz. Furthermore, the distance between the centres of the PT and AT is increased from 43.7 mm to 69.7 mm by inserting the cooling trap in between. This effectively reduces the magnetic field inhomogeneities at the centre of the PT compared to the previous setup, since the major contribution to the inhomogeneity is caused by the magnetic bottle in the AT. The magnetic gradient term in the BASE PT is $B_{1, B}=0.022 \mathrm{~T} / \mathrm{m}$, the bottle term is $B_{2, B}=0.67 \mathrm{~T} / \mathrm{m}^{2}$, which is 4 and 6 times
smaller than in the trap used in [24].

### 5.6.2 Reservoir trap (RT)

One of the important features of the reservoir trap (RT) is to act as a catching trap to capture low energy antiprotons provided by the AD. Therefore, it is placed in between two catching electrodes, which allows the application of DC and pulsed high voltages of up to 8 kV in order to capture antiprotons. In the period between two AD injection pulses, the captured particles in the RT are cooled sympathetically with electrons and transported to the PT to avoid the next injected antiprotons to kick out the accumulated antiprotons from the trap. After the cooling process of the second injected antiprotons, these two antiproton clouds are merged and stocked in the PT.

After all, the apparatus is disconnected from the ejection beamline and the RT functions as a particle reservoir. Single particles can be extracted non-destructively from the RT to supply to the other traps (refer to section 7.3). To avoid any power failure and maintain the reservoir, the entire trap is operated with uninterruptable power supplies which last for 10 h during powercuts. In this way, the RT enables long-term storage of antiprotons and allows BASE to operate even during accelerator shut-down periods and perform measurements when the magnetic noise in the AD hall is low.

### 5.6.3 Cooling trap (CT)

The purpose of the Cooling trap (CT) is fast and efficient cooling of the modified cyclotron mode of a single trapped antiproton. This is essential for single spin-flip experiments to prepare particles with low cyclotron energies (refer to section 10.4.1). It was not used in context of this thesis, and we are planning to implement this in future runs.

### 5.7 Electron gun

The field-emission electron gun is implemented into the trap stack to provide electrons for sympathetic cooling of antiprotons. Additionally, the emitted electrons are used to load the trap with protons. Collided electrons on the degrader release hydrogen atoms out of the surface. These atoms are subsequently electron-impact ionized in the centre of the RT and trapped.

The electron gun consists of a sharp tungsten tip with a high aspect ratio, which is placed
close to an acceleration electrode. A biasing voltage applied to the tip defines the energy of the emitted electrons. Electron DC currents in the range of 10 nA to 350 nA are extracted by applying voltages between 500 V and 1.2 kV to the acceleration electrode.

### 5.8 Trap assembly



Fig. 5.9: Entire assembly of the experiment.

Figure 5.9 shows the Penning-trap stack inside the trap chamber. The trap electrodes are pressed together by two plates which are fixed on the upper and lower end of a tripod made out of oxygen-free electrolytic (OFE) copper. The electron gun is connected to the lower plate (see Fig.5.9) and the entire assembly is attached to the pinbase flange by three OFE copper spacers. Spin-flip coils are placed on PTFE supports mounted to the tripod.

### 5.9 DC and RF wiring

In this section, the configurations of the DC and RF wiring for the BASE apparatus is presented in detail. Figure 5.10 shows a schematic of the entire wiring diagram. Note that the electronics wiring configuration for the cooling trap (CT) is not shown in this figure, since it was not used for neither the charge-to-mass ratio measurement nor the $g$-factor measurement during my PhD studies. Low DC voltages ( $\leq 15 \mathrm{~V}$ ) are used to bias the Penning-trap electrodes, cryogenic amplifiers, an RF switch, a $Q$-switch and a field emission electron gun. High DC voltages ( $\leq 1 \mathrm{kV}$ ) are used to bias the two catching electrodes to capture antiprotons from the AD ejection. Also,


Fig. 5.10: Schematic of the electronics diagram. For simplicity, the axial resonator is shown as a solenoid although a toroidal design is actually used for the experiment.
it is used to bias the anode electrode of the electron gun. In order to achieve low-noise as well as stable condition in the apparatus, it is of utmost importance to supply precise DC voltages with small fluctuations to the Penning-trap electrodes as well as to the cryogenic amplifiers. To filter-out spurious noise on the biasing lines, in total four individual $R C$ low-pass filters are implemented for the Penning-trap electrodes, one at 300 K box-1, one at 77 K filterboard- 1 , a first filter stage at 4 K and the final filter stage which is directly mounted on the pinbase as shown in Fig.5.10. To supply highly stabilised voltages, ultra-high precision voltage sources UM 1-14 from Stahl Electronics are utilised to bias the Penning-trap electrodes. The characterisation of these devices is discussed in section 5.9.1. On the other hand, three individual $R C$ filter stages are developed and implemented to bias the cryogenic amplifiers, these are the 300 K box- 2 , 77 K filterboard-2 and one which is directly mounted on the amplifier PCB boards. Precision voltage source BS 1-10 from Stahl Electronics are used to provide voltages for the amplifiers. Since no low-pass filters are installed for the high-voltage lines inside of the apparatus, their signal lines are grounded while they are no longer in use. This excludes any possibilities to let unexpected noise to couple into the other lines. For the RF lines, there are 5 excitation lines to manipulate the motions of trapped particles, three feedback lines to decrease the effective detector temperatures, and two spin-flip lines to generate a transverse rf magnetic field at the centre of the trap.

### 5.9.1 DC biasing for the Penning-trap electrodes



Fig. 5.11: Configuration of the Penning-trap electrodes.

A configuration of the DC voltages applied to the Penning-trap electrodes is shown in Fig.5.11. Compare with Fig.5.10.


Fig. 5.12: Continuous voltage measurement of UM 1-14 (Stefan Stahl Electronics), when it is operated in ultra-high precision mode. Constant voltage of 0.749422 V is supplied from UM $1-14$ and it is recorded continuously for 10 hours by a high-precision multimeter. (a) Shows a measured result. The vertical axis shows measured voltages $V$ substracted by an average voltage $V_{\text {avg }}$, evaluated by the total measurements. (b) Histogram which is directly projected from the data set. Fitted curve represents a Gaussian line-shape which gives a standard deviation of $\sigma=83(1) \mathrm{nV}$. This corresponds to an absolute axial frequency stability of $\Xi_{z, V}=36(0.5) \mathrm{mHz}$, evaluated by using Eq. (5.2)

The applied voltages must be as stable as possible, since the axial frequency $v_{z}$ is a function of the ring voltage $V_{\mathrm{R}}$ as:

$$
\begin{equation*}
v_{z}=\frac{1}{2 \pi} \sqrt{\frac{2 C_{2} q V_{\mathrm{R}}}{m}} \tag{5.1}
\end{equation*}
$$

As shown in Fig.5.10, supplied voltages from UM 1-14 are rectified by four individual stages of $R C$ low-pass filters. This configuration allows to filter superimposed noise on the DC voltages. At 300 K box-1, galvanic relays are implemented for particular bias lines, such that it allows switching between signal lines and ground. While precision measurements take place, all electrodes except for the central three trap electrodes of the five-trap assembly are switched to ground.

There are three primary channels ( $0 \sim 14 \mathrm{~V}$ range), three secondary channels for providing a smaller voltage range (diminished by a factor of 4 ) which are coupled to the primary channels by internal voltage dividers, and 10 add-on auxiliary channels which are intended for no need of extreme stability. The primary and secondary output channels can be run either in ultra high precision mode (featuring highest resolution and stability) or in fast mode. The latter is


Fig. 5.13: Allan deviation of the voltage/frequency fluctuation, based on 10 hours continuous voltage measurements of UM 1-14, which is operated in ultra-high precision mode. From this evaluation, the voltage fluctuation at 90 s of averaging time is extracted as $\sigma_{90}=48(2) \mathrm{nV}$, which corresponds to the axial frequency fluctuation of $\Xi_{z, V}=20(1) \mathrm{mHz}$.
internally only 16 bit resolved, features less accuracy but faster response time (for instance, suited for transporting antiprotons to other traps). The former offers 25 bit of higher resolution and stability.

To characterise the stability of the individual output channels of the power supply in ultrahigh precision mode, a constant voltage of 0.749422 V is supplied from UM 1-14 and it is recorded continuously for 10 hours by a reference multimeter (Fluke 8508A). The result is shown in Fig. 5.12 (a). The vertical axis shows measured voltages $V$ substracted by an average voltage $V_{\text {avg }}$, which is evaluated by the total measurement points. Figure 5.12(b) shows a histogram which is a projection of Fig. 5.12(a). By fitting this histogram with a Gaussian lineshape, a standard deviation $\sigma=83 \mathrm{nV}$ is obtained. By performing error propagations based on Eq.(5.1), an absolute axial frequency stability $\Xi_{z, \bar{V}}$ is evaluated as

$$
\begin{equation*}
\Xi_{z, \bar{V}}=\frac{1}{4 \pi} \sqrt{\frac{2 C_{2} q}{m V_{\mathrm{R}}}} \cdot \sigma=\frac{v_{z} \sigma}{2 V_{\mathrm{R}}} . \tag{5.2}
\end{equation*}
$$

Inserting properties of the AT (see Table 5.2) into Eq. (5.2), $\Xi_{z, \bar{V}}=36.0(0.5) \mathrm{mHz}$ is obtained. Moreover, the Allan deviation of a sequence of the measured voltages is evaluated as described in section 10.3.1. The result is shown in Fig.5.13. The voltage fluctuation at 90 s of averaging
time is extracted as $\sigma_{90}=48(2) \mathrm{nV}$, which corresponds to the axial frequency fluctuation of $\Xi_{z, V}=20(1) \mathrm{mHz}$. The absolute axial frequency stability $\Xi_{z, \bar{V}}$ as well as the axial frequency fluctuation $\Xi_{z, V}$ caused by fluctuations on the voltage are stable enough to perform Larmor frequency measurements (see section 11.5.2 and section 11.6).

### 5.9.2 Excitation lines



Fig. 5.14: Schematic of the filters at the pinbase. A 20 dB capacitive voltage divider is mounted to suppress stray noise which is potentially picked-up by 20 dB . A $1 \mathrm{M} \Omega$ block resistor is implemented to prevent from excitation signals to transmit through the DC bias supplies.

In total, five excitation lines are used to manipulate the motions of the trapped particles (refer to Fig. 5.10). The axial excitation lines are implemented for the RT, PT, and AT. The radial excitation lines are used only for the RT and PT. From the SMA feedthroughs of the vacuum flange to the pinbase filterboard, low-temperature single coaxial cables (GVL Cryoengineering) are used. Brass and CuNi are used as a material for the signal line and the shield, respectively. It is suited for a cryogenic environment purposes, since it has a low thermal conductivity. At the pinbase, a 20 dB capacitive voltage divider is implemented for each excitation lines (see Fig. 5.14). This structure suppresses stray noise which is potentially picked-up by 20 dB . Additionally, a $1 \mathrm{M} \Omega$ resistor is placed in between the $R C$ filter and the capacitive voltage divider to block the rf signals to transmit through the DC biasing supplies. Together with a 220 pF capacitor, it also acts as an $R C$ low pass filter for the DC lines. From the pinbase to the inside of the Penning-trap chamber, copper wires are used and they are directly soldered to the electrodes.

### 5.9.3 Pinbase

The pinbase is an interface which interconnects between the DC/RF lines as well as the spin-flip lines and the trap system. Sapphire feedthroughs are used for the pickup lines of the detection systems, and alumina feedthroughs are used for the rest of the signal lines. Since the pinbase also acts as a vacuum seal for the trap can, it needs to be significantly leak-tight. Before implementing it to the apparatus, many leak tests were carried out until no leaks were found anymore. At the pinbase, a filterboard is mounted to suppress noise to couple on the DC and RF lines as described in section 5.9.2.

### 5.9.4 RF switch

A transistor switch (SW239 by MACOM) is placed at the 4 K stage of the apparatus for switching between the signal line and the ground for the AT axial excitation line. When the excitation line is not in use, we switch it to ground specifically during the spin-flip measurements. Its intention is to achieve noise-less environment as much as possible in the AT.

### 5.9.5 Feedback lines

In total, three feedback lines are implemented for the experiment. Two axial feedback lines for the small axial detectors (RT and PT) and the big axial detector (AT), and one cyclotron feedback line for the PT cyclotron detector. Low-temperature single coaxial cables (GVL Cryoengineering) are guided through the apparatus, and capacitively coupled to the hot-end of the resonators (see Fig.5.10). In between, there are no filters implemented. From the next run, implementations of filterboards for the feedback lines are planned.

### 5.9.6 Spin-flip lines

Spin-flip lines are implemented for the PT and the AT. Its configuration is shown in Fig.5.15. From the vacuum flange, low-temperature twisted-pair coaxial cables (GVL Cryoengineering) are guided through the apparatus, and they are soldered to twisted-pair copper wires, which goes through the pinbase filterboard and reaches near the trap electrodes. The end of the twisted copper wires near the trap is wound and act as a spinflip coil.


Fig. 5.15: Schematic of the spinflip line.

### 5.9.7 High voltage lines for capturing antiprotons

High voltages are used to bias the high voltage upstream (HVU)/downstream (HVD) electrodes, and an anode of the electron gun (see also Fig.5.10). HVU and HVD are operated with high voltages when capturing process of the antiprotons provided by the AD take place (see section 7.1). Regarding operations on the electron gun, refer to section 5.7.

### 5.9.8 DC biasing for the cryogenic amplifiers

As mentioned above, three $R C$ filters are implemented for the amplifier bias lines (see Fig.5.10). Constantan wires are used for every connections from 300 K box- 2 to the amplifier boards. Constantan also has small thermal expansion coefficient, thus suited for cryogenic usages.

## Single-particle detection systems

### 6.1 Axial detectors

This section is based on an already published article [15], which I contributed as a corresponding author. The axial detector consists of a superconducting toroidal coil and a cryogenic low noise amplifier for non-destructive detection of the axial frequency. The resonance frequency $v_{0, \text { eff }}$ of the detectors is tuned to $550 \sim 800 \mathrm{kHz}$. The unloaded resonators show quality factors $Q_{\mathrm{p}}$ up to 500000 , which is a factor of 10 improvement compared to the previously used solenoidal designs [69]. Connected to the amplifiers and the trap system, signal-to-noise-ratios of 30 dB at quality factors of $>20000$ are achieved.

Table 6.1: Geometry of the two types of resonators as shown in Fig. 6.1

|  | AT and CT (mm) | RT and PT (mm) |
| :---: | :---: | :---: |
| $A$ | 41 | 36 |
| $B$ | 48 | 41 |
| $C$ | 22 | 23 |
| $D$ | 12.5 | 10 |
| $E$ | 19 | 16 |



Fig. 6.1: Schematic of the superconducting resonator. The toroidal core is made out of PTFE, and PTFE insulated NbTi superconducting wire is used for the windings. The toroid is mounted inside the NbTi housing and kept stable with PTFE holders. It is enclosed by inserting a cap from outside. $A \sim E$ is listed in Table 6.1 for the two types of resonators.

### 6.1.1 Superconducting axial resonators

A schematic of the resonator is shown in Fig. 6.1. The scaling is different from the big resonators (used for the AT and CT) to the small resonators (used for the RT and PT). The geometry for these two types of resonators is listed in Table6.1, and it is determined by the geometrical constraints of the electronics chamber (see Fig.6.2). It is optimised in a way, such that the inner cross-sectional area is maximised at the lowest length of a superconducting wire. Each resonator consists of a toroidal coil in a cylindrical metal housing with an outer diameter $B$, as shown in Fig. 6.1. The magnetic field flux of a toroid is confined inside the toroid, which


Fig. 6.2: Schematic of the electronics chamber.


Fig. 6.3: Schematic of the setup for measuring the properties of the unloaded resonators.
prevents eddy current losses in the housing. The coils as well as the housings are made out of type-II superconducting NbTi, which has a high critical magnetic field strength of $B_{C 2}=$ 14.5 T [70]. This allows to place the resonators close to the Penning-trap system, which is mounted in the high magnetic field $B_{0}=1.9 \mathrm{~T}$. The small length of the connection leads the smaller resistive losses and stray capacitances, which eventually increases the quality factor. Additionally, to keep the parasitic capacitance of the coil small, three-layer chamber windings is used. The individual chambers are machined onto the toroid. The windings are fixed to the core by polytetrafluoroethylene (PTFE) thread seal tape to ensure a good heat contact between the wire and the core. This procedure is exceptionally important, since at the phase transition to the superconducting state, electrons condense to the BCS ground state which leads to a decrease in the heat conduction coefficient of NbTi [71]. Moreover, losses induced by dielectric polarisation effects are kept small by making the cores of the toroids out of PTFE. At cryogenic

Table 6.2: Summary of the characterisation measurements of the unloaded resonators. The left column indicates the name of the dedicated Penning trap in the BASE apparatus: the analysis trap (AT), cooling trap (CT), precision trap (PT), and reservoir trap (RT) [13]. Abbreviations: $L$ - Inductance / $C_{\mathrm{p}}$ - Parasitic capacitance / $Q_{\mathrm{p}}$ - Quality factor / $v_{0}$-Resonance frequency / $N$ - Number of turns / $R_{\mathrm{p}}$ - Parallel resistance.

|  | $L$ | $C_{\mathrm{p}}$ | $Q_{\mathrm{p}}$ | $v_{0}$ | $N$ | $R_{\mathrm{p}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| AT | 2.73 mH | 9.5 pF | 500000 | 896 kHz | 1100 | $7.7 \mathrm{G} \Omega$ |
| CT | 2.14 mH | 11 pF | 250000 | 948 kHz | 940 | $3.2 \mathrm{G} \Omega$ |
| PT | 1.75 mH | 11 pF | 194000 | 1.09 MHz | 800 | $2.3 \mathrm{G} \Omega$ |
| RT | 1.71 mH | 11 pF | 196000 | 1.07 MHz | 800 | $2.3 \mathrm{G} \Omega$ |

temperatures for the frequency range of $550 \sim 800 \mathrm{kHz}$, PTFE has a dielectric loss tangent of $\delta<0.0001$. For the superconducting wire, PTFE insulated NbTi wire with a diameter of $75 \mu \mathrm{~m}$ is used. At each end of the coil, a 5 cm long copper wire of 0.5 mm diameter is connected. This toroid assembly is placed into PTFE holders, which are mounted into the resonator housing. Afterwards, one end of the coil is directly soldered to ground (cold-end), the other one is kept open, but efficiently thermalised by means of a custom-made sapphire capacitor.

To obtain proper thermalisation of the NbTi housing, copper braids are wrapped around. It is of great importance that the superconducting surfaces are not exposed to thermal radiations. In order to characterise the unloaded-resonator's properties, it is installed to a cryo-cooler as shown in Fig.6.3. RF signals are generated from the output of a network analyser and capacitively coupled to the hot-end of the resonator. A pickup line is also coupled to the tap of the coil to pick up the transmitted signal and flow it back to the input of the network analyser. Refer to [69] for further details on the measurement principle. From this measurement, the transmission of the resonator is recorded and the resonance spectra are obtained for every axial resonators. In Table 6.2, it shows obtained properties for the resonators. For experimental reasons, different axial frequencies are designed for each traps, and have different inductances $L$. The following equation reproduces the measured $L$ within an error of $10 \%$

$$
\begin{equation*}
L=\frac{\mu_{0} S}{\pi(D+E)} N^{2} . \tag{6.1}
\end{equation*}
$$

Where, $\mu_{0}$ is the permeability constant of the vacuum, $S$ the cross-sectional area of a toroid, and $N$ the number of turns. From the transmission, the resonance frequency $v_{0}$ and the 3 dB width $\Delta v_{r}$ are determined and the quality factor $Q_{\mathrm{p}}$ is calculated as $Q_{\mathrm{p}}=v_{0} / \Delta v_{r}$. To extract
the parasitic capacitance $C_{\mathrm{p}}$, an additional capacitor is connected in parallel to the resonator and the measurement is repeated. Since the capacitance of the additional capacitor $C_{\mathrm{N}}$ is known in advance, following equations can be considered

$$
\begin{align*}
& v_{0}=\frac{1}{2 \pi} \frac{1}{\sqrt{L C_{\mathrm{p}}}}  \tag{6.2}\\
& v_{1}=\frac{1}{2 \pi} \frac{1}{\sqrt{L\left(C_{\mathrm{p}}+C_{\mathrm{N}}\right)}} \tag{6.3}
\end{align*}
$$

where $v_{1}$ is the resonance frequency which is obtained from this additional measurement. From Eq. (6.2) and Eq.(6.3), $C_{\mathrm{p}}$ as well as $L$ are extracted. The parallel resistance can be calculated by using a definition of the $Q$-value for the parallel $R L C$ tuned circuit, $R_{\mathrm{p}}=2 \pi v_{0} Q L$ (see section 3.1).

The obtained $Q$-value of more than 190000 corresponds to effective series resistances $R_{\mathrm{S}}<$ $0.06 \Omega$. This indicates that the measured residual resistance is due to dielectric losses in the PTFE core and in the PTFE insulation of the superconducting wire, as well as small residual resistances in the NbTi-to-Cu joints. Once the detection system is installed in the apparatus, the $Q$-value is mainly determined by the strength of coupling with the amplifier. Therefore, further optimisation of the $Q$-value is not of interest. Comparing to the solenoid resonator which has developed previously [69], the achieved $Q$-values correspond about a factor of 10 improvement.

### 6.1.2 Axial amplifiers

The description made below is based on a manuscript which is published as a first/corresponding author [15], as well as my master thesis [72]. A schematic of the developed axial amplifier is shown in Fig. 6.4. The amplifier consists of a common-source circuit for the input stage and a source-follower circuit for the output stage. Dual-gate GaAs MES-FETs are utilised for each stages. NE25139 (NEC) or 3SK164 (SONY) transistors for the input, and CF739 (Siemens / Tricomp) for the output stage. The parts are assembled on a high-quality PTFE based laminated printed circuit board material, which has a cryogenic loss-tangent of order $\tan \delta \sim 10^{-4}$. This is important to prevent the reduction of the resonator $Q$-value by dielectric losses.

After implementation of the amplifiers to the apparatus, it will be cooled down to cryogenic temperatures. Therefore, it is necessary to ensure that these amplifiers conserve their performance and quality even in such a critical environment. Testing the developed amplifiers in a cryogenic environment can be realised by using the pulse tube refrigerator as described previously for testing the superconducting resonators (Fig.6.3). An equivalent input noise of


Fig. 6.4: Schematic of the axial amplifier.
the amplifier $e_{\mathrm{n}}$ is expected to be suppressed when the amplifier is operated in cryogenic temperatures. As described in section 3.3, a dominant source of the noise is the 1st stage of the FET.

There are several contributions to noise in GaAs MES-FET: the thermal noise and the 1/f noise. The thermal noise is the noise of the drain resistance, and it can be reduced by decreasing the temperature. On the other hand, 1/f noise is due to the Generation-Recombination noise (GR noise) and the mobility fluctuations. The GR noise occurs when charge carriers are trapped in substrate impurities and released by thermal fluctuations. The GR noise is mainly present at 300 K where the thermal energy is still large enough to reactivate a trapped carrier. This noise is reduced significantly towards 4 K , where the thermal energy is often too low to release trapped carriers from the trap. The mobility fluctuations are mainly produced by defect scattering of charge carriers. Unlikely as the GR noise, it is not influenced very much by the temperature, and is present even at cryogenic conditions. In this way, it can be concluded that the decrease of the noise $e_{n}$ when the temperature towards 4 K is mainly due to the reduction of the thermal noise and the GR noise.

In addition to the low noise feature, the following parameters are important to qualify the FET for the experiment: It should have a large input resistance $R_{\mathrm{in}}$, a small input capacitance $C_{\mathrm{in}}$, and low power consumption. Moreover, the device should be robust under numerous thermal cycles and insensitive to electric static discharge. To realise this, the design of the amplifier includes several important features:

- Large capacitors are connected in parallel to the Gate 2 of the 1 st stage FET. This prevents feedback and parasitic oscillation and is essential for stable amplifier operation.
- A $100 \mathrm{M} \Omega$ resistor is applied to the Gate 1 of the 1 st stage FET. It prevents the reduction of the effective parallel resistance of the detection system.
- At the input, a single capacitor is applied. Together with the input capacitance $C_{\mathrm{in}}$, it defines the coupling constant $\kappa_{\mathrm{c}}$.
- A relatively small resistor is applied to the drain bias. The drains are biased with small resistor to provide the necessary operation currents.

In order to characterise the amplifier, it is mounted to the pulse tube refrigerator and cooled to 4 K . Then, the gain $G_{1}$ as a function of the gate voltages and the equivalent input noise $e_{\mathrm{n}}$ are measured. A schematic of the setup for characterising these properties are shown in Fig.6.5.


Fig. 6.5: Schematic of the setup for characterising the amplifier. (a) Gain $G_{1}$ measurement. (b) Equivalent input noise $e_{n}$ measurement. Refer to the text for further details.

For the gain measurement, the output of a network analyser, which generates an rf sweep is connected to the input of the amplifier, and the output of the amplifier is connected to the input of the network analyser (Fig.6.5(a)). The gain of the amplifier is characterised by changing the gate bias voltages of the first stage. From this method, an optimum gain (working point) is obtained for a certain gate voltage. Regarding the equivalent input noise measurement, a $50 \Omega$ termination is connected to the input of the amplifier, and a coaxial ZFL500LN amplifier (Mini Circuits) is connected in between the output of the amplifier and the input of a spectrum analyser (Fig.6.5(b)). The $50 \Omega$ termination is connected to the input to prevent from interference signals to couple to the input. To extract the equivalent input noise $e_{\mathrm{n}}$ from this method, it is necessary to consider first how the output signal $a_{\mathrm{n}}[\mathrm{V} / \sqrt{\mathrm{Hz}}]$ can be expressed, before it is actually detected by using the calibrated noise marker function of the spectrum analyser. Together with Fig. 6.5 (b), the equation for $a_{\mathrm{n}}$ can be written as

$$
\begin{equation*}
\left(e_{\mathrm{n}}^{2} G_{1}^{2}+z_{\mathrm{n}}^{2}\right) G_{2}^{2}+s_{\mathrm{n}}^{2}=a_{\mathrm{n}}^{2} . \tag{6.4}
\end{equation*}
$$

Here, $G_{2}$ is the gain of the ZFL500LN amplifier, $z_{\mathrm{n}}$ the equivalent input noise of the ZFL500LN amplifier, and $s_{\mathrm{n}}$ the baseline noise of the spectrum analyser. By dividing this equation by the input impedance of the spectrum analyser $R$, the following equation is derived

$$
\begin{equation*}
\frac{e_{\mathrm{n}}^{2} G_{1}^{2} G_{2}^{2}}{R_{\mathrm{in}}}+\frac{z_{\mathrm{n}}^{2} G_{2}^{2}+s_{\mathrm{n}}^{2}}{R_{\mathrm{in}}}=\frac{u_{\mathrm{n}}^{2}}{R_{\mathrm{in}}}=p_{\mathrm{n}} . \tag{6.5}
\end{equation*}
$$

Where $p_{\mathrm{n}}$ is the power density, which has a unit of $\mathrm{W} / \mathrm{Hz}$. The second term of the left side of this equation is the power density when only the ZFL500LN is connected to the spectrum


Fig. 6.6: Result of (a) the gain $G_{1}$ and (b) the noise $e_{\mathrm{n}}$ (at 600 kHz ) of the developed amplifier. For $e_{\mathrm{n}}$ measurement, the voltages are set as shown in Table 6.3 and varied only the Gate 1 voltage.

Table 6.3: Optimum biasing voltages for the amplifier

| Gate 1 | Gate 2 | Drain | Source follower gate | Source follower drain |
| :---: | :---: | :---: | :---: | :---: |
| -0.6 V | 0 V | 3.0 V | 0.7 V | 1.9 V |

analyser. This can be neglected since it is factor of 100 smaller compared to $u_{\mathrm{n}}$. Therefore, $e_{\mathrm{n}}$ $[\mathrm{V} / \sqrt{\mathrm{Hz}}]$ is yielded as

$$
\begin{equation*}
e_{\mathrm{n}}=\frac{\sqrt{R_{\mathrm{in}} p_{\mathrm{n}}}}{G_{1} G_{2}} . \tag{6.6}
\end{equation*}
$$

The gain $G_{1}$ and the equivalent input noise $e_{n}$ are obtained as shown in Fig. 6.6. Figure 6.6(a) shows the gain $G_{1}$ (unit in dB ) as a function of the frequency with the optimum voltages applied as listed in Table 6.3. For a frequency range of interest $550 \sim 800 \mathrm{kHz}, G_{1}$ is more or less constant $\sim 14 \mathrm{~dB}$. Figure 6.6 (b) shows the noise $e_{n}$ (at 600 kHz ) as a function of the Gate 1 voltage, with the other voltages fixed as listed in Table 6.4.

Table 6.4: Gain and noise of the axial amplifiers at 4 K .

| 1st stage FET | Gain | Equivalent input noise |
| :---: | :---: | :---: |
| NE25139 (NEC) | 14 dB | $\sim 0.7 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |
| 3 SK 164 (SONY) | 14 dB | $\sim 0.8 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ |

Input characteristics of the amplifier $C_{\mathrm{in}}$ and $R_{\mathrm{in}}$ are measured as the following. $C_{\mathrm{in}}$ is measured as the same way as the measurement of the parallel capacitance of the resonator $C_{\mathrm{p}}$ (see section 6.1.1). $R_{\text {in }}$ can be obtained by coupling the amplifier to the resonator and measure the $Q$-value at known unloaded parallel resistance $R_{\mathrm{p}}$ and inductance $L$. By inserting these values to Eq. (3.38), $R_{\text {in }}$ is extracted. The result of $C_{\text {in }}$ and $R_{\text {in }}$ is shown in Table 6.5.

Compared to other single particle Penning-trap experiments, the developed amplifiers have a comparably high quality. This is mainly due to careful testing of different FET candidates. The NE25139 transistor has very low equivalent input noise $e_{\mathrm{n}}$ at high input resistance $R_{\mathrm{in}}$, which meets the requirements to construct a single particle detection system with very high quality.

Table 6.5: Input characteristics of the axial amplifiers at $1 \mathrm{M} \Omega$.

| 1st stage FET | Input capacitance $C_{\text {in }}$ | Input resistance $R_{\text {in }}$ |
| :---: | :---: | :---: |
| NE25139 (NEC) | 1.95 pF | $7.5 \mathrm{M} \Omega$ |
| 3SK164 (SONY) | 2.0 pF | $21 \mathrm{M} \Omega$ |

### 6.1.3 Implementation of the axial detectors to the BASE apparatus



Fig. 6.7: Detailed layout of the detection system.

The developed resonator and amplifier were coupled and implemented to the BASE apparatus as shown in Fig.6.7. How the coupling has made is described in section 3.3. To connect


Fig. 6.8: Spectrum of the RT detector. The SNR is 10 dB larger than our previous detection system. This allows much faster and more precise measurements of the axial frequency.
the detectors to the Penning-trap electrode, cryogenic feedthroughs are used. For the previously developed detection systems [69], alumina feedthroughs were utilised, which corresponds to an effective parallel resistance of $120 \mathrm{M} \Omega$. Considering the fact that the parallel resistance of the unloaded resonators are on the order of few $\mathrm{G} \Omega$, this contributes to major parasitic losses. To overcome this issue, sapphire feedthroughs (Kyocera) were implemented for this setup. This has significantly large effective parallel resistances of $>7 \mathrm{G} \Omega$. To characterise the detectors, time transients were recorded with an FFT analyser. From an obtained spectrum, the resonance frequency $v_{0}$ and the $Q$-value are extracted as the same procedure as the characterisation of the unloaded resonators. The effective parallel resistance of the system $R_{\text {eff }}$ is calculated by the obtained $Q$-value $Q_{\text {eff }}, v_{0}$ and the inductance $L$ by using a relation $R_{\text {eff }}=2 \pi v_{0, \text { eff }} L Q_{\text {eff }}$. The obtained result is shown in Table 6.6. In case of the RT and the AT detectors, the measured values correspond exactly to the design specifications. Compared to the previously developed detectors [55], the signal-to-noise ratio ( SNRr ) is improved by up to 10 dB and allows for faster and more precise determinations of the axial frequency. The $Q$-value of the PT detector is approximately a factor of three smaller than expected. The details of the corresponding limitation have yet to be understood. The effective temperature $T_{z}$ of our detection systems is $8.0(1.0) \mathrm{K}$, determined as described in section 10.4.2. This is close to the physical temperature of the apparatus. An obtained resonance spectrum of the RT detector is shown in Fig.6.8. Regarding discussions of the SNRr consistency to an expected value, refer to [72].

Table 6.6: Summary of the characterisation measurements of the axial detectors. Detectors which are labeled $q / m$ and $g$-factor is used for the comparison of charge-to-mass ratios of antiproton and proton, and the $g$-factor measurement of the antiproton, respectively. Abbreviations: SNRr - Signal-to-noise ratio / $Q_{\text {eff }}$ - Quality factor / $v_{0, \text { eff }}$ - Resonance frequency / $R_{\text {eff }}$ Effective parallel resistance.

|  | SNRr | $Q_{\text {eff }}$ | $v_{0, \text { eff }}$ | $R_{\text {eff }}$ |
| :---: | :---: | :---: | :---: | :---: |
| RT $(q / m)$ | 32 dB | 11300 | 645 kHz | $78.8 \mathrm{M} \Omega$ |
| PT $(q / m)$ | 23 dB | 3600 | 684 kHz | $27 \mathrm{M} \Omega$ |
| RT $(g$-factor $)$ | 30 dB | 20000 | 798 kHz | $170 \mathrm{M} \Omega$ |
| PT $(g$-factor $)$ | 25 dB | 6800 | 676 kHz | $49.4 \mathrm{M} \Omega$ |
| AT $(g$-factor $)$ | 27 dB | 26000 | 674 kHz | $275 \mathrm{M} \Omega$ |

### 6.2 Cyclotron detector for the precision trap



Fig. 6.9: Schematic of the cyclotron detector. Taken from [13].

The cyclotron detection system for the precision trap (PT) is designed to match the modified cyclotron frequency of the antiproton $v_{+, \text {PT }}=29.656 \mathrm{MHz}$ at a 1.945 T magnetic field. It is dedicated for a purpose of efficient cooling of the modified cyclotron motion. In this respect, the $Q$-value of the cyclotron detector has to be as large as possible, as for the axial detectors. Moreover, a low equivalent input noise $e_{\mathrm{n}}$ is required for the cryogenic amplifier to reach low effective detector temperatures $T_{+}$and sufficiently high signal-to-noise ratios (SNR).

A schematic of the cyclotron detector is shown in Fig.6.9. The design is based on the general principles reported in [73] and the work described in [74]. Superconducting NbTi solenoids are


Fig. 6.10: Schematic of the cyclotron amplifier.


Fig. 6.11: Resonance spectra of the cyclotron detector while tuning the varactor. The black data points represents a spectrum when the varactor is detuned by 800 kHz . By tuning the biasing voltage of the varactor, the resonance frequency is matched to the modified cyclotron frequency of the antiproton in the PT $v_{+, \mathrm{PT}}=29.656 \mathrm{MHz}$, as represented by the red data points.
used to achieve high $Q$-values. The coil is wound on a PTFE core with a diameter of 11.5 mm and 1 mm of a pitch. Inductances are defined by the 14 pF parasitic trap capacitance, and are on the order of $1 \mu \mathrm{H}$. The coil is inserted to a cylindrical OFHC housing with 23 mm inner diameter and 34 mm length. The unloaded $Q$-value of the developed resonator is characterised with a setup as shown in Fig. 6.3 and observed in the range of 9000 to 11000 at resonance frequency of about 90 MHz . Basically, the principle of the cyclotron amplifier is same as for the axial amplifier (section 6.1.2), except for the fact that varactor diodes MA46H072 (voltage dependent capacitor) are implemented at the input in parallel to the resonator, which acts as a 3.6 pF capacitor. This allows to tune the resonance frequency $v_{0, \text { eff }}$ to the modified cyclotron frequency $v_{+, \mathrm{PT}}$ of the trapped particle by varying biasing voltages. A schematic of the cyclotron amplifier is shown in Fig. 6.10.

A tunability of $v_{0, \text { eff }}$ is about $\sim 800 \mathrm{kHz}$. Figure 6.11 shows how the resonance spectrum is manipulated by changing the varactor voltages. The black data points represents a spectrum when the varactor is detuned by 800 kHz . After the varactor voltage is tuned, the spectrum moves towards lower frequencies and eventually the resonance frequency is matched to $v_{+, \mathrm{PT}}$ as represented by the red data points. In Table 6.7, it summarises the parameters for the cyclotron detector.

The input resistance of the cyclotron amplifier is $R_{\mathrm{in}}=170 \mathrm{k} \Omega$ at 30 MHz and an equivalent

Table 6.7: Summary of the cyclotron detector parameters. Abbreviations: L - Inductance / $v_{0, \text { eff,d }}$ - Resonance frequency when the varactor is detuned / $v_{0, \text { eff,t }}$ - Resonance frequency when the varactor is tuned / $R_{\text {eff,d }}$ - Effective parallel resistance when the varactor is detuned / $R_{\text {eff }, \mathrm{t}}$ - Effective parallel resistance when the varactor is tuned / $\tau_{\mathrm{d}}$ - Cooling time constant when the varactor is detuned / $\tau_{\mathrm{t}}$ - Cooling time constant when the varactor is tuned.

| $L$ | $Q$-value | tunability | $v_{0, \text { eff,d }}$ | $v_{0, \text { eff,t }}$ | $R_{\text {efff,d }}$ | $R_{\text {eff,t }}$ | $\tau_{\mathrm{d}}$ | $\tau_{\mathrm{t}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 \mu \mathrm{H}$ | 720 | $\sim 800 \mathrm{kHz}$ | 30.472 MHz | 29.656 MHz | $80 \Omega$ | $135 \mathrm{k} \Omega$ | 30 h | 209 s |

input noise of $e_{\mathrm{n}}=0.83 \mathrm{nV} / \sqrt{\mathrm{Hz}}$ at a 4 K environment. An effective temperature $T_{+}$of the cyclotron detector can be derived by using the AT in addition to the PT. The strong magnetic bottle in the AT couples the cyclotron mode to the axial frequency. Thereby, a cyclotron energy distribution is obtained by performing many thermalisation cycles with the cyclotron detector, and for each cycles transport the particle to the AT and characterise its thermal energy $E_{+} / k_{\mathrm{B}}$. A result of this measurement is described in section 10.4.1.

Due to space constraints in the setup, the two cyclotron detectors are designed to stack on top of each other (see Fig. 6.2). One is for the PT and the other one is for the CT. The signal wires to the trap and the amplifier are made from annealed OFHC copper wire, which has a resistance of $300 \mathrm{~m} \Omega / \mathrm{m}$ for a 30 MHz rf-signal at 4 K . It contributes about $60 \mathrm{~m} \Omega$ series resistance and it is a major limitation for the $Q$-value. By coupling the resonator to the amplifier and connecting to the trap system, $Q$-values up to 1500 are achieved when cooled down to 4 K .

## 6.3 $Q$-tuner

In this section, development of a superconducting switch which allows continuous tuning of a quality factor of the axial detectors is described. Implementing such a device leads to improve frequency resolution at constant averaging time (refer to section10.3).
The working principle of the $Q$-tuner is illustrated in Fig.6.12. A thermal conductor is attached via a galvanic connection to the cold end of the resonator. The other end of the conductor is attached to a metallised dielectric plate with small dielectric losses. A circuit which drives the heater is connected to the lower plate. By dissipating power at the heater, a part of the superconducting coil is heated over the superconducting phase transition. This adds an additional series resistance to the resonator and $R_{\text {eff }}$ can be adjusted continuously in a range between $0 \Omega$ and $275 \mathrm{M} \Omega$. This principle allows the continuous tuning of the particle-detector interaction. How-


Fig. 6.12: Schematic of the $Q$-tuner. For details, refer to the text.
ever, compared to GaAs-FET based $Q$-switches or active feedback techniques [52], no parasitic parallel resistance or spurious thermal noise is added to the detection circuit.

Fig. 6.13(a) shows FFT spectra of a single trapped antiproton in the AT. The red curve shows the $Q$-tuner switched off, the black curve represents a noise spectrum where a power of about 10 mW was dissipated at the heater. This decreases the dip width down to $\Delta \nu_{\mathrm{w}}=1.0 \mathrm{~Hz}$. In Fig.6.13(b), $\Delta v_{\mathrm{w}}$ is shown as a function of the dissipated power on the heater. A linewidth of the dip can be adjusted in a range between 3.5 Hz and 0.7 Hz . Characterising the axial frequency stability with Allan deviations for different dip widths, results as shown in Fig. 6.14 is obtained. As expected, the use of the $Q$-tuner reduces the axial frequency fluctuation which obeys $\propto \Delta \sqrt{R_{\text {eff }} / \tau}$ (see Eq. (3.30)). Therefore, by using the $Q$-tuner, it could potentially improve experimental precision for measuring the fundamental properties of particles.


Fig. 6.13: (a) Dip with $Q$-tuner on and off. (b) Dip linewidth as a function of dissipated power.


Fig. 6.14: Characterisation of the axial frequency for different dip widths, based on the Allan deviation evaluation. The axial frequency fluctuation obeys $\propto \Delta \sqrt{R_{\text {eff }} / \tau}$ as expected.

## Part IV

## Experimental Results
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## Reservoir trap for antiprotons

The antiprotons used at the BASE experiment are provided by the antiproton decelerator (AD). Since the accelerator operation period is scheduled usually from May to September, dataacquisition time for experiments demanding a continous supply of antiprotons is limited. While the accelerator is operated, the AD produces considerable level of electric and magnetic noise, which effectively induces magnetic field fluctuations to the field of the superconducting magnet on the order of several 10 p.p.b. per one accelerator cycle. The magnetic field fluctuation within this cycle is recorded with a GMR (giant magnetoresistance) sensor and observed to be 100 nT in the BASE experimental area. To overcome these issues, we invented a reservoir trap (RT) for antiproton storages which allows the long-term preservation of an antiproton cloud. This provides the possibility of conducting measurements during accelerator shut down period [75]. Additionally, we developed novel particle manipulation schemes, which allow to extract a single antiproton non-destructively and provide it to the other traps whenever necessary. We call this potential tweezer scheme (section 7.3). By detecting clouds of antiprotons for several weeks in the RT, a lower limit for the antiproton storage time of $>1.08$ years is obtained [14].

This chapter follows the red line on an existing article [14]. Additionally, this project is a collaborative effort which took place during my PhD studies (see chapter 1.1).

### 7.1 Catching and cooling of antiprotons

A schematic of the reservoir trap (RT) is shown in Fig.7.1. The antiproton beam delivered from the AD , containing about $30 \times 10^{6}$ antiprotons, is injected to the trap from the left side of the figure. The beam trajectory is steered to the centre axis $z$ of the apparatus. In order to tune the focal point to the degrader, the quadrupole magnets which are placed at the upstream of the apparatus


Fig. 7.1: Schematic of capturing antiproton in the reservoir trap. Taken from [14].
are utilised. Additionally, the corrector magnets based on the signal strengths on the channels of a four-fold segmented cryogenic beam monitor are used to correct for displacements of the beam with respect to the axis $z$. A general signal of impacting antiprotons from the AD on one of the beam-monitor channels is shown in Fig.7.2. When the beam is centred, a $10^{-4}$-fraction of the incident antiprotons is degraded to energies below 1 keV . These decelerated antiprotons are captured by applying a static -1 kV to the high voltage downstream (HVD) electrode, and applying timed voltage pulse -1 kV on the high voltage upstream (HVU) electrode to close the reservoir trap. The injection timing is characterised precisely from a scintillator placed close to the apparatus (a typical scintillation signal is shown in Fig.7.3(a)). In order to verify whether the catching process was successful, the antiprotons are extracted to the degrader foil and their annihilation signal is observed by triggering the scintillator on the extraction pulse (Fig.7.3(b)). To estimate the number of trapped antiprotons, a calibration of the scintillator by the annihilation signal of an AD pulse with known particle number was conducted. From this, it is estimated that 3000 antiprotons per one AD ejection are confined to the RT. Comparing this number to the expected efficiency from the degrader simulations (see section 5.5) indicates that the actual thickness of the degrader is within the desired range close to the optimum value. After the capturing procedure, the trapped antiprotons have kinetic energies up to 1 keV and need to be cooled further. To this end, about 15000 electrons are loaded by utilising the electron gun before the beam injection to perform sympathetic cooling of the trapped antiprotons. A 100 nA electron DC is generated by the electron gun for a few seconds, then the HVU and


Fig. 7.2: Annihilation signal of antiprotons on the beam monitor. Taken from [13].


Fig. 7.3: (a) Scintillation signal of antiprotons due to the antiproton beam from the AD. (b) Scintillation signal of 3000 antiprotons extracted from the reservoir. Both figures are taken from [13].
the HVD electrodes are ramped up from 0 V to -1 kV . In the strong magnetic field, the loaded electrons are cooled via synchrotron radiation in the modified cyclotron mode, and fall into the centre of the trap, which is at 14 V . Subsequently, waiting for several seconds, typically 15000 cooled electrons are prepared for the sympathetic cooling. A sympathetic cooling time of 10 seconds allows to accumulate several hundred antiprotons per AD shot in the RT. The accumulated antiprotons are further cooled resistively via the interaction between the axial detection system at $5.3(1.1) \mathrm{K}$ (the detector which is used for this purpose is RT detector $(q / m)$ as shown in Table 6.6). The number of prepared cold antiprotons is typically about a factor of 10 smaller than the initial number of trapped particles which are detected by the scintillation detector, due to the insufficient overlap of the electron cloud and the hot antiprotons and insufficient cooling of particles on large radii.

### 7.2 Cleaning procedure

After sympathetic cooling of the antiprotons, several cleaning procedures need to take place to eliminate trapped electrons and negatively charged ions. This is important when considering the single antiproton extraction from the cloud, to ensure no contaminants are present in the single particle measurements. The detailed procedure is listed below and its illustration is shown in Fig.7.4.

1. Excitation of the electron's axial motion - An rf signal with an amplitude of 0 dBm and a frequency of 28.7 MHz (corresponds to the axial frequency of the electrons) is generated from a frequency generator and it is applied to the endcap electrode R1 via the RT axial excitation line (see chapter 5.9.2). Due to a capacitive voltage divider, eventually the signal strength is reduced to -21 dBm at R 1 . This rf drive eliminates a large fraction of the electrons out of the trap. Subsequently, the magnetron motion of the antiprotons is cooled by irradiating a sideband drive at $v_{z}+v_{-}$to the RT radial excitation line, which centres them in the trap. The axial mode of the electron is excited again and the electric potential is simultaneously ramped up smoothly to 300 mV . This procedure is repeated several times before going to the next step.
2. Electron kickout - This technique is used to remove electrons out from the trap by manipulating the voltage potential. See section 10.1 for the basic principle and the detailed description. To kickout remaining electrons from the RT, the HVU electrode, the trans-


Fig. 7.4: FFT spectra taken during the antiproton preparation procedure. (a) After injecting antiprotons to the trap system, the electrons shield the low axial frequency signals of the antiproton motion and only the thermal noise of the detector can be observed. (b) FFT-spectrum after removing electrons by exciting the electron's axial motion and performing electron kickout. Subsequently, sideband cooling of the magnetron motion took place. Afterwards, the ring voltage $V_{\mathrm{R}}$ was detuned by 11.5 mV from the antiproton resonance voltage to observe the $\mathrm{H}^{-}$ and antiproton peak signals 450 Hz and 800 Hz above the resonance frequency $v_{0, \text { eff }}$, respectively. (c) FFT-spectrum before eliminating the trapped $\mathrm{H}^{-}$ions. In this case, $V_{\mathrm{R}}$ is detuned by 18.5 mV . (d) After eliminating $\mathrm{H}^{-}$ions. The spectrum shows only an antiproton signal. All the figures are taken from [14].
port electrode T2, and one of the endcap electrode R1 are utilised, whereas the HVD electrode, T4, and P1 are used to perform the electron kickout for the precision trap (PT) as described in section 10.1. The kickout pulse applied to the HVU electrode is set in the range of $250 \sim 500 \mathrm{~ns}$. Apart from this, basically the procedure is identical to the case for the PT. An FFT spectrum observed after the electron kickout is shown in Fig.7.4(b).
3. Negatively charged ion cleaning - A major contaminant negative ions are, $\mathrm{C}^{-}$and $\mathrm{O}^{-}$. To remove them, a broad-band white noise excitation signal in a frequency band from 20 kHz to 500 kHz is applied to R1 electrode through the RT axial excitation line. This frequency range covers the axial frequency span of the typically present contaminant ion's axial modes except $\mathrm{H}^{-}$ions. The rf drive is applied for 30 seconds and the electric potential is ramped up gradually to release excited ions from the trap. After this procedure, an FFT spectrum as shown in Fig.7.4(c) is obtained .
4. $\mathrm{H}^{-}$ion cleaning - As will be described in chapter 8 , the cyclotron frequency of a single $\mathrm{H}^{-}$ion and an antiproton are measured for a comparison of the antiproton-to-proton charge-to-mass ratio. Therefore, this $\mathrm{H}^{-}$ion cleaning procedure is performed only for the antiproton $g$-factor measurement, where $\mathrm{H}^{-}$ions are not required. To remove $\mathrm{H}^{-}$ ions, axial frequency excitation $\mathrm{H}^{-}$is not appropriate, since the axial frequency difference between $\mathrm{H}^{-}$and antiproton is only 350 Hz . Instead, a resonant dipolar drive at their modified cyclotron frequency $v_{+, \mathrm{H}^{-}}$is applied and the voltage potential is ramped up again to release the heated $\mathrm{H}^{-}$ions. After all, an FFT spectrum is recorded as shown in Fig. 7.4(d). It indicates that $\mathrm{H}^{-}$ions are successfully removed.

By using the procedure described above, $100 \sim 300$ antiprotons are prepared in the RT per ADshot. The number of captured antiprotons can be expected to be further increased by increasing the catching potential up to 5 kV , which can provide a factor 2.6 increased yield according to SRIM calculations [65].

### 7.3 Potential tweezer scheme

The purpose of this novel technique is to extract a certain amount of antiprotons adiabatically from the RT by manipulating electric potentials. A schematic which illustrates the manipulation of the potential is shown in Fig.7.5.






## position (m)

Fig. 7.5: $z$-axis potentials used for particle extraction from the reservoir trap [reservoir trap]. (a) Initially applied potential. (b) Potential after separation of an antiproton cloud. (c) Potential after shuttling to the upstream high-voltage (HVU) electrode. (d) Potential after shuttling to the downstream high-voltage (HVD) electrode. All the figures are taken from [14].

Initially, the antiproton cloud is confined at the centre of the RT with the ring voltage at 13.5 V . Afterwards, a constant electric field $E=0.32 \mathrm{~V} / \mathrm{m} \cdot \Delta \mathrm{U} / \mathrm{V}$ is superimposed on the trap, where $\Delta U$ is a potential offset deliberately applied to the correction electrode R4. This superimposed electric field shifts the centre of mass of the axial oscillation with respect to the trap centre (Fig. 7.5 (a)). Subsequently, the ring voltage is ramped up from 13.5 V to -13.5 V (Fig.7.5(b)). In this way, it separates the antiproton cloud into two fractions, $F_{1}$ and $F_{2}$, respectively. $F_{1}$ is transported to the HVU electrode, while $F_{2}$ is kept in the RT and the number of particles is counted by the axial detection system (Fig.7.5(c)). Afterwards, $F_{2}$ is shuttled to the HVD electrode, and at the same time $F_{1}$ is transported to the RT to count its number as well (Fig.7.5(d)). Including transporting particles and the particle number detection of $F_{1}$
and $F_{2}$, the entire procedure takes in total 120 seconds. Results of this extraction procedure are shown in Fig.7.6(a). The horizontal axis represents the centre of mass positions of the particles due to different electric fields superimposed on the RT. The red circles and the black squares show the fractions $F_{1}$ and $F_{2}$, respectively. The solid lines are from analytical calculations using one-dimensional Boltzmann-statistics $w(E)=k_{\mathrm{B}} T_{z} \exp \left(-E /\left(k_{\mathrm{B}} T_{z}\right)\right)$ and integrating

$$
\begin{equation*}
N_{\mathrm{down}}=C \cdot \int_{z_{0}}^{\infty}|z| \exp \left(-\frac{2 \pi^{2} m\left(v_{z} z\right)^{2}}{k_{\mathrm{B}} T_{z}}\right) d z \tag{7.1}
\end{equation*}
$$

with $N=N_{\text {up }}+N_{\text {down }}$, where $C$ is a normalisation constant, $N_{\text {up }}$ is the number of particles separated to the HVU electrode, and $N_{\text {down }}$ is to the HVD electrode. The obtained data are in perfect agreement with the independently measured effective axial temperature $T_{z}=5.3(1.1) \mathrm{K}$.

After each individual separation cycle, the fraction of particle clouds $F_{1}$ and $F_{2}$ were merged by reversing the separation procedure. The green stars indicates the sum of both extracted fractions normalised to the number $N_{0}$ of antiprotons counted before the first separation cycle. This implies that during the entire measurement procedure, the particle number was the same within the uncertainties.

In Fig.7.6(b), the number of antiprotons which was separated from a RT cloud of about 100 antiprotons is shown. By applying the potential tweezer scheme, it is possible to extract arbitrary numbers of particles, in this measurement starting from 22(1) antiprotons down to a single one. Once a single antiproton is extracted, it can be provided to the other traps for single particle experiments.

By recording the axial frequency dip on the noise spectrum continuously for a certain amount of time using the axial detector, it is possible to investigate whether these particles are annihilated or decayed during this duration (refer also to section 3.2). We accumulated the axial frequency data continuously for three months, however we couldn't observe any changes on the number of trapped particles. This fact allowed us to set a new direct lifetime limit of the antiproton to $>1.08$ years.
(a)

(b)


Fig. 7.6: (a) Results of the application of the potential tweezer scheme [14]. The vertical axis shows extracted fractions, and the horizontal axis represents the centre of mass position. For detail, refer to the text. (b) Dip-width as a function of extracted particles [14]. Both figures are taken from [14].

## Comparison of the antiproton-to-proton charge-to-mass ratio

In this chapter, a high-precision comparison of the antiproton-to-proton charge-to-mass ratio is presented. In 2015, we reported the most precise comparison of these fundamental quantities with a fractional precision of 69 p.p.t., by measuring the cyclotron frequencies of a single antiproton and an $\mathrm{H}^{-}$ion [23]. This achievement exceeds the previous precision which has accomplished by the TRAP collaboration in 1999 [6]. To date, this is the most precise test of CPT invariance with baryon sector. The description of this chapter is based on [13,23]. Additionally, this project is a collaborative effort which took place during my PhD studies (see chapter 1.1).

### 8.1 Principle of the measurement

In charge-to-mass ratio measurements, the free cyclotron frequency $v_{\mathrm{c}}$ is measured for the antiproton and $\mathrm{H}^{-}$ion by using the non-destructive image-current detection of the eigenfrequencies (see chapter 3). The invariance theorem relates these frequencies to $v_{\mathrm{c}}$ as

$$
\begin{equation*}
v_{\mathrm{c}}=\frac{1}{2 \pi} \cdot \frac{q}{m} \cdot|\vec{B}|=\sqrt{v_{+}^{2}+v_{z}^{2}+v_{-}^{2}} \approx \sqrt{v_{+}^{2}+v_{z}^{2}+\left(\frac{v_{z}^{2}}{2 v_{+}}\right)^{2}} . \tag{8.1}
\end{equation*}
$$

$v_{+}$can be measured by the sideband coupling technique as described in section 3.4. Therefore, one $v_{\mathrm{c}}$ measurement cycle consists of measuring the axial frequency $v_{z}$ followed by the modified cyclotron frequency $v_{+}$of a single antiproton or an $\mathrm{H}^{-}$ion. Comparisons of the antiproton-to- $\mathrm{H}^{-}$charge-to-mass ratio can be considered to be equivalent to a direct antiproton-to-proton comparison for our aimed precision, since the mass of the $\mathrm{H}^{-}$ion $m_{\mathrm{H}^{-}}$is known with
a fractional precision of 0.2 p.p.t. in units of the mass of the proton $m_{\mathrm{p}}$ as

$$
\begin{equation*}
m_{\mathrm{H}^{-}}=m_{\mathrm{p}}\left(1+2 \frac{m_{\mathrm{e}}}{m_{\mathrm{p}}}+\frac{\alpha_{\mathrm{pol}, \mathrm{H}^{-}} B_{0}^{2}}{m_{\mathrm{p}}}-\frac{E_{\mathrm{b}}}{m_{\mathrm{p}}}-\frac{E_{\mathrm{a}}}{m_{\mathrm{p}}}\right) . \tag{8.2}
\end{equation*}
$$

Here $m_{\mathrm{e}} / m_{\mathrm{p}}$ is the electron-to-proton mass ratio [21], $\alpha_{\mathrm{pol}, \mathrm{H}^{-}} B_{0}^{2} / m_{\mathrm{p}}$ is the polarisability shift [76], $E_{\mathrm{b}} / m_{\mathrm{p}}$ is the electron binding energy [77] and $E_{\mathrm{a}} / m_{\mathrm{p}}$ is the electron affinity of hydrogen [78]. Under the assumption of the CPT invariance, the expected cyclotron ratio is $R=\left(v_{\mathrm{c}}\right)_{\overline{\mathrm{p}}} /\left(v_{\mathrm{c}}\right)_{\mathrm{H}^{-}}=(q / m)_{\overline{\mathrm{p}}} /(q / m)_{\mathrm{H}^{-}}=1.001089218754(2)$. The precision is limited by the accuracy of $m_{\mathrm{p}}$. Moreover, an advantage of using $\mathrm{H}^{-}$ion instead of proton is the fact that it eliminates the need to invert trap voltages since it has a same polarity of charge as the antiproton. This eliminates a large systematic shift related to the particle position as discussed in section 8.3.

### 8.2 Preparation procedure



Fig. 8.1: Schematic of the charge-to-mass ratio measurement. Taken from [23].

Figure 8.1 shows the measurement setup. For the entire measurement, the reservoir trap (RT), precision trap (PT), high voltage downstream electrode (HVD) and high voltage upstream electrode (HVU) are used to trap particles. Regarding the RT, it was used as the measurement trap (MT) for determination of the cyclotron frequencies of a single antiproton or an $\mathrm{H}^{-}$ion in
this case. It is exposed to the magnetic field generated by the superconducting magnet, which has a field strength of $B_{0}=1.946 \mathrm{~T}$ at the centre of the trap. The PT is used as a reservoir to stock a cloud of particles for this measurement. The characteristics of the used detection systems are summarised in Table 6.6. HVD is used to park an $\mathrm{H}^{-}$ion when the measurement of the cyclotron frequency of an antiproton is taking place in the MT, and vice versa, the HVU is used to park the antiproton when the cyclotron frequency of the $\mathrm{H}^{-}$ion is being measured.

To load the trap, the antiproton beam provided by the antiproton decelerator (AD) is injected through the degrader system, which releases hydrogen molecules from the degrader foil. $\mathrm{H}^{-}$ions are produced from molecular hydrogen which is frozen out on the degrader either by asymmetric dissociation of $\mathrm{H}_{2}\left(\mathrm{H}_{2} \rightarrow \mathrm{H}^{-}+\mathrm{H}^{+}\right)$or by electron capture $\left(\mathrm{H}+\mathrm{e}^{-} \rightarrow \mathrm{H}^{-}\right)$process. A detailed study of the production mechanism has yet to be performed. These $\mathrm{H}^{-}$ions are captured together with the antiprotons during the catching procedure (refer to section 7.1). Eventually, typically $100 \sim 350$ cold antiprotons and about a fraction of a third of $\mathrm{H}^{-}$ions are trapped per a single ejection from the AD.

The number of the trapped particles can be counted non-destructively by measuring the dipwidths of their independent axial frequencies for the different species (see section 3.2). The ring voltage has to be tuned to match the axial frequency and the resonance frequency of the detector, since they differ for the antiproton and the $\mathrm{H}^{-}$ion. For the antiproton, we need to apply $V_{\mathrm{R}, \overline{\mathrm{p}}}=4.662035 \mathrm{~V}$, whereas $V_{\mathrm{R}, \mathrm{p}^{-}}=4.667038 \mathrm{~V}$ is required for the $\mathrm{H}^{-}$.

### 8.3 Measurement procedure

The entire measurement procedure is shown in Fig. 8.2(a). Initially, the antiproton is parked in the MT and the $\mathrm{H}^{-}$ion is parked in the HVD (see Fig.8.2(b)). The ring voltage is set to $V_{\mathrm{R}, \overline{\mathrm{p}}}=4.662035 \mathrm{~V}$ to tune the axial frequency of the antiproton to the resonance. The $v_{\mathrm{c}}$ measurement is synchronised to the AD cycle, which is typically $110 \sim 120$ seconds. This is exceptionally important to avoid systematic shifts induced by beats between the measurements and ambient field fluctuation caused by the AD itself. Immediately after the injection trigger of the AD , the magnetron motion of the antiproton is cooled for 10 seconds by applying uppersideband frequency $v_{z}+v_{-}$. Subsequently, the axial frequency $v_{z, \overline{\mathrm{p}}}$ is measured, followed by the measurement of the modified cyclotron frequency $v_{+, \overline{\mathrm{p}}}$. These two measurements take 30 seconds and 48 seconds, respectively. From this, $v_{-, \bar{p}} \approx v_{z, \overline{\mathrm{p}}}^{2} / 2 v_{+, \overline{\mathrm{p}}}=7.02 \mathrm{kHz}$ is extracted, resulting in $v_{\mathrm{c}, \overline{\mathrm{p}}} \approx 29.663 \mathrm{MHz}$. Afterwards, the antiproton is transported to the HVU by ma-
(a)


Fig. 8.2: (a) Detailed procedure of the charge-to-mass ratio measurement. (b) Potential configuration for antiproton cyclotron frequency measurement. (c) Potential configuration for $\mathrm{H}^{-}$ cyclotron frequency measurement. All figures are taken from [23] and partly modified.
nipulating the voltage potential, and at the same time the $\mathrm{H}^{-}$ion is transported to the MT as shown in Fig. 8.2 (c). Now, the ring voltage is changed to $V_{\mathrm{R}, \mathrm{p}^{-}}=4.667038 \mathrm{~V}$, in order to tune its axial frequency to the resonance. By repeating the same procedure as for the measurement of $v_{\mathrm{c}, \overline{\mathrm{p}}}, v_{\mathrm{c}, \mathrm{H}^{-}} \approx 29.635 \mathrm{MHz}$ is obtained. Therefore, a single $q / m$ ratio comparison takes two AD cycles, which corresponds to $220 \sim 240$ seconds. To obtain the final experimentally determined frequency ratio $R_{\exp }=(q / m)_{\bar{p}} /(q / m)_{\mathrm{H}^{-}}$from all measurements, data points which are measured when magnetic field changes caused by activities in the AD hall were excluded. These changes are identified by an array of GMR (giant magneto resistance), Hall and flux-gate magnetic field sensors.

To remove systematic ratio shifts caused by the intrinsic magnetic-field drift $1 / B_{0} \times(\Delta B / \Delta t)=$ $-5(1) \times 10^{-9}$ per hour of the superconducting magnet, the antiproton cyclotron frequencies are
interpolated as

$$
\begin{equation*}
v_{\mathrm{c}, \overline{\mathrm{p}}, k}(t)=v_{\mathrm{c}, \overline{\mathrm{p}}, k}+\frac{\left(v_{\mathrm{c}, \overline{\mathrm{p}}, k+1}-v_{\mathrm{c}, \overline{\mathrm{p}}, k}\right) \times t}{t_{k+1}-t_{k}}, \tag{8.3}
\end{equation*}
$$

where $k$ is the index of individual measurements. Then, the ratio of the $k$-th measurement $R_{\text {exp,k }}$ is defined as

$$
\begin{equation*}
R_{\mathrm{exp}, \mathrm{k}}=\frac{v_{\mathrm{c}, \overline{\mathrm{p}}, \mathrm{k}}\left(t_{\mathrm{H}^{-}, \mathrm{k}}\right)}{v_{\mathrm{c}, \mathrm{H}^{-}, \mathrm{k}}} . \tag{8.4}
\end{equation*}
$$

Here, $t_{\mathrm{H}^{-}, \mathrm{k}}$ is the centre time of the $v_{\mathrm{c}, \mathrm{H}^{-}, \mathrm{k}}$ determination. To estimate the uncertainty of the mean, the correlation matrix of the extracted ratios are evaluated and we calculate the standard error of the cross-correlated data. This avoids underestimation of the error caused by frequencies which are used in multiple ratios owing to the linear interpolation approach. All considered ratios are shown in Fig. 8.3 (a). These are 6521 frequency ratios, which were measured within 35 days. Breaks in the time sequence are due to maintenance of the apparatus or systematic measurements. Figure 8.3 (b) shows the results projected to a histogram. Additionally, for all frequency ratios, the Allan deviation (see section 10.3) is evaluated and its double-log plot is presented in Fig. 8.3 (c). By performing a linear fit to the plot, it gives a slope of $\alpha=-0.501$ (2). This confirms the Gaussian white-noise nature of the ratio fluctuations and justifies the data analysis.

The antiproton-to- $\mathrm{H}^{-}$charge-to-mass ratio extracted from this data evaluation is

$$
\begin{equation*}
R_{\exp }=1.001089218872(64) . \tag{8.5}
\end{equation*}
$$

To ensure the reliability of the data analysis and the experiment, the cyclotron frequency ratios for identical particles $R_{\text {exp,id }}$ are also evaluated. For these direct comparisons,

$$
\begin{equation*}
R_{\text {exp }, \mathrm{id}}-1=-3(79) \times 10^{-12} \tag{8.6}
\end{equation*}
$$

is obtained, which is consistent with 1 . The increased uncertainty is caused by the random walk in the magnetic field, which leads to slightly higher ratio fluctuations owing to the doubled time interval between subsequent measurements of identical particles. Several systematic corrections enter into the measured antiproton-to- $\mathrm{H}^{-}$charge-to-mass ratio $R_{\text {exp. }}$. The dominant systematic shift is related to particle exchange and the 5 mV detuning of the voltage potential, which is required to tune the axial frequencies of both particles to the centre of the axial detector. Slightly different contact and offset potentials as well as machining imperfections are present at each individual trap electrode. As a consequence, the change of the ring voltage causes a relative shift of the antiproton-to- $\mathrm{H}^{-}$equilibrium position. In the presence of a magnetic gradient term


Fig. 8.3: (a) All measured antiproton-to- $\mathrm{H}^{-}$cyclotron frequency ratios as a function of time. (b) Measured ratios projected to a histogram. (c) Allan deviation of the measured ratios. All figures are taken from [23].
of $B_{1}=7.58(42) \mathrm{mTm}^{-1}$ (where $B_{1}$ is the strength of the magnetic gradient) the cyclotron frequencies $v_{\mathrm{c}, \overline{\mathrm{p}}}$ and $v_{\mathrm{c}, \mathrm{H}^{-}}$are inherently measured at slightly different magnetic fields, leading to a systematic ratio shift. In this measurement, the adjustment of the trapping voltage shifts the $\mathrm{H}^{-}$ ion towards lower magnetic fields, and $R_{\text {exp }}$ has to be corrected by $-114(26)$ p.p.t.. Refer to the supplementary materials of reference [23] for further information. The systematic uncertainty arises from the uncertainty in the determination of the offset voltages and the magnetic gradient $B_{1}$.

In addition to the particle position, the magnitude of the octupolar coefficient $C_{4}$ of the trapping potential (see section 2.2) also changes when the trap voltage is adjusted. The resulting ratio correction is at $-3(1)$ p.p.t., the error being due to uncertainties extracted from potential
theory and the determination of the effective axial temperature $T_{z}$ of the particle. Eventually, the stability of our rubidium frequency reference clock contributes a systematic scatter of 3p.p.t. per ratio comparison. In summary, the ratio has to be corrected by $-117(26)$ p.p.t., leading to the final result

$$
\begin{equation*}
R_{\text {exp }, \text { final }}=1.001089218755(64)(26) \tag{8.7}
\end{equation*}
$$

which corresponds to an antiproton-to-proton mass ratio of

$$
\begin{equation*}
\frac{(q / m)_{\bar{p}}}{(q / m)_{p}}-1=1(64)(26) \times 10^{-12} \tag{8.8}
\end{equation*}
$$

This is in agreement with CPT conservation.

## Single antiproton in the analysis trap

While the work described up to here was either technical or collaborative, the following chapters describe the original experimental work of my PhD thesis.

### 9.1 Overview

In the analysis trap (AT), the strong magnetic bottle is superimposed to couple the spin-states of a single trapped antiproton to its axial motion. This allows to detect spin-flips of the antiproton non-destructively, which is required to measure the $g$-factor. When a spin-flip takes place in the AT, the axial frequency will be shifted by 183 mHz out of 674 kHz for our designed trap system (refer to section 9.2.4). Therefore, the axial frequency needs to be stable enough to resolve such a tiny change. To realise this, it is important to understand the behaviour of the trapped antiproton in a well-characterised AT in the first place.

In the first part of this chapter, the characterisation of the AT is described. The description starts from the detection procedure of a single antiproton in the AT, followed by the optimisation of the trapping potential in order to obtain a high signal-to-noise ratio of axial frequency dip signals. Subsequently, a direct measurement of the magnetic bottle by using the trapped antiproton is presented.

### 9.2 Characterisation of the analysis trap

Before actually performing precision measurements in the AT, it is necessary to understand and characterise its characteristics, such as offset potentials on the electrodes, strength of the
superimposed magnetic bottle as a function of the axial position, noise level on the electrodes, and so on in detail. To characterise these basic properties, a single antiproton is extracted from the reservoir trap (RT) and transported to the AT via the precision trap (PT). Note, that it is impossible to perform these characterisation by using more than one antiproton, unlike in the RT and the PT. This is due to the fact that the strong magnetic bottle couples the radial modes to the axial frequency, and continuous interactions among antiprotons perturb the radial modes which also continuously shift the axial frequency. This prevents us from observing a dip signal on the FFT analyser, therefore it is important to ensure that there is only one antiproton trapped in the PT before transporting it to the AT. Obviously, excluding contaminants in advance is required, which could already carried out in the RT (refer to chapter 7).

Dealing with a single particle in the AT is much more challenging compared to operating the RT and the PT. First of all, the AT is constructed with much smaller inner diameter for the ring electrode ( 3.6 mm ) than the other two $(9.0 \mathrm{~mm})$ and is much more sensitive to surface defects and geometric imperfections of the trap electrodes. Moreover ferromagnetic material FeCo is used for the ring electrode to create a strong inhomogeneous magnetic field at the centre of the trap. As described above, it couples not only the spin magnetic moment but also the radial magnetic moments to the axial frequency $v_{z}$, which makes $v_{z}$ dependent on the energy of the radial motions. After cooling the modified cyclotron mode with the cyclotron detector in the PT and shuttling the particle to the AT, the frequency range of the expected axial frequency is $\sim 40 \mathrm{kHz}$ out of 674 kHz , which is quite significant (see section 9.2.4). On the other hand, the frequency range due to the variation of the magnetron energy after sideband cooling in the PT is relatively small $\sim 10 \mathrm{~Hz}$, therefore it is negligible in the context of seeking for particle signals. Required precisions on the ring voltage as well as the tuning ratio to observe a particle signal in such a small trap are extremely high (see section 9.2.2). Considering these issues, it is exceptionally difficult to observe particle signals in the AT in the first place. It is one of the first obstacles which needs to be carried over before actually dealing with characterisation of the AT with a trapped particle. As will be discussed in section 9.2.3, the parametric excitation of the axial motion is used to overcome these problems.

After observing a dip signal, careful optimisation of the voltage potential took place. The signal-to-noise ratio of the dip is very sensitive to the tuning ratio for such a small trap. Additionally, a direct measurement of the magnetic bottle is performed to characterise the strength of the magnetic bottle. Afterwards the antiproton was tuned to the centre of the bottle to suppress systematic shifts for the $g$-factor measurement (refer to section 11.5.2).

### 9.2.1 Adiabatic shuttling of a single antiproton from the RT to the AT

By using the potential-tweezer scheme (see section 7.3), a single antiproton is extracted from the RT and transported to the PT. Subsequently, the magnetron motion is cooled via the uppersideband drive. The modified cyclotron motion is cooled by the interaction of the particle with the PT cyclotron detector. A waiting time of more than a cooling time constant of the detector $\tau(\sim 3 \mathrm{~min})$ is necessary for the particle to reach thermal equilibrium. The particle is shuttled from the PT to the AT also by manipulating transport electrodes which interconnect the both traps.

### 9.2.2 Acceptance of the ring voltage and the tuning ratio

In a small trap as the AT, the required voltage on the ring electrode to tune the axial frequency to the resonance frequency of the detector $\sim 674 \mathrm{kHz}$ is at 0.877 V , calculated by using geometrical parameters of the trap design code. Therefore, by taking into account that an offset voltage on the ring electrode due to patch effects, leakage currents, and thermal contact potentials can be on the order of up to 300 mV , the actual ring voltage as well as the tuning ratio can be quite off from the predicted values. On the other hand, in order to observe a dip, the trap voltage as well as the tuning ratio need to be known to the per-mille level. Fig. 9.1 shows the initial uncertainty of the tuning ratio as well as the ring voltage, and the required precision to observe a particle signal on the FFT analyser. The red curve represents the effective tuning ratio $\mathrm{TR}_{\text {eff }}\left(\mathrm{V}_{\text {off }}\right)$ which is defined as:

$$
\begin{equation*}
\mathrm{TR}_{\mathrm{eff}}\left(V_{\mathrm{off}}\right)=\mathrm{TR}_{0}\left(\frac{1}{1+V_{\mathrm{off}} / V_{\mathrm{R}}}\right), \tag{9.1}
\end{equation*}
$$

where $\mathrm{TR}_{0}$ and $V_{\mathrm{R}}$ are the expected tuning ratio 0.882 and the ring voltage 0.877 V , respectively. $V_{\text {off }}$ is an offset voltage on the ring electrode. The initial uncertainty is represented by the black rectangular region with sparse pattern. To observe a particle signal, the ring voltage and the tuning ratio should be known to a level of $0.04 \%$ and $0.06 \%$, which is shown as a small blue dot on the figure.

In addition, since the axial frequency depends strongly on the principal quantum number of the modified cyclotron motion in the AT, searching particle signals without any predictions consumes a considerable amount of time. This problem can be solved by exciting the axial motion parametrically to effectively decrease the required precision to find a particle signal.


Fig. 9.1: Required precision to observe a particle signal. The red curve represents the effective tuning ratio $\mathrm{TR}_{\text {eff }}$, which is defined by Eq.9.1. The initial uncertainty of the tuning ratio and the ring voltage are shown as the black rectangular region with sparse pattern. The required precision to observe a particle signal is expressed as a small blue dot. Therefore, searching particle signals without any predictions consumes a considerable amount of time. By using a parametric resonance scheme, it is possible to decrease the required precision depending on a strength of the parametric drive. A green rectangle with sparse pattern shows the required precision when the amplitude -33 dBm is applied to the correction electrode A3. For further details, refer to section 9.2.3.

### 9.2.3 Parametric excitation of the axial motion

This section follows a part of the description of reference [79]. To understand the parametric excitation from the physics point of view, it is convenient to start from a model of a onedimensional harmonic oscillator. The equation of motion of the axial motion without any external drives can be expressed as

$$
\begin{equation*}
\ddot{z}+\omega_{z}^{2} z=0 \tag{9.2}
\end{equation*}
$$

where $\omega_{z}$ is the axial angular frequency and $z$ the axial coordinate. When a dipolar rf drive is applied to the trap electrode, it manipulates the voltage potential $V$ and $\omega_{z}$ becomes a time dependent function $\omega_{z, \mathrm{rf}}(t)$. Then Eq. (9.2) modifies to

$$
\begin{equation*}
\ddot{z}+\omega_{z, \mathrm{rf}}^{2}(t) z=0 . \tag{9.3}
\end{equation*}
$$

Since $\omega_{z, \mathrm{rf}}(t)$ is a periodic function, $\omega_{z, \mathrm{rf}}(t+T)=\omega_{z, \mathrm{rf}}(t)$ ( $T$ is the period). Therefore, Eq. (9.3) is also invariant under a conversion of $t \rightarrow t+T$. By assuming $z_{1}(t)$ and $z_{2}(t)$ are the two independent solutions for Eq.(9.3), they need to satisfy $z_{1}(t+T)=\mu_{1} z_{1}(t)$ and $z_{2}(t+T)=$ $\mu_{2} z_{2}(t)$, respectively. Consequently, the general expression of these two solutions will become

$$
\begin{align*}
z_{1}(t) & =\mu_{1}^{t / T} \Pi_{1}(t)  \tag{9.4}\\
z_{2}(t) & =\mu_{2}^{t / T} \Pi_{2}(t), \tag{9.5}
\end{align*}
$$

where, $\Pi_{1}(t)$ and $\Pi_{2}(t)$ are periodic functions which both have a same period $T$. By inserting $z_{1}$ and $z_{2}$ to Eq.(9.3), followed by multiplying $z_{2}$ and $z_{1}$ for each equations and subtract them from each other, eventually the following relation will be obtained

$$
\begin{equation*}
\dot{z}_{1} z_{2}-z_{1} \dot{z}_{2}=\text { const. } \tag{9.6}
\end{equation*}
$$

Eq. (9.6) must hold for arbitrary functions (9.4) and (9.5). This condition leads to obtain

$$
\begin{equation*}
\mu_{1} \mu_{2}=1 \tag{9.7}
\end{equation*}
$$

We are only interested in a situation when both $\mu_{1}$ and $\mu_{2}$ are real, thus Eq.(9.4) and (9.5) can be rewritten as

$$
\begin{align*}
& z_{1}(t)=\mu^{t / T} \Pi_{1}(t)  \tag{9.8}\\
& z_{2}(t)=\mu^{-t / T} \Pi_{2}(t) \tag{9.9}
\end{align*}
$$

According to the discussion above, by assuming that the applied drive frequency is close to the double of the axial frequency and the resultant time dependent frequency $\omega_{z, \mathrm{rf}}(t)$ is nearly the same as $\omega_{z}$, then the equation of motion and its general solution can be expressed as

$$
\begin{array}{r}
\ddot{z}+\omega_{z}^{2}\left[1+\eta \cos \left(2 \omega_{z}+\varepsilon\right) t\right] z=0 \quad(0<\eta \ll 1) \\
z=a \mathrm{e}^{s t} \cos \left(\omega_{z}+\frac{1}{2} \varepsilon\right) t+b \mathrm{e}^{-s t} \sin \left(\omega_{z}+\frac{1}{2} \varepsilon\right) t \tag{9.11}
\end{array}
$$

By substituting Eq.(9.11) for (9.10) and neglecting second derivatives (this approximation is only possible when $\mathrm{e}^{s t}$ and $\mathrm{e}^{-s t}$ are varying slowly) and neglecting also non-resonant terms which must be present in small amounts, we obtain

$$
\begin{align*}
2 a s \mathrm{e}^{2 s t}+b \varepsilon+\frac{1}{2} \eta b \omega_{z} & =0  \tag{9.12}\\
2 b s \mathrm{e}^{-2 s t}+a \varepsilon-\frac{1}{2} \eta a \omega_{z} & =0, \tag{9.13}
\end{align*}
$$

therefore,

$$
\begin{equation*}
s= \pm \frac{1}{2} \sqrt{\varepsilon^{2}-\frac{1}{4} \eta^{2} \omega_{z}^{2}} \tag{9.14}
\end{equation*}
$$

To drive the parametric resonance, the condition must be

$$
\begin{equation*}
-\frac{1}{2} \eta \omega_{z}<\varepsilon<\frac{1}{2} \eta \omega_{z} . \tag{9.15}
\end{equation*}
$$

By defining $V(t)$ as voltage variation when the parametric drive is applied to the electrode, and $V_{0}$ as voltage which is necessary to tune the axial frequency to $\omega_{z}$, the following equation is obtained also by considering Eq. (9.10)

$$
\begin{equation*}
V(t)=V_{0}+\frac{\eta m \omega_{z}^{2}}{2 C_{2} q} \cos \left(2 \omega_{z}+\varepsilon\right) t=V_{0}+V_{\text {drive }} \cos \left(2 \omega_{z}+\varepsilon\right) t \tag{9.16}
\end{equation*}
$$

where $V_{\text {drive }}$ is an amplitude unit in volts of the parametric drive applied to the electrode. Therefore, Eq. (9.15) can be rewritten as

$$
\begin{equation*}
-\frac{C_{2} q V_{\text {drive }}}{m \omega_{z}}<\varepsilon<\frac{C_{2} q V_{\text {drive }}}{m \omega_{z}} \tag{9.17}
\end{equation*}
$$

Eq.(9.17) implies that the required precision to observe a parametrically excited signal depends on the amplitude $V_{\text {drive }}$ of the rf drive. Therefore, the search can start from applying a relatively large amplitude and scan the TR and $V_{\mathrm{R}}$ to obtain a rough region where the signal was observed. Afterwards, we can decrease the amplitude and pin down the region even further. By using this principle, it is possible to get close to the point which doesn't require to apply parametric drives to observe particle signals. To illustrate the dependency of the amplitude to the required precision, here is an example. For instance, if $V_{\text {drive }}=5 \mathrm{mV}$ is used $(-33 \mathrm{dBm}$ is applied to the correction electrode A3), a condition of $|\varepsilon|<14 \mathrm{kHz}$ is derived from Eq.(9.17). The precision which is required to find a particle signal with this drive amplitude is shown as the green rectangle with sparse pattern in Fig.9.1. When these two parameters are in this region while applying the parametric drive, the amplitude $z$ increases by time and it generates a large peak on a FFT analyser. Figure 9.2 shows a simulated example based on Eq.(9.11), how the axial amplitude evolves when parametric resonance drive is continuously applied to a trapped particle. In practice, the amplitude saturates after a certain period, due to the higher order potential coefficients $C_{4}$ and $C_{6}$ which shift the resonance frequency of the parametric excitation at large amplitudes. A detailed procedure of pinning down the TR as well as $V_{\mathrm{R}}$ towards the blue dot as shown in Fig.9.1 is as follows:

1. Fix the TR and sweep $V_{\mathrm{R}}$ at a range of interest. If a peak is observed only at a certain voltage, sweep the voltage again from the other direction. If the peak still appears only at


Fig. 9.2: Simulation on the parametrically excited axial motion based on Eq.(9.11).
the same voltage as the first attempt, $V_{\mathrm{R}}$ and the TR is more or less optimised. Decrease the drive amplitude $V_{\text {drive }}$ and repeat the procedure until the TR is sufficiently optimised.
2. If a peak appeared from a certain $V_{\mathrm{R}}$ but still observable while sweeping the voltage, this is an indication that the TR is not optimised. If this phenomenon is observed while ramping up the voltage potential, this is due to $C_{4}>0$, therefore the TR should be smaller. On the other hand, if this happened while ramping down, it means $C_{4}<0$ and the TR should be larger.

Figure 9.3 shows an example of the parametric resonance scheme applied to a single trapped antiproton in the AT. The vertical axis indicates the input signal level ( dBm ) as a function of the frequency close to the resonance frequency $v_{0, \text { eff }}$ read out by an FFT analyser (see also Fig. 9.4(a)).

The entire measurement shown in Fig. 9.3 was done by sweeping up $V_{\mathrm{R}}$ from 0.7350 V to 0.7491 V in steps of 0.3 mV (it corresponds to ramping down the voltage potential) while the parametric drive was applied with an amplitude of -30 dBm and a frequency of 1.35 MHz . Note that a capacitive voltage divider is implemented for the AT axial excitation line at the 4 K stage, which reduces the drive strength by 21.5 dB . Therefore, -51.5 dBm is actually applied to the electrode, which acquire the parametric resonance condition of $|\varepsilon|<1.7 \mathrm{kHz}$ (required precision of $\left.V_{\mathrm{R}}= \pm 0.36 \%, \mathrm{TR}= \pm 0.35 \%\right)$. This is relatively close to the precision which is required to observe a dip signal. The black rectangular plot is a measurement when the TR was fixed to 1.0275 , and it indicates that the TR is too small according to the procedure described above. By increasing the TR up to 1.0300 and repeating the same measurement, the parametric resonance


Fig. 9.3: Measurement result of the parametric resonance scheme. The black and red dots represent parametric resonance signals when the tuning ratio (TR) was fixed to 1.0275 and 1.0300 , respectively. For both measurements, the ring voltage $\left(V_{R}\right)$ was swept up from 0.7350 V to 0.7491 V in steps of 0.3 mV . The parametric drive with an amplitude of -51.5 dBm and a frequency of 1.35 MHz was applied to the correction electrode A3. From the figure, it is possible to conclude that the TR of 1.0275 is too small and 1.0300 is relatively close to the optimum value. For further details, refer to the text.
occurred only at a certain voltage ( $\sim 0.747 \mathrm{~V}$ ). This implies that a particle signal should be visible at $\mathrm{TR}=1.03$ and $V_{\mathrm{R}}=0.747 \mathrm{~V}$ even after the parametric drive is switched off. In Fig.9.4, (a) it shows a peak signal of the parametrically excited particle, and (b) a dip signal after the drive is turned off. In this case, anharmonic terms of the trapping potential (particularly, $C_{4}$ and $C_{6}$ ) are still present to some extent, since the TR was not sufficiently optimised. This causes continuous shifts on the axial frequency and leads to decrease the SNR. In this context, the SNR is a good measure to optimise the TR. The result is shown in Fig.9.5(a). This measurement was done after the particle is tuned to the centre of the magnetic bottle by applying an offset voltage of -37.1 mV on A5 (see section 9.2.4), and also after the axial frequency is stabilised (see section 10). The extracted optimum TR is 1.0378 . This indicates that there is an offset potential of $\approx 130 \mathrm{mV}$ on the ring electrode. In Fig.9.5(b), it shows a dip spectrum after the TR optimisation.

The dip spectrum is fitted by using an appropriate line-shape as described in section 3.2, and its fit uncertainty $\sigma$ is proportional to $\mathrm{SNR}^{-\frac{1}{4}}$ as shown in Eq. 3.30.
(a)

(b)


Fig. 9.4: (a) It shows a peak signal of the parametrically excited particle. (b) A dip signal after the drive is turned off. Further optimisation of the TR is required to increase the signal-to-noise ratio (SNR) of the dip.

Additionally, the axial frequency as a function of the TR is measured to characterise $D_{2}$, which is the orthogonality parameter of the trap (see section 2.2). The result is shown in Fig.9.6. The extracted slope $\Delta v_{z} / \Delta \mathrm{TR}=-128(3) \mathrm{Hz} / \mathrm{mU}$ is quite different from the potential theory $\Delta v_{z} / \Delta \mathrm{TR}=37 \mathrm{~Hz} / \mathrm{mU}$. This implies that there was a misalignment of the electrodes while assembling the trap system, which leads to a loss of orthogonality. As a second consequence, the higher order potential coefficients $C_{4}$ and $C_{6}$ can not be compensated simultaneously at the same TR, which prevents the particle dip to short the detector thermal noise.

### 9.2.4 Direct measurement of the magnetic bottle

As mentioned previously, offset potentials on the electrodes prevent the simple-minded prediction of the actual ring voltage as well as the tuning ratio to observe a particle signal. The existence of offset potentials on the correction electrodes changes the ideal voltage potential and make its shape asymmetric. This shifts the position of the trapped particle in the axial direction $z$ and it is no longer trapped at the centre of the magnetic bottle. Centering the particle to the minimum of the bottle is important to reduce systematic errors for the $g$-factor measurement in the AT (see section 11.5.2).

In order to tune the particle to the centre of the trap, first of all the magnetic field $B$ has to be measured as a function of the axial position $z$ of the particle. The magnetic bottle couples the principal quantum number of the modified cyclotron motion $n_{+}$, the magnetron motion $n_{-}$,


Fig. 9.5: (a) Signal-to-noise ratio (SNR) of the dip as a function of the tuning ratio (TR). By fitting the data with a parabolic curve, optimum tuning ratio of 1.0378 is extracted. This measurement was done after the particle is tuned to the centre of the magnetic bottle by applying an offset voltage of -37.1 mV on A 5 (see section 9.2.4) and the axial frequency is stabilised (see section 10). The optimum ring voltage $V_{\mathrm{R}}=0.74950 \mathrm{~V}$ indicates that there is an offset potential of $\sim 130 \mathrm{mV}$ on the ring electrode. (b) Dip spectrum when the optimum tuning ratio of 1.0378 and the ring voltage of 0.74950 V is applied.
and the spin-state $m_{\mathrm{s}}$ to the axial frequency of the particle $v_{z}$ as

$$
\begin{equation*}
v_{z}\left(n_{+}, n_{-}, m_{\mathrm{s}}\right)=v_{z, 0}+\frac{h v_{+}}{4 \pi^{2} m_{\mathrm{p}} v_{z}} \times \frac{B_{2}}{B_{0}} \times\left(n_{+}+\frac{1}{2}+\frac{v_{-}}{v_{+}}\left(n_{-}+\frac{1}{2}\right)+\frac{g m_{\mathrm{s}}}{2}\right) . \tag{9.18}
\end{equation*}
$$

Equation 9.18 indicates that the axial frequency $v_{z}$ changes when quantum transitions of $n_{+}$ occur. By applying rf drives to the trapped antiproton via the spin-flip coil, they can excite the modified cyclotron mode $n_{+}$when it is on resonance with the particle's modified cycltron frequency. This leads to an increase of the fluctuation of the axial frequency $v_{z}$. The details of the axial frequency fluctuation measurements are described in section 10.3.1. A schematic of the setup to excite the cyclotron motion is shown in Fig. 9.7. A high-pass filter and a band-pass filter are used such that it has a high transmission at the modified cyclotron frequency $\approx 18.727 \mathrm{MHz}$, and low transmissions at the other frequencies. The developed setup has -120 dBm transmission at the magnetron frequency, which is around 12 kHz in the AT. The attenuation is large enough to prevent spurious noise to significantly heat the magnetron mode. The measurement procedure to directly measure the magnetic bottle is as follows:

1. Apply a certain offset voltage $V_{\text {off }}$ to the correction electrode A5 and optimise the trap


Fig. 9.6: Characterisation of orthogonality parameter $D_{2}$ by measuring the axial frequency as a function of the tuning ratio (TR). By fitting the data points by a linear function, $\Delta v_{z} / \Delta \mathrm{TR}=$ $-128(3) \mathrm{Hz} / \mathrm{mU}$ is extracted.
( $V_{\mathrm{R}}$ and TR ) for the new parameters. This effectively changes the particle position and the relative shift can be calculated from potential theory.
2. Sweep up the rf drive frequency until it is on resonance with the modified cyclotron motion. In this case we start to observe large axial frequency fluctuations. The drive strength is tuned $(-90 \mathrm{dBm}$ is applied at the input of the AT spinflip line on the vacuum flange), so that it increases the heating rate up to around $d n_{+} / d t \approx 4 \mathrm{~s}^{-1}$. In this situation, the axial frequency fluctuation will be around $500(50) \mathrm{mHz}$ on resonance and it is large


Fig. 9.7: Experimental setup for the magnetic bottle measurement.


Fig. 9.8: Example of the axial frequency fluctuation caused by external rf drives in the magnetic bottle.
enough to distinguish it from off resonance. An example of this procedure is shown in Fig.9.8. First, an off-resonant drive $v_{\text {ref }}=18000000 \mathrm{~Hz}$ is continuously applied, meanwhile ten axial frequencies are recorded (30s of averaging time per each). Evaluated the axial frequency fluctuation as $\Xi_{\text {back }}=220(70) \mathrm{mHz}$. Then, we changed the rf-drive frequency to $v_{\mathrm{rf}, 1}=18727375 \mathrm{~Hz}$, evaluated its fluctuation in the same procedure as for the off-resonant drive and we obtained $\Xi_{\mathrm{rf}, 1}=180(60) \mathrm{mHz}$. By increasing the drive frequency in steps of 25 Hz , the axial frequency fluctuation started to increase drastically from $v_{\mathrm{rf}, 2}=18727400 \mathrm{~Hz}$. This indicates that the resonance frequency of the modified cyclotron frequency is in between $v_{\mathrm{rf}, 1}$ and $v_{\mathrm{rf}, 2}$.
3. The frequency of the resonant rf drive is recorded. By using the invariance theorem [44], the magnetic field strength $B\left(V_{\text {off }}\right)$ for the given position is extracted.
4. Turn off the rf drive and shift the particle position by applying a different offset voltage $V_{\text {off }}$ on A5. To visualise $B_{2}$, shift should be $\sim 50 \mu \mathrm{~m}$ which corresponds to $\sim 30 \mathrm{mV}$. This is calculated from potential theory (see section 2.2).
5. Repeat this procedure for different offset voltages $V_{\text {off }}$.


Fig. 9.9: Direct measurement of the magnetic field in the AT. For details on the measurement principle, see the text. By fitting the data with a parabolic function, $B_{2}=2.64(39) \times 10^{5} \mathrm{~T} / \mathrm{m}^{2}$ is extracted.

The result is shown in Fig. 9.9. By fitting this graph with a quadratic function, $B_{2}=2.64(39) \times$ $10^{5} \mathrm{~T} / \mathrm{m}^{2}$ is extracted. This is consistent within the error bars with the simulation by a potential theory as shown in Fig.4.2. Inserting the obtained value in Eq.(9.18) and performing simple calculations results $\Delta v_{z,+}= \pm 65 \mathrm{mHz}, \Delta v_{z,-}= \pm 42 \mu \mathrm{~Hz}$, and $\Delta v_{z, s}= \pm 180 \mathrm{mHz}$. By performing a fine measurement with an offset voltage range of $-48 \sim-28 \mathrm{mV}$ yielded the potential minimum at -37.1 mV .

## Axial frequency stability in the magnetic bottle

In this chapter, the characterisation and optimisation of the axial frequency stability in the AT are described. Apart from the coupling of the principal quantum number of radial modes $n_{+}$ and $n_{-}$to the magnetic bottle (see section 9.2.4), there are several possible factors which can affect the stability. The major factors are, interactions between the particle and trapped contaminants, the quality of the electrical ground of the apparatus, and fluctuations of the voltages applied to the Penning-trap electrodes. By using high precision voltage source UM 1-14 by Stahl Electronics together with our handmade multi-stage RC filters, the applied voltages on the electrodes are sufficiently stabilised (refer to section 5.9 .1 for their specifications). Therefore, techniques to eliminate the other major factors are described here in detail. In the last part of the chapter, measurements of the thermal energies of the modified cyclotron mode and the magnetron mode are described. The axial frequency stability is dependent on the energy states of the radial motions, and it is understood that the lower the energies are, the higher the stability becomes (see section 10.4.1). Since the radial modes are cooled via the interaction with the thermal bath of the detection systems, which possess a certain effective temperature, it is necessary to characterise its temperature so that the preparation time required to prepare a sufficiently cold particle in the AT can be estimated.


Fig. 10.1: Schematic of the electron kickout. The actual voltage potentials before and after the kickout pulse is applied to HVD electrode are shown.

### 10.1 Electron kickout scheme

A very important step is to remove co-trapped electrons from the antiproton's potential well. One of the most efficient ways to get rid of electrons out of the trap is to perform the electron kickout scheme. Figure 10.1 shows voltage potentials before and after the electron kickout was performed. The basic idea is to use the fact that the mass of the antiproton is about 1836 times larger than that of the electron. This causes a big difference on the axial frequency between the antiproton and the electron. The electron has a factor of 43 larger axial frequency than that of the antiproton in the same trapping potential, which corresponds to the oscillation period of roughly a factor of 40 smaller for the antiproton than the electron. A pulse signal is applied to a certain electrode in a way that one side of the potential well opens for some time, which is long enough for electrons to escape from the potential well but short enough for the antiproton to leave the potential well.

In practice, the antiproton is transported from the AT and parked at the transport electrode T4 which is located next to the downstream high voltage electrode (HVD). -2 V is applied to $\mathrm{T} 4,-10 \mathrm{~V}$ to HVD, and -13 V to P 1 . In this situation, the antiproton has an axial frequency of around 700 kHz and 30 MHz for electrons. Subsequently, a pulse signal which has a pulse width of 100 ns and an amplitude of 10 V is applied to HVD and let the trapped electrons escape. In order to prepare a clean antiproton, we repeat this scheme for multiple times before we use the
electron cleaned antiproton for spin-flip experiments. Including particle shuttling and cooling of the magnetron motion in the PT a single electron kick-out procedure typically takes 120 s.

### 10.2 Optimisation of the ground structure



Fig. 10.2: Comparison of the axial frequency stability between before improving the ground of the apparatus (red circle points) and after the action (black rectangular points). $\bar{v}_{\mathrm{z}, \mathrm{PT}}$ is the mean frequency evaluated from the individual measurements.

Fluctuations on the ground potential can be effectively considered as spurious noise on the Penning-trap electrodes, which can lead to an increase of the heating rate of $n_{+}$and $n_{-}$. According to Eq.(9.18), this directly affects the axial frequency stability. Even if there was a significant effort made to stabilise the voltage source itself, having an improper grounding makes this effort to go down the drain.

A preferable ground should be made out of a metal (good conductor), which has a large surface area, and close to the system. Therefore, the most suitable ground of the system is the vacuum flange, which supplies the electrical signals of the entire apparatus. To avoid generating unwanted noise, voltage differences at different parts of the ground should be avoided. To realise this situation, all ground parts of the devices related to the experiment should be unified to this vacuum flange and connected via a short path as possible. Good ground connections can be made by soldering or screwing tightly. In addition, to avoid any ground loops


Fig. 10.3: Monitoring the noise level on the resonance frequency of the cyclotron detector, while performing grounding actions. After disconnecting a thermometer for the beam monitor, the noise level decreased by -5 dB . For details, see the text.
a local reference point was defined and the ground of all the devices must be always guided from this point. Before having such a proper grounding action, the amount of noise present on the apparatus was considerably higher that it was already possible to quantify the noise level by recording the axial frequency of a single antiproton in the precision trap (PT), while the cyclotron detector was tuned to the particle's modified cyclotron frequency. The result is shown as the red circle points in Fig. 10.2. Each point is a frequency measurement averaged by 50 s . By using Eq.(10.22) and evaluating the effective temperature $T_{+}$of the cyclotron detector as described in section $10.4 .1, T_{+} \approx 500 \mathrm{~K}$ is extracted. This is approximately 120 times higher than the physical temperature of the apparatus, which implies that it is almost impossible to prepare a cyclotron-wise cold particle in the AT to perform $g$-factor measurements. The detector temperature directly affects the time which is required to prepare a sufficiently cold particle in the AT (see section 10.4.1). As a conclusion, it turned out that the major contribution to such a large $T_{+}$was related to a thermometer for the cryogenic beam monitor. Figure 10.3 shows the signal level [ dBm ] on the resonance frequency of the cyclotron detector as a function of a number of measurement points. Equation 3.15 indicates high $T_{+}$leads to have high SNRr, therefore the noise level on the cyclotron detector can be a suitable measure of $T_{+}$while improving the ground. Around measurement number 200, the detector signal fluctuated within a range of
$-129 \mathrm{dBm} \sim-120 \mathrm{dBm}$, by disconnecting and reconnecting the thermometer. After disconnecting it completely and make it an open circuit, the noise level was more or less constant at -129 dBm , which is 5 dB smaller than before this action took place. A detailed investigation for this effect is yet to be performed. The black square points in Fig. 10.2 shows a measurement after the thermometer was disconnected. The axial frequency became much more stable so that $T_{+}$was no longer possible to be resolved in the PT. Further investigations on $T_{+}$is possible by using the AT, as described in section 10.4.1.

After this action, rearrangement of all electronic instruments which are involved in our measurement schemes took place, since the axial frequency stability in the AT was still not good enough to resolve spin-flips. For each instrument used for the experiment, we consider how the individual signal/ground lines should be guided. As described above, it should have a common ground and the power cables must be distributed with a structured cabling. Eventually, the distributed power cables need to be unified to one power socket, which is connected to the AD mains supply. A schematic of how the entire instruments are distributed after this action is shown in Fig. 10.4.

Additionally, it is also important to make sure that the apparatus is electrically isolated from the AD beamline to achieve a stable ground condition. Since the dipole/quadrupole magnets distributed in the AD are operated with large currents, they induce not only ambient magnetic field, but also electric noise. To prevent that the electric accelerator noise couples into the ground structure of our apparatus, the beamline is electrically isolated by connecting to the main recuperation by vacuum tubes made out of Polyetheretherketone (PEEK). A pump which continuously pumps the OVC of the magnet is also decoupled by using a tube made out of this material.

The final result obtained after all these optimisation steps is presented in the next section.

### 10.3 Characterisation of the axial frequency stability

### 10.3.1 Definition of the axial frequency fluctuation

Quantifying the axial frequency stability is important to investigate whether the apparatus is well-optimised or not. Specifically, it is important measure to tell if it is stable enough to resolve spin-flip transitions $\Delta v_{z, \mathrm{SF}}=183 \mathrm{mHz}$ in the AT.

Assume that the axial frequency is continuously recorded and $N$ data-points are accumu-


Fig. 10.4: Power cable distribution of the electric instruments.
lated. The measured axial frequencies are defined as $v_{z, k}(k=1,2,3 \cdots N)$. Then, the axial frequency fluctuation $\Xi_{z}$ and its standard error $\Delta \Xi_{z}$ are

$$
\begin{align*}
\Xi_{z} & =\frac{1}{N-1} \sum_{i=1}^{N-1}\left(\Delta v_{z, i}-\Delta \bar{v}_{z}\right)^{2}  \tag{10.1}\\
\Delta \Xi_{z} & =\frac{\Xi_{z}}{\sqrt{2 \cdot(N-1)-2}} \tag{10.2}
\end{align*}
$$

where,

$$
\begin{align*}
\Delta v_{z, i} & =v_{z, i+1}-v_{z, i}  \tag{10.3}\\
\Delta \bar{v}_{z} & =\frac{1}{N-1} \sum_{k=1}^{N-1} \Delta v_{z, k} \tag{10.4}
\end{align*}
$$

The same argument can be also applied for characterising voltage supplies [54,55].

### 10.3.2 Allan deviation

In the time domain, the axial frequency signal of a single particle can be expressed as a simple sinusoidal function

$$
\begin{equation*}
V(t)=V_{0} \sin \left(\omega_{z} t+\phi(t)\right) \tag{10.5}
\end{equation*}
$$

where $\omega_{z}$ is the average frequency, and $\phi(t)$ the phase variation, respectively. By defining the instantaneous phase $\Phi(t)=\omega_{z} t+\phi(t)$, the instantaneous frequency $\omega(t)$ can be expressed as

$$
\begin{equation*}
\omega(t)=\frac{d \Phi(t)}{d t}=\omega_{z}+\frac{d \phi(t)}{d t} \tag{10.6}
\end{equation*}
$$

For a convenience of the further discussions, the two following functions which are related to the variation of the frequency are defined

$$
\begin{align*}
& y(t)=\frac{\omega(t)}{\omega_{z}}-1=\frac{1}{\omega_{z}} \frac{d \phi(t)}{d t}  \tag{10.7}\\
& x(t)=\int y(t) d t=\frac{\phi(t)}{\omega_{z}} . \tag{10.8}
\end{align*}
$$

In practice, unlikely to Eq.(10.7), the axial frequency fluctuation can only be measured as a value which averaged over the measurement interval $\tau$

$$
\begin{equation*}
\bar{y}_{m}(\tau)=\frac{x\left(t_{m}+\tau\right)-x\left(t_{m}\right)}{\tau}=\frac{1}{\tau} \int_{t_{m}}^{t_{m}+\tau} y(t) d t \tag{10.9}
\end{equation*}
$$

Therefore, the standard variance of the axial frequency fluctuation $\left\langle\bar{y}_{m}(\tau)^{2}\right\rangle$ with a duration of $\tau$ will be

$$
\begin{align*}
\left\langle\bar{y}_{m}(\tau)^{2}\right\rangle & =\lim _{M \rightarrow \infty} \frac{1}{M} \sum_{m=1}^{M} \bar{y}_{m}(\tau)^{2}=\left\langle\frac{\left[x\left(t_{m}+\tau\right)-x\left(t_{m}\right)\right]^{2}}{\tau^{2}}\right\rangle \\
& =\frac{\left\langle x\left(t_{m}+\tau\right)^{2}\right\rangle+\left\langle x\left(t_{m}\right)^{2}\right\rangle-2\left\langle x\left(t_{m}+\tau\right) x\left(t_{m}\right)\right\rangle}{\tau^{2}} \tag{10.10}
\end{align*}
$$

By introducing autocorrelation functions

$$
\begin{align*}
R_{x}(\tau) & =\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} x(t) x(t+\tau) d t  \tag{10.11}\\
R_{y}(\tau) & =\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} y(t) y(t+\tau) d t \tag{10.12}
\end{align*}
$$

Eq. (10.10) can be rewritten as

$$
\begin{equation*}
\left\langle\bar{y}_{m}(\tau)^{2}\right\rangle=\frac{2\left[R_{x}(0)-R_{x}(\tau)\right]}{\tau^{2}} . \tag{10.13}
\end{equation*}
$$

Recalling that these autocorrelation functions are related to power spectrum density $S_{x, y}(f)$ via Fourier transform

$$
\begin{align*}
& S_{x, y}(f)=4 \int_{0}^{\infty} R_{x, y}(\tau) \cos (2 \pi f \tau) d \tau  \tag{10.14}\\
& R_{x, y}(\tau)=\int_{0}^{\infty} S_{x, y}(f) \cos (2 \pi f \tau) d f \tag{10.15}
\end{align*}
$$

Eq.(10.13) can be written as

$$
\begin{equation*}
\left\langle\bar{y}_{m}(\tau)^{2}\right\rangle=\frac{4}{\tau^{2}} \int_{0}^{\infty} S_{x}(f) \sin ^{2}(\pi f \tau) d f \tag{10.16}
\end{equation*}
$$

Since the time derivative corresponds to multiplying $2 \pi f$ for the frequency domain,

$$
\begin{equation*}
S_{y}(f)=4 \pi^{2} f^{2} S_{x}(f) \tag{10.17}
\end{equation*}
$$

Therefore, Eq.(10.16) eventually becomes

$$
\begin{align*}
\left\langle\bar{y}_{m}(\tau)^{2}\right\rangle & =\int_{0}^{\infty} S_{y}(f) \frac{\sin ^{2}(\pi f \tau)}{(\pi f \tau)^{2}} d f=\int_{0}^{\infty} H_{\mathrm{SV}} d f  \tag{10.18}\\
S_{y}(f) & =h_{-2} f^{-2}+h_{-1} f^{-1}+h_{0} f^{0}+h_{1} f^{1}+h_{2} f^{2} \tag{10.19}
\end{align*}
$$

where $f^{-2}$ is the random walk FM noise, $f^{-1}$ the flicker FM noise, $f^{0}$ the white FM noise, $f^{1}$ the flicker PM noise, and $f^{2}$ the white PM noise, respectively. By inserting the equation (5.34) to (5.33) and integrating, it turns out that $\left\langle\bar{y}_{m}(\tau)^{2}\right\rangle$ diverges to infinity for $f^{-2}$ and $f^{-1}$. This implies that if there is a random walk or flicker FM noise component superimposed on the axial frequency evolution, the axial frequency deviates from $\omega_{z}$ by performing a large amount of sampling, independent on the averaging time $\tau$. Consequently, characterising the axial frequency stability by using the standard variance is not suited for a general stability standard. Instead, the Allan variance $\sigma_{y}^{2}(\tau)$ can be considered:

$$
\begin{equation*}
\sigma_{y}^{2}(\tau)=\frac{1}{2}\left\langle\left(\bar{y}_{m+1}-\bar{y}_{m}\right)^{2}\right\rangle=2 \int_{0}^{\infty} S_{y}(f) \frac{\sin ^{4}(\pi f \tau)}{(\pi f \tau)^{2}} d f=2 \int_{0}^{\infty} H_{\mathrm{AV}} d f \tag{10.20}
\end{equation*}
$$



Fig. 10.5: Comparison of the Allan and Standard variance by using $H_{\mathrm{SV}}$ and $H_{\mathrm{AV}}$. (a) Presence of random walk FM noise $f^{-2}$ diverges $H_{\mathrm{SV}}$ to infinity, inherently $\left\langle\bar{y}_{m}(\tau)^{2}\right\rangle \rightarrow \infty$. On the other hand, $H_{\mathrm{AV}}$ converges to a certain value, although a random walk component is present. This is also the case for (b), when considering that flicker FM noise $f^{-1}$ is superimposed. Therefore, the Allan variance is much more suitable than the Standard variance as a measure for frequency stability.

The Allan variance does not converge to infinity even in a presence of $f^{-2}$ and $f^{-1}$. Fig. 10.5 shows a comparison of the functions $H_{\mathrm{SV}}$ and $H_{\mathrm{AV}}$ for (a) $f^{-2}$ and (b) $f^{-1}$. In practice, the axial frequency fluctuation is expected to be a superposition of the white FM noise $f^{0}$ and the random walk FM noise $f^{-2}$. The white noise mainly comes from voltage fluctuations and an uncertainty of fitting dip spectra. On the other hand, the random walk is mainly due to the voltage drift and quantum transitions on the radial modes. Figure 10.6(a) shows a simulation of the Allan deviation $\sigma_{y}(\tau)$ when a certain amount of a white noise and a random walk are present. Therefore, it is possible to disentangle these two components, no matter how large the sampling number is. From this aspect, the Allan variance is suited for characterising the axial frequency evolution in time domain. Figure 10.6(b) shows the axial frequency stability characterised by the Allan deviation $\sigma_{y}(\tau)$ in the AT before and after optimising the system. The black dots are measured on 7th of December 2015, after performing electron kickout and the previously described stabilisation of the apparatus. The data-set represented by the red dot was measured on 29th of November 2015, before these actions. Note that within this period, the antiproton was trapped in the AT all the time and we didn't perform any thermalisation cycles with the cyclotron detector. This ensures that the difference shown in Fig.10.6(b) is not due to different thermal energies $E_{+} / k_{\mathrm{B}}$, but the proper grounding action led to decrease considerably the spurious noise density on the electrodes. By fitting the black curve with a non-linear least
squares, the cyclotron heating transition rate of $d n_{+} / d t \approx 0.1 \mathrm{~s}^{-1}$ is obtained (the cyclotron energy was $\left.E_{+} / k_{\mathrm{B}} \approx 1 \mathrm{~K}\right)$. This corresponds to the spurious noise density of $50 \sim 200 \mathrm{pV} / \sqrt{\mathrm{Hz}}$, see Eq.(10.21). The Allan deviation reaches $\sim 100 \mathrm{mHz}$ after this optimisation work. Since the spin-flip shift is around 180 mHz , it is possible to apply the statistical method for spin-flip detection [55].
(a)

(b)


Fig. 10.6: (a) Simulation of the Allan deviation $\sigma_{y}(\tau)$ when a certain amount of white noise and the random walk are present. (b) Axial frequency stability characterised by using the Allan deviation $\sigma_{y}(t)$. The black dots are measured on 7th of December 2015, after performing the electron kick-out scheme and the stabilisation of the ground potential. The red dot is measured on 29th of November 2015, before these actions. Refer to the text regarding interpretations of this result.

### 10.4 Temperature measurements of the radial motions

The axial frequency stability is related to the heating rate of the radial modes as [80]:

$$
\begin{equation*}
\frac{d n_{+,-}}{d t} \approx \frac{q^{2}}{2 m_{p} h v_{+,-}} n_{+,-} \Lambda^{2}\left\langle e_{n}(t), e_{n}(t-\tau)\right\rangle, \tag{10.21}
\end{equation*}
$$

where $\left\langle e_{n}(t), e_{n}(t-\tau)\right\rangle$ is the spurious noise density on the electrode. According to this equation, not only the spurious noise affects the heating rate but also the principal quantum number of the radial modes $n_{+,-}$contributes. Therefore, it is important to cool the radial modes as much as possible to obtain a good stability on the axial frequency. The modified cyclotron mode $n_{+}$ is cooled by the cyclotron detector in the PT, and the magnetron mode $n_{-}$is cooled by applying upper-sideband drive in the AT. The background noise amplitudes which we were observing when the axial frequency stability is on the order of 100 mHz correspond to noise densities of order 10 to $100 \mathrm{pV} / \sqrt{\mathrm{Hz}}$. Such amplitudes can only be observed with cold particles in traps.

### 10.4.1 Temperature of the modified cyclotron mode

To measure the temperature of the modified cyclotron mode, first the particle is brought to resonance with the cyclotron detector. After the particle has reached thermal equilibrium with the detector, the cyclotron energy is Boltzmann distributed. The actual measurement procedure of $T_{+}$is as the following:

1. Transport the antiproton from the AT to the PT.
2. Vary the DC-bias voltage of the varactor, which is implemented on the amplifier board of the PT cyclotron detector, and tune the resonance frequency of the detector to the modified cyclotron frequency of the antiproton $\sim 29.65 \mathrm{MHz}$.
3. Wait until the cyclotron mode has reached thermal equilibrium (waiting time depends on the cooling time constant $\tau$. In our case, it is typically around 3 min ).
4. Transport the antiproton from the PT to the AT.
5. Tune the dip to the centre of the AT axial detector and record the applied ring voltage (keep the tuning ratio constant).
6. Repeat this procedure until the distribution can be clearly seen, and a particle below a certain temperature threshold has been found .


Fig. 10.7: (a) Histogram of the energy of the modified cyclotron motion. It is measured after optimisation of the apparatus. First, a single trapped antiproton in the AT is transported to the PT and its modified cyclotron mode is cooled by the cyclotron detector. Subsequently, it is transported back to the AT and the energy of the modified cyclotron mode is measured based on Eq.(9.18). Repeating this procedure for many times ends up at obtaining a Boltzmann distribution of the energy as shown in the figure. By fitting with an appropriate function, the temperature of the cyclotron detector $T_{+}=8.3(1.1) \mathrm{K}$ is extracted. (b) Axial frequency distribution due to different cyclotron energies as a function of a number of measurements.

The obtained ring voltage distribution $F\left(V_{\mathrm{R}}\right)$ is converted to the axial frequency distribution $F\left(v_{z}\right)$ by using the relation $440 \mathrm{kHz} / V_{\mathrm{R}}$. By subtracting the cut frequency $v_{z, 0}$ from each measured $v_{z}, \Delta v_{z}$ is obtained, which allows to determine the cyclotron energy:

$$
\begin{equation*}
E_{+}=4 \pi^{2} m v_{z, 0} \Delta v_{z} \frac{B_{0}}{B_{2}} \tag{10.22}
\end{equation*}
$$

Converting the distribution to $F\left(E_{+} / k_{\mathrm{B}}\right)$, we can fit an exponential function $\alpha \mathrm{e}^{-E_{+} / k_{\mathrm{B}} T}(\alpha \subset$ $\mathbb{R}$ ) to the distribution to extract the temperature $T_{+}$. From integrating the probability density function $\frac{1}{k_{\mathrm{B}} T_{+}} \mathrm{e}^{-E_{+} / k_{\mathrm{B}} T_{+}}$within an energy range of interest, it is possible to extract a probability to obtain a particle energy which is in this respective range. Therefore, it is required to decrease the temperature $T_{+}$as much as possible to increase the probability to observe a cold particle in the AT, which consequently leads to decrease the preparation time for the measurements. This is exceptionally important for eventually performing the double-trap $g$-factor measurement [35]. Although the physical temperature of the cyclotron detector is 6.4 K , it does not necessary mean that $T_{+}$is at the same temperature since $T_{+}$is defined only as the effective temperature of the detector. The effective temperature $T_{+}$increases if external noise is coupled into the system, which then adds up to the thermal noise. Therefore, it is important to eliminate external noise
sources, which is a difficult task in an accelerator hall. Figure 10.7(a) shows a histogram of the Boltzmann distribution of the modified cyclotron energy $E_{+} / k_{\mathrm{B}}$ after optimising the apparatus. By evaluating the temperature $T_{+}$as described above, $T_{+}=8.3(1.1) \mathrm{K}$ is extracted. Figure 10.7 (b) shows the axial frequency as a function of a number of measurements.

### 10.4.2 Temperature of the magnetron mode

The magnetron motion is cooled by applying a sideband drive at $v_{z}+v_{+}$in the AT via the spinflip coil. The basic idea is similar to the cooling procedure of the modified cyclotron motion, except for the fact that the PT is not required for this procedure. As discussed previously, the magnetic bottle couples the magnetron mode via $n_{-}$to the axial frequency $v_{z}$ as expressed in Eq.(9.18). Therefore, it is necessary to reproduce a Boltzmann distribution on the magnetron energy $E_{-}$to characterise a required axial frequency $v_{z}$, when its stability is sufficiently high. The experimental result is shown in Fig. 10.8. Since the magnetron mode is coupled to the axial detector when the sideband drive is applied, it is possible to extract not only the magnetron temperature $T_{-}$but also the axial temperature $T_{z}$ (refer to section 3.4 for further detail). By fitting the histogram with a function $\alpha \mathrm{e}^{-E_{-} / k_{B} T}(\alpha \subset \mathbb{R}), T_{-}=125(15) \mathrm{mK}$ is obtained. In addition, by recalling the relation:

$$
\begin{align*}
\frac{E_{z}}{T_{z}} & =\frac{E_{-}}{T_{-}}  \tag{10.23}\\
T_{z} & =\frac{v_{z}}{v_{-}} T_{-} \tag{10.24}
\end{align*}
$$

$T_{z}=8.0(1.0) \mathrm{K}$ is extracted. After cooling the particle and optimising the stability, we obtain an axial frequency stability of $\sim 100 \mathrm{mHz}$. In this condition, it becomes possible to observe antiproton spin-transitions.


Fig. 10.8: Histogram of the magnetron energy measured in the AT by using sideband drives. From the distribution, the temperature of the magnetron mode $T_{-}$when coupled to the axial detector of the AT is extracted as $T_{-}=125(10) \mathrm{mK}$. From Eq.(10.24), the corresponding axial temperature is $T_{z}=8.0(1.0) \mathrm{K}$.

## Measurement of the magnetic moment of the

## antiproton

In this chapter, a measurement of the magnetic moment of the antiproton with a fractional precision of 0.8 p.p.m. is presented [25]. The fractional precision of the obtained value is by six times more precise than reported by the ATRAP collaboration in 2013 [22]. The result is consistent with the most precise measurement of the magnetic moment of the proton, reported by the BASE collaboration at the University of Mainz [24] and supports CPT invariance.

The measurement was performed by using in total three Penning traps: the reservoir trap (RT), the precision trap (PT), and the analysis trap (AT). As described in chapter 7, the RT is used to contain a cloud of antiprotons and supplies single ones to the other traps whenever needed. The PT is originally implemented to measure the particle's oscillation frequencies with high precision, however, in these measurements it is used as a co-magnetometer trap. Continuous measurement of the modified cyclotron frequency $v_{+}$of a single antiproton in the PT provides continuous sampling of the trap's magnetic field, with an absolute resolution of a few nanotesla. The AT has the strong magnetic bottle of $B_{2}=2.88 \times 10^{5} \mathrm{~T} / \mathrm{m}^{2}$ superimposed. In this trap, the actual $g$-factor measurement took place. In the AT, the trapped antiproton is tuned to the centre of the bottle by applying an offset voltage of -37.1 mV to the correction electrode A5 (see Fig.9.9). This is crucial to suppress systematic shifts (refer to section 11.5.2). In this condition, the antiproton in the AT experiences a magnetic field of $B_{0} \sim 1.23 \mathrm{~T}$, which corresponds to a modified cyclotron frequency $v_{+}$and a Larmor frequency $v_{\mathrm{L}}$ of $v_{+} \approx 18.727 \mathrm{MHz}$ and $v_{\mathrm{L}} \approx 52.337 \mathrm{MHz}$, respectively.

The determination of the $g$-factor requires precise measurements of $v_{+}$and $v_{\mathrm{L}}$. As shown in Eq.(9.18), the modified cyclotron motion and the spin-state are coupled to the axial frequency
$v_{z}$ by the strong $B_{2}$. Therefore, these frequencies can be measured by applying radio-frequency (rf) drives to the particle in the AT and characterise its axial frequency fluctuation (see section 10.3.1) for different drive frequencies $v_{\mathrm{rf}}$. First, the principle of frequency measurements in the magnetic bottle is described.

### 11.1 Principle of frequency measurements in the magnetic bottle



Fig. 11.1: Schematic of frequency measurements in the analysis trap (AT). This setup is used for Larmor frequency measurements. A frequency generator signal is first amplified by an rf amplifier, subsequently passes through a band-pass filter and three high-pass filters. In total four filters are implemented to achieve -120 dB transmission at the magnetron frequency $v_{-} \approx$ 12 kHz . The attenuation is large enough to prevent the rf drive to heat up the magnetron motion. For further details, refer to the text.

A schematic of the AT including electronics details is shown in Fig. 11.1. The trap consists of seven electrodes used as four end caps (A1, A2, A6, and A7), two correction electrodes (A3 and A5) and one ring electrode A 4 which is made out of $\mathrm{Co} / \mathrm{Fe}$. The superconducting detection system is connected to the end cap electrode A6, which allows to measure the axial frequency $v_{z}$ of a single trapped antiproton non-destructively. The specifications of the detector are shown in in Table 6.6. Recalling that the radial modes with their main quantum numbers $n_{+}$and $n_{-}$ and the spin-state with quantum number $m_{\mathrm{s}}$ are strongly coupled to the axial frequency $v_{z}$ in the
magnetic bottle as

$$
\begin{equation*}
v_{z}\left(n_{+}, n_{-}, m_{\mathrm{s}}\right)=v_{z, 0}+\frac{h v_{+}}{4 \pi^{2} m_{\mathrm{p}} v_{z}} \times \frac{B_{2}}{B_{0}} \times\left(n_{+}+\frac{1}{2}+\frac{v_{-}}{v_{+}}\left(n_{-}+\frac{1}{2}\right)+\frac{g m_{\mathrm{s}}}{2}\right), \tag{11.1}
\end{equation*}
$$

the Larmor frequency $v_{\mathrm{L}}$ and the modified cyclotron frequency $\nu_{+}$can be measured by exciting these two modes $n_{+}, m_{\mathrm{s}}$ directly by applying rf-drives to the particle, and characterising the axial frequency fluctuations as a function of the drive frequencies $v_{\mathrm{rf}}$. To irradiate the rf signals, a spin-flip coil is mounted close to the AT electrodes. Since the coil is galvanically isolated from the particle, contributions of electric noise on the spin-flip line to the particle is suppressed by more than -80 dB . By applying rf drives to the coil, a transverse magnetic rf field $\vec{b}_{\mathrm{rf}}$ is generated and transmits through the electrodes via the slits (see Fig. 11.1). The trapped particle is oscillating in the strong magnetic bottle along the axial direction, and in this way the particle experiences a large magnetic field gradient within one oscillation cycle. In this condition, the spin-state interacts with the rf magnetic field incoherently. An effective magnetic field strength $b_{\mathrm{rf}}$ which is required to obtain $50 \%$ of spin-flip probability can be calculated by using Eq. (11.11). Inserting our experimental conditions and the irradiation time $t_{0}=10 \mathrm{~s}$ to this equation, a Rabi oscillation frequency $\Omega_{\mathrm{R}} / 2 \pi=80 \mathrm{~Hz}$ is extracted. This corresponds to a field strength $b_{\mathrm{rf}}=\left(B_{0} \Omega_{\mathrm{R}}\right) /\left(2 \pi v_{\mathrm{L}}\right)=1.9 \mu \mathrm{~T}$. By also considering the attenuation of the slits, it requires a significant amount of current on the spin-flip coil to actually drive spin-transitions [81]. Therefore, it is necessary to develop a system to drive high power rf-field at the Larmor frequency $v_{\mathrm{L}}$ to actually drive spin-flips in the AT.

As shown in Fig. 11.1, an rf amplifier followed by one band-pass filter and three high-pass filters are implemented in between a frequency generator and the spin-flip coil. With this configuration, output powers of up to $\sim 30 \mathrm{dBm}$ at $v_{\mathrm{L}} \approx 52 \mathrm{MHz}$ on the spin-flip line, with less than -100 dBm transmission at $v_{+} \approx 18 \mathrm{MHz}$ and $v_{-} \approx 12 \mathrm{kHz}$. Transmission characteristics are very important to prevent heating the radial modes while applying a spin-flip drive. If the drive frequency $v_{\mathrm{rf}}$ is resonant with $v_{\mathrm{L}}$ and induces a spin transition, it shifts the axial frequency $v_{z}$ by $\pm 183 \mathrm{mHz}$. This tiny change will be observed by the axial detection system. For further experimental details on the Larmor frequency $v_{\mathrm{L}}$ measurement, refer to section 11.6.

The modified cyclotron frequency $v_{+}$can be also measured by detecting the axial frequency changes while applying perturbation rf-drives via the spin-flip coil. This has been discussed already in the context of measuring $B_{2}$ (see section 9.2.4). The spin-transition requires an effective magnetic field strength of microtesla in the AT. Cyclotron quantum transitions are electric dipole transitions and can be driven with high transition probability, already with effective $\vec{E}$-field amplitudes in the sub-nV range. Additionally, since there is no upper limit on
the occupation number $n_{+}$, the drive power can be tuned to generate many quantum transitions per frequency measurement to observe an easily detectable frequency shifts. Taking these facts into account, the rf amplifier is not required for $v_{+}$measurement, instead several high-pass filters and band-pass filters are connected in between the input flange on the apparatus and the frequency generator to obtain a low transmission on the magnetron frequency $v_{-}$. In our case, the resonant drive perturbs $n_{+}$by $d n_{+} / d t \approx 4 \mathrm{~s}^{-1}$ using a drive amplitude -90 dBm on the input flange of the apparatus, with less than -100 dB transmissions at 12 kHz .

In the next section, a line-shape study on the resonance curve of $v_{\mathrm{L}}$ and $v_{+}$when the measurement takes place in the magnetic bottle is described.

### 11.2 Line-shape study



Fig. 11.2: Examples of a measured cyclotron resonance (a) and a Larmor resonance (b). The red lines represent fit functions based on Eq. 11.2. (a) An rf drive at amplitude -90 dBm and the frequency $\approx 18.727 \mathrm{MHz}$ is applied to the spin-flip line to excite the cyclotron quantum state $n_{+}$. The axial frequency fluctuation $\Xi_{z}\left(v_{\mathrm{rf}}\right)$ is evaluated for each drive frequency. (b) Measurement setup is shown in Fig. 11.1. RF drive ( 30 dBm at $\approx 52.337 \mathrm{MHz}$ ) is applied to the spin-flip coil to produce a transverse magnetic field $\vec{b}_{\mathrm{rf}}$ to drive spin-flips. The drive frequency is varied and characterised the spin-flip probability for each.

As described in the previous section, the axial energy $E_{z}$ is Boltzmann distributed due to the interaction with the axial detector. Moreover, the magnetic field $B$ experienced by the particle in the magnetic bottle depends on its axial position $z$ as $B(z)=B_{0}+B_{2} z^{2}$. Therefore, the resonance curve of the Larmor frequency and the modified cyclotron frequency in the magnetic
bottle reflect the Boltzmann shape. The experiment is operated in the weak coupling range described in detailed calculations in reference [54] and the line-shape $\chi\left(v_{\mathrm{rf}}, v_{j}, v_{\Delta v_{j}}\right)$ of both, the resonant response lines for modified cyclotron transitions and the Larmor transitions are

$$
\begin{equation*}
\chi\left(v_{\mathrm{rf}}, v_{j}, \Delta v_{j}\right)=\frac{\Theta\left(v_{\mathrm{rf}}-v_{j}\right)}{2 \pi \Delta v_{j}} \cdot \exp \left(-\frac{v_{\mathrm{rf}}-v_{j}}{\Delta v_{j}}\right) \tag{11.2}
\end{equation*}
$$

where $v_{j}$ are the resonance frequencies of the modified cyclotron frequency $v_{+}\left(E_{z}=0\right)=v_{+ \text {,cut }}$ and Larmor frequency $v_{\mathrm{L}}\left(E_{z}=0\right)=v_{\mathrm{L}, \mathrm{cut}}$ at vanishing axial energy $E_{z}$, and $\Theta\left(v_{\mathrm{rf}}-v_{j}\right)$ is the Heaviside function. The linewidth parameter

$$
\begin{equation*}
\Delta v_{j}=v_{j} \frac{B_{2}}{B_{0}} \frac{k_{\mathrm{B}} T_{z}}{4 \pi^{2} m_{\bar{p}} v_{z}^{2}} \tag{11.3}
\end{equation*}
$$

is a measure for the width of the resonance line.
This line-shape is a direct result of the continuous contact of the particle with the axial detection system. The interaction of the antiproton with the detection system at temperature $T_{z}$ thermalises the particle continuously with a correlation time constant $\tau_{c}=33 \mathrm{~ms}$. The resulting resonance line is a convolution of unperturbed Lorentz profiles and the Boltzmann distribution $\frac{1}{k_{\mathrm{B}} T_{z}} \cdot \exp \left(-E_{z} /\left(k_{\mathrm{B}} T_{z}\right)\right)$ (also refer to section 10.4.1 and 10.4.2). Note that for frequencies $v_{\mathrm{rf}}<v_{j}$, the line-shape function $\chi\left(v_{\mathrm{rf}}, v_{j}, \Delta v_{j}\right)=0$ and for $\varepsilon>0 \rightarrow \chi\left(v_{j}+\varepsilon, v_{j}, \Delta v_{j}\right)=$ $1 /\left(2 \pi \Delta v_{j}\right)$, which means that for infinitely stable magnetic and electric field conditions the $\left.\frac{d}{d v_{\mathrm{rf}}} \chi\left(v_{\mathrm{rf}}, v_{j}, \Delta v_{j}\right)\right|_{\mathrm{rff}_{\mathrm{rf}}=v_{j}} \rightarrow \infty$.

Examples of a measured cyclotron resonance and a Larmor resonance are shown in Fig. 11.2. By fitting the data-points with the best fit [56], the temperature of the axial detection system is derived $T_{z}=7.8(1.2) \mathrm{K}$, which is consistent with the value extracted by measuring the magnetron energy distribution coupled to the thermal bath of the axial detector $T_{z}=8.0(1.0) \mathrm{K}$ (see section 10.4.2).

### 11.3 Procedure of the $g$-factor measurement

In Fig. 11.3, a schematic of the Penning-trap system used for the $g$-factor measurement is shown. To prepare the initial conditions of the measurement, first of all, the modified cyclotron mode is cooled by the PT cyclotron detector and subsequently the particle is transported to the AT. Afterwards the cyclotron energy is determined by measuring the axial frequency (Eq.(11.1)). This sequence is repeated until a particle is found with $E_{+} / k_{\mathrm{B}}<1.1 \mathrm{~K}$. Secondly, the magnetron mode is cooled by using sideband coupling in the AT until $E_{-} / k_{\mathrm{B}}<4 \mathrm{mK}$ is achieved. For these


Fig. 11.3: Schematic of the Penning-trap system used for the $g$-factor measurement of the antiproton.
conditions, the axial frequency fluctuation without any drives applied is $\Xi_{z, \text { back }}<100(20) \mathrm{mHz}$ for more than 90 seconds of averaging time. Finally, another single antiproton is extracted from the RT and transported to the PT. This particle is dedicated for monitoring the magnetic field to characterise its stability during the actual $g$-factor measurements.

As will be described in section 11.4, the precision of the $g$-factor which can eventually be achieved is limited by the ability to resolve the cut frequencies; $v_{+, \text {cut }}\left(E_{z}=0\right)$ and $v_{\mathrm{L}, \mathrm{cut}}\left(E_{z}=\right.$ 0 ). To extract these frequencies, the resonance lines only in a close range around the cutfrequencies need to be scanned. The actual $g$-factor measurement procedure is illustrated in Fig.11.4. It consists of:

1. Cooling of the magnetron motion.
2. Measurement of the modified cyclotron frequency $v_{+, \mathrm{AT}, 1}$. It lasts for typically less than 1 h .
3. Measurement of the Larmor frequency $v_{\mathrm{L}}$. It typically takes 9 h to 14 h .
4. Measurement of the modified cyclotron frequency $v_{+, \mathrm{AT}, 2}$.
5. The cycle ends by cooling the magnetron motion.


Fig. 11.4: Measurement sequence of the $g$-factor. First, centre the particle in the trap by cooling the magnetron motion to $E_{-} / k_{\mathrm{B}}<4 \mathrm{mK}$. Subsequently, measure the modified cyclotron frequency $v_{+, \mathrm{AT}, 1}$. Then, scan the Larmor resonance $v_{\mathrm{L}, \mathrm{AT}}$ and measure the modified cyclotron frequency again $v_{+, \text {AT,2 }}$. Afterwards, re-cool the magnetron motion. For further details on the sequence, refer to the text.

To derive a $g$-factor, the modified cyclotron frequencies $v_{+, \mathrm{AT}, 1}$ and $v_{+, \mathrm{AT}, 2}$ are converted to the free cyclotron frequencies $v_{\mathrm{c}, 1}$ and $v_{\mathrm{c}, 2}$ by using the invariance theorem [44]. Then, a mean cyclotron frequency $\left\langle v_{\mathrm{c}}\right\rangle$ and its standard error $\left\langle\Delta v_{\mathrm{c}}\right\rangle$ are calculated by evaluating $\left\langle v_{\mathrm{c}}\right\rangle=$ $\left(v_{\mathrm{c}, 1}+v_{\mathrm{c}, 2}\right) / 2$ and $\left\langle\Delta v_{\mathrm{c}}\right\rangle=\left(\Delta v_{\mathrm{c}, 1}^{2}+\Delta v_{\mathrm{c}, 2}^{2}\right)^{0.5}$, respectively. Here, $\Delta v_{\mathrm{c}, 1}$ and $\Delta v_{\mathrm{c}, 2}$ are $95 \%$ confidence intervals evaluated in a way as described in section 11.9. Finally, the $g$-factor $g_{\overline{\mathrm{p}}} / 2$ and its relative uncertainty $\Delta g_{\overline{\mathrm{p}}} / g_{\overline{\mathrm{p}}}$ are obtained as calculating

$$
\begin{align*}
\frac{g_{\overline{\mathrm{p}}}}{2} & =\frac{v_{\mathrm{L}}}{\left\langle v_{\mathrm{c}}\right\rangle}  \tag{11.4}\\
\frac{\Delta g_{\bar{p}}}{g_{\overline{\mathrm{p}}}} & =\left(\left(\frac{\Delta v_{\mathrm{L}}}{v_{\mathrm{L}}}\right)^{2}+\left(\frac{\left\langle\Delta v_{\mathrm{c}}\right\rangle}{\left\langle v_{\mathrm{c}}\right\rangle}\right)^{2}\right)^{0.5} \tag{11.5}
\end{align*}
$$

where $\Delta v_{\mathrm{L}}$ is the $95 \%$ confidence interval of the Larmor frequency $v_{\mathrm{L}}$. The detail of the evaluation is described in section 11.7.

### 11.4 Line-shape modifications

The line-shape given in section 11.2 assumes stable magnetic field conditions, so that $\nu_{\mathrm{L}, \mathrm{cut}}\left(E_{z}=\right.$ $0, t)$ and $v_{+, \text {cut }}\left(E_{z}=0, t\right)$ are constant for the entire sampling time which is required to resolve the resonance line. However, different drift effects soften the slope of the resonance line and $\left.\frac{d}{d v_{\mathrm{rf}}} \chi\left(v_{\mathrm{rf}}, v_{j}, \Delta v_{j}\right)\right|_{\mathrm{v}_{\mathrm{rf}}=v_{j}}=\alpha<\infty$.

These are,

- drifts of the external magnetic field $\xi_{B}(t)$,
- voltage drifts of the trap-biasing supplies $\xi_{V}(t)$,
- a noise-driven random walk $\xi_{+}(t)$ in the modified cyclotron mode, and
- a noise-driven random walk $\xi_{-}(t)$ in the magnetron mode.

By summarising all these effects to an effective $\boldsymbol{\xi}(t)$, the line-shape modifies to

$$
\begin{equation*}
\chi\left(v_{\mathrm{rf}}, v_{j}, \Delta v_{j}, \tau_{\mathrm{m}}, \xi(t)\right)=\frac{1}{\tau_{\mathrm{m}}} \int_{0}^{\tau_{\mathrm{m}}} d t \frac{\Theta\left(v_{\mathrm{rf}}-\left(v_{j}+\xi(t)\right)\right)}{2 \pi \Delta v_{j}} \cdot \exp \left(-\frac{v_{\mathrm{rf}}-\left(v_{j}+\xi(t)\right)}{\Delta v_{j}}\right) \tag{11.6}
\end{equation*}
$$

where $\tau_{\mathrm{m}}$ is the time required to resolve the cut frequency. Each measured line is consequently a convolution of the unperturbed line over the random processes $\xi_{k}(t)$. The correlation time constants $\tau_{k}$ of the random drifts $\xi_{k}(t)$ are large compared to the required measurement time; $\tau_{k} \gg \tau_{\mathrm{m}}$. As a result of this discussions of measurement uncertainties need to be based either on Monte-Carlo simulations or distributions approximated by diffusion models.

As a conclusion, the final $g$-factor precision depends on how precise one can resolve the cut frequencies $v_{+, \text {cut }}$ and $v_{\mathrm{L}, \text { cut }}$. Therefore, it needs to be investigated how much extent each drifts can soften the slope during the measurements.

### 11.5 Drift effect studies

In this section, possible origins which may cause effective drifts of the magnetic field experienced by the particle during Larmor frequency $\nu_{\mathrm{L}}$ and cyclotron frequency $v_{+}$measurements are described in detail. This study is crucial to eventually define $v_{+, \mathrm{AT}, 1}, v_{+, \mathrm{AT}, 2}$ and $v_{\mathrm{L}}$, and their $95 \%$ confidence intervals based on each resonances.

### 11.5.1 External magnetic field drifts

The magnetic field drift of the superconducting magnet is described in section 5.3. Intrinsic drifts of the field of the superconducting magnet are small compared to the fractional precision of the measurements reported in this thesis, therefore it can be neglected. This assumption is supported by $v_{+}$measurement with the comagnetometer particle in the PT which showed a magnetic field drift of $\Delta B_{0} / B_{0}<6 \cdot 10^{-9} / \mathrm{h}$.

### 11.5.2 Voltage stability

Drifts of the biasing voltages of the trap lead to spatial shifts of the antiproton in the magnetic bottle and consequently to a shift of the magnetic field $B_{0}$ which is experienced by the particle. Voltage drifts on the correction electrodes contribute the most significant shifts in particle position. A voltage drift of 1 mV shifts the antiproton in the trap by $1.25 \mu \mathrm{~m}$. Depending on the equilibrium position $z_{0}$ of the particle in the magnetic bottle, this leads to position dependent frequency shifts

$$
\begin{equation*}
\frac{1}{v} \frac{d v}{d z} z_{0}=0.49 \cdot \frac{\text { p.p.m. }}{\mu \mathrm{m}} \cdot z_{0} . \tag{11.7}
\end{equation*}
$$

To account for this effect, the antiproton is tuned carefully to the centre of the magnetic bottle. For the actual procedure, refer to section 9.2.4. This allows for tuning the antiproton to the centre with a spatial resolution of $\approx 1.2 \mu \mathrm{~m}$.

The voltage stability is directly measured using a reference multimeter and is for a typical measurement time to resolve the Larmor frequency, $\approx 10 \mathrm{~h}$, at $83(1) \mathrm{nV}$ at $\approx 0.75 \mathrm{~V}$. As a consequence, the error in the cyclotron frequency, caused by voltage drifts, is in the worst case of correlated drifts of opposite sign on the two correction electrodes of our 5-electrode compensated Penning trap (see section 2.2) of order $\Delta v_{+} / v_{+}<0.3$ p.p.b..

### 11.5.3 Cyclotron random walk

The random walk in the cyclotron mode is estimated by measuring the axial frequency $v_{z}$ as a function of the cyclotron energy $E_{+}$. The cyclotron energy is calibrated by thermalising the particle in the co-magnetometer trap and measuring the axial frequency shift in the analysis trap after each thermalisation cycle, see Fig. 10.7 (a) and (b).

$$
\begin{equation*}
v_{z}\left(n_{+}\right)=v_{z, 0}+\frac{h v_{+}}{4 \pi^{2} m v_{z}} \frac{B_{2}}{B_{0}}\left(\left(n_{+}+\frac{1}{2}\right)\right) . \tag{11.8}
\end{equation*}
$$

To extract the heating rate $d n_{+} / d t\left(E_{+}\right)$, the axial frequency fluctuation $\Xi_{z}\left(E_{+}, \tau_{\mathrm{m}}\right)$ as a function of $E_{+}$and for different averaging times $\tau_{\mathrm{m}}$ is measured, and fit functions $\Xi_{z}\left(E_{+}, \tau_{\mathrm{m}}\right)=\left(\Xi_{z, \text { back }}^{2}+\right.$ $\left.d n_{+} / d t\left(E_{+}\right) \cdot \Delta v_{z,+}^{2} \cdot \tau_{\mathrm{m}} / \sqrt{2}\right)^{0.5}$ to the measured data, see Fig.11.5. Combining the data of all modified cyclotron energies, a heating rate of $d n_{+} / d t\left(E_{+}\right)=0.08 \cdot E_{+} / k_{\mathrm{B}}(\mathrm{s} \cdot \mathrm{K})^{-1}$ is extracted. All measurements reported in this thesis were carried out with particles at cyclotron energies $E_{+} / k_{\mathrm{B}}<1.1 \mathrm{~K}$. One cyclotron quantum transition changes the magnetic field experienced by the particle by $\Delta B_{0} / B_{0}=3 \cdot 10^{-10}$, and for typical measurement times of order 1 h to 20 h , the cyclotron walk contributes at maximum a fractional shift in the cyclotron frequency of 20 p.p.b..


Fig. 11.5: Axial frequency fluctuation $\Xi_{z}$ for different averaging times and different cyclotron energies $E_{+}$. From the fits, we extracted the cyclotron heating rate, as described in the text.

Within the experimental resolution achieved in a framework of my PhD studies, the effect of the random walk $\xi_{+}(t)$ in the cyclotron mode is negligibly small.

### 11.5.4 Magnetron random walk

To characterise the magnetron heating rate $d n_{-} / d t$ during Larmor frequency measurements, first the modified cyclotron frequency $v_{+, 1}$ is measured, subsequently the scan of the Larmor frequency $v_{\mathrm{L}}$ is performed before the modified cyclotron frequency $v_{+, 2}$ is measured again. Since the magnetic field is stable at the level $\delta B_{0} / B_{0}<1.5 \cdot 10^{-8} / 10 \mathrm{~h}$ (see section 11.5.1), and a typical measurement to resolve the Larmor frequency takes 10 hours, the measured cyclotron frequency difference can be accounted solely to a change in the magnetron radius. From a set of 20 long-term measurements, a distribution is obtained

$$
\begin{equation*}
\frac{d n_{-}}{d t}=\sqrt{2} \frac{\left(v_{+, 2}-v_{+, 1}\right)^{2}}{\tau_{m}\left(\Delta v_{+} / \Delta n_{-}\right)^{2}}, \tag{11.9}
\end{equation*}
$$

with $\Delta v_{+} / \Delta n_{-}=0.0024 \mathrm{~Hz}$ being the cyclotron frequency shift per magnetron quantum transition. From the width of the distribution, $d n_{-} / d t=18.5(3.0) \cdot 10^{3} / \mathrm{s}$ is obtained. Consequently, the magnetron random walk $\xi_{-}(t)$ in the magnetron mode leads to an average root mean square
drift of the cyclotron frequency at $\Delta v_{+} / v_{+}(t)=8.4 \cdot 10^{-7} \sqrt{t} / \sqrt{h}$, and constitutes the dominant drift mechanism which softens the slope of the resonance. However, we can decrease the uncertainty induced by the magnetron random-walk by using the $v_{+}$and $v_{z}$ measurements to constrain the evolution of the magnetron radius. The analytical and Monte-Carlo evaluation methods used for this purpose are described in section 11.7 and 11.9.

### 11.6 Larmor frequency $v_{L}$ measurement



Fig. 11.6: Schematic of the Larmor frequency $v_{\mathrm{L}}$ measurement.

The axial frequency stability achieved within these PhD studies is $100(20) \mathrm{mHz}$ at 90 seconds of averaging time, therefore it was stable enough to detect spinflips with the statistical method described in [55]. Further stabilisation is subject of on going research efforts.

The basic measurement sequence of detecting spin-flips is shown as below (also see Fig. 11.6):

1. measure the axial frequency $v_{z, 4 k-4}$,
2. irradiate a reference drive with $v_{\mathrm{rf}, \text { ref }}<v_{\mathrm{L}}$,
3. measure the axial frequency $v_{z, 4 k-3}$,
4. irradiate a resonant drive close to resonance $v_{\mathrm{rf}, 1} \approx v_{\mathrm{L}}\left(E_{z}=0\right)$ but slightly below $v_{\mathrm{L}}\left(E_{z}=\right.$ 0 ),
5. measure the axial frequency $v_{z, 4 k-2}$,
6. irradiate another drive close to resonance $v_{\mathrm{rf}, 2} \approx v_{\mathrm{L}}\left(E_{z}=0\right)$ with slightly above $v_{\mathrm{L}}\left(E_{z}=\right.$ $0)$,
7. and conclude the sequence by another measurement of the axial frequency $v_{z, 4 k-1}$.

This sequence is repeated for $N>80$ times and we subsequently evaluate:

1. the standard deviation $\sigma\left(v_{z, 4 k-4}-v_{z, 4 k-3}\right):=\Xi_{z, \text { back }}$ for the off-resonant reference drive,
2. the standard deviation $\sigma\left(v_{z, 4 k-3}-v_{z, 4 k-2}\right):=\Xi_{z}\left(v_{\mathrm{rf}, 1}\right)$ for the first drive close to $v_{\mathrm{L}}\left(E_{z}=\right.$ 0 ) as well as
3. the standard deviation $\sigma\left(v_{z, 4 k-2}-v_{z, 4 k-1}\right):=\Xi_{z}\left(v_{\mathrm{rf}, 2}\right)$ for the second drive close to $v_{\mathrm{L}}\left(E_{z}=0\right)$.

In the first case, the reference fluctuation $\Xi_{z, \text { back }}$ is obtained. In the second case and the third case, the potentially induced spin transitions add frequency jumps $\Delta v_{z, S \mathrm{SF}}=183 \mathrm{mHz}$ to the background fluctuation and the measured axial frequency fluctuations $\Xi_{z}\left(v_{\mathrm{rf}, 1}\right)$ and $\Xi_{z}\left(v_{\mathrm{rf}, 2}\right)$ is increased to

$$
\begin{equation*}
\Xi_{z}\left(v_{\mathrm{rf}, \mathrm{k}}\right)=\sqrt{\Xi_{z, \mathrm{back}}^{2}+P_{\mathrm{SF}}\left(v_{\mathrm{rf}, \mathrm{k}}, v_{\mathrm{L}}, \Delta v_{\mathrm{L}}\right) \Delta v_{z, \mathrm{SF}}^{2}}, \tag{11.10}
\end{equation*}
$$

where $P_{\mathrm{SF}}\left(v_{\mathrm{rf}, \mathrm{k}}, v_{\mathrm{L}}, \Delta v_{\mathrm{L}}\right)$ is the frequency dependent spin-flip probability [56] at a given drive strength $\Omega_{\mathrm{R}}$ of a radio frequency drive at frequency $v_{\mathrm{rf}}$ which is irradiated for a time $t_{0}=10 \mathrm{~s}$ :

$$
\begin{equation*}
P_{\mathrm{SF}}\left(v_{\mathrm{rff}, \mathrm{k}}, \Delta v_{\mathrm{L}}\right)=\frac{1}{2}\left(1-\exp \left(-\frac{1}{2} \Omega_{\mathrm{R}}^{2} t_{0} \chi\left(v_{\mathrm{rf}, \mathrm{k}}, v_{\mathrm{L}}, \Delta v_{\mathrm{L}}\right)\right)\right) . \tag{11.11}
\end{equation*}
$$

Here, $\Delta v_{\mathrm{L}}$ is the line-width parameter and $\chi\left(v_{\mathrm{rf}, \mathrm{k}}, \nu_{\mathrm{L}}, \Delta v_{\mathrm{L}}\right)$ is the line-shape function (see section 11.2). Figure 11.7 shows the very first result of a statistical detection of a single antiproton spin-flips in BASE. For this measurement, it was intended to detect spin-flips unrelated to the actual $g$-factor measurement. Therefore, only the off-resonant reference drive $v_{\text {ref }}$ and the onresonant drive $\nu_{\mathrm{rf}, 1}$ were irradiated. It shows the cumulative background fluctuation $\Xi_{z, \text { back }}$ (red data points) as well as $\Xi_{z}\left(v_{\mathrm{rf}, 1}\right)$ (black data points) as a function of measurement number $N$, the solid lines represent the calculated error bands $\Delta \sigma\left(v_{\mathrm{rf}, 1}, N\right)=\Xi_{z}\left(v_{\mathrm{rf}, 1}\right) /(2 N-2)^{0.5}$ of the measurement. From this result, it is also possible to inversely calculate the magnetic bottle $B_{2}$. We extracted $2.88 \times 10^{5} \mathrm{~T} / \mathrm{m}^{2}$, which is consistent with the value obtained from measuring the magnetic bottle directly $2.64(39) \times 10^{5} \mathrm{~T} / \mathrm{m}^{2}$ (refer to section 9.2.4).

Additionally, the drive strength was characterised. The result is shown in Fig.11.8. The red curve represents the best fit based on Eq.(11.11), and the green curves are its error bands. For all data-points, the particle was tuned to the centre of the magnetic bottle, and the extracted spin-flip probabilities are consistent within the errorbars with the fit function in Eq.(11.11).


Fig. 11.7: First observation of spinflips of a single trapped antiproton in BASE. By using this result, $B_{2}=2.88 \times 10^{5} \mathrm{~T} / \mathrm{m}^{2}$ is extracted. This is consistent with the value obtained from measuring the magnetic bottle directly $2.64(39) \times 10^{5} \mathrm{~T} / \mathrm{m}^{2}$.


Fig. 11.8: Power characterisation of spin-flip drive. The red curve represents the best fit based on Eq.(11.11), and the green curves are its error bands. The theoretical detail on the line-shape are discussed in section 4.2.

### 11.7 Larmor frequency $v_{\mathrm{L}}$ evaluation



Fig. 11.9: Cumulative plot of frequency fluctuations for different spin-flip drive frequencies. The blue data-points represent the background measurement. For the green data-points, a drive at $v_{\mathrm{rf}, 1}=52336800 \mathrm{~Hz}$ was irradiated, for the red data-points, a drive at $v_{\mathrm{rf}, 2}=52336900 \mathrm{~Hz}$ was applied. The solid lines represent the $68 \%$ confidence interval of $\Xi_{z}$ for the respective measurement.

In some Larmor frequency measurements, as e.g. the one shown in Fig.11.9, the cut frequency was undersampled, which means that the diffusion of $v_{+}\left(E_{z}=0, \tau_{m}\right)-v_{+}\left(E_{z}=0,0\right)$ was smaller than the sampling interval $\Delta \nu_{\mathrm{rf}}$ which was chosen in the frequency scan. Under these conditions, at $68 \%$ confidence level

$$
\Xi_{z}\left(v_{\mathrm{rf}, 1}\right)=\Xi_{z, \text { back }}
$$

and

$$
\left(\Xi_{z}\left(v_{\mathrm{rf}, 2}\right)-\Xi_{z, \text { back }}\right) / \sigma\left(\Xi_{z}\left(v_{\mathrm{rff}, 2}\right), \Xi_{z, \text { back }}\right)>3.5
$$

From the experiment sequence, $v_{+, 1}$, the information from the Larmor measurement, as well as $v_{+, 2}$ are available information to constrain the evolution of the magnetron radius. To give in this case of undersampling an appropriate error estimate, the following case needs to be discussed:


Fig. 11.10: (a) $95 \%$ confidence level of the distribution $\left\langle v_{\mathrm{L}}\right\rangle-v_{\mathrm{L}, \mathrm{e}}$ as a function of the magnetron heating rate. (b) Distribution $\left\langle v_{\mathrm{L}}\right\rangle-v_{\mathrm{L}, \mathrm{e}}$ for the magnetron heating rates which are observed in this experiment. The blue lines indicate the measurement interval, black lines the $95 \%$ confidence interval of $v_{\mathrm{L}, \mathrm{e}}=0.5\left(v_{\mathrm{rf}, 1}+v_{\mathrm{rf}, 2}\right)$. The light green line is a result of an explicit calculation, which is consistent with the Monte-Carlo simulated data.

Given the input parameters of the experiment $v_{+, 1}$ and $v_{+, 2}$, including their uncertainties, an appropriate estimate of the uncertainty needs to be derived.

To realise this, random walk Monte-Carlo simulations with defined parameters $\tau_{\mathrm{m}}$ and $v_{+, 1}-v_{+, 2}$ are executed. The start frequency $v_{+, 1}$ and the heating rate $\xi_{-}(t)$ are varied. Random walks which reproduce the following conditions are only accepted to represent the actual measurement, if

- within the $68 \%$ C.L., $\Xi_{z}\left(v_{\mathrm{rf}, 1}\right)=\Xi_{z, \text { back }}$ and
- $\left(\Xi_{z}\left(v_{\mathrm{rf}, 2}\right)-\Xi_{z, \text { back }}\right) / \sigma\left(\Xi_{z}\left(v_{\mathrm{rf}, 2}\right), \Xi_{z, \text { back }}\right)>3.5$.

The mean frequency of the simulated walk $\left\langle v_{\mathrm{L}}\right\rangle$ is calculated and compared to the frequency $v_{\mathrm{L}, \mathrm{e}} \equiv 0.5\left(v_{\mathrm{rf}, 1}+v_{\mathrm{rf}, 2}\right)$ which would have been extracted from the measurement. Based on 1000 simulations for each parameter $v_{+, 1}$, the distribution $\left\langle v_{\mathrm{L}}\right\rangle-v_{\mathrm{L}, \mathrm{e}}$ is evaluated, we integrated $v_{+, 1}$ in boundaries $v_{\mathrm{rf}, 1}$ to $v_{\mathrm{rf}, 2}$ and calculated the $95 \%$ confidence interval of the integrated distribution. Figure 11.10 (a) shows the scaling of the $95 \%$ confidence level of the distributions $\left\langle v_{\mathrm{L}}\right\rangle-v_{\mathrm{L}, \mathrm{e}}$ for different magnetron heating rates $d n_{-} / d t$. The red line indicates the experimental conditions. Note that the uncertainty of the distribution $\left\langle v_{\mathrm{L}}\right\rangle-v_{\mathrm{L}, \mathrm{e}}$ increases with reduced heating rate, which is caused by the boundary conditions $v_{+}(t=0)=v_{+, 1}$ and $v_{+}\left(t=\tau_{\mathrm{m}}\right)=v_{+, 2}$. Walks which fulfill the boundary conditions at high heating rates trace the frequency interval $v_{\mathrm{rf}, 2}-v_{\mathrm{rf}, 1}$ more equally than walks at low heating rate. The probability to
reproduce the true mean frequency in case of a strong walk by the arithmetic mean is inherently enhanced. Figure 11.10 (b) displays the integrated distribution of $\left\langle v_{\mathrm{L}}\right\rangle-v_{\mathrm{L}, \mathrm{e}}$ for the magnetron heating rates $d n_{-} / d t=18.5(3.0) \cdot 10^{3} \mathrm{~s}^{-1}$, which are observed in this experiment. The blue lines indicate the measurement interval, the black lines represent the $95 \%$ confidence level of $v_{\mathrm{L}, \mathrm{e}} \equiv 0.5\left(v_{\mathrm{rf}, 1}+v_{\mathrm{rf}, 2}\right)$. Based on this evaluation, the $95 \%$ confidence interval is defined as $\Delta v_{\mathrm{L}}=33 \mathrm{~Hz}$.

A purely analytical treatment to derive the distribution $w\left(\left\langle v_{\mathrm{L}}\right\rangle-v_{\mathrm{L}, \mathrm{e}}\right)$ shown in Fig. 11.10(b) requires integration of the mean of distributions in the resolved frequency interval, derivation of a scaling function which reflects the fraction of walks which meet the boundary conditions of the experiment for different heating rates, the evaluation of $\left\langle v_{\mathrm{L}}\right\rangle-v_{\mathrm{L}, \mathrm{e}}$ based on a diffusion model and the integration of the results over all possible heating rates. Rather than explicitly quoting the formulas, the result of such an analytical treatment together with the Monte-Carlo simulated data is shown as light green line in Fig.11.10(b).

### 11.8 Modified cyclotron frequency $v_{+}$measurement



Fig. 11.11: Measurement of the modified cyclotron frequency. (a) Sequence of axial frequency measurements of 30 s averaging time while a radial dipolar drive at $v_{\mathrm{rf}, \mathrm{k}}$ is applied. The drive frequency is adjusted after each 10 measurements. Once the drive is on resonance to the cyclotron frequency $v_{\mathrm{rf}, k} \approx v_{+, \text {cut }}$, the axial frequency fluctuation increases. (b) Projection of axial frequency data to axial frequency fluctuation $\Xi_{z}\left(v_{\mathrm{rf}}\right)$. The red and green vertical lines indicate the determined mean value $v_{+, \text {cut }}$ and its $95 \%$ C.L. uncertainties, respectively. The blue solid line is a fit based on the data-analysis described in the text.

The basic principle is same as in the measurement of the magnetic bottle (see section 9.2.4). When the particle is on resonance to the external drive frequency, the cyclotron heating rate $d n_{+} / d t$ increases which leads to an increase of the axial frequency fluctuation $\Xi_{z}$ as well. By measuring the axial frequency fluctuations as a function of the drive frequencies $v_{\mathrm{rf}, k}$ with a fixed drive power ( -90 dBm at the input of the spinflip line on the vacuum flange), a resonance spectrum is extracted as shown in Fig. 11.2 (a).

As described previously, rf-drives are irradiated only close to the cut frequency $v_{+ \text {,cut }}$ for actual $g$-factor measurements. To determine the modified cyclotron frequency, a drive which induces on resonance a heating rate of $d n_{+} / d t\left(v_{\mathrm{rf}}=v_{+, \mathrm{AT}}\left(E_{z}=0\right)\right) \approx 4 \mathrm{~s}^{-1}$ is applied. Starting with a background measurement at $v_{\mathrm{rf}, \text { ref }} \approx v_{+, \mathrm{AT}}-100 \mathrm{~Hz}$, we scan the drive frequency $v_{\mathrm{rf}}$, typically in steps of 25 Hz over the resonance. For each individual drive frequency $v_{\mathrm{rf}, \mathrm{k}}$, ten axial frequency data-points are recorded, each averaged by $t=30 \mathrm{~s}$, and the axial frequency fluctuation $\Xi_{z}\left(v_{\mathrm{rf}, k}\right)$ is evaluated. This scheme is repeated until the resonance line is clearly resolved, which means that for a resonant excitation frequency $v_{\mathrm{rf}, \mathrm{e}}$ the condition $\left(\Xi_{z}\left(v_{\mathrm{rf}, \mathrm{e}}\right)-\Xi_{z, \text { back }}\right) / \sigma\left(\Delta \Xi_{z}\left(v_{\mathrm{rffe}}\right), \Delta \Xi_{z, \text { back }}\right)>3$ is fulfilled. Here $\Delta \Xi_{z}\left(v_{\mathrm{rf}, k}\right)=\Xi_{z}\left(v_{\mathrm{rf}, k}\right) /(2 N-$ 2) ${ }^{0.5}$ is the $68 \%$ confidence interval of the measurement, $N$ is the number of accumulated datapoints per drive frequency $v_{\mathrm{rf}, \mathrm{k}}$ and $\sigma\left(\Delta \Xi_{z}\left(v_{\mathrm{rff}, \mathrm{e}}\right), \Delta \Xi_{z, \text { back }}\right)$ the propagated standard error of $\Xi_{z}\left(v_{\mathrm{rf}, \mathrm{e}}\right)-\Xi_{z, \text { back }}$. As an example, a sequence of fifty axial frequency measurements with applied rf-drives at $v_{\mathrm{rf}, k}$ is shown in Fig. 11.11(a). The first data-sets at $v_{\mathrm{rf}, 1}$ and $v_{\mathrm{rf}, 2}$ are consistent with the undriven background fluctuation $\Xi_{z, \text { back }}$. At $v_{\mathrm{rff}, 3}$ and $v_{\mathrm{rf}, 4}$ the applied rf-drive induces cyclotron quantum transitions which clearly increases the measured axial frequency fluctuation to $\Xi_{z}\left(v_{\mathrm{rf}, k}\right)=\left(\Xi_{z, \text { back }}^{2}+\Delta v_{z,+}^{2} \cdot d n_{+} / d t\left(v_{\mathrm{rf}, k}\right) \cdot t / \sqrt{2}\right)^{0.5}$. Figure 11.11 (b) displays a projection of measured axial frequencies of an entire measurement sequence to axial frequency fluctuation $\Xi_{z}\left(v_{\mathrm{rf}, k}\right)$ as a function of the applied rf-drive frequency.

### 11.9 Modified cyclotron frequency $v_{+}$evaluation

Compared to the spin system with eigenstates $\pm \hbar / 2$, the quantum numbers of the cyclotron oscillator are $n_{+} \geq 1$. Many transitions can be induced within one excitation cycle, and as a consequence, the resolution of the slope around $E_{z}=0$ affords significantly shorter measurement time. The axial frequency fluctuation $\Xi_{z}\left(v_{\mathrm{rf}}\right)$ is measured while irradiating a radial rf-drive at $v_{\mathrm{rf}, \mathrm{k}}$. There are two different approaches to study the cyclotron cut, an analytical method and Monte-Carlo simulations.


Fig. 11.12: (a) Simulated walk of the cyclotron frequency. In this simulation, the generating function of the walk has a strength of $\xi_{-}=4 \mathrm{~Hz} / 30 \mathrm{~s}$. The red lines show the result of a simulated walk of the cyclotron cut frequency, and the black lines indicate the excitation frequencies $v_{\mathrm{rf}, k}$. (b) Projection of the simulated result to frequency fluctuation $\Xi_{z}\left(v_{\mathrm{rf}}\right)$. The red line represents the actual mean frequency $\left\langle v_{+, \operatorname{sim}}\left(E_{z}=0, t\right)\right.$ of the simulated data.

The analytical method uses the fact that the measured distribution of points $\Xi_{z}\left(v_{\mathrm{rf}, \mathrm{k}}\right)$ allows to constrain the random walk $\xi_{-}(t)$ in the magnetron mode which has taken place during the frequency scan. Each individual measurement can be associated to a gaussian sub-distribution $w_{k}\left(v, v_{+}(0)+\xi_{-}(t)\right)$

$$
\begin{equation*}
\Xi_{z}\left(v_{\mathrm{rf}, k}\right)=\Upsilon \int_{0}^{v_{\mathrm{rf}, k}} d v \int_{0}^{\tau_{\mathrm{m}}} d t \cdot w_{k}\left(v, v_{+}(0)+\xi_{-}(t)\right):=f\left(w_{k}\left(v_{\mathrm{rf}, k},\left\langle v_{+}(0)+\xi_{-}\left(\tau_{\mathrm{m}}\right)\right\rangle\right)\right), \tag{11.12}
\end{equation*}
$$

where $\tau_{\mathrm{m}}$ is the measurement time, $\Upsilon$ a scaling factor, and $v_{+}(0)+\xi_{-}(t)$ the time dependent modified cyclotron frequency while $v_{\mathrm{rf}, k}$ was irradiated. The distribution of modified cyclotron frequencies during the entire measurement $w=\sum_{k} w_{k}$ is reconstructed by minimising $\sum_{k}\left(f\left(w_{k}\left(v_{\mathrm{rf}, k},\left\langle v_{+}(0)+\xi_{-}\left(\tau_{\mathrm{m}}\right)\right\rangle\right)\right)-\Xi_{z}\left(v_{\mathrm{rf}, k}\right)\right)^{2}$ with the strength of the walk $\xi_{-}$as a free parameter. From the reconstructed distribution, an expected mean value and its $95 \%$ confidence interval is evaluated based on $w$.

The another approach is based on Monte-Carlo simulations. From the obtained results $\Xi_{z}\left(v_{\mathrm{rf}, k}\right)$, the distribution $w$ of cyclotron frequencies during the measurement sequence is reconstructed by using Monte-Carlo simulations. To visualise the Monte-Carlo based reconstruction of $w$, Fig. 11.12 illustrates a basic example. The red lines in (a) show the result of a simulated walk of the cyclotron cut frequency, and the black lines indicate the excitation frequencies $v_{\mathrm{rf}, \mathrm{k}}$.

In Fig. 11.12(b), the projection to measured frequency fluctuation is shown. Simulations for different start/stop frequencies are performed, and different heating rates of the walks. We select walks which reproduce the measured data points within their $68 \%$ error bars. For each heating rate, a sub-distribution $\tilde{w}_{k}$ is obtained. Finally, all possible sub-distributions $\tilde{w}_{k}$ are integrated to obtain a final distribution of cyclotron mean values, calculated the expectation value of $\tilde{w}$ and quote its $95 \%$ confidence level as the uncertainty.

### 11.10 Final result



Fig. 11.13: Results of the six $g$-factor measurements carried out during CERN's 2015/2016 accelerator shutdown between the 20th of February 2016 and 5th of March 2016. Based on this set of measurements, $\left(g_{\bar{p}} / 2\right)_{\exp }=2.7928465(23)$ is extracted. The red and green lines show the final $g$-factor value $\left(g_{\bar{p}} / 2\right)_{\exp }$ and its final error, respectively. The blue line represents the proton $g$-factor $\left(g_{\mathrm{p}} / 2\right)$ [24]. The measured antiproton $g$-factor is consistent with the proton $g$-factor, inherently in agreement with CPT invariance.

In total, six $g$-factor measurements were carried out. All of them were performed during weekend or night-shifts when magnetic field noise in the accelerator hall is low. Table 11.1 summarises all measured modified cyclotron and Larmor frequencies which enter the $g$-factor evaluation. For all $g$-factor measurements, the axial frequency was in a range of 674823 Hz to

674841 Hz . To evaluate the final value of the $g$-factor, the weighted mean of the entire data-set
Table 11.1: Summarises all measured modified cyclotron and Larmor frequencies.

| $g$-factor | $v_{+, 1}(\mathrm{~Hz})$ | $v_{\mathrm{L}}(\mathrm{Hz})$ | $v_{+, 2}(\mathrm{~Hz})$ |
| :---: | :---: | :---: | :---: |
| 1 | $18727430(30)$ | $52336760(155)$ | $18727454(71)$ |
| 2 | $18727452(35)$ | $52336800(166)$ | $18727338(14)$ |
| 3 | $18727438(11)$ | $52336850(33)$ | $18727467(32)$ |
| 4 | $18727476(34)$ | $52336900(77)$ | $18727513(11)$ |
| 5 | $18727452(33)$ | $52336895(86)$ | $18727400(33)$ |
| 6 | $18727601(48)$ | $52337350(77)$ | $18727664(48)$ |

is calculated and extracted,

$$
\begin{equation*}
\left(\frac{g_{\overline{\mathrm{p}}}}{2}\right)_{\text {stat }}=2.7928465(22)(6) . \tag{11.13}
\end{equation*}
$$

The first number in brackets represents the $95 \%$ confidence interval of the measured mean, the second number in brackets represents the scatter of the error according to t-test statistics. The individual $g$-factor values are shown in Fig. 11.13. The final error is calculated by standard error propagation and obtained

$$
\begin{equation*}
\left(\frac{g_{\bar{p}}}{2}\right)_{\exp }=2.7928465(23) . \tag{11.14}
\end{equation*}
$$

The fractional precision achieved from this measurement is 0.8 p.p.m., which is six times more precise than reported by the ATRAP collaboration in 2013 [22]. Compared to the $g$-factor measurement by the BASE collaboration at the University of Mainz [24]

$$
\begin{equation*}
\frac{g_{\mathrm{p}}}{2}=2.792847350(9), \tag{11.15}
\end{equation*}
$$

the value of the magnetic moment of the antiproton in units of the nuclear magneton measured is in agreement with CPT invariance.

### 11.11 Application of the Standard Model Extension

In this section, the sensitivity of the measurement with respect to the parameters of the Standard Model Extension (SME) [9, 43, 82], a model which allows discussion of the sensitivity of experiments with respect to CPT violating coefficients based on an effective field theory, is


Fig. 11.14: Standard Sun-centred inertial reference frame. It is to define the geometrical conventions of the Standard Model Extension. The yellow and the blue circle represents the Sun and the Earth, respectively.
presented. In this evaluation, the formalism of a very recent publication on the application of the SME to Penning trap based magnetic moment measurements is applied [43]. Details to obtain constraints on SME coefficients by comparing results of experiments performed at different magnetic field strengths, orientations, and locations are outlined in Eq.(65), Eq.(67), Eq.(76) and Eq. (80) of reference [43].

To derive new constraints on the coefficients $\tilde{b}_{\mathrm{p}}^{Z}, \tilde{b}_{\mathrm{F}, \mathrm{p}}^{X X}+\tilde{b}_{\mathrm{F}, \mathrm{p}}^{Y Y}$, and $\tilde{b}_{\mathrm{F}, \mathrm{p}}^{Z Z}$ for protons, and $\tilde{b}_{\mathrm{p}}^{* Z}, \tilde{b}_{\mathrm{F}, \mathrm{p}}^{* X X}+\tilde{b}_{\mathrm{F}, \mathrm{p}}^{* Y Y}$ and $\tilde{b}_{\mathrm{F}, \mathrm{p}}^{* Z Z}$ for antiprotons, we follow [43] and compare our $2014(g / 2)_{\mathrm{p}}=$ $2.792847350(9) g$-factor measurement, which was performed at the University of Mainz, to the antiproton $g$-factor measurement which is presented in this thesis. Both experiments are in horizontal design. As local coordinate systems to define the orientations of the superconducting magnets, the local zenith is defined as $\vec{e}_{z}=\cos (\phi) \sin (\chi) \vec{e}_{X}+\sin (\phi) \sin (\chi) \vec{e}_{Y}+\cos (\chi) \vec{e}_{Z}$, here small indices represent the local laboratory frame and capital indices represent the standard frame used in the SME, with Z-component along the earth's rotational axis (compare Fig. 11.14). The angle $\chi$ is the local colatitude, $\chi_{\mathrm{C}} \approx 44^{\circ}$ for the CERN experiment and $\chi_{\mathrm{M}} \approx 40^{\circ}$ for the Mainz experiment. As local $y$-component, the vector which points eastwards
is used, as local $x$-component is defined as the vector which points southwards. It is assumed that the azimuthal component $\phi$ averages out due to the earth's rotation. In the local Mainz experiment frame, the magnetic field is oriented southwards $\gamma_{M} \approx 0^{\circ}$, in the CERN experiment the axis of the magnet is oriented $\gamma_{\mathrm{C}} \approx 120^{\circ}$ with respect to the local $x$-axis. The angle $\gamma$ is defined as positive when rotated counter-clockwise from the local axis.

To derive constraints on SME coefficients based on these two measurements, the $g$-factors of the proton $(g / 2)_{\mathrm{p}}$ and the antiproton $(g / 2)_{\overline{\mathrm{p}}}$ can be compared as

$$
\begin{equation*}
\left(\frac{g}{2}\right)_{\mathrm{p}}-\left(\frac{g}{2}\right)_{\overline{\mathrm{p}}}=\frac{2}{\omega_{\mathrm{c}}^{\mathrm{p}} \omega_{\mathrm{c}}^{\overline{\mathrm{c}}}}\left(\Sigma \omega_{\mathrm{c}}^{\mathrm{p}} \Delta \omega_{\mathrm{a}}^{\mathrm{p}}-\Delta \omega_{\mathrm{c}}^{\mathrm{p}} \Sigma \omega_{\mathrm{a}}^{\mathrm{p}}\right) \tag{11.16}
\end{equation*}
$$

where

$$
\begin{align*}
\Delta \omega_{\mathrm{c}}^{\mathrm{p}} & =\frac{1}{2}\left(\omega_{\mathrm{c}}^{\mathrm{p}}-\omega_{\mathrm{c}}^{\bar{p}}\right)  \tag{11.17}\\
\Sigma \omega_{\mathrm{c}}^{\mathrm{p}} & =\frac{1}{2}\left(\omega_{\mathrm{c}}^{\mathrm{p}}+\omega_{\mathrm{c}}^{\overline{\mathrm{p}}}\right)  \tag{11.18}\\
\Delta \omega_{\mathrm{a}}^{\mathrm{p}} & =\frac{1}{2}\left(\delta \omega_{\mathrm{a}}^{\mathrm{p}}-\delta \omega_{\mathrm{a}}^{\overline{\mathrm{p}}}\right)  \tag{11.19}\\
\Sigma \omega_{\mathrm{a}}^{\mathrm{p}} & =\frac{1}{2}\left(\delta \omega_{\mathrm{a}}^{\mathrm{p}}+\delta \omega_{\mathrm{a}}^{\overline{\mathrm{p}}}\right) . \tag{11.20}
\end{align*}
$$

$\omega_{\mathrm{c}}^{\mathrm{p}}$ and $\omega_{\mathrm{c}}^{\overline{\mathrm{p}}}$ are the cyclotron angular frequencies of the proton and the antiproton, respectively, while $\delta \omega_{\mathrm{a}}^{\mathrm{p}}$ and $\delta \omega_{\mathrm{a}}^{\overline{\mathrm{T}}}$ are the shifts in the anomaly frequencies due to hypothetical CPT violating effects:

$$
\begin{align*}
& \delta \omega_{\mathrm{a}}^{\mathrm{p}}=2 \tilde{b}_{\mathrm{p}}^{x}-2 \tilde{b}_{\mathrm{Fp}}^{x x} B  \tag{11.22}\\
& \delta \omega_{\mathrm{a}}^{\overline{\mathrm{p}}}=-2 \tilde{b}_{\mathrm{p}}^{* z}+2 \tilde{b}_{\mathrm{F}, \mathrm{p}}^{* z z} B^{*} . \tag{11.23}
\end{align*}
$$

For explicit expressions of $\Delta \omega_{\mathrm{a}}^{\mathrm{p}}$ and $\Sigma \omega_{\mathrm{a}}^{\mathrm{p}}$, refer to Eq. (68) and Eq. (69) in [43]. This gives:

$$
\begin{array}{r}
\Delta \omega_{\mathrm{a}}^{\mathrm{p}}=-\tilde{b}_{\mathrm{p}}^{Z} \sin \left(\chi_{\mathrm{M}}\right)-\frac{1}{2}\left(\tilde{b}_{\mathrm{F}, \mathrm{P}}^{X X}+\tilde{b}_{\mathrm{F}, \mathrm{P}}^{Y Y}\right) B \cos ^{2}\left(\chi_{\mathrm{M}}\right)-\tilde{b}_{\mathrm{F}, \mathrm{P}}^{\mathrm{ZZ}} B \sin ^{2}\left(\chi_{\mathrm{M}}\right) \\
-\tilde{b}_{\mathrm{p}}^{* Z} \sin \left(\chi_{\mathrm{C}}\right) \cos \left(\gamma_{\mathrm{C}}\right)-\frac{1}{2}\left(\tilde{b}_{\mathrm{F}, \mathrm{P}}^{* X X}+\tilde{b}_{\mathrm{F}, \mathrm{P}}^{* Y Y}\right) B^{*}\left(\cos ^{2}\left(\chi_{\mathrm{C}}\right) \cos ^{2}\left(\gamma_{\mathrm{C}}\right)+\sin ^{2}\left(\gamma_{\mathrm{C}}\right)\right) \\
-\tilde{b}_{\mathrm{F}, \mathrm{P}}^{* Z} B^{*} \sin ^{2}\left(\chi_{\mathrm{C}}\right) \cos ^{2}\left(\gamma_{\mathrm{C}}\right) \\
\Sigma \omega_{\mathrm{a}}^{\mathrm{p}}=-\tilde{b}_{\mathrm{p}}^{Z} \sin \left(\chi_{\mathrm{M}}\right)-\frac{1}{2}\left(\tilde{b}_{\mathrm{F}, \mathrm{P}}^{X X}+\tilde{b}_{\mathrm{F}, \mathrm{P}}^{Y Y}\right) B \cos ^{2}\left(\chi_{\mathrm{M}}\right)-\tilde{b}_{\mathrm{F}, \mathrm{P}}^{Z Z} B \sin ^{2}\left(\chi_{\mathrm{M}}\right) \\
+\tilde{b}_{\mathrm{p}}^{* Z} \sin \left(\chi_{\mathrm{C}}\right) \cos \left(\gamma_{\mathrm{C}}\right)+\frac{1}{2}\left(\tilde{b}_{\mathrm{F}, \mathrm{P}}^{* X X}+\tilde{b}_{\mathrm{F}, \mathrm{P}}^{* Y Y}\right) B^{*}\left(\cos ^{2}\left(\chi_{\mathrm{C}}\right) \cos ^{2}\left(\gamma_{\mathrm{C}}\right)+\sin ^{2}\left(\gamma_{\mathrm{C}}\right)\right) \\
+\tilde{b}_{\mathrm{F}, \mathrm{P}}^{* Z Z} B^{*} \sin ^{2}\left(\chi_{\mathrm{C}}\right) \cos ^{2}\left(\gamma_{\mathrm{C}}\right) . \tag{11.25}
\end{array}
$$

By inserting these equations together with Eq.(11.17) and Eq.(11.18) into Eq.(11.16),

$$
\begin{align*}
\mid \tilde{b}_{\mathrm{p}}^{Z} & -0.83 \tilde{b}_{\mathrm{p}}^{* Z} \\
+ & \left(1.7 \times 10^{-16} \mathrm{GeV}^{2}\right)\left(\tilde{b}_{\mathrm{F}, \mathrm{p}}^{X X}+\tilde{b}_{\mathrm{F}, \mathrm{p}}^{Y Y}\right) \\
+ & \left(2.4 \times 10^{-16} \mathrm{GeV}^{2}\right) \tilde{b}_{\mathrm{F}, \mathrm{p}}^{Z Z} \\
+ & \left(3.7 \times 10^{-17} \mathrm{GeV}^{2}\right)\left(\tilde{b}_{* \mathrm{~F}, \mathrm{p}}^{X X}+\tilde{b}_{* \mathrm{~F}, \mathrm{p}}^{Y Y}\right) \\
+ & \left(6.9 \times 10^{-17} \mathrm{GeV}^{2}\right) \tilde{b}_{\mathrm{F}, \mathrm{p}}^{* Z Z} \mid \lesssim 2.1 \times 10^{-22} \mathrm{GeV} \tag{11.26}
\end{align*}
$$

is obtained. The SME coefficients are constrained as described in [43] and derived as listed in Table 11.2. For comparison, the coefficients published in [43] are also listed. The leading

Table 11.2: Derived constraints on the Standard Model Extension parameters by the $g$-factor measurement.

| SME coefficient | $[6]$ | this measurement |
| :---: | :---: | :---: |
| $\left\|\tilde{b}_{p}^{Z}\right\|$ | $<2 \times 10^{-21} \mathrm{GeV}$ | $<2.1 \times 10^{-22} \mathrm{GeV}$ |
| $\left\|\tilde{b}_{p}^{* Z}\right\|$ | $<6 \times 10^{-21} \mathrm{GeV}$ | $<2.5 \times 10^{-22} \mathrm{GeV}$ |
| $\left\|\tilde{b}_{F, P}^{X X}+\tilde{b}_{F, P}^{Y Y}\right\|$ | $<1 \times 10^{-5} \mathrm{GeV}^{-1}$ | $<1.2 \times 10^{-6} \mathrm{GeV}^{-1}$ |
| $\tilde{b}_{F, P}^{Z Z}$ | $<1 \times 10^{-5} \mathrm{GeV}^{-1}$ | $<8.8 \times 10^{-7} \mathrm{GeV}^{-1}$ |
| $\left\|\tilde{b}_{F, P}^{* X X}+\tilde{b}_{F, P}^{* Y Y}\right\|$ | $<2 \times 10^{-5} \mathrm{GeV}^{-1}$ | $<8.3 \times 10^{-7} \mathrm{GeV}^{-1}$ |
| $\tilde{b}_{F, P}^{* Z Z}$ | $<8 \times 10^{-6} \mathrm{GeV}^{-1}$ | $<3.0 \times 10^{-6} \mathrm{GeV}^{-1}$ |

coefficients are improved by a factor of 11 and 22 , respectively. Note that the $g$-factor results shown in this thesis are evaluated at $95 \%$ confidence level. In [43], it is assumed that the experimental uncertainties are at $68 \%$ confidence level and to approximate the $95 \%$ confidence level, the coefficients were constrained using twice the quoted uncertainty in a reference [22].

11 Measurement of the magnetic moment of the antiproton

## Conclusion and Outlook

During my PhD studies, three independent measurements related to the fundamental properties of the antiproton were carried out by using a cryogenic Penning-trap system:

1. By recording the antiproton reservoir for three months, a new direct lifetime limit of the antiproton is set to $>1.08$ years [14].
2. Compared the charge-to-mass ratio of the antiproton and the proton with a fractional precision of 69 p.p.t. [23]. This improves the previous precision [6] and is in agreement with CPT invariance. To date, it is the most precise test of CPT invariance with baryon sector.
3. The antiproton's $g$-factor is measured with a relative precision of 0.8 p.p.m., which corresponds to a factor of six improvement compared to the previous best value [22]. In this measurement, we applied the continuous Stern-Gerlach effect in a Penning trap where a strong magnetic bottle is superimposed to resolve antiproton spin resonance-frequencies. This result is in agreement with the recent best value of the proton's $g$-factor [24], as a consequence agrees with CPT invariance and is to date the most precise test of CPT invariance with baryonic vector. Moreover, we improved the direct limit on the $g$-factor related CPT violating coefficients of the prominent Standard Model Extension by a factor of 11 and 22 .

To go beyond these achievements, the following strategies could be applied for the individual measurements (the item numbers below have a one-to-one correspondence to the previous ones):

1. Accumulate more numbers of antiprotons in the reservoir and record for a span of years. With the current understanding of our apparatus, it is possible to store about 100 antiprotons in the reservoir and feasible to keep it trapped for a year. This improves already the lifetime limit approximately by a factor of 100 .
2. The FWHM of the obtained ratio distribution shown in Fig.8.3(b) is mainly due to the magnetic field fluctuation of the superconducting magnet ( $\sim 5.5$ p.p.b.) and the voltage fluctuation in the Penning-trap electrodes ( $\sim 2.0$ p.p.b.). Therefore, it is possible to make the width smaller by implementing a self-shielding coil with a high shielding factor to effectively reduce the magnetic field fluctuation. Concerning the voltage fluctuation, it is also possible to minimise the contribution to the width by measuring cyclotron frequencies with the phase sensitive detection [83-85], which allows us to determine a frequency of interest in several seconds, whereas it typically takes about 30 seconds for our dip detection. Additionally, the decrease on the measurement time consequently increases the number of statistics $N$ of the cyclotron frequency ratio, and in this way decreases the statistical uncertainty by $\propto 1 / \sqrt{N}$. Further more, there was a 26 p.p.t. systematic uncertainty which arised from measuring the cyclotron frequency of an antiproton and an $\mathrm{H}^{-}$ ion at a different magnetic field, due to the necessity of tuning the trapping potential to match their axial frequencies to the fixed resonance frequency of the detector. This effect can be eliminated by tuning the magnetic field to higher homogeneity and implementing advanced detector tuning techniques.
3. Application of the double trap method [58] to further improve the precision to the p.p.b. level. The principle of this method is described in section 4.3.
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