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Abstract

Recent progress of ultrafast laser technology has opened a new research area in
strong-field physics where atoms and molecules in strong laser fields exhibit ex-
tremely nonlinear responses such as tunnel ionization and high harmonic generation.
Using such extreme nonlinearity, attosecond science has been well developed in
the past decade, and our understanding of ultrafast electron dynamics in atoms
and molecules have been expanded tremendously. Meanwhile, strong field physics
in condensed matters is still unexplored because it is difficult to nondestructively
apply intense optical fields to solids. In order to apply strong electric fields to solids,
intense and long-wavelength sources are needed whose photon energy is much
smaller than their bandgap energies. We propose and demonstrate a novel scheme
to produce intense mid-infrared pulses with stable carrier-envelope phases. We
successfully apply electric fields of several tens MV/cm to crystalline solids without
inducing optical breakdown, and observe extremely nonlinear responses such as
high harmonic generation and field-sensitive change in transient absorption.

The thesis contains three achievements. First is the generation and complete
characterization of carrier-envelope phase-stable intense mid-infrared fields with
a peak electric field strength exceeding 50 MV/cm. A newly developed technique
of optical parametric amplification, namely dual-wavelength optical parametric
amplification (OPA), is demonstrated to produce intense mid-infrared pulses. Owing
to the intrinsic simplicity of the technique, a long-term carrier-envelope phase
stability is assured. A novel scheme for the generation of 6.5-fs visible pulses is also
demonstrated and used for the complete characterization of the mid-infrared fields.
This scheme provides ultrashort visible pulses with smooth and stable spectra which
are crucial to be used as a probe in sub-cycle spectroscopy. Complete waveform
characterization of the mid-infrared field is realized via electro-optic sampling with
a LGS crystal which has an extremely broad transparency range from ultraviolet to
mid-infrared.

Second achievement is the generation of high harmonics in a crystalline solid
with ellipsometric analysis to trace the electron dynamics in the band structure.
High harmonics are produced in a semiconductor GaSe crystal, which cover the
spectral range from mid-infrared to visible, extending beyond the bandgap energy
of ∼2 eV. We employ ellipsometric detection of emitted harmonics, and observe
unusual appearance of the polarization components in the direction perpendicu-
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lar to the driving mid-infrared field. Detailed analysis shows that the transition
from the perturbative to non-perturbative regime occurs around ∼10 MV/cm. The
polarization rotation of high harmonics reflects the electronic structure of solids,
especially the band gradients near the Brillouin-zone boundary. This method, high
harmonic ellipsometry, can extract rich information on the electron dynamics and
band structures, which is analogous to the high harmonic spectroscopy of atoms and
molecules in attosecond sciences.

Third, we demonstrate the sub-cycle resolved transient absorption spectroscopy
of a semiconductor GaSe crystal around its bandgap. Under the presence of weak
electric-fields (< 10 MV/cm), Franz-Keldysh oscillations above the bandgap are
clearly observed. At high electric fields (> 10 MV/cm), we discover novel absorption
features where the absorption spectrum is modulated on the sub-cycle time scale,
which suggest strong-field-driven coherent electron dynamics around the bandgap.

This series of experimental works is just the beginning of the strong field physics
in condensed matters. Further development of mid-infrared sources and the theory
of strongly-driven electronic states will deepen our understanding of extremely fast
electron processes in solids and may become a foundation of new optical technologies
in future.

vi



Contents

I General Introduction 1

1 Part I: Introduction 3

1.1 The birth of extreme nonlinear optics . . . . . . . . . . . . . . . . . . 3

2 Theoretical framework of strong electric field processes 7

2.1 Two-level system in strong electric fields . . . . . . . . . . . . . . . . 7

2.2 Atoms and molecules in strong electric fields . . . . . . . . . . . . . . 12

2.3 Ionization in strong electric fields . . . . . . . . . . . . . . . . . . . . 15

2.4 Strong-field-driven processes in solids . . . . . . . . . . . . . . . . . 21

3 Experiments of strong electric field processes in solids 29

3.1 Sub-cycle spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.2 High harmonic generation in crystalline solids . . . . . . . . . . . . . 34

3.3 Franz-Keldysh effect (FKE) induced by strong MIR fields . . . . . . . 40

II Development of an intense mid-infrared light sources 43

4 Part II: introduction and summary 45

5 Optical parametric amplifiers 47

5.1 Phase matching in OPA . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.2 CEP stabilization in nonlinear wave-mixing processes . . . . . . . . . 50

6 Generation of carrier-envelope phase-stable intense mid-infrared pulses 53

6.1 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

7 Generation of spectrally stable 6.5-fs visible pulses 59

7.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

7.2 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

7.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

8 Waveform characterization of MIR light fields 65

8.1 Electro-optic sampling of the MIR field . . . . . . . . . . . . . . . . . 65

8.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

vii



III Strong electric field processes in solids induced by an intense
mid-infrared light source 75

9 Part III: introduction and summary 77

10 High harmonic ellipsometry 79
10.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
10.2 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
10.3 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
10.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

11 Sub-cycle transient absorption spectroscopy 95
11.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
11.2 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
11.3 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
11.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

IV Conclusion and outlook 105

12 Conclusion and outlook 107

Bibliography 113

List of Publications 125

Acknowledgment 131

viii



List of Figures

1.1 Concept of chirped pulse amplification. . . . . . . . . . . . . . . . . . . 4

1.2 Illustration of carrier-envelope phase (CEP). . . . . . . . . . . . . . . . 6

1.3 Concept of optical parametric chirped pulse amplification. . . . . . . . 6

2.1 Illustration of conventional Rabi flopping and carrier-wave Rabi flopping. 10

2.2 Volkov sidebands for a ponderomotive energy of 〈Ekin〉/~ω0 = 0.1, 1, 5. 15

2.3 Illustration of tunneling of an electron out of a potential well. . . . . . 16

2.4 Illustration of the instantaneous ionization rate versus the instantaneous
laser electric field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.5 Illustration of ionization of atoms via (a) electrostatic tunneling at large
laser fields (γK � 1) and (b) multiphoton absorption at weak laser
electric fields (γK � 1). . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.6 Schematic illustration of a typical high harmonic spectrum from atoms. 19

2.7 Schematic illustration of the valence and the conduction band of a
direct gap semiconductor in the first Brillouin zone. . . . . . . . . . . . 21

2.8 Radiated intensity spectrum Irad for ΩB/ω0 = 0.1, 1, 5 according to (2.58). 25

2.9 Schematic drawing of Franz-Keldysh effect. . . . . . . . . . . . . . . . 26

2.10 Schematic of absorption spectra of a three-dimensional semiconductor
subject to static electric fields. . . . . . . . . . . . . . . . . . . . . . . . 27

3.1 Schematic illustration of (a) conventional pump-probe spectroscopy, and
(b) sub-cycle pump-probe spectroscopy. . . . . . . . . . . . . . . . . . . 30

3.2 Typical setup for strong-field THz-spectroscopy. . . . . . . . . . . . . . 30

3.3 Attosecond transient absorption of SiO2. . . . . . . . . . . . . . . . . . 32

3.4 Strong-field conditions for ZnO. . . . . . . . . . . . . . . . . . . . . . . 35

3.5 MIR-driven HHG from bulk ZnO. . . . . . . . . . . . . . . . . . . . . . 36

3.6 MIR-driven HHG from bulk GaSe. . . . . . . . . . . . . . . . . . . . . . 37

3.7 Measured emission dynamics of MIR-driven HHG from bulk GaSe. . . . 38

3.8 Transmission of a broadband probe pulses through a 350-µm-thick GaAs
crystal as a function of time delay. . . . . . . . . . . . . . . . . . . . . . 40

3.9 Wavelength dependence of electroabsorption in GaAs. . . . . . . . . . 41

3.10 Scaling of the field induced redshift in the absorption edge for ZnO, and
dependence of the yield of the MIR harmonics (9th to 21th)to the laser
intensity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

ix



5.1 Frequency and phase summation rules. . . . . . . . . . . . . . . . . . . 51

5.2 Comparison of inter-pulse and intra-pulse stabilization schemes. . . . . 52

6.1 Concept of the dual-wavelength OPA. . . . . . . . . . . . . . . . . . . . 54

6.2 Schematic of the experimental setup. . . . . . . . . . . . . . . . . . . . 55

6.3 WLG spectrum in a 4-mm-thick YAG plate. . . . . . . . . . . . . . . . . 56

6.4 Tunability of the dual-wavelength OPA. . . . . . . . . . . . . . . . . . . 56

6.5 Phase mismatch in 1-mm-thick LGS. . . . . . . . . . . . . . . . . . . . 56

7.1 Schematic of the experimental setup. . . . . . . . . . . . . . . . . . . . 60

7.2 (a) Measured reflectivity and (b) group delay of the band-stop mirror. . 60

7.3 Relative group delays of 1-m-long air (black line), 0.5-mm-thick fused
silica (red line), and 0.7-mm-thick CaF2 (blue dashed line). . . . . . . 61

7.4 Results of SHG-FROG measurement. . . . . . . . . . . . . . . . . . . . 62

7.5 Beam profiles of the compressed pulse. . . . . . . . . . . . . . . . . . . 63

7.6 Results of the spectral stability measurement. . . . . . . . . . . . . . . 63

8.1 Schematic of the experimental setup of the timing-jitter measurement. 66

8.2 Single-shot interferogram in the timing-jitter measurement. . . . . . . 66

8.3 Result of the timing-jitter measurement. . . . . . . . . . . . . . . . . . 67

8.4 Transmission spectra for 2-mm-thick Li-containing ternary chalcogenide
crystals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

8.5 Phase mismatch of the DFG process between MIR components and
600-nm component for phase matching in xy-plane of a 100-µm-thick
LGS crystal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

8.6 Nonlinear wave mixing between the MIR pulses and the visible pulses
in a 1-mm-thick LGS crystal. . . . . . . . . . . . . . . . . . . . . . . . . 69

8.7 Experimental setup for electro-optic sampling. . . . . . . . . . . . . . . 70

8.8 Schematic of the signal processing electronics. . . . . . . . . . . . . . . 70

8.9 MIR waveform measured by EOS. . . . . . . . . . . . . . . . . . . . . . 72

8.10 Results of the knife edge measurement. . . . . . . . . . . . . . . . . . . 72

8.11 Tunability of the dual-wavelength OPA. . . . . . . . . . . . . . . . . . . 72

8.12 Time evolution of the electro-optically sampled MIR waveforms. . . . . 73

10.1 Top and perspective vies of a unit of GaSe with indication of the MIR
polarization and propagation directions. . . . . . . . . . . . . . . . . . 80

10.2 High harmonics from a 100-µm-thick GaSe crystal driven by the MIR
fields generated via DFG in a 1-mm-thick LGS crystal. . . . . . . . . . . 80

10.3 High harmonics from a 100-µm-thick GaSe crystal driven by the MIR
fields generated via DFG in a 8-mm-thick LGS crystal. . . . . . . . . . . 81

10.4 Electric-field-strength dependence of the high harmonics from a 100-
µm-thick GaSe crystal. . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

10.5 Schematic of the experimental setup for high harmonic ellipsometry. . 82

x



10.6 (a) MIR waveform measured by EOS and (b) its power spectrum. . . . 83
10.7 Intensity envelope of the waveform shown in Fig. 10.6. . . . . . . . . . 83
10.8 Angle dependence of high harmonic spectra from a GaSe crystal. . . . 84
10.9 (a) MIR waveform measured by EOS and (b) its power spectrum. . . . 85
10.10 Intensity dependent change of the φ-dependence of the low-order har-

monics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
10.11 Line plots of the THG intensities extracted from Fig. 10.10. . . . . . . . 87
10.12 (a) Electric-field-strength dependence of the third harmonic intensities

(blue: parallel, red: perpendicular) at φ=80◦. (b) THG intensity ratio
of the perpendicular components to the parallel.. . . . . . . . . . . . . 88

10.13 Calculated dispersion of the lowest conduction band of GaSe. . . . . . 91
10.14 Calculated high harmonic spectra. . . . . . . . . . . . . . . . . . . . . . 92

11.1 MIR field applied and the measured transient transmission modulation
(∆T/T ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

11.2 Spectra of the transmitted visible probe pulses with and without the
MIR fields. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

11.3 Differential transmittance spectra ∆T/T extracted from Fig. 11.1 at
several delays. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

11.4 Differential transmittance spectra ∆T/T extracted from Fig. 11.1 at
several delays where the applied MIR fields were > 10 MV/cm. . . . . 98

11.6 Measured transient transmission modulation (∆T/T ) in a 10-µm-thick
GaSe crystal at φ = 20 [deg.]. . . . . . . . . . . . . . . . . . . . . . . . 99

11.7 Measured transient transmission modulation (∆T/T ) in a 10-µm-thick
GaSe crystal at φ = 50 [deg.]. . . . . . . . . . . . . . . . . . . . . . . . 100

11.8 Measured transient transmission modulation (∆T/T ) in a 10-µm-thick
GaSe crystal at φ = 80 [deg.]. . . . . . . . . . . . . . . . . . . . . . . . 100

11.9 Measured transient transmission modulation (∆T/T ) in a 10-µm-thick
GaSe crystal at φ = 110 [deg.]. . . . . . . . . . . . . . . . . . . . . . . 101

11.10 φ dependence of the sub-cycle ∆T/T modulation. . . . . . . . . . . . . 101
11.11 Modulation of ∆T/T with respect to the applied MIR fields. . . . . . . 102
11.12 Line plots of ∆T/T at the delay τ =105 and 118 fs of Fig. 11.8. . . . . 102

12.1 Picture of the laboratory taken in March 2014. . . . . . . . . . . . . . . 108
12.2 Picture of the laboratory taken in December 2015. . . . . . . . . . . . . 108
12.3 Layout of the developed laser system. . . . . . . . . . . . . . . . . . . . 109
12.4 Absorption coefficients of water vapor and carbon dioxide in the air. . . 111

xi



List of Tables

3.1 Previous studies of high harmonic generation from solids. . . . . . . . 39
3.2 Previous studies of light-induced transient absorption of bulk crystals. . 42

5.1 Degenerate OPA schemes pumped below 1 µm. . . . . . . . . . . . . . 50

8.1 Overview of the transmission ranges of MIR nonlinear crystals. . . . . 68

xii



Part I

General Introduction





1Part I: Introduction

This thesis presents the development of novel light sources to study strong-electric-
field-induced processes (> 10 MV/cm) in solids within a time scale of less than
one optical cycle. At such high intensities, the nonlinear response of solids will
become nonperturbative, i.e., optical response is determined not by the envelope
of the oscillating electric fields, but by the instantaneous amplitudes and exact
waveforms. Such novel nonlinear processes have become the basis of the new field
called extreme nonlinear optics, which has lead to the birth of attosecond sciences.
In this introduction, I will briefly explain the important building blocks of intense
ultrafast laser technologies and of strong field physics.

1.1 The birth of extreme nonlinear optics
1.1.1 Conventional nonlinear optics

Soon after the invention of ruby laser by Maimain in 1960 [1], the first experi-
mental demonstration of nonlinear optical effect (i.e., second harmonic generation)
was realized by Frenken in 1961 [2]. As the laser technology made progress in pulse
duration and achievable intensities, such nonlinear response of matter had been
regarded as general phenomena. The framework of perturbative nonlinear optics
was established [3] where strong field effects are treated in a perturabative manner.
In such treatments, polarization of matter P can be expanded in the Taylor series of
the field amplitude E as

P = ε0
(
χ(1)E + χ(2)E2 + χ(3)E3 + . . .

)
, (1.1)

where χ(n) is n-th order susceptibility, and the n-th order term corresponds to a
n-photon process. Another important feature of perturbative nonlinear optics is that
nonlinear responses are determined by the envelope of the oscillating electric field.
Today, this type of nonlinear optics has been widely used for frequency conversion
of laser light, for example, extending the available spectral range of coherent light
from THz to vacuum ultraviolet (VUV).

1.1.2 Progress of intense ultrashort pulse lasers
In the past three decades, ultrafast laser technologies have advanced tremen-

dously in terms of pulse duration, peak power, and controllability. There have been
many breakthroughs which can be categorized from the following viewpoints:

• Increase of pulse energy or peak intensity,

• Shortening of pulse durations,
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• Precise control of pulse shape, polarization, and phase, and

• Extension of spectral region.

In the following, we will briefly overview the key technologies that are closely related
to this thesis subject.

Chirped pulse amplification (CPA)

Amplification of femtosecond optical pulses in solid state lasers had been very
difficult because of the high saturation fluence of laser media. When femtosecond
pulses are amplified close to saturation fluence (> 0.1 J/cm2), peak intensity of the
pulses exceeds the threshold of self focusing, resulting in a catastrophic damage of
laser media. This problem was solved by chirped pulse amplification (CPA) invented
by Strickland and Mourou in 1985 [4]. The concept of CPA is illustrated in Fig.
1.1. First, low-energy ultrashort laser pulses from a laser oscillator are sent to
a dispersive optical setup with diffraction gratings to expand the pulse duration.
This setup is called a pulse stretcher. The stretched (i.e., chirped) seed pulses are
then amplified in solid-state laser amplifiers to saturation levels without nonlinear
distortion and damage because the peak intensity is significantly lowered. Finally the
amplified pulses are sent to a pulse compressor that consists of a pair of diffraction
gratings to obtain high-energy ultrashort laser pulses. This CPA method has realized
high-repetition-rate terawatt (1 TW = 1012 W) lasers with a tabletop size, or low-
repetition-rate petawatt (1 PW = 1015 W) lasers with a building scale [5]. The
emergence of such high-peak-power lasers opened wide opportunities in ultrafast
strong field physics.

Nonlinear pulse compression

Extremely short pulse duration on the order of few cycles can be produced by
nonlinear pulse compression [6]. Particularly, the development of Ti:sapphire
CPA lasers has made possible the generation of intense few-cycle pulses in the
near-infrared around 800 nm, corresponding to a photon energy of 1.55 eV and
an optical cycle of 2.7 fs. The most successful method of pulse compression is

Fig. 1.1: Concept of chirped pulse amplification.
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based on nonlinear propagation of femtosecond amplified pulses in a gas-filled
hollow waveguide [7, 8], followed by precise dispersion compensation by chirped
dielectric mirrors [9–11]. Typically a Ti:sapphire laser system with hollow-fiber
pulse compression can produce 0.1 TW, 5 fs laser pulses at a repetition rate of 1
kHz [8].

Carrier-envelope phase (CEP) control

When the pulse duration of a laser pulse becomes close to a few cycles, the shape of
electric waveform strongly depends on the phase of the carrier wave with respect
to the field envelope. In the case of a mode-locked pulse train as shown in Fig.
1.2(a), the phase between the carrier wave and the position of the intensity envelope
(Carrier-Envelope Phase, CEP) varies from pulse to pulse. Recent ultrafast laser
technologies can detect and control CEP. When stabilized, we can obtain unchanged
electric waveform as shown in Fig. 1.2(b). In the frequency domain, a pulse
train with a stable CEP can be understood as a frequency comb where millions
of monochromatic light fields are coherently superposed with constant frequency
separation. In the time domain, intense CEP-stable pulses can be used to control
strong field phenomena with sub-cycle temporal resolution.

Optical parametric amplification (OPA) and optical parametric chirped pulse
amplification (OPCPA)

Optical parametric amplification is a method to coherently amplify optical pulses
with parametric interaction between propagating optical waves in nonlinear crystals.
This method has an advantage over laser amplification using population inversion
because:

1. Gain spectra is not limited by the electronic structure of gain material, but
by the phase matching condition. Therefore, we can amplify optical pulses in
extreme wavelength (e.g., from IR to THz).

2. Since the parametric nonlinear crystal is transparent and does not store the
energy, there are very little thermal load. This is suited for high-repetition-rate
operation.

The CPA concept was also applied to optical parametric amplifiers (OPA), which
is called the optical parametric chirped pulse amplification (OPCPA) method (Fig.
1.3).

Various OPCPA schemes have been demonstrated so far, covering the spectral
range from UV to MIR, whose duration down to few cycles with stable CEPs, and the
peak powers reaching the terawatt (TW) level and beyond.

1.1 The birth of extreme nonlinear optics 5



Fig. 1.2: Illustration of carrier-envelope phase (CEP). (a) Train of optical pulses from
traditional pulsed lasers, (b) Train of optical pulses from CEP-stabilized lasers.

Fig. 1.3: Concept of OPCPA.
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2Theoretical framework of strong
electric field processes

In this chapter, I will show the theoretical framework of strong electric field processes
of various systems, starting with a two-level system. I will then show the case of
isolated quantum system such as atoms and molecules with an emphasize on the
dynamics of electron wavepackets in the continuum. Finally I will show the case of
crystalline solids where electron wavepackets are driven by strong electric fields in
the band structures. The theoretical description in this chapter is mostly based on
the treatment in [12].

2.1 Two-level system in strong electric fields
We will start with a two-level system that interacts with strong electric fields.

In spite of the simplicity of the system, classical and quantum treatments lead to
fundamental concepts of Rabi energy and Rabi flopping. These concepts are closely
related to high harmonic generation in solids via interband transition.

Classical analogue and Rabi energy

The equation of motion of an electron (charge −e, mass me) bound to a fixed positive
charge with a restoring force is written as Eq. (2.1), where x is a displacement with
respect to the fixed positive charge, and the restoring force is given by Dx(t).

meẍ(t) +Dx(t) = −eE(t) . (2.1)

The dots denote the derivative with respect to time t. The macroscopic polarization
P is given by the product of the number of oscillators Nosc per volume V times the
individual dipole moment −ex, i.e., P = −e(Nosc/V )x. The solution of Eq. (2.1) in
the spectral domain is then given by

P (ω) = ε0χ(ω)E(ω) . (2.2)

Linear optical susceptibility χ(ω) is given by

χ(ω) = e2Nosc
ε0V me

1
Ω2 − ω2

= e2Nosc
ε0V me

1
2Ω

( 1
Ω− ω + 1

Ω + ω

)
,

(2.3)

where Ω =
√
D/me is the characteristic frequency of this oscillator, which is analo-

gous to the transition frequency of a two-level system. The susceptibility χ(ω) has
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poles at the two frequencies ω = ±Ω. The pole in the positive frequency accounts
for the linear optical response, while the pole in the negative frequency is the source
of various nonlinear responses such as carrier-frequency Rabi flopping. By defining
a dipole d = e~/(2mex0Ω), one can write the equation of motion as

ü+ Ω2u = 2ΩΩR(t) , (2.4)

where u = x/x0 is the normalized displacement, and the equation of motion is
rewritten as

~ΩR(t) = dE(t) . (2.5)

The quantity ΩR(t) has a unit of frequency and is called Rabi frequency. Equation
(3.6) shows that d is the classical analogue of a dipole matrix element of the two-level
system.

Quantum description of two-level system

Next, we will show a quantum treatment of a two-level system that consists of two
lowest-energy states of an electron in a box of width L with infinite potential walls
at x = 0, L. The time-dependent wavefunction for these two states are given by

ψ1(x, t) =
√

2
L

sin
(
π

L
x

)
e−i

E1
~ t = ψ1(x)e−i

E1
~ t (2.6)

ψ1(x, t) =
√

2
L

sin
(2π
L
x

)
e−i

E2
~ t = ψ2(x)e−i

E2
~ t (2.7)

where E1 = ~2(π/L)2/(2me) and E2 = ~2(2π/L)2/(2me) are the corresponding
eigenenergies. Note that the charge density of each eigen state (i.e., the absolute
square of the wavefunction) is constant in time. Therefore, eigenstate alone cannot
emit or absorb light. Only the superposition state such as,

ψ(x, t) = 1√
2

[ψ1(x, t) + ψ2(x, t)] (2.8)

can have a time-dependent charge density ρ(x, t) with

ρ(x, t) = −e|ψ(x, t)|2 = −e2 |ψ1(x, t) + ψ2(x, t)|2 (2.9)

that oscillates in time. As a result, one gets a harmonic oscillation along x with the
transition frequency Ω given by

~Ω = E2 − E1 . (2.10)

We can see the analogy to the classical harmonic oscillator discussed in the previous
section.
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Usually a quantum system of interest is much smaller than the wavelength of
light. In that case, we can apply the so-called dipole approximation where the
interaction energy of a dipole d in a slowly oscillating electric field E is given by
−dE. In quantum mechanics, d becomes the dipole matrix element, i.e.,

d = 〈ψ2| − ex|ψ1〉 . (2.11)

Bloch vector and carrier-wave Rabi flopping

The states of the two-level system can be described by the three real quantities
forming the Bloch vector (u, v, w)T, defined as

u

v

w

 ≡

〈c†1c2〉+ 〈c†2c1〉

−i
(
〈c†1c2〉 − 〈c†2c1〉

)
〈c†2c2〉 − 〈c†1c1〉

 (2.12)

where c† and c are the creation and annihilation operators, respectively. They create
or annihilate electrons in states number 1 or 2. u and v are the real and imaginary
parts of the optical polarization, respectively, and w is the population inversion.

The equation of motion of the Bloch vector (the Bloch equation) can describe the
dynamics of the two-level system. Within the dipole approximation, but without em-
ploying the rotating wave approximation and without damping, the Bloch equation
of the two-level system with transition frequency Ω can be written as

u̇

v̇

ẇ

 =


0 +Ω 0
−Ω 0 −2ΩR(t)
0 +2ΩR(t) 0



u

v

w

 (2.13)

Here we have introduced the Rabi frequency ΩR (t) according to

~ΩR = dE(t) (2.14)

with a laser electric field
E(t) = Ẽ(t) cos(ω0t) . (2.15)

Note that the definition of the Rabi energy, (2.14), is identical to that introduced in
the classicall analogue of a two-level system (2.5), except for a different expression
for d in the classical case. Finally, considering that we have a number N of two-level
systems per volume V , the optical polarization is given by

P (r, t) = N

V
du . (2.16)

The (3 × 3) matrix in the equation of motion (2.13) of the Bloch vector only
leads to rotations with two transition frequencies of Ω in the uv-plane and 2ΩR(t) in
the vw-plane.
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Fig. 2.1: Illustration of conventional Rabi flopping and carrier-wave Rabi flopping [15].
(a) Scheme of the trace of the Bloch vector for conventional Rabi flopping. Pulse
duration is 20 optical cycles, envelope pulse area is Θ = 2π. (b) Same for carrier-
wave Rabi flopping. Pulse duration is 2 optical cycles, Θ = 2π. The optical pulse
envelopes are indicated by the grey areas.

Figures 2.1 show two cases with different field parameters. Figure 2.1(a) shows
conventional Rabi flopping where the optical pulse contains many cycles and the
field amplitude is small (ΩR � ω0). Meanwhile, Figure 2.1(b) shows the evolution
of Bloch vector under a few-cycle strong electric field (ΩR ∼ ω0). In this case,
the Rabi frequency ΩR itself oscillates with the carrier frequency of light ω0 and
periodically changes sign. This situation is called carrier-wave Rabi flopping, and is
known to cause various interesting phenomena [13–19].

High harmonic generation from two-level system

As shown in the previous part, the dynamics of the Bloch vector without rotating
approximation leads to unusual type of Rabi flopping. In this section, we will
show an interesting case of the Bloch vector’s motion that leads to high harmonic
generation [18].

With a strong low-frequency electric field (ΩR(t) > ω0), we may apply the static-
field approximation, i.e., Rabi frequency is approximated as a constant in time ,
ΩR(t) = ΩR. In this limit, the Bloch equation (2.13) can be analytically solved [18,
20, 21]. This leads to the Bloch vector

u(t)
v(t)
w(t)

 =M(t)


u(0)
v(0)
w(0)

 (2.17)
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with a (3× 3) rotation matrix

M(t) =



4Ω2
R+Ω2 cos(Ωefft)

Ω2
eff

Ω
Ωeff

sin(Ωefft) 2ΩΩR
Ω2

eff
[cos(Ωefft)− 1]

− Ω
Ωeff

sin(Ωefft) cos(Ωefft) −2ΩR
Ωeff

sin(Ωefft)

2ΩΩR
Ω2

eff
[cos(Ωefft)− 1] 2ΩR

Ωeff
sin(Ωefft)

Ω2+4Ω2
R cos(Ωefft)
Ω2

eff


(2.18)

The optical polarization P (t)(∝ u(t)) as well as the other two components of the
Bloch vector oscillate with the effective frequency Ωeff , which is given by

Ωeff =
√

4Ω2
R + Ω2 . (2.19)

Since the Rabi frequency is proportional to the electric field strength, the cutoff-
order of the harmonics is given by

Ncutoff = 2ΩR
ω0

. (2.20)

In this model, the cutoff order of harmonics Ncutoff shows the linear dependence to
the peak amplitude of the electric field.
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2.2 Atoms and molecules in strong electric fields
2.2.1 Light-field-driven dynamics of electron wavepackets
Ponderomotive energy

Ponderomotive energy is the most important energy scale of an electron in an
oscillating electric field. A free electron with mass me and charge −e, driven by the
laser electric field E(t) obeys Newton’s second law according to

meẍ(t) = −eE(t) . (2.21)

When the electric field E(t) is given by

E(t) = Ẽ0 cos(ω0t) , (2.22)

the electron velocity v(t) = ẋ(t) becomes

v(t) = − eẼ0
meω0

sin(ω0t) . (2.23)

Averaging the classical electron kinetic energy Ekin(t) = mev
2(t)/2 over an optical

cycle, we obtain the ponderomotive energy (also known as quiver energy)

〈Ekin〉 = e2Ẽ2
0

4meω2
0
. (2.24)

The ponderomotive energy is proportional to the light intensity I (∝ Ẽ2
0). The

maximum kinetic energy of an electron is twice the ponderomotive energy, or 〈Ekin〉.

Ponderomotive shift

Quantum mechanically, an electron in a laser electric field is analogous to that of
the light field with carrier frequency ω0 in a mode-locked laser oscillator. There, the
electromagnetic wavepacket (the laser pulse) periodically oscillates back and forth
between the laser mirrors with the round trip frequency fr. This leads to sidebands
of ω0 - the frequency comb. These sidebands are rigidly upshifted by the carrier-
envelope offset frequency fφ as a result of the phase slip ∆φ of the electromagnetic
wavepacket from one roundtrip to the next.

In analogy to this, semiclassically speaking, the electron wavepacket in a periodic
laser field acquires a quantum phase in one optical cycle, ∆φe, which is given by the
cycle-average

∆φe = 〈2π
(vphase − vgroup) 2π

ω0

λe
〉 (2.25)

with the electron de Broglie wavelength λe = 2π/kx and the period of light 2π/ω0.
Note that λe, vphase, and vgroup vary in time via kx = kx(t). With the dispersion rela-
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tion of vacuum electrons or crystal electrons within the effective-mass approximation

Ee(kx) = ~ωe(kx) = ~2k2
x

2me
, (2.26)

and with vphase = ωe/kx and vgroup = dωe/dkx, we obtain the phase slip of the
oscillating electron wavepacket from one optical cycle to the next

∆φe = 〈2π

(
~kx
2me
− 2 ~kx

2me

)
2π
ω0

2π/kx
〉

= −2π
〈~

2k2
x(t)

2me
〉

~ω0

= −2π 〈Ekin〉
~ω0

.

(2.27)

Note that the minus sign is due to the fact that the electron group velocity is larger
than its phase velocity, while for photon the situation is usually reversed.

According to (2.27), the phase slip becomes appreciable in magnitude if the
ponderomotive energy approaches the photon energy, i.e.,

〈Ekin〉
~ω0

≈ 1 . (2.28)

Note that this ratio scales as 1/ω3
0. Furthermore, in analogy to the light field in a

laser cavity, we expect that the density of states of the combined system (electron
and light field) exhibits photon sidebands of the electron density of states at ±N~ω0

(with integer N), which are upshifted in energy [22–24] according to

~ω0
|∆φe|

2π = 〈Ekin〉 , (2.29)

i.e., upshifted by 〈Ekin〉. Thus , the ponderomotive energy 〈Ekin〉 for electrons is
analogous to the carrier-envelope offset frequency fφ for photons.

Dressed electrons

Quantum mechanically, the dynamics of an electron wavepacket can be given by
time-dependent (nonrelativistic) Schrödinger equation, given by

i~
∂

∂t
ψ(x, t) = 1

2me
(px + eAx)2ψ(x, t) + V (x, t)ψ(x, t) , (2.30)

with the momentum operator

px = −i~ ∂
∂x

. (2.31)
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The laser electric field E(x, t) is related to the vector potential ψ(x, t) (with V (x, t) =
−eφ(x, t)) via

E(x, t) = −∂A(x, t)
∂t

− ∂φ(x, t)
∂x

. (2.32)

We will discuss the two gauges: (i) the radiation gauge, i.e., φ(x, t) = 0, and (ii)
the electric-field gauge, i.e., Ax = 0. Depending on the light-matter interaction of
interest, once can chose either of these gauges.

(i) Radiation gauge The first possibility to introduce the laser electric field E into
the Schrödinger equation (2.30) is to set V (x) = −eφ = 0. Assuming the laser
electric field to be constant in space, we get

E = −∂A

∂t
. (2.33)

With a linearly polarized electric field E(t) = Ẽ0 cos(ω0t), we obtain

Ax(t) = − 1
ω0
Ẽ0 sin(ω0t) . (2.34)

This leads to the time-dependent Schrödinger equation

i~
∂

∂t
ψ(x, t) = 1

2me

[
−i~ ∂

∂x
− eẼ0

ω0
sin(ω0t)

]2

ψ(x, t) . (2.35)

The solution of Eq. (2.35) is obtained by making the ansatz [12]

ψ(x, t) = eikxx
+∞∑

N=−∞
aNe

−i(ωN t) , (2.36)

with the frequencies ωN given by

~ωN = ~2k2
x

2me
+ 〈Ekin〉+N~ω0 , (2.37)

i.e., we have a comb of equidistant frequencies, upshifted by the ponderomotive
energy 〈Ekin〉. The term ~2k2

x/(2me) may be viewed as the initial kinetic energy of
the electron. The ansatz (2.36) together with (2.37) can be verified by inserting it
into the time-dependent Schrödinger equation (2.35). For the special case kx = 0,
the amplitudes of the sidebands is given as

aN = J−N/2

(〈Ekin〉
2~ω0

)
for even integer N , aN = 0 else (2.38)

where JN is the N -th-order Bessel function of the first kind. The states according to
(2.36) together with (2.37) and (2.38) are called Volkov states [25, 26]. Figure 2.2
shows numerical examples of the Volokov states. They have discrete wave numbers
kx, which means that they are delocalized in real space. The Volkov states are
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Fig. 2.2: Volkov sidebands for a ponderomotive energy of 〈Ekin〉/~ω0 = 0.1, 1, 5 according
to (2.38).

often refered to as dressed states because the influence of the light field modifies the
momentum distribution of electrons.

The Volkov states are an important starting point for discussing extreme nonlinear
optics such as dynamical Franz-Keldysh effect and multiphoton absorption. There, a
transition into a N -photon sideband of the electron can be viewed as a N -photon
absorption process.

(ii) Electric-field gauge Choosing Ax = 0 as the second option, the laser electric
field corresponds to a potential energy V (x, t) = +xeE(t) of the electron. Thus we
have the partial differential equation

i~
∂

∂t
ψ(x, t) = − ~2

2me

∂2

∂x2ψ(x, t) + xeẼ0 cos(ω0t)ψ(x, t) . (2.39)

This expression becomes important when we consider the static-field limit, i.e.,
ω0 = 0. In this case, the corresponding electron wave functions are given by Airy
functions and result in Franz-Keldysh effect. See Sect. 2.4.3.

2.3 Ionization in strong electric fields
The Keldysh parameter

The light intensities necessary to rapidly ionize an atom are on the order of I ≈ 1014−
1016 W/cm2. In the case of a static electric field, one can simply consider quantum-
mechanical tunneling through potential barriers. However, it is not clear weather
the concept of electrostatic tunneling can be applied for light fields oscillating on a
femtosecond timescale. Let us look at the problem semiclassically and call the time
the electron spends within the barrier the electron tunneling time ttun. The inverse
of this time is the tunneling frequency Ωtun. If the tunneling time is shorter than
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Fig. 2.3: Illustration of tunneling of an electron out of a potential well. An instantaneous
electric field E(t) > 0 bends the potential profile. The resulting potential barrier
width l and the binding energy (or ionization potential) Eb are indicated.

the period of light, the laser electric field can be viewed as a static field along x
that parametrically changes its instantaneous value. Let us estimate the tunneling
time, which is given by the width of the barrier divided by the electron velocity
in the barrier: The potential energy profile is bent by an instantaneous electric
field by an amount of xeE(t), and the total potential energy profile V (x) becomes
V (x) = U(x) + exE(t), where U(x) is the original Coulomb binding potential profile
(Fig. 2.3). The width of the potential barrier, l, depends on the instantaneous value
of the electric field E(t). The potential drop over length l is identical to the electron
binding energy Eb. At the peak of the field, where E(t) = Ẽ0, this leads to leẼ0 = Eb,
equivalent to

l = Eb

eẼ0
. (2.40)

If we consider the total electron energy Ee, i.e., Ee = mev
2/2 + V (x), we see that the

electron velocity v is purely imaginary within the barrier, where the potential energy
V (x) > Ee. Its modulus is given by |v(x)| =

√
2 (V (x)− Ee) /me. Hence, the electron

velocity |v| within the barrier is large if the potential barrier is high. At the same time,
the tunneling rate is low. At the maximum of the barrier, where [V (x)− Ee] = Eb, the
electron velocity is given by |v| =

√
2Eb/me. While propagating through the barrier,

the electron slows down and when it has traversed the barrier, we have V (x) = Ee

and its kinetic energy (and the velocity) is zero. Thus, the average electron velocity
in the barrier is roughly the mean, i.e.,

〈|v|〉 = 1
2

(√
2Eb
me

+ 0
)

=
√
Eb

2me
. (2.41)

We obtain the tunneling time
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ttun = l

〈|v|〉
=
√

2meEb

eẼ0
. (2.42)

To summarize, the “static-field approximation” is justified for Ωtun/ω0 � 1 with the
peak tunneling frequency given by

Ωtun = e√
2meEb

Ẽ0 . (2.43)

The dimensionless ratio

γK = ω0
Ωtun

= ω0
√

2meEb

eẼ0
=
√
Eb

2〈Ekin〉
(2.44)

is Keldysh parameter γK introduced by L. V. Keldysh [27]. For γK � 1, the picture of
electrostatic tunneling can be applied. On the RHS of (2.44), we have alternatively
expressed the Keldysh parameter using the ponderomotive energy 〈Ekin〉, which
can easily be verified by insertion of (2.24) into (2.44). Thus, we can equivalently
say that something special is expected to happen if the peak kinetic energy 2〈Ekin〉
becomes comparable to the electron binding energy Eb.

Tunnel ionization and multiphoton ionization

Under a low-frequency strong electric field (typically, γK < 1), the ionization of
atoms and molecules can be understood by tunneling. The ionization rate Γion(t)
depends exponentially on the instantaneous barrier width l(t) because the electron
wave function is decaying exponentially. The probability of tunneling through the
barrier is ∝ |ψ(l)|2. General behavior of tunneling ionization rate is then given by

Γion(t) ∝ exp
[
−
√

2meEb
~

l(t)
]

= exp

−√2me
~e

E
3
2
b

|E(t)|

 . (2.45)

Because of this exponential dependence of the ionization rate on the electric field
strength, ionization occurs predominantly around the peak electric field (Fig. 2.4).
This non-perturbative behavior is one of the fundamental processes in extreme
nonlinear optics, and is used to produce attosecond electron wavepackets. When
γK > 1 (i.e, high frequency or weak electric fields), field-induced ionization is
dominated by multiphoton absorption (Fig. 2.5). The Gamma parameter is an
appropriate parameter to classify the field-induced ionization of isolated quantum
systems.

2.3.1 High harmonic generation from atoms and molecules
High harmonic generation from atoms was discovered in 1987 [28–30], although

the underlying mechanism was not revealed at that time. Figure 2.6 illustrates a
typical spectral structure of high harmonics from atoms. Typically, the intensity of
the harmonic orders decays rapidly over several orders of magnitude up to about

2.3 Ionization in strong electric fields 17



Fig. 2.4: Illustration of the instantaneous ionization rate (green curve) versus the instanta-
neous laser electric field (red curve) in the static-field approximation according to
Eq. (2.45).

Fig. 2.5: Illustration of ionization of atoms via (a) electrostatic tunneling at large laser fields
(γK � 1) and (b) multiphoton absorption at weak laser electric fields (γK � 1).
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Fig. 2.6: Schematic illustration of a typical high harmonic spectrum from atoms.

order ten or twenty. This is followed by a plateau region of more or less constant
harmonic orders and a rapid fall for orders above the cutoff order Ncutoff . The latter
depends on the laser intensity and the atom or ion under consideration.

In 1993, a simple semiclassical model was proposed that explained main features
of high harmonics from atoms, such as the cut-off scaling law, the existence of short
and long trajectories, and atto-chirp (For details, see Ref [31]).

In this semiclassical model, which is called three-step model, the atom is ionized
instantaneously at the crest of the electric field via tunneling (step 1). In the case of
linearly polarized laser field, the freed electron initially have a zero kinetic energy.
The electron is then accelerated by the field (step 2). When the polarity of the
field is reversed, the electron is accelerated towards the opposite direction and
returns to the ionized position with a finite kinetic energy. The recombination to the
ground state leads to the emission of photon (step 3). The emitted photon energy
~ω(tr) = Ee(t) depends on the recombination time tr. By considering the classical
electron trajectories, the maximum kinetic energy of the electron at the time of
recombination is equal to 3.17〈Ekin〉. Thus the order of high harmonic cutoff is given
by

Ncutoff = Eb + 3.17〈Ekin〉
~ω0

. (2.46)

Note that the cutoff harmonic scales linearly with the laser intensity I(∝ 〈Ekin〉).
This is in contrast to the corresponding expression for two-level systems, (2.20),
where Ncutoff is proportional to

√
I ∝ ΩR in the "static-field limit". In addition,

the cutoff-order has quadratic dependence to the reciprocal of the laser frequency
〈Ekin〉 ∝ 1/ω2

0. High harmonic generation from atoms is the very foundation of
attosecond science [31].

As we just have seen, high harmonics are generated as a result of interaction of the
freed electrons and their parent ions, and therefore, the generated high harmonics
contains the information of the electron-ion interaction. The spectroscopic method
which uses the process of HHG as a probe is called high harmonic spectroscopy [32].

In a quantum-mechanical point of view, an ionized electron wavepacket Ψc(t)
will coherently probe what was left of itself in the ground state Ψg(t), resulting
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the time-dependent dipole, d(t) = 〈ψg(t)| − er|ψc(t)〉 + c.c., which emits the har-
monics. Based on this picture, tomographic imaging of molecular orbitals has been
demonstrated [33–36].
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Fig. 2.7: Schematic illustration of the valence and the conduction band of a direct gap
semiconductor in the first Brillouin zone. Eg, 2∆, and a are the bandgap energy,
the width of the band, and the lattice constant, respectively.

2.4 Strong-field-driven processes in solids
2.4.1 Crystal electrons

In crystalline solids, atoms are arranged in the form of a periodic lattice with
lattice constant a. The overlap of the electronic wavefunctions lifts the degeneracy
of the discrete atomic energy levels and leads to energy bands. The wavefunctions
become Bloch waves, which have a particular dispersion relation. Figure 2.7 schemat-
ically shows this dispersion relation for a direct-gap semiconductor with bandgap
energy Eg. Light can couple to the crystal electrons in two ways: via interband
transitions and via intraband transitions.

Interband transitions

Light can promote an electron from an occupied state in the valence band into an
empty state in the conduction band - provided the dipole moment is nonzero. The
photon wavelength is much larger than typical lattice constants. Consequently, the
photon wavevector is a thousand times smaller than the electron wavevector at
the edge of the first Brillouin zone, π/a, and such a transition looks very nearly
vertical in the band structure. Thus, a state with wavevector k in the valence band
is coupled to a state with the same wavevector k in the conduction band. Looking
at these two states with transition frequency Ω(k) only, this problem is similar to
what we have seen about two-level systems in Sect. 2.1. On this level of description,
extreme nonlinear optical responses can be understood by considering an ensemble
of uncoupled two-level systems. Although there are deviations from this simple
picture, the important energy scale of interband transitions is the Rabi energy ~ΩR.
If it becomes comparable with the transition energy ~Ω, the regime of extreme
nonlinear optics starts, as shown in the discussion of the two-level system.
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In order to actually evaluate the peak Rabi energy ~ΩR = dcvE0, one needs
to know the dipole matrix element for a transition from the valence (v) to the
conduction (c) band at wavevector k. Within k · p perturbation theory [21], the
dipole matrix element dcv is approximately wavevector independent and can be
estimated on the basis of known material parameters by the following "rule of thumb"

|dcv|2 = ~2e2

2Eg

( 1
me
− 1
m0

)
, (2.47)

with the effective electron mass me and the free electron mass, m0.

Intraband transitions

The light field can also influence the states in the conduction (valence) band. Clas-
sically, this corresponds to the acceleration of an electron in the band. Near the
center of the Brillouin zone, the bands can often be approximated by parabolas
and the resulting physics is that of Volkov states (Sect. 2.2.1). Extreme nonlinear
optics starts if the Volkov sidebands acquire appreciable strength. This happens if
the ponderomotive energy 〈Ekin〉 becomes comparable to the carrier photon energy
~ω0. The bands develop a series of sidebands, separated by ~ω0. For a given laser
intensity, the electron ponderomotive energy is usually much larger than the hole
ponderomotive energy, because the electron effective mass is typically smaller than
the hole effective mass by a factor of order ten , which makes a very large difference.
We anticipate that the optical spectrum also develops sidebands separated by ~ω0,
leading to oscillatory features in the optical spectrum. The low-energy sidebands lie
in the gap of the semiconductor and lead to induced absorption below the gap. This
altogether constitutes the dynamical Franz-Keldysh effect (see Sect. 2.4.3).

Bloch energy For a given intensity of light I, the ponderomotive energy of electrons
in semiconductors according to (2.24) is usually much larger than for vacuum
electrons, because typical effective electron masses are about an order of magnitude
smaller than the free electron mass m0. For crystal electrons, however, the concept
of the ponderomotive energy is only valid within the effective-mass approximation,
which fails for large values of 〈Ekin〉, often already above several 0.1 eV. This limits
the importance of the ponderomotive energy for optical excitation of semiconductors
under extreme conditions.

For larger laser intensities, therefore, an alternative quantity which reflects the
kinetic energy of the electron without employing the effective-mass approximation
is required. Within the acceleration theorem, the crystal-electron momentum ~kx,
obeys Newton’s second law according to ~k̇x = F . Inserting the laser electric field
E(t) into the force F = −eE(t), we can easily rewrite the acceleration theorem
according to

a
∂

∂t
kx(t) = −ΩB(t) (2.48)
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where we have introduced the instantaneous Bloch frequency ΩB(t) with

~ΩB(t) = aeE(t) . (2.49)

At any given time t, the Bloch energy ~ΩB(t) corresponds to the potential drop
over one unit cell of the crystal lattice with lattice constant a. Note that the Bloch
frequency ΩB(t) oscillates in time and periodically changes sign.

In order to get intuitive understanding of the meaning of the Bloch frequency,
we consider a static electric field E(t) = E0. In this case, we can easily solve (2.48)
together with the initial condition kx(0) = 0 and obtain

kx(t) = −ΩBt

a
. (2.50)

At time t = π/ΩB, the electron hits the end of the first Brillouin zone, i.e., we
have kx = −π/a. This leads to Bragg reflection of the crystal electron to the other
end of the first Brillouin zone with kx = +π/a. After another time span of π/ΩB,
the electron is back to its initial state, kx = 0, and one oscillation period 2π/ΩB

is completed. This oscillation in wave-number space leads to an oscillation of the
electron along the x-direction in real space, which is known as a Bloch oscillation.
Note that its frequency, the Bloch frequency, does not depend on the particular
dispersion relation (the band structure) of the crystal electron.

2.4.2 Bloch oscillation and high harmonic generation in solids
Let us discuss the spectrum of light radiated from a crystal-electron wavepacket

within a one-dimensional tight-binding band with energy dispersion

Ee(kx) = ~ωe(kx) = −∆ cos(kxa) (2.51)

semiclassically. 2∆ is the width of the band. We consider continuous-wave excitation,
i.e., E(t) = E0 cos(ω0t), which is equivalent to

ΩB(t) = ΩB cos(ω0t) (2.52)

with the peak Bloch frequency

ΩB = aeE0/~ . (2.53)

The ratio ΩB/ω0 is called the dynamical localization parameter. Furthermore, we
neglect any type of damping and use the single-particle approximation. The intensity
spectrum Irad(ω) radiated by this wavepacket via its intraband motion is given by
Irad(ω) ∝ |ωvg(ω)|2. The electron group velocity vg at wave number kx results from

vg = dωe
dkx

, (2.54)

2.4 Strong-field-driven processes in solids 23



then
vg(t) = a∆

~
sin[kx(t) a] . (2.55)

With the initial condition kx(0) = 0, we obtain the electron wave number kx(t) from
(2.48)

kx(t) = − ΩB
aω0

sin(ω0t) . (2.56)

Inserting (2.56) into (2.55) leads to

vg(t) = −a∆
~

sin
[ΩB
ω0

sin(ω0t)
]

= −a∆
~

2
∞∑

M=0
J2M+1

(ΩB
ω0

)
sin [(2M + 1)ω0t] .

(2.57)

Here JN is the N -th-order Bessel function of the first kind. From (2.57), the peak
heights of the odd harmonics in the radiated intensity spectrum results in

Irad(Nω0) ∝ (Nω0)2J2
N

(ΩB
ω0

)
. (2.58)

The radiated intensity spectrum in illustrated in Fig. 2.8. For ΩB/ω0 � 1, the
first sine in (2.57) can be approximated by its argument and the group velocity
becomes a harmonic oscillation at the carrier frequency ω0, i.e., vg ∝ − sin(ω0t). For
ΩB/ω0 ≈ 1, the behavior deviates from this and odd harmonics of ω0 appear in the
Fourier domain via the sin [. . . sin(. . . t)] behavior that stem from the nonparabolicity
of the band. For ΩB/ω0 � 1 and at around times t with ω0t = 0, π, . . . , the second
sine can be approximated by its argument, hence the crystal electron harmonically
oscillates with the peak Bloch frequency, i.e., vg ∝ ∓ sin(ΩBt). This represents
the static-field limit, which we have already discussed above. As the peak Bloch
frequency is the largest frequency in the system within this limit, it determines the
cutoff harmonic order, which is approximately given by

Ncutoff = ΩB
ω0

. (2.59)

This cutoff is closely similar to that of the two-level system in the high-field limit, Eq.
(2.20).

Note that, here we have neglected any type of damping (scattering), which
prevents the Bloch oscillations in practice. Especially when the electron is high in the
band, where it has many channels to relax, ultrafast scattering in the order of few
femtoseconds may occur. Furthermore, we have only accounted for the intraband
contribution of the optical polarization in this section. The intraband driving,
however, can also modify the interband optical polarization in which case one
generally expects a complicated mixture of Rabi oscillations and Bloch oscillations
(see Chap. 3.2).
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Fig. 2.8: Radiated intensity spectrum Irad for ΩB/ω0 = 0.1, 1, 5 according to (2.58).

2.4.3 Franz-Keldysh effect (FKE)
Recently the light induced absorption changes which are considered due to

the Franz-Keldysh effect (FKE) have been observed (see Sect. 3.3), thanks to the
development of long-wavelength laser technology. Here I briefly introduce the static
FKE and the dynamical FKE.

Static-field approximation

The main theoretical prediction by Franz and Keldysh in 1958 [37, 38] was that
applying a static electric field on the order of 105 to 106 V/cm to a direct-gap
semiconductor, results in an exponential absorption tail below the fundamental
bandgap. Later, additional spectral features above the bandgap were discovered. All
these features can be understood in terms of photon-assisted tunneling of electrons
from the valence to the conduction band: In the presence of the static electric
field Ẽ0 along the x-direction, the stationary one-dimensional Schrödinger equation
becomes

− ~2

2me

∂2

∂x2ψ(x) + xeẼ0ψ(x) = Eeψ(x) , (2.60)

with the electron energy Ee. Substituting

X = x

(
2meeẼ0

~2

) 1
3

− 2meEe
~2

(
2meeẼ0

~2

)− 2
3

(2.61)

leads to the standard nonlinear differential equation

d2ψ

dX2 (X) = Xψ(X) . (2.62)

Its solution is ψ(X) = Ai(X) with the Airy function Ai(X), which decays exponen-
tially for X → +∞ and that oscillates with a wavelength proportional to 1/

√
X for

negative X. The important aspect is that this wave function has a tail that extends
into the gap of the semiconductor. This is illustrated in Fig. 2.9. For an electron
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Fig. 2.9: Schematic drawing of conduction band edge Ec and valence band edge Ev in the
presence of a strong electric field. Typical Franz-Keldysh eigenstates and possible
optical transitions are also shown.

wave function and a hole wave function separated in energy by less than the gap
energy Eg, the probability to find and electron and a hole at the same position has
become finite. The larger the applied electric field, the larger the overlap. This
allows for optical transitions at photon energies ~ω < Eg below the gap energy Eg.
The resulting shape of the absorption spectrum α(~ω) within the effective-mass
approximation is given by [20, 21]

α(~ω) ∝ ω|Ẽ0|
1
3
{
ω̃ [Ai(−ω̃)]2 +

[
Ai′(−ω̃)

]2}
, (2.63)

with the derivative of the Airy function Ai′(X) and the normalized spectrometer
frequency

ω̃ = ~ω − Eg
Eb

(
Eb

erB|Ẽ0|

) 2
3

. (2.64)

Here, Eb is the exciton binding energy and rB the exciton Bohr radius. We have taken
advantage of the fact that, in a semiconductor with inversion symmetry, the sign of
Ẽ0 does not matter. The absorption spectrum is depicted in Fig. 2.10. It consists of
an exponential tail for frequencies ω below the bandgap (the Franz-Keldysh effect)
and an oscillatory behavior above the gap. the visibility of the oscillations decreases
with increasing frequency. This has to be compared with the zero-field absorption
spectrum

α(~ω) ∝ Θ(~ω − Eg)
√
~ω − Eg (2.65)

of a three-dimensional semiconductor within the effective-mass approximation (gray
curve in Fig. 2.10a).
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Fig. 2.10: Schematic of absorption spectra of a three-dimensional semiconductor subject to
static electric fields according to (2.63).

Dynamical Franz-Keldysh effect

In Sect. 2.2.1, we have seen that Volkov states are solutions of the time-dependent
Schödinger equation within the effective-mass approximation for a harmonically
varying electric field [39]. For sufficiently large ω0, i.e., when the static-field ap-
proximation is not valid, Volkov sidebands may show up in the absorption spectrum
by a series of equidistant absorption onsets [22, 23]. This phenomena is called
dynamical Franz-Keldysh effect. The "high" and "low" frequency can be quantified
in terms of γK [40]. The static FKE corresponds to γK � 1; multiphoton effects
dominantly occur for γK � 1; and the case of γK ∼ 1 is a dynamical FKE regime.
To observe dynamical FKE, the ponderomotive energy 〈Ekin〉 must not significantly
exceed values of order 0.1 eV, otherwise the effective-mass approximation for the
electrons is no longer valid. Practically, when both ~ω0 and 〈Ekin〉 are on the order of
a few tenths of an electron Volt, the conditions for the observation of dynamical FKE
can be fulfilled for typical semiconductors. Experimental results of previous works
are discussed in Chap. 3.3.
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3Experiments of strong electric
field processes in solids

3.1 Sub-cycle spectroscopy
3.1.1 Concept of sub-cycle spectroscopy

Time-resolved spectroscopies typically rely on a pump-probe approach. A suf-
ficiently short pump pulse initiates a process, while a short probe pulse measures
changes in the system response as a function of the pump-probe delay (Fig. 3.1(a)).
In most cases, time resolution in such a (conventional) pump-probe measurement is
limited by the duration of the pump and probe pulses, and the conventional time-
resolved spectroscopy is only able to detect the phenomena in the regime of linear
and perturbative nonlinear optics which depend on the pulse envelopes , i.e., unable
to detect extremely-fast strong-field processes which occur within one-laser cycle,
because the phase of the pump fields changes shot-by-shot and the field-dependence
is averaged out.

The crucial step to time-resolved spectroscopy of extremely nonlinear light-matter
interactions within the sub-cycle time scale (sub-cycle spectroscopy) has been heralded
by the recent progress of the ultrafast laser technologies, especially the CEP-locking
technology. Fig. 3.1 shows the difference between conventional time-resolved
spectroscopies and sub-cycle spectroscopies. This revolutionary change occurred
nearly at the same time in the field of THz science and Attosecond science. In this
section, we briefly review the achievements of sub-cycle spectroscopy in THz science
and Attosecond science, focusing our interest to strong electric-field processes in
solids.

3.1.2 Sub-cycle spectroscopy in THz science
Recent progress of the generation of intense THz pulses has opened sub-cycle

spectroscopy with all-optical methods. Thanks to the tilted-pulse-front method [41],
THz pulses beyond 1 µJ, whereby peak electric fields above 1 MV/cm have been
reached, have become available [42, 43]. Figure 3.2 shows a typical experimental
setup for strong-field THz-spectroscopy. Waveform sampling of THz transients can be
easily done by electro-optic sampling method [44] or terahertz air-biased-coherent-
detection (THz-ABCD) method [45, 46] with Ti:sapphire pulses which is also used
to generate THz pulses and whose pulse duration is intrinsically much shorter than
the oscillation period of THz transients. For the case of sub-cycle spectroscopy,
the Ti:sapphire beam was split into three parts and, the sample is additionally
illuminated by optical probe pulses.
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Fig. 3.1: Schematic illustration of (a) conventional pump-probe spectroscopy, and (b) sub-
cycle pump-probe spectroscopy.

Fig. 3.2: Typical setup for strong-field THz-spectroscopy [47]. Collinear THz pulses are
generated by tilted pulse front excitation in LiNbO3 and detected electro-optically.
For the case of sub-cycle spectroscopy, the sample is additionally illuminated by
optical probe pulses.
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The sub-cycle spectroscopy in THz science is targeting solids from the earli-
est stage due to the low energy scale of the THz pulses (photon energy and field
strength). When intense THz fields interact with solids, a variety of non-equilibrium
scenarios may result [48, 49]. Most studies have concentrated on the effects of THz
excitation after the coherence between the external driving field and the induced
polarization has decayed. On the other hand, first examples of coherent THz nonlin-
earities have been demonstrated with semiconductors [50–53] and rotational states
of gas molecules [54–56]. These studies emphasized the importance of dynamics
occurring on time scales shorter than the dephasing time of the system. As increasing
number of interesting results are obtained from the strong THz experiments, much
stronger THz pulses were required for further studies of the nonlinear light-matter
interaction in the limit of extremely non-perturbative optics. Such a demand leads
to the development of CEP-stable intense MIR sources.

3.1.3 Sub-cycle spectroscopy in attosecond science
Sub-cycle spectroscopy in attosecond science is developed primarily for the

gas phase experiments in the past decade thanks to the availability of attosecond
pulses. This approach uses a pump–probe pair consisting of an attosecond extrene
ultraviolet (XUV) pulse and an CEP-stabilized near-infrared (NIR) pulse. In this case,
the envelope of the XUV pulse is locked to the oscillations of the IR field. The IR
pulse can be long, e.g. tens of femtoseconds, without limiting the time resolution.
The latter is determined by the accuracy with which the envelope of the XUV pulse
can be locked to the instantaneous oscillations of the IR field. The technique called
attosecond streaking [57–59] is widely adopted in attosecond science.

Attosecond sub-cycle spectroscopy of solids

Attosecond metrology has been applied to condensed matters to trace electron
dynamics on attosecond time scales. In this section, I will show several pioneering
attosecond experiments with solids.

In 2013, Schultze et al. demonstrated the observation of an insulator-to-conductor
transition in fused silica [60]. Figure 3.3(b) shows the measured modulation of
the absorbance at 109 eV. The sample transmission exhibits large oscillations at
a frequency of 2ω0 (where ω0 is the NIR frequency) perfectly synchronized with
the laser field. This measurement clearly demonstrated the complete and ultrafast
reversibility of the field-induced changes of the optical properties of the dielectric
sample up to the critical field strength.

Also in 2013, Schiffrin et al. [61] demonstrated that the AC conductivity of
fused silica can be increased by more than 18 orders of magnitude within 1 fs, by
using few-optical-cycle NIR pulses, with stable CEP and electric field amplitude
approaching the critical value given by the following expression:

Ecr = Eg
ea
≈ 2 V/Å (3.1)
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Fig. 3.3: Attosecond transient absorption of SiO2 [60]. (a) Applied electric field; (b)
Experimentally observed transient change of the absorbance (blue curve), the
result of the TDDFT calculation (red and violet curve); (c) Experimentally observed
absorption peak shift (blue curve) and the calculation result (red curve).
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where Eg is the energy gap of the dielectric material (Eg ≈ 9 eV for fused silica); e
is the electron charge and a is the lattice period (a ≈ 5 Å). If the above condition
is satisfied, the NIR driving pulse is able to inject carriers from the valence to the
conduction band of fused silica. The use of few-cycle pulses is essential to prevent
damage of the dielectric exposed to electric fields of a few volts per angstrom [62].
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3.2 High harmonic generation in crystalline solids
We have discussed high harmonic generation from a two-level system in Sect.

2.1, and from Bloch oscillation in Sect. 2.4.2. When the Rabi energy and the Bloch
energy of the system become comparable to the carrier photon energy, the high
harmonic generation from the interband and intraband transition are expected to
occur. Although it is not clear at this stage which process is dominant in HHG in
solids, we will explain the HHG in solids as a result of Bloch oscillation.

Bloch oscillation was first experimentally observed in semiconductor superlat-
tices [63]. Immediately after that, it was also found in a variety of other artificial
systems [64]. However, no clear experimental evidence for Bloch oscillations had
been reported for bulk solids, and it was believed that the Bloch oscillations in bulk
solids was extremely difficult until quite recently. The difficulty to observe Bloch
oscillation in a bulk solid is mainly due to crystal damage by strong electric fields
and scattering processes (electron-electron, electron-phonon, impurity scattering
etc.). For superlattices, the condition for Bloch oscillation is drastically relaxed due
to their large lattice constant a.

If we could avoid the damage issues, the conditions for the high harmonic
generation from the interband and intraband contributions are quite easily fulfilled
with typical Ti:sapphire CPAs, which can achieve an intensity on the order of 100
TW/cm2 at a wavelength of 0.8 µm. Figure 3.4 shows the strong field conditions, i.e.,
ΩR/ω0 = 1, ΩB/ω0 = 1 and Ωtun/ω0 = 1, with the parameter set of a ZnO crystal
(me = 0.24×m0, a = 5.21 Å, Eg = 3.3 eV, dcv = 0.19e nm calculated from Eq. (2.47)
), where

ΩR = d

~
E(t) , (3.2)

ΩB = ea

~
E(t) , (3.3)

Ωtun = e√
2meEb

Ẽ0 . (3.4)

From the figure, we can expect the strong-field processes may appear in ZnO above
10 MV/cm (∼100 GW/cm2 ) at 0.8 µm. Of course, in realistic situation, there would
be little hope to observe such strong-field phenomena because the crystal will be
damaged under such intense irradiation.

The key question is how we apply a strong electric field without damaging a
crystal. Recent dramatic progress in the generation of intense MIR pulses has realized
Bloch oscillation and HHG in bulk solids because ultrashort MIR pulses can achieve
appropriate field strength (∼100 MV/cm at a frequency of 30THz (9 µm) [65]) and
have sufficiently low photon energy (few tenths of eV) to avoid optical damage.
Hence, strong MIR pulses seem to be the ideal tool to study strong-field phenomena
in solids.
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Fig. 3.4: Strong-field conditions for ZnO.

On the basis of the pioneering work [66], where harmonics up to seventh from
ZnS were observed, the study of HHG from solids has become quite activated in
2011, when Ghimire et al. [67] observed HHG from solids up to 25th harmonic order
extending to > 9.5 eV photon energy (see Fig. 3.5). 9-cycle-long pulses from a MIR
OPA (∼100-fs, 3.25-µm (0.38 eV) pulses with up to 2.63 µJ energy) were focused
into a 500-µm-thin ZnO crystal, where focused field strengths up to 60 MV/cm were
achieved. Three observations made in [67] are particularly important:

1. In contrast to HHG from gases, the cutoff scales linearly with electric field
strength (see Fig. 3.5(b)), as expected from Eq. (2.59),

2. The observation of HHG extending more than 6 eV above the ZnO bandgap
(Eg ∼ 3.3 eV) suggests that these harmonics are generated within a few tens of
nm near the output surface of the ZnO crystal. This is also valid in terms of
phase matching.

3. HHG up to the 25th order was observed for experimental conditions cor-
responding to only ΩB/ω0 ∼ 5. The generation of high harmonics up to
25th-order can not be expected from the simplified model of Bloch oscilla-
tion (see Fig. 2.8). This result suggests the importance of the interaction
between interband and intraband dynamics. Indeed, Golde et al. demon-
strated that interband and intraband dynamics are nontrivially coupled, within
the framework of two-band semiconductor Bloch equations [68]. Their com-
plex interplay leads to a strong enhancement of HHG towards much higher
frequencies.

In 2014, HHG from 220-µm-thick bulk GaSe crystals was investigated with CEP-
stabilized MIR pulses at a wavelength of 9 µm generated by DFG [69, 70]. The
observed spectrum is shown in Fig. 3.6. The authors explained that the source

3.2 High harmonic generation in crystalline solids 35



Fig. 3.5: MIR-driven HHG from bulk ZnO [67]. (a) Measured HHG spectra from 500-µm-
thin ZnO crystal (optical axis perpendicular to surface) driven by 3.25-µm OPA
pulses. The indicated pulse energies 0.52 µJ and 2.63 µJ correspond to (vacuum)
electric field strength of 27 MV/cm and 60 MV/cm, respectively. The inset shows a
zoom into the cutoff region on a linear scale. (b) Linear scaling of the HHG cutoff
with laser electric field strength.
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Fig. 3.6: MIR-driven HHG from bulk GaSe [69]: The blue dashed curve shows the computed
HHG resulting from a 30 THz (9 µm) pump field by using the five-band model
shown in the inset. The shaded area shows the corresponding measurement. The
observed HHG covers more than 22 harmonic orders, reaching into the visible
spectral range (above the indicated bandgap).

of odd and even order harmonics can be attributed to a nonperturbative two-path
quantum interference effect in GaSe. As can be seen from the time-frequency analysis
data shown in Fig. 3.7 experimentally achieved by a sum-frequency upconversion
technique, due to this quantum interference, the emission bursts occur at the times
of positive electric field extrema only. Importantly, attochirp was not observed in
the experiment. This fact may indicate that the three-step model for gas HHG is not
valid for the solid case.

Although various solid HHG has been reported so far (Table 3.1), the mechanism
and underlying physics are still not well understood. Therefore, new experimental
schemes to extract the information of electron dynamics in solids, as well as clear
theoretical frameworks, are highly demanded [71–76].
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Fig. 3.7: Measured emission dynamics of MIR-driven HHG from bulk GaSe [70]. (a)
Experimental setup of the cross-correlation scheme. (b) Waveform of the MIR
driving field featuring peak amplitudes of 47 MV/cm and a central frequency
of 33 THz (9 µm) confirmed by electro-optic detection. (c, d) Spectrograms
showing the intensity of the measured sum-frequency signal for different delay
times and frequencies as recorded with a Si CCD detector (c) and reconstructed
using a double-blind XFROG algorithm (d), respectively. (e) Temporal shape of
intensity IHH (red) of the reconstructed HH pulse sequence relative to the driving
multi-terahertz waveform (black).
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Tab. 3.1: Previous studies of high harmonic generation from solids.

Laser wavelength Material (Eg) Cutoff energy (order) etc. Reference

3.3 µm (0.38 eV) ZnO (3.2 eV) 9.5 eV (25th) [67]

10 µm (0.12 eV) GaSe (2 eV) 2.7 eV (22nd) [69]

0.7 µm (1.77 eV) SiO2 (9 eV) 27 eV (15th) [77]

3.8 µm (0.33 eV) ZnO (3.2 eV) 5.9 eV (18th), Two-color exci-
tation

[75]

9 µm (0.14 eV) GaSe (2 eV) Measurement of the temporal
structure of HHG

[70]

1.3 µm (0.93 eV) Solid Ar, Kr 32.5 eV (35th) [78]

0.7 µm (1.77 eV) SiO2 (9 eV) ∼25 eV, Generation of isolated
attosecond pulses and their
complete characterization

[79]

1.3 µm (0.93 eV) MgO (7.8 eV) 19.5 eV (21st), Measurement
of the ellipticity dependence

[80]

4.1 µm (0.3 eV) MoS2 (1.8 eV) 3.9 eV (13th), Polarization-
resolved measurement

[81]
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Fig. 3.8: Transmission of a broadband probe pulses through a 350-µm-thick GaAs crys-
tal [24], as a function of time delay between the arrival of the intense 3.5 µm MIR
driving pulse and the broadband probe pulses (negative delays correspond to MIR
pulses arriving first).

3.3 Franz-Keldysh effect (FKE) induced by strong
MIR fields

In this section, we briefly review the recent experimental results for the Franz-
Keldysh effect (FKE) induced by strong MIR fields, which is also reported in Chap.
11 of this thesis.

In 1998, Nordstrom et al. demonstrated the observation of the experimental sig-
nature of excitonic dynamical FKE through its interplay with the AC stark effect [40].
They employed a semiconductor multiple quantum well and the UCSB free-electron
laser, which is tunable from ~ω0 ∼ 0.5 to 20 meV [82]. The applied electric-field
strength is not specified (probably in the range of 1-10 kV/cm, which corresponds to
γK ≈ 1).

As in the case of HHG from solids, recent developments of laser-based intense
MIR sources enabled us to study strong-field phenomena in solids. Using one such
source, Chin et al. demonstrated the observation of ultrafast induced absorption
below the band edge [24]. Figure 3.8 shows the transmission data taken using a 3.5-
µm MIR driving field with ∼ 1 ps pulse duration and ∼ 2×1010 W/cm2 peak incident
intensity (〈Ekin〉 ≈ ~ω0 = 0.35 eV). Under these conditions, a dramatic decrease in
transmission that extends past 0.2 eV below the band edge (Eg = 1.4 eV) of the
350-µm-thick GaAs sample was observed. This decrease in transmission occurs only
during the presence of the intense MIR pulse. The authors also report that the effect
is not found to depend on rotation of the sample in the surface plane, suggesting no
dependence on crystal orientation. Figure 3.9 shows the line plot of the measured
transmission modulation, comparing the 3.5 µm (〈Ekin〉 ≈ ~ω0 = 0.35 eV) case and
the 6.2 µm case with ∼ 3× 109 W/cm2 peak incident intensity (〈Ekin〉 ≈ ~ω0 = 0.2
eV). With excitation, significant induced absorption is found for photon energies
well below the GaAs absorption edge.

In 2011, Ghimire et al. reported the intensity dependence of the redshift of
the absorption spectra of ZnO crystals induced by intense MIR pulses [83]. In the
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Fig. 3.9: (a) Wavelength dependence of electroabsorption in GaAs (350 µm thick): trans-
mission below the band edge with 〈Ekin〉 ≈ ~ω0 using 3.5-µm MIR driving pulse
(gray line), with 〈Ekin〉 ≈ ~ω0 using 6.2-µm MIR driving pulse (gray circles), and
with no driving pulse (black line). Reprinted from [24].

experiment, strong MIR pulses (3.25 µm, 100 fs) up to ∼ 61 MV/cm (5 TW/cm2)
were applied to a 500 µm-thick ZnO crystal. Figure 3.10(a) shows the redshift in the
absorption edge as a function of the MIR intensity. The data can be fit to a single
power law ∝ I1/3 (dashed line). The I1/3 scaling is what is expected for the induced
redshift in the static FKE, consistent with tunnel ionization in the instantaneous
field of the MIR laser (see Eq. 2.45), where the ionization rate is determined by

the ratio E
3
2
b /|E(t)|. Thus, the redshift will be proportional to |E(t)|

2
3 (i.e., I

1
3 ).

For intensities, I > 1 TW/cm2, saturation of the redshift was observed. While the
redshift saturates, both the spectrally integrated absorption of the probe and the
direct tunneling of the MIR laser continue to grow (see Fig. 2 of [83]). The HHG
yield is shown in Fig. 3.10(b). The yield for various harmonic orders shows two
regimes with different intensity scaling. The redshift deviates from I1/3 scaling at
the same intensity where the HHG also changes scaling, represented y the shaded
regions. In these regions, 〈Ekin〉 (∼ 7 eV) well exceeding the photon energy, the
bandgap, and even the conduction band width (∼ 5 eV).

Note that, as summarized in Table 3.2, the above mentioned all experiments
with MIR excitation were performed with non-CEP-stabilized pulses with relatively
long pulse durations (> 1 ps). Therefore, all the carrier-dependent responses were
smeared out.

Transient absorption measurements have also been performed with attosecond
pulses with sub-cycle time resolution (Table 3.2). In these experiments, however,
attosecond pulses probe the electron states far from the bandgaps, around which are
the most important energy regions for the practical applications.
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Fig. 3.10: (a) Scaling of the field induced redshift in the absorption edge for ZnO. The data
fit a simple Franz-Keldysh model for photon-assisted tunneling up to 1 TW/cm2.
(b) Dependence of the yield of the MIR harmonics (9th to 21th) to the laser
intensity. The individual harmonic yields show two distinct scalings to the drive
laser intensity. A portion of the harmonic spectra collected from a 500-µm-thick
ZnO crystal at 5 TW/cm2 is shown in the inset. In both (a) and (b) the shaded
region represents a high-intensity regime where the Bloch frequency exceeds
twice the MIR frequency. Reprinted from [83].

Tab. 3.2: Previous studies of light-induced transient absorption of bulk crystals.

Laser photon energy
pump & probe Material (Eg) Temporal resolution Reference

0.35 eV & 1.4 eV GaAs (1.4 eV) etc. >1 ps [24]

0.14-0.26 eV & 1.4 eV GaAs (1.4 eV) >1 ps [84]

0.38 eV & 3.2 eV ZnO (3.2 eV) >1 ps [83]

1.6 eV & 105 eV SiO2 (9 eV) <1 fs, sub-cycle resolved [60]

1.6 eV & 100 eV Si (3.2 & 1.1 eV) <1 fs, sub-cycle resolved [85]

1.6 eV & 43 eV Diamond (5.5 eV) <1 fs, sub-cycle resolved [86]
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Part II

Development of an intense mid-infrared
light sources





4Part II: introduction and summary

In this part, we focus on the development of the light sources which lead us to the
frontier of strong-field physics in solids. Before describing the experimental details, a
brief introduction of optical parametric amplifiers (OPA) is given in Chap. 5, focusing
on their ultra-broadband amplification properties and CEP stabilization properties.

In Chap. 6, I introduce and demonstrate a novel method of OPA to produce
CEP-stable intense mid-infrared (MIR) pulses. This method, namely dual-wavelength
OPA, produces two-color near-infrared (NIR) pulses in a broadband OPA. CEP-stable
intense MIR fields are generated via DFG between the generated two-color IR pulses.
The generated MIR fields are completely characterized by an electro-optic sampling
method (Chap. 8) using 6.5-fs visible pulses generated (Chap. 7).

Through the works demonstrated in this part, the generation and complete
characterization of CEP-stable intense MIR fields with a peak electric field exceeding
50 MV/cm are achieved.
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5Optical parametric amplifiers

Advances in laser technology together with the development of novel high-quality
nonlinear optical crystals have transformed ultrafast optical parametric amplifiers
(OPAs) to be powerful and practical tools for the study of ultrafast phenomena. OPAs
can provide CEP-stabilized intense few-cycle femtosecond pulses tunable across the
visible, near and far infrared spectral ranges, and have become a core technology
for strong laser-field physics. Here we briefly review the phase-matching properties
and CEP stabilization properties of OPA, which have a crucial importance in the
state-of-the-art ultrafast laser technology. For comprehensive descriptions of OPA,
see Refs [87–90].

5.1 Phase matching in OPA
Optical parametric amplification (OPA) is a three-wave-mixing process in a

nonlinear medium, in which a high frequency, high energy pump pulse is depleted
in favor of an existing lower frequency, lower energy seed pulse that gets amplified
(at least parts of it) to the signal pulse. This process can be described as three-wave
mixing process in the regime of conventional nonlinear optics.

In the process, a third pulse is generated, called idler pulse, whose angular
frequency is determined by energy conservation. For the instantaneous angular fre-
quencies ωp, ωs, and ωi of the pump, signal and idler, respectively, energy conversion
reads

~ωp = ~ωs + ~ωi . (5.1)

If we assume the signal is at higher frequency, i.e., ωs > ωi, the signal and idler
frequency can range from ωp/2 < ωs < ωp and the corresponding idler ranges from
ωp/2 > ωi > 0. The case, where signal and idler are both ωp/2, is called degenerate
parametric amplification, which is a delicate process especially if both the signal
and idler beam occupy the same mode, i.e., they can not be distinguished and are
identical.

Besides energy conservation, momentum conservation (called phase matching)
also has to be fulfilled for an efficient interaction. This can be written as

~kp = ~ks + ~ki (5.2)

with kp,ks,ki being the respective wave vectors. In the following, we consider the
three waves are linearly polarized (not necessary to be parallel each other) and

47



propagates collinearly, i.e., kp, ks, ki. To achieve maximum gain in OPA, we need to
satisfy the phase-matching condition,

∆k = k(ωp)− k(ωs)− k(ωi) = 0. (5.3)

For ultrafast applications, in addition, we need to satisfy the phase-matching con-
dition as broad as possible because the phase matching bandwidth determines the
gain bandwidth of OPA.

Let us assume that perfect phase matching is achieved for a given signal frequency
ωs (and for the corresponding idler frequency ωi = ωp − ωs). If the signal frequency
increases to ωs +∆ω, energy conservation requires that the idler frequency decreases
to ωi −∆ω. The wave vector mismatch can then be approximated to first order as

∆k = −dks
dω ∆ω + dki

dω∆ω =
( 1
vi
− 1
vs

)
∆ω , (5.4)

where vq = dk/dω|ωq (q = p, s, i) are the corresponding group velocities of pump,
signal and idler. Within the large-gain approximation, the FWHM phase-matching
bandwidth can then be calculated as [91, 92]

∆f = −2
√

ln 2
π

√
Γ
L

1
|1/vi − 1/vs|

. (5.5)

Here, Γ is the maximum gain achieved under perfect phase matching, i.e., ∆k =
0. Large group velocity mismatch between signal and idler waves dramatically
decreases the phase-matching bandwidth. Inversely, larger gain bandwidth can
be expected when the OPA approaches degeneracy, i.e., ωs = ωi, in type-I phase
matching or in the case of group-velocity matching between signal and idler (vs = vi).
Obviously, in this case Eq. (5.5) loses validity and the phase mismatch ∆k must be
expanded up to second order yielding

∆f = −2 4√ln 2
π

4

√
Γ
L

1
2 |d2ks/dω2|

. (5.6)

The OPAs operated under this condition are called Degenerate OPA.

Degenerate OPA

As mentioned above, a degenerate OPA means that the the signal and the idler
have the same central frequency, ωs0 = ωi0, and the same dispersion (i.e., their in
the same polarization and propagation direction), ks(ω) = ki(ω). This condition
intrinsically zeroes the group velocity mismatch, making it suitable for broadband
parametric amplification.

In order to obtain analytical expressions for the phase-matching bandwidth, the
phase mismatch, ∆k(= kp−ks−ki), is usually expanded by a Taylor series. Assuming
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in a first approximation that the pump is monochromatic, the signal wave vector is
expanded as

ks(ω) = ks(ωs0) + ∂ks(ω)
∂ω

∣∣∣∣
ω=ωs0

∆ω + 1
2!
∂2ks(ω)
∂ω2

∣∣∣∣∣
ω=ωs0

(∆ω)2 + · · · . (5.7)

In the same way, the idler wave vector is expanded as

ki(ω) = ki(ωi0)− ∂ki(ω)
∂ω

∣∣∣∣
ω=ωi0
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∂2ki(ω)
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∣∣∣∣∣
ω=ωi0

(∆ω)2 + · · · , (5.8)

where ∆ω denotes the frequency change of the signal, and by energy conservation,
ωp = ωs + ωi, the idler frequency change is −∆ω. With Eqs. (5.7) and (5.8), the
phase mismatch can be expressed as

∆k =kp(ωp)− ks(ωs0)− ki(ωi0)
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(5.9)

Apparently, all of the odd terms in (5.9) are cancelled out if ks(ω) = ki(ω) and
ωs0 = ωi0. It is this characteristics that the gain-bandwidth of a degenerate-OPA to
be broadband. The zeroth-order phase mismatch, kp(ωp)−ks(ωs0)−ki(ωi0), imposes
the condition ωp = 2ωs0(= 2ωi0) in the case of a degenerate OPA. This condition, for
example, can be automatically fulfilled by using the second harmonic as pump and
the (spectrally-broadened) fundamental as seed [93].

When a degenerate OPA is operated at a signal wavelength where the GDD of
the OPA crystal becomes zero, ∂2ks(ω)/∂ω2|ω=ωs0 = 0 (= ∂2ki(ω)/∂ω2|ω=ωi0), the
gain-bandwidth can be further broadened. Table 5.1 shows the possible schemes of a
degenerate OPA fulfilling the zero-GDD condition. Note taht the zero GDD of BiB3O6

(BiBO) crystals occurs at ωs0 ∼ 1.6 [µm], which implies ωp ∼ 0.8 [µm], hence,
Ti:sapphire lasers can be employed as a pump source. It has been experimentally
confirmed that this scheme provides a nearly one-octave gain-bandwidth which
supports sub-two-cycle pulse durations around a wavelength of 1.6 µm [94–98], and
can be one of ideal drivers for HHG aiming the generation of attosecond soft X-ray
pulses [99].
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Tab. 5.1: Degenerate OPA schemes pumped below 1 µm. Gain bandwidths (∆λ, ∆ν) are
calculated at the 1/2 level (5-mm crystal length, 50-GW/cm2 pump intensity).
Adapted from [96].

Crystals
Interaction type
(Principal plane) λp [µm] ∆λ [µm] ∆ν [THz]

KDP ooe 0.49 0.82–1.23 123 THz
PPSLT eee 0.56 0.97–1.34 87 THz
LBO ooe (x-y) 0.60 0.94–1.63 133 THz
CLBO ooe 0.63 1.00–1.71 135 THz
BBO ooe 0.72 1.12–1.98 116 THz
BiBO ooe (x-z) 0.79 1.23–2.14 104 THz
BiBO ooe (x-z) 0.81 1.28–2.18 98 THz
PPKTP eee 0.89 1.51–2.19 61 THz
LiNbO3 ooe 0.95 1.69–2.17 39 THz
PPLN eee 0.96 1.71–2.18 39 THz
LiIO3 ooe 0.97 1.61–2.94 84 THz
KNbO3 ooe (x-y) 0.99 1.63–2.51 65 THz
KNbO3 ooe (y-z) 1.00 1.66–2.55 64 THz

5.2 CEP stabilization in nonlinear wave-mixing
processes

One of the most intriguing and technologically important features of ultrashort-
pulse parametric amplifiers is the possibility to realize passively carrier-envelope
phase (CEP)-stable pulses. Because of the paramount importance of this self- CEP-
stabilization technique for attosecond science and strong-field physics, we briefly
review the phase relations in parametric amplifiers, as discussed in greater detail
in [89, 90].

5.2.1 Phase sum rules of nonlinear processes
The CEP of a light pulse can be manipulated both by linear and nonlinear

processes. In linear processes, such as propagation in a dispersive medium, the
difference between the group and phase velocities leads to a slip of the carrier with
respect to the envelope; by means of wedged glass plates of variable thickness, it is
possible to exploit this effect to set the CEP and to compensate for drifts. If nonlinear
optical processes occur, they lead to the mixing of the optical frequencies and of the
spectral phases. In the following, we will briefly explain how nonlinear processes
allow manipulating the CEP and measuring its fluctuations. We first consider the
case of nonlinear three-wave mixing, in which three waves of frequencies ω1, ω2 and
ω3, with ω3 = ω1 + ω2, are coupled in a second-order nonlinear crystal. Similarly
to the frequency conservation, the CEPs of the three waves are also linked by the
relationship: φ3 = φ1 + φ2 + const. [90]. The value const. varies depending on the
boundary condition applied. For the case of difference-frequency generation (DFG),
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Fig. 5.1: Frequency and phase summation rules for (a) sum-frequency generation (SFG),
(b) difference-frequency generation (DFG), equivalent to the generation of the
idler wave in an OPA, and (c) four-wave mixing (FWM) process.

which is equivalent to the process of idler generation in an OPA, i.e., ω2 = ω3 − ω1,
const. = π/2 [90]. Consequently, φ2 = φ3 − φ1 − π/2 (Fig. 5.1(b)).

A very similar effect occurs in the third-order nonlinear process of four-wave
mixing (FWM), in which four waves at frequencies ω1, ω2, ω3 and ω4, with ω4 =
ω1−ω2 +ω3, are coupled in a third-order nonlinear medium. The CEPs of the waves
are linked by the relationship: φ4 = φ1 − φ2 + φ3 − π/2 (Fig. 5.1(c)). If we consider
that the mixing frequencies belong to the same beam and hence share the same
CEP φ1 = φ2 = φ3 = φ, then the newly generated frequency component ω4 will
have the CEP φ4 = φ1 − φ2 + φ3 − π/2. This demonstrates that the newly added
frequency components inherit the original value of the CEP of the driving pulse.
This discussion is applicable to self phase modulation (SPM), which is the dominant
nonlinear interaction behind the spectral broadening in transparent materials (gases
and solids) [100–102].

5.2.2 Passive stabilization of the CEP
The passive method is all-optical approach for the generation of CEP-stable

pulses (see [90] for active CEP stabilization). If a DFG process ω2 = ω3 − ω1 occurs
between two pulses with the same shot-to-shot CEP fluctuations φ, so that φ1 = φ

and φ3 = φ+ C, then φ2 = φ3−φ1−π/2 = C −π/2 = const., i.e., the fluctuations of
φ are automatically cancelled. Passive CEP stabilization has some clear advantages
with respect to the active one: (i) being an all-optical technique, it does not require
any electronic feedback circuits imposing bandwidth limitations; (ii) it directly
produces a train of CEP-stable pulses, avoiding the need to pick pulses at a fraction
of νCEO.
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Fig. 5.2: Comparison of (a) inter-pulse and (b) intra-pulse stabilization schemes. Lower
panels provide the evolution of both intensity and phase in the frequency domain;
φ is the absolute phase, C denotes fluctuations of the CEP [90].

There are two possible experimental implementations to realize passive CEP sta-
bilization, i.e., interpulse DFG and intrapulse DFG. Interpulse DFG processes involve
mixing of two separate frequency-shifted pulses with the same CEP synchronized
by a delay line, as schematically represented in Fig. 5.2(a). Inter-pulse DFG also
occur in OPAs, since DFG is equivalent to the process of idler generation in an OPA.
When the signal and the pump pulses of the OPA are derived from the same source,
the idler pulses become CEP-stable. Intra-pulse schemes involve mixing between
different frequency components of a single ultrabroadband pulse, as depicted in Fig.
5.2(b). In this case, the frequencies are intrinsically CEP-locked.

In the case of inter-pulse DFG, the resulting CEP of the difference-frequency
components is influenced by any relative fluctuation of the CEP C. In the case of the
intra-pulse DFG, in contrast, the effects of fluctuations C are completely cancelled
out via DFG process.
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6Generation of carrier-envelope
phase-stable intense mid-infrared
pulses

In this chapter, the development of an intense femtosecond MIR light source with
passive CEP stabilization is described. The CEP stabilization of the MIR pulses is
achieved by generating a difference frequency between the two spectral components
in the NIR region produced from an inline dual-wavelength BiBO OPA. The charac-
terization of electric waveform of the MIR pulses will be presented later in Chapter
8 by the electro-optics sampling (EOS).

6.1 Experiment
6.1.1 Dual-wavelength OPA

Femtosecond MIR pulses are conventionally generated as difference frequencies
between signal and idler pulses from an NIR OPA pumped by femtosecond 800-nm
pulses from a Ti:sapphire amplifier. Although this method is easy to implement and
efficient, the CEP of the MIR pulses cannot be stabilized because the phases of the
signal and idler pulses change randomly from shot to shot without having specific
relationship between them. So far CEP-stabilized MIR pulses are generated by
difference frequency mixing between the signal pulses produced in individual OPAs
seeded from a common white light [65]. However, in this method, inevitable timing
jitter between the two signals causes the fluctuation of the difference frequency’s
CEP, making a light source complicated and unreliable. A dual-wavelength OPA is
proposed and demonstrated (Fig. 6.1), where two-color NIR pulses for DFG are
produced in a common NIR OPA. White light generation in a thin YAG crystal is
used to supply a seed for the dual-wavelength OPA because the spectral intensity
of the white light from the YAG crystal tends to be stronger than that of the white
light from a commonly used sapphire plate [103]. The seed pulses pass through a
fused silica block and are stretched in time. The spectral dispersion introduced in
the fused silica is dominated by the third-order dispersion (TOD) rather than the
second-order dispersion in the NIR region because the zero group delay dispersion
(GDD) occurs at 1270 nm in fused silica. Therefore, the temporal distribution of
the seed spectrum becomes parabolic. After the pulse stretching, a short pump
pulse amplifies selectively the discrete two color components at the same time. The
frequency difference of the two colors can be controlled by the timing between the
pump and the seed pulses, providing spectral tunability of the MIR pulses, while the
central wavelength of the two colors is always at the zero GDD wavelength (1270
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Fig. 6.1: Concept of the dual-wavelength OPA.

nm). Because of the common seed for these two amplified components and this
inline scheme without spatial and temporal separations, CEP-stabilization of the MIR
pulses in DFG is intrinsically ensured as described in Sect. 5.2.2.

6.1.2 Generation of CEP-stable mid-Infrared pulses
Figure 6.2 shows a schematic of the dual-wavelength OPA followed by DFG. A

Ti:sapphire CPA system produced 7-mJ, 40-fs, 0.8 µm pulses at a repetition rate of
1 kHz with a shot-to-shot energy stability of 1.9%, which were divided into four
pulses.

One of the four pulses with an energy of 1 mJ was focused into a krypton-filled
gas cell to broaden its spectrum via filamentation. These pulses were used as a
sub-cycle probe in the EOS. For details of the visible pulse generation, see Chap. 7.
The spectral components from 530 to 700 nm were selected and compressed using
several dielectric mirrors, resulting in 6.5-fs pulses and a pulse energy of 5 µJ with a
shot-to-shot energy stability of less than 2%.

The other three pulses were used to generate a white light continuum in a 4-mm-
thick YAG crystal and pump pulses for two-stage OPAs. Figure 6.3 shows the white
light spectrum in the NIR, where the strong short-wavelength components below
1100 nm were suppressed by a Si filter. The NIR components of the white light
continuum, which extended to >1800 nm, were used as a seed for the following
OPA stages. The seed pulses passed through a 150-mm-long synthetic fused silica
(SK1310, Ohara quartz) in two pass configuration. Figure 6.4(a) shows the group
delays introduced by 300-mm-long fused silica, where the zero GDD occurs at 1270
nm [104]. The highly dispersed seed pulses were then amplified as a signal in the
two-stage OPAs that employed 1-mm-thick BiB3O6 (BiBO) crystals. A BiBO-based
OPA using a 800-nm pump supports ultrabroadband amplification from 1200 to
2200 nm, fully covering the entire spectral range required in the dual-wavelength
OPA [97, 105], as seen in Sect. 5.1.

Because of the parabolic group delays introduced by the fused silica, two spectral
components were selectively amplified by the OPAs that were pumped by 40-fs
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Fig. 6.2: Schematic of the experimental setup. YAG, 4-mm-thick YAG crystal; BiBO, 1-
mmthick BiB3O6 crystals; CM pair, a pair of broadband NIR chirped mirrors; WP,
waveplate; LGS1, 1-mm-thick LiGaS2 crystal; LPF, low-pass filter; LGS2, 15-µm-
thick LiGaS2 crystal; QWP, quarter waveplate; PBS, polarizing beam splitter.

pulses at 800 nm as shown in Fig. 6.4(b). An output energy of 500 µJ was typically
obtained after the second OPA stage with a shot-to-shot energy stability of 3.9%. We
evaluated the influence of the timing jitter between the pump and seed pulses on
the spectral fluctuation of the two components. The spectral stability of the short
and long spectral components were measured to be 1.1 and 2.9 nm, respectively,
which corresponded to a timing jitter of 3.8 fs. A pair of broadband NIR chirped
mirrors [106] was set after the OPAs to compensate the group delay difference
between the two spectral components. To achieve type II phase matching in DFG, a
specially designed waveplate was used to rotate the polarization of the component
at 1200 nm by 90◦ while retaining the polarization of the 1400-nm component. The
NIR pulses were then fed into a 1-mm-thick LiGaS2 (LGS) crystal for DFG [107,
108]. Figure 6.5 plots the phase mismatch |∆kL| for phase matching in the xy-plane
of LGS with a pump at 1200 nm and L = 1 mm. The focused intensity at the LGS
crystal was estimated to be 200 GW/cm2. A germanium low-pass filter, indicated
as LPF in Fig. 6.2, was placed behind the crystal to remove the co-propagating NIR
pulses. The MIR pulse energy after the filter was measured to be 5 µJ. The MIR
spectrum is shown in Fig. 8.9(b) in Chap. 8, where the waveform characterization
of the MIR fields is demonstrated. As shown in Fig. 6.4(a), the tunable range of this
method is from 4.6 to 11 µm. The shorter wavelength limit is determined by the
gain bandwidth of BiBO where the parametric gain drops below 1.2 µm, while the
longer wavelength limit is determined by the transmission range of the LGS crystal.

6.2 Summary
In this chapter, an intense femtosecond MIR light source with passive CEP

stabilization using the novel dual-wavelength OPA is proposed and demonstrated.
Two-color NIR pulses with an energy of up to 500 µJ are produced from the dual-
wavelength OPA. Difference frequency mixing of the NIR pulses results in the 5 µJ
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Fig. 6.3: WLG spectrum in a 4-mm-thick YAG plate. The short wavelength components
below 1100 nm were cut by a Si filter.

Fig. 6.4: (a) Relative group delays of 300-mm-long fused silica [10]. (b) Typical output
spectra from the second stage OPA (OPA 2) in Fig. 6.2. The colors of the plots
correspond to the colors of the arrows in Fig. 6.4(a) that indicate the intervals of
the spectral peaks.

Fig. 6.5: Phase mismatch in 1-mm-thick LGS (xy-plane, pumped at 1.2 µm), calculated
from the Sellmeier equation in Ref. [109].

56 Chapter 6 Generation of carrier-envelope phase-stable intense mid-infrared pulses



MIR pulses spanning from 5 to 11 µm. The pulse characterization of the MIR pulses
by the EOS using 6.5-fs visible pulses and the passive CEP stabilization and its drift
will be presented in Chapter 8.
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7Generation of spectrally stable
6.5-fs visible pulses

7.1 Motivations
Sub-cycle spectroscopy requires short-wavelength probe pulses whose pulse

duration is much shorter than at least a half of one optical cycle of a CEP-stable
long-wavelength pump field. For example, MIR light fields with a wavelength of
8 µm needs the probe pulse duration well below 13.3 fs. Here the generation of
ultrashort visible pulses with a pulse duration of 6.5 fs is demonstrated. This visible
pulses are indispensable to characterize the waveform of the MIR pulses from the
dual-wavelength OPA, which were described in Chap. 6 as well as to probe sub-cycle
dynamics in transient absorption spectroscopy as will be presented in Chap. 11.

Ultrashort visible pulses can be achieved by several approaches. The first is a BBO-
based noncollinear OPA (NOPA) pumped by the second harmonic of Ti:sapphire
lasers [110, 111]. A NOPA is usually complicated and less stable due to many
nonlinear processes involved. In addition, the total beam path required to set the
NOPA is quite long, making difficult in synchronizing the MIR and probe pulses.
The second is to use self-phase modulation (SPM) in a gas-filled hollow fiber [112].
There are few applications in pump-probe spectroscopy [113], mainly because the
output spectra is less smooth than the output from NOPAs. Furthermore, good
pointing stability and short pulse duration (<30 fs) of the input pulses are necessary
for stable and broad output spectra.

In this chapter, we demonstrate the generation of 6.5-fs visible pulses adopting
spectral broadening based on filamentation in a gas-filled cell [114–117], which is
advantageous over the two approaches mentioned above in several aspects: (i) wide
and smooth output spectra that cover the visible region with an energy of >1 µJ, (ii)
free-space nonlinear propagation that has spatial filtering effects [118] as well as
removing the beam pointing issue, (iii) a wide acceptance range of the input pulse
duration up to ∼100 fs, and (iv) simplicity and robustness.

7.2 Experiment
7.2.1 Filamentation and pulse compression

Figure 7.1 shows the experimental setup of filamentation and pulse compression.
The output pulses from a Ti:sapphire CPA system (1 mJ, 40 fs, 800 nm) operated
at 1 kHz were loosely focused by a lens (f = 1000 mm) to a 1-m-long gas cell
filled with krypton at 1.8 atm. Filamentation in the gas cell produced white light
that covered from 350 to 2000 nm. Shorter wavelength components below 350
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Fig. 7.1: Schematic of the experimental setup. Note that all beams are perpendicularly
polarized with respect to the plane of the paper. The Brewster windows of the
gas-filled cell were drawn to be rotated by 90 degrees intentionally for readers.

Fig. 7.2: (a) Measured reflectivity and (b) group delay of the band-stop mirror.

nm are suppressed due to the low reflectivity of silver mirrors. As shown in Fig.
7.1, we used two kinds of dielectric mirrors for spectral selection and a pair of
chirp mirrors for pulse compression. First, the pulses were reflected 4 times on two
NIR band-stop mirrors (Tokai Optical Co., Ltd), which were specially designed to
suppress the fundamental spectral components in 720-850 nm. Figures 7.2a) and (b)
show the measured reflectivity and group delay of the band-stop mirror, respectively.
The reflectivity was measured with a spectrophotometer (JASCO Co., V-570), and
the group delays was measured by a home-built white-light interferometer [14].
The group delay dispersion is approximately −30 fs2 at 630 nm. This mirror can
efficiently block the fundamental components while it does not affect the phase
of the spectrally broadened components. This band-stop mirror was originally
designed for difference frequency generation between the short and long wavelength
components after spectral broadening [95]. Therefore, it has the high reflectivities in
a long-wavelength region above 850 nm. To reduce the remaining long-wavelength
components, we used two dielectric mirrors (Lattice Electro Optics, Inc., TLM2-600-
45). The incoming beam was s-polarized at these mirrors to maximize the reflected
bandwidth. In total, four bounces on the band-stop mirrors and two bounces on the
broadband dielectric mirrors allowed us to select the visible part in 530-700 nm,
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Fig. 7.3: Relative group delays of 1-m-long air (black line), 0.5-mm-thick fused silica (red
line), and 0.7-mm-thick CaF2 (blue dashed line).

as shown in the black line in Fig. 7.4(d). Dispersion compensation was achieved
by five bounces on each of a pair of chirped mirrors (Layertec GmbH, #111346,
approximately −80 fs2 per double bounces at 630 nm). This chirped mirror pair
can compensate the dispersion of 1.5-mm-thick fused silica or 2.1-mm-thick calcium
fluoride (CaF2) plates per one round trip. We slightly rotate a 2-mm-thick CaF2 plate
around the Brewster angle to control the dispersion by changing the incident angle.

Figure 7.3 shows the dispersion of 1-m-long air in the standard condition [119]
that is nearly identical to the dispersion of 0.5-mm-thick fused silica[104] or 0.7-
mm-thick CaF2 [120]. As can be seen in Fig. 7.3, the dispersion of the air would
significantly introduce the group delay dispersion when the propagation length
exceeds ∼0.1 m. Therefore, we optimized the dispersion of the visible pulses at the
point of use by adjusting the number of reflections on the chirped mirrors as well as
changing the effective thickness of a fused silica or CaF2 plate in the beam path.

The compressed pulses were characterized by the second-harmonic generation-
based frequency-resolved optical gating (SHG-FROG) [121, 122] that employed an
8-µm-thick BBO crystal. We obtained the nearly-transform-limited 6.5-fs pulses with
a pulse energy of 5 µJ and a smooth spectrum in 530-700 nm as shown in Fig. 7.4.

7.2.2 Beam profile and pointing stability measurement
The beam profile and pointing stability after the pulse compression are investi-

gated. Figures 7.5(a) and (b) show the near-field and the far-field beam profiles,
respectively. Because of the spatial filtering effect in filamentation, both of the beam
profiles had a nearly Gaussian shape. The 1/e2 intensity beam radii of the near-field
beam profile were measured to be 936 µm and 862 µm along the horizontal (X) and
vertical (Y) directions, respectively, and those of the far-field beam profile were 79
µm and 82 µm. Pointing stability of the beam before focusing was measured by a
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Fig. 7.4: Results of SHG-FROG measurement. (a), (b) Measured and reconstructed FROG
traces, respectively. (c) Retrieved temporal intensity profile (measured: 6.5 fs,
transform-limited case: 4.6 fs), (d) Intensity spectrum measured by a spectrometer
(black line), retrieved spectrum (red line), and retrieved spectral phase (blue line).

quadrant-cell photo-detector. The fluctuation of the beam center with respect to the
1/e2 intensity beam radius was ∼5×10−3.

7.2.3 Spectral stability measurement
We also measured the stability of the broadened spectral components from 400

to 700 nm since shot-to-shot reproducibility is essential for various spectroscopic
applications. A bandpass filter (Thorlabs, Inc., FESH0700) was set just behind
the gas-filled cell to select the spectral components from 400 to 700 nm, then
measured a collection of single-shot spectra using a spectrometer (Ocean Optics,
Inc., HR2000+). Figures 7.6 (a) and (b) show the averaged spectrum over 1,000
shots and the standard deviation of each spectral component, respectively. The
standard deviation of the pulse energies before filamentation process was measured
to be 1.97%. Figure 7.6(b) shows that the spectral instabilities of the white light in
420-650 nm were ∼2%, which are similar to the fluctuation of the input pulse energy.
The shot-to-shot fluctuation in 650-750 nm is slightly higher than that of 420-650
nm, which was probably due to the self-phase modulation in the exit window of the
cell. These results show that the white light continuum produced by filamentation
in a gas-filled cell is suitable for spectroscopic applications.
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Fig. 7.5: Beam profiles of the compressed pulse (a) before and (b) after focusing with a
concave mirror (f=300 mm).

Fig. 7.6: Results of the spectral stability measurement. (a) Averaged spectrum of 1,000
single-shot spectra. (b) Standard deviation of each spectral component.

7.2 Experiment 63



7.3 Summary
We produced 5-µJ, 6.5-fs visible pulses at a repetition rate of 1 kHz using filamen-

tation in a gas cell filled with krypton followed by spectral selection and dispersion
compensation by a combination of dielectric mirrors. This pulse compression scheme
is simple and robust, and can be easily integrated into intense ultrashort-pulse laser
systems. The generated visible pulses are used as a sub-cycle probe for the CEP-
stabilized MIR light fields in Chaps. 8 and 11. The shot-to-shot spectral instabilities
of the visible continuum were measured to be ∼2% (standard deviation) in 420-650
nm, which was almost the same as the energy fluctuation of the output pulses from
the Ti:sapphire chirped pulse amplifier. Note that, the smoothness and the stability
of the spectral profile are crucial for spectroscopic studies, as will be demonstrated
in Chap. 11.
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8Waveform characterization of MIR
light fields

In this chapter, the electro-optical sampling (EOS) technique [44] by a LGS crystal
is used to characterize the waveform of the MIR pulses, which was described in
Chap. 6. The visible pulses with a duration of 6.5 fs, presented in Chap. 7, are
used as a probe for the EOS. Timing-jitter between the MIR and visible pulses is
evaluated independently, verifying possibility to adopt the EOS technique in our
system. Long-term EOS measurements allow us to set the upper limit in the CEP
drift of the MIR pulses as well as the timing drift between the two pulses.

Direct sampling of an electric field has been realized to characterize a terahertz
electric field with synchronized 100-fs NIR pulses by either photoconductive switch-
ing [123] or the EOS [44]. This method has been extended into the MIR spectral
region by using few-cycle pulses in the NIR [124–128]. Recently, EOS of electric
waveforms at NIR wavelengths as short as 1.2 µm (230 THz) has been demonstrated
by use of 4-fs NIR pulses and a 10-µm-thick BBO crystal [129].

8.1 Electro-optic sampling of the MIR field
8.1.1 Timing jitter between MIR and visible pulses

The EOS technique requires strict synchronization between a waveform to be
characterized and a probe pulse. Large amount of the timing jitter may cause
smearing of the waveform. Therefore, we characterize the timing jitter between the
MIR pulses and the visible pulses by single-shot spectral interferometry. Especially,
in our optical setup, the distant between the beam splitter to the point where the
MIR and visible pulses are combined is about 10 meters, which is a quite different
and challenging situation compared to most cases (Fig. 6.2).

Figure 8.1 shows a schematic of the experimental setup of the timing-jitter
measurement. Instead of using the MIR pulses, we adopted the second harmonic of
the shorter-wavelength components of the DW-OPA outputs (∼ 1200 nm) and the
visible probe pulses, where there exists their spectral overlap around 600 nm. Figure
8.2 shows an example of the single-shot interferogram, from which the relative delay
between the two pulses is derived. A collection of the relative delays continuously
measured approximately 3300 shots is shown in Fig. 8.3. The standard deviation σ
was obtained to be 12.1 fs, which means around 68 percent of the data points are
within the range ±σ = 24.2 fs if we assume a normal distribution. Although this
value is comparable to a 1-cycle of MIR light fields, i.e., not so small, we decided
to proceed to EOS because the distribution seems to have a peak shape and we can
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Fig. 8.1: Schematic of the experimental setup of the timing-jitter measurement.

Fig. 8.2: Single-shot interferogram in the timing-jitter measurement.

expect that by just increasing the number of averaging improves the accuracy of the
measurement (law of large numbers).

8.1.2 Selection of a nonlinear crystal
A nonlinear crystal for the EOS must fulfill the following two conditions: (i)

transparency over the spectral ranges of both a waveform and a probe, (ii) pos-
sibility to obtain a crystal thin enough to fulfill the phase-matching condition in
a parametric interaction among the waveform, the probe, and resulting sum- or
difference-frequency. This condition is related to differential velocity between the
phase velocity of the target waveform and the group velocity of the probe pulse. In
addition to the above two conditions, large deff at the phase-matching condition and
small dispersion for the target waveforms and the sampling pulses are preferable.

ZnTe, GaP, or GaSe are usually used for the EOS in the MIR. However these
crystals are not transparent in the entire spectral range of the visible probe pulses
(500-700 nm). In our case, a nonlinear crystal must be transparent from less than
500 nm to over 10 µm. Table 8.1 shows the transmission ranges of MIR crystals.
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Fig. 8.3: Result of the timing-jitter measurement as a scatter plot (a) and a histogram (b).
The mean time of the relative delay was 548 fs and the standard deviation σ was
12.1 fs.

Fig. 8.4: Room-temperature transmission spectra for 2-mm-thick Li-containing ternary
chalcogenide crystals in the 0.25–1 µm and 2–25 µm ranges (after annealing in
Li2C vapor) [108].

Lithium-containing chalcogenide crystals, i.e., LiGaS2 (LGS), LiGaSe2 (LGSe), and
LiInS2 (LIS), are promising candidates [108]. Figure 8.4 shows the transmission
spectra of these crystals.

Among these chalcogenide crystals, because of preferable phase matching band-
width, we decided to use LGS. Figure 8.5 plots the value of phase mismatch |∆kL| of
the DFG process between MIR components (horizontal axis) and 600-nm component
(fixed) for phase matching in xy-plane of a 100-µm-thick LGS crystal.

The capability of LGS for the EOS has been experimentally checked as seen
in Fig 8.6. A 1-mm-thick LGS crystal (xy-plane) was used to generate sum-and
difference-frequency components shown by the red and blue lines of Fig. 8.6(b).
The whole band of the probe pulse (black line of Fig. 8.6b) is fully either up- or
down-converted with the 1-mm-thick LGS crystal, showing its capability in the EOS
measurement. Then, the minimum thickness of 15 µm is achieved by careful polish
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Tab. 8.1: Overview of the transmission ranges of MIR nonlinear crystals. The largest tensor
components are shown as d. Adapted from [130].

MIR nonlinear crystals Transparency range [µm] d [pm/V]

Oxide crystals
KNbO3 (KNO) 0.4–4.5 8
KTiOAsO4 (KTA) 0.4–4.0 2
KTiOPO4 (KTP) 0.4–4.5 2
LiIO3 (LIO) 0.3–6.0 2
LiNbO3 (LNO) 0.3–5.5 4
LiTaO3 (LTO) 0.3–5.5 7

Non-oxide crystals
AgGaS2 (AGS) 0.5–13 23
AgGaSe2 (AGSe) 0.7–18 41
CdSiP2 (CSP) 0.65–6.5 85
GaSe 0.65–18 54
HgGa2S4 (HGS) 0.5–13 31
LiGaS2 (LGS) 0.3–12 11
LiGaSe2 (LGSe) 0.4–13 18
LiInS2 (LIS) 0.4–12 16
LiInSe2 (LISe) 0.5–12 16
LiGaTe2 (LGT) 0.5–15 42
ZnGeP2 (ZGP) 2.0–11 23

Fig. 8.5: Phase mismatch of the DFG process between MIR components (horizontal axis)
and 600-nm component (fixed) for phase matching in xy-plane of a 100-µm-thick
LGS crystal, calculated from the Sellmeier equation in Ref. [108].
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Fig. 8.6: Nonlinear wave mixing between the MIR pulses and the visible pulses in a 1-
mm-thick LGS crystal (xy-plane). (a) Schematic of the experimental setup, (b)
Obtained results for SFG (red curve) and DFG (blue curve).

(Kogakugiken Corp.) to reduce the smearing effect due to the difference between
the phase velocity of the MIR fields and the group velocity of the sampling pulses.

8.1.3 Experimental setup
Figure 8.7 shows a schematic of the experimental setup. The MIR beam and

the visible beam are focused onto a 15-µm-thick free-standing LGS crystal by an
off-axis parabolic mirror (f = 100 mm) and a spherical mirror (f = 200 mm),
respectively. When the MIR pulses and the visible pulses are spatially and temporally
overlapped in the LGS, the polarization state of the visible pulses are modified by
the MIR fields. Their focal points are adjusted by using a pinhole and a power-meter
to maximize the spatial overlap at the focal position. The middle line, connected to
a spectrometer, is used to check the temporal (and spatial) overlap by measuring the
spectra of the visible component polarized perpendicular to the input visible probe.
After adjusting the overlaps, the visible beam is sent to the bottom line, where the
setup for balanced detection is implemented. A narrow band-pass filter (λc = 630
nm, FWHM 10 nm, Edmund Optics Inc.) is used to prevent smearing mainly due
to the chromatic dispersion of the following quarter-wave plate (for λ = 632.8 nm,
true-zero order, CRYLIGHT Photonics, Inc.), which is used to add the fixed bias.
Then, the visible beam is split by a polarizing beam splitter (Wollaston prism). Two
photo detectors (PD) of the same model (DET36A, Thorlabs, Inc.) are employed for
balanced detection.

Figure 8.8 shows a schematic of the signal processing electronics. The signals
from the two photo detectors are independently pre-amplified (SR240, Stanford
Research Systems, Inc.) and fed into a servo controller (LB1005, Newport Corp.),
where an output for error monitoring is used to obtain differential signals. Then,
the signals are integrated and averaged by SR250 (Stanford Research Systems, Inc.)
with the polarity of the signals inverted on every other shot before being added to
the moving average. SR250 and an A/D converter are triggered by 1kHz TTL signal
synchronized to the light pulses. Note that the MIR pulses are chopped down to 500
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Fig. 8.7: Experimental setup for electro-optic sampling. LGS, 15-µm-thick LGS crystal; Pol,
polarizer; BPF, narrow bandpass filter (CWL=630 nm, FWHM=10 nm); QWP,
quarter-wave plate; PBS, polarizing beam splitter; MM fiber, multi-mode fiber.

Fig. 8.8: Schematic of the signal processing electronics. PD, photo detector.
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Hz by a mechanical chopper (Fig. 8.7) while the visible pulses come in at 1 kHz;
therefore, inverting the polarity for every other shot (1kHz) enables us to detect
the differential signal between the pump on and pump off. After A/D conversion by
TUSB-0216ADM (TURTLE INDUSTRY Co., Ltd.), the signal was read out by a PC
and analyzed by a software. This PC is also used to control a delay stage to scan the
relative timing between the MIR and the visible.

8.1.4 Results
The gray curve in Fig. 8.9(a) shows a measured waveform. We calibrated this

waveform by considering two factors: (i) the temporal resolution determined by the
pulse duration of the probe pulses and (ii) the temporal walk-off between the probe
and MIR pulses inside the LGS crystal. These factors were considered by defining an
effective window function w(t) as

w(t) =
∫ ∆τ

0
I(t− τ) dτ , (8.1)

where I(t) is the temporal intensity profile of the probe pulse and ∆τ is the difference
between the phase delay of the MIR wave and the group delay of the probe pulse
in the LGS crystal. In our case, the window function w(t) is mostly determined by
the delay time difference ∆τ (∼ 15 fs). The power spectrum of the measured MIR
waveform is divided by the power spectrum of the window function w(t) to obtain a
calibrated spectrum, shown as the red curve in Fig. 8.9(b). After the Fourier trans-
form of the calibrated spectrum to the time domain without changing the spectral
phase, we obtained a calibrated waveform, shown as the red curve in Fig. 8.9(a).
The blue curve in Fig. 8.9(b) shows the group delay of the MIR waveform. The
calibrated spectrum (the red curve in Fig. 8.9b) agrees well with the spectrum (the
black curve in Fig. 8.9b) measured by a MIR multichannel spectrometer (Infrared
Systems Development Corporation, FPAS-6416), which validates the calibration
procedure. From the calibrated waveform, the pulse duration was determined to
be 70 fs (the full width at half maximum of the intensity distribution). The radius
of 1/e2 intensity of the MIR beam was measured by a knife-edge method to be 32
µm (Fig. 8.10), corresponding to a peak electric field amplitude of 56 MV/cm at the
focal point with a 5-µJ pulse energy. This spot size was about 1.5x diffraction limit.

We also tried an 8-mm-thick LGS crystal in DFG. Figure 8.11 shows the measured
MIR field and its spectrum for the case of the 8-mm-thick LGS crystal. The nar-
rowband and relatively long MIR fields (20 µJ, 209 fs, 65 MV/cm) were generated
because the phase-matching bandwidth becomes narrow and also the group velocity
mismatch between the pump and seed becomes large for thicker crystals. In this case,
Wavelength components above 6 µm cannot be generated due to the absorption of
the thick LGS crystal (see Fig. 8.4).

We measured the MIR waveforms repeatedly up to ∼ 6 hours to evaluate the CEP
stability and temporal drift between the MIR and probe pulses. Each scan took 12
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Fig. 8.9: (a) MIR waveform generated in a 1-mm-thick LGS crystal measured by EOS (5
µJ, 70 fs, 56 MV/cm). The gray and red curves are measured and calibrated
waveforms, respectively. (b) MIR spectra measured by a MIR spectrometer (black
curve) and EOS (red curve). The blue curve is the group delay of the measured
waveform.

Fig. 8.10: Results of the knife edge measurement.

Fig. 8.11: (a) MIR waveform generated in a 8-mm-thick LGS crystal measured by EOS (20
µJ, 209 fs, 65 MV/cm). The gray and red curves are measured and calibrated
waveforms, respectively. (b) MIR spectra measured by a MIR spectrometer (black
curve) and EOS (red curve). The blue curve is the group delay of the measured
waveform.
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Fig. 8.12: (a) Time evolution of the electro-optically sampled MIR waveforms. (b) Line
plots of the waveforms scanned at t = 0 and 6 hours.

minutes, and totally 31 scans were taken. Figures 8.12(a, b) show evolution of the
MIR waveforms and the waveforms of the first and last scans, respectively. The MIR
waveforms show the drift that corresponds to a timing drift of ∼ 5 fs over 6 hours.
As can be seen in Fig. 8.12(b), the two waveforms are almost identical except the
drift. It is likely that this time shift is due to the drift in the differential path length
between the MIR and visible probe arms. This drift corresponds to the effective CEP
shift of 0.57π rad assuming no timing drift. In the case of MIR generation in DFG
using two independent NIR OPAs [131], the long-term CEP stability was reported to
be more than π rad over 1 hour without feedback control. Compared to that report,
our inline method has better long-term CEP stability by a factor of ∼ 10.

8.2 Summary
In this chapter, the waveform of the CEP-stable MIR fields is characterized using

the EOS method by employing a 15-µm-thick LGS crystal, for the first time, to the
best of our knowledge. Ultrabroadband MIR pulses generated via DFG in a 1-mm-
thick LGS crystals are characterized to have a temporal duration of 2.5 cycles (5-11
µm, 5 µJ, 70 fs, 1 kHz), resulting in a peak electric field amplitude of 56 MV/cm.
While in the case of DFG in a 8-mm-thick LGS, narrowband long MIR pulses (∼5.5
µm, 20 µJ, 200 fs) were generated, leading to 65 MV/cm. The long term drifts in
the CEP and timing between the MIR and probe pulses have been evaluated over
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6 hours to be 0.57π rad and approximately 5 fs, respectively. By monitoring the
waveforms change during the 6-hour-long measurement, the timing drift seems to
be dominant in the system rather than the CEP drift.

74 Chapter 8 Waveform characterization of MIR light fields



Part III

Strong electric field processes in solids
induced by an intense mid-infrared light

source





9Part III: introduction and summary

In this part, we apply the CEP-stabilized intense MIR light source, which was de-
scribed in Part II, to solids to explore extreme nonlienar phenomena at fields exceed-
ing 10 MV/cm.

In Chap. 10, high-order harmonic generation (HHG) experiments have been
conducted using a semiconductor gallium selenide crystal as a target. We demon-
strate the ellipsometry of high harmonics radiated from solids, named high harmonic
ellipsometry. The generated high harmonics and their polarization properties reflect
the angstrom-order electronic structures of solids. Furthermore, a drastic transition
from conventional nonlinear optics to extreme nonlinear optics are manifested in
crystal-orientation dependence of high harmonic spectra.

In Chap. 11, electron dynamics under the strong MIR fields are explored by
sub-cycle transient absorption spectroscopy around the bandgap of solids. With a
weak-field excitation, the absorption modulation shows the clear signature of the
static Franz-Keldysh effect (FKE). On the other hand, with a strong-field excitation,
the absorption spectra are modulated with a clear phase correlation to the driving
electric fields, showing the transition from a FKE-originated response to an extremely
nonlinear optical response.
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本章については，5年以内に雑誌等で刊行予定の

ため，非公開． 



Chapter 11 
 

本章については，5年以内に雑誌等で刊行予定の
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12Conclusion and outlook

As my thesis work, I have demonstrated the development of the novel light sources
and the novel spectroscopic studies of strong electric field processes of solids. Figures
12.1 and 12.2 are the pictures of the laboratory where I have worked for this thesis.
Figure 12.1 was taken when I started my thesis work (March, 2014), and Fig. 12.2
was taken when the light source developments which demonstrated in this thesis
was nearly completed (December, 2015). Although I omitted to describe, I started
my work from the development of a Ti:sapphire CPA (15 mJ, 40 fs, 1 kHz) which
was used to pump the MIR system, starting from scratch. Figure 12.3 shows the
layout of the whole laser system.

In Chap. 6, we proposed and demonstrated the novel concept of OPA, which was
named as dual-wavelength OPA, for the generation of CEP-stable intense MIR pulses.
Thanks to this method, CEP-stable MIR fields with a peak electric field exceeding
50 MV/cm, which is enough strong to reach the regime of extreme nonlinear optics
(see Fig. 3.4), were generated. For the characterization of the generated MIR fields,
we introduced the novel scheme for the generation of sub-10 fs visible pulses with a
smooth and stable spectral profile in Chap. 7. By avoiding the use of the fundamental
spectral components, the pulse duration was shortened down to 6.5 fs in a simple
way. By combining the achievements in Chap. 6 and 7, we have demonstrated the
waveform characterization of the MIR fields in Chap. 8. The EOS of MIR fields by
visible pulses was enabled by the introduction of a recently developed nonlinear
optical crystal, LGS.

In Chap. 10, we proposed and demonstrated the novel spectroscopic concept,
which was named as high harmonic ellipsometry. Ellipsometric detection of the radi-
ated harmonics enabled us to probe the electronic structure of solids. Furthermore,
we observed a dramatic transition from "conventional" nonlinear optics to "extreme"
nonlinear optics through the crystal-orientation dependence of harmonics.

In Chap. 11, we tracked the electron dynamics under the irradiation of strong MIR
fields by observing the transient absorption around the bandgap. The observations
of the Franz-Keldysh oscillation above the bandgap induced by the light field and the
coherent electric-field-sign-dependent absorption modulation were demonstrated.
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Fig. 12.1: Picture of the laboratory taken in March 2014.

Fig. 12.2: Picture of the laboratory taken in December 2015.
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Fig. 12.3: Layout of the developed laser system.

The above experimental results show the possibility of coherent manipulation
of crystal electrons by controlling strong light fields, and seem to be opening the
way for ultra-highspeed (THz-PHz bandwidth) signal processing by light. I conclude
the thesis by discussing the outlook for strong field physics in solids, which is in its
dawning.

From the experimental point of view First of all, much more accumulation of the re-
sults of systematic experimental studies will be required to deepen the understanding
of strong field processes in solids. However, the difficulty of the generation of CEP-
stable intense long-wavelength fields is becoming a bottleneck to develop this field.
Although I have presented one possible solution in the thesis, i.e. dual-wavelength
OPA, further simplification of the experimental setup and improvement of the energy
conversion efficiency are desirable. These can be achieved in future by converting
Ti:sapphire laser pulses directly into MIR pulses, i.e., by reducing the number of
wavelength conversion, which complicates the setup and causes the energy loss.
Li-containing chalcogenides like LGS are promising candidates of nonlinear crystals
for this scheme.

It is noteworthy here that the air has strong absorption in the MIR, and the
operating wavelength of a strong MIR light source should be carefully chosen if the
system is operated in the ambient air. Figure 12.4 plots the calculated absorption
coefficients of water vapor and carbon dioxide, which dominate the absorption of the
air in the MIR range. The high-transmittance region between 8-14 µm is called the
infrared atmospheric window and suitable for the operation of strong and broadband
MIR pulses.
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In this thesis, we measured transient absorption on the sub-cycle time scale. This
approach can be further elaborated by measuring the phase and polarization of the
probe pulses that are expected to be modulated in the sub-cycle time scale as well.
In other words, full characterization of the probe pulses will allow us an access to
the field-driven electron dynamics in various aspects.

From the theoretical point of view The theory of strong field processes in solids
is still not well established because of many difficulties. In addition to that they
are essentially many-body problems, many of approximations, e.g., rotating wave
approximation (RWA), slowly varying envelope approximation (SVEA), effective
mass approximation etc., lost their validity except for the static field approximation.
Furthermore, the validity of the band theory is also suspicious because the energies
of light matter interaction, i.e., ~Ωtun, ~ΩB, ~ΩR, become comparable or even exceed
the energy scales of the bands, i.e., the bandgap energy Eg and the width of the
energy dispersion 2∆ (Fig. 2.7). In such situations, it seems necessary to begin with
the atomic orbitals as the basis set, and treat quantum mechanical hybridization and
interaction with the intense electromagnetic field on the same footing, as pointed
out in [138]. The formalism which is not depend on the band theory to treat
strong light-matter interaction in solids will be essential for the exact description
of the experimental results. The possibility of quantitative prediction, which will
lead strong field processes to practical applications, will be the key of the further
prosperity of this field.

Considering the rapid development of ultrafast laser technology, new methodol-
ogy to observe and manipulate crystal electrons on their natural time scales seems
to become feasible in near future. I hope my thesis work done here will contribute
to establishing the foundation of strong field science in solids.
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Fig. 12.4: Absorption coefficients of water vapor and carbon dioxide in the air, calculated
from HITRAN database [139] by Mr. Takeuchi.
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