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## Abstract

In this thesis, we show our development of the first-principles $G W+$ BetheSalpeter equation (BSE) method, which is based on many-body perturbation theory (MBPT), to extend its applicability and improve its accuracy. The $G W+\mathrm{BSE}$ method is recognized as a powerful and predictive tool for investigating optical spectra of condensed matter. However, there are still much room for development to maximize the potential. Our direction to go is in the development of the post-calculation analysis, or the exciton analysis. The conventional analysis method has been based on state-by-state visualization of the one-electron wave function, which is not only cumbersome and ambiguous but also illegitimate. In chapter 6 , we propose a method to analyze the exciton wave function and to classify excitons using two dimensionless parameters automatically and quantitatively. We expect that this method is an important step toward realization of an automatic classification required for a data-driven material design of organic solar cells. The second direction to go is to develop numerical procedures to solve $G W+\mathrm{BSE}$ to adapt to the recent massively parallel computers, which make it possible to increasing larger scale calculation year by year. In Chapter 7, we demonstrate that our $G W+\mathrm{BSE}$ code can accurately calculate carbon nanocages involving 198 atoms. By this, we can greatly extend the target of the study. The third direction to go is to improve the accuracy of the $G W+\mathrm{BSE}$ calculation. The inaccuracy is often associated with applying the $G W+\mathrm{BSE}$ method originally developed for extended systems to an isolated system. Indeed, the excitation energy of small molecules is seriously underestimated. This is considered due to neglect of the functional derivative of the electronhole interaction kernel of BSE. In Chapter 4, we newly formulate this term as the second-order correction, and in Chapter 8, we investigate the effect of the second-order correction on small molecules. We find that the secondorder correction close to the experimental results, but the amount of the correction is insufficient to overcome the underestimated excitation energies by about 1 eV . The result suggests that the second-order correction should be taken into account under the self-consistent $G W$ scheme instead of the $G_{0} W_{0}$ scheme taken in the present study.
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## Chapter 1

## Introduction

In condensed matter sciences, optical properties are extremely important in various fields such as optoelectronics, photovoltaics and photochemistry. The materials science will be greatly advanced if the optical properties can be accurately simulated from first-principles, and in addition, if the optical properties can be done systematically, the advance will be accelerated via a data-driven approach.

The first-principles calculation based on the many-body perturbation theory (MBPT) is particularly important in understanding the spectroscopic measurement, such as photoemission spectroscopy (PES) and absorption spectroscopy, because the calculation directly corresponds to the spectroscopic process. In PES, light is incident on a sample to measure the kinetic energy of the photoelectron, and the electronic property such as the ionization potential is investigated. In absorption spectroscopy, light is incident on a sample to measure the amount of the transmitted light, and the absorbance is expressed as a function of the photon energy: the peak position of the spectrum gives the excitation energy of the sample, and the peak intensity gives the transition probability. That is, in those spectroscopic measurement, light is incident as an external perturbation or a probe, and the excited state is investigated by measuring the response of the system. Therefore, a spectroscopy is considered as one of the perturbative methods to study linear or nonlinear response to an electron and a photon, to which MBPT is directly relevant.

One may consider the density functional theory (DFT) ${ }^{1-3)}$ is also relevant to the spectroscopy, but the standard DFT cannot be legitimately used because the theory is justified to the ground state calculation. Of course, DFT was extended to time-dependent (TD) systems, or to excited states,
but the exchange-correlation functional of the TD-DFT has so far been developed only for a nearly adiabatic electron dynamics and, in addition, the charge-transfer excitation and the Rydberg excitation are often inaccurately predicted.

In order to treat the excited state, the first-principles Green's function method has been developed on the basis of MBPT and provided us with a post-DFT approach to the excitation of a real material. The excitation or quasi-particle (QP) spectra are directly probed in a wide range of spectroscopic experiments, which is highly advantageous to intuitively understand the calculation results. The development was independently pioneered by Hybertsen et al. ${ }^{4}$ and Strinati et al..$^{5,6)}$. They showed, for several semiconductors and insulators, that the band gap comparable to the experimental one can be obtained by using the $G W$ approximation $(G W \mathrm{~A})^{7-9)}$ to describe the self-energy operator simply as a product of the one-particle Green's function $(G)$ and the dynamically screened Coulomb interaction $(W)$ within the random phase approximation (RPA). Thereafter, $G W$ A has been successfully applied to wide variety of materials. Later, the $G W$ A was applied to the self-energy operator appearing in the equation of motion of the two-particle Green's function, known as the Bethe-Salpeter equation (BSE) ${ }^{10-17}$ ). Application of the $G W+$ BSE method was pioneered by Onida et al. ${ }^{13)}$ who demonstrated, for an isolated sodium tetramer, that the optical spectra comparable to the experimental one are successfully obtained by incorporating the excitonic effect beyond the one-particle picture. The $G W+$ BSE method has now been recognized as one of the most reliable first-principles methods for the calculation of optical spectra. ${ }^{18-20)}$

In spite of the methodological developments done so far, the $G W+\mathrm{BSE}$ method is not as popular as DFT yet. This is not solely due to the fact that the $G W+$ BSE calculation is much more time-consuming. We consider it is also due to the fact that the potential ability of this method has not been made clear yet. For example, it is not clear what is the maximum size of the system practically accessible with the modern supercomputers and what is the typical accuracy feasibly achievable within $G W$ A. In addition, methods to get relevant information from the calculation have not been well prepared yet. The aim of this thesis is to answer some of these questions via demonstration calculations. We use a massively parallelized code to perform an unprecedentedly large scale calculation, to remove approximations so far made in addition to $G W \mathrm{~A}$, and to develop an analysis method of the exciton wave function.

To answer the first question, we will demonstrate in Chapter 7 that the $G W+$ BSE method with our program can accurately calculate carbon
nanocages involving 198 atoms.
To answer the second question, we will demonstrate in chapter 6 , a practical classification method of excitons. Although excitons are conceptually classified into local-, Rydberg-, or charge-transfer type, their classification has been ambiguous so far. The conventional analysis method has been based on state-by-state visualization of the one-electron wave function. In chapter 6 , we will propose a quantitative characterization method of exciton as a step toward enabling a data-driven material design of organic solar cells. ${ }^{21)}$

To answer the third question, we will analyze the excitation energy of small molecules. In $G W+$ BSE formalism, the electron-hole ( $e-h$ ) interaction kernel $K$ have been approximated in addition to $G W$ A. The $e-h$ interaction kernel $K$ is defined by the functional derivative of the self-energy operator $\Sigma$ with respect to the one-particle Green's function $G$, that is, $K:=i \delta\left(\Sigma^{\mathrm{H}}+\Sigma^{\mathrm{xc}}\right) / \delta G$, where $\Sigma^{\mathrm{H}}$ and $\Sigma^{\mathrm{xc}}$ are the Hartree and exchangecorrelation (xc) term, respectively. As $\Sigma^{\mathrm{xc}}=i G W$, the kernel can be written as $K=K^{\mathrm{x}}-W-G \delta W / \delta G$, where the first term $K^{\mathrm{x}}\left(:=i \delta \Sigma^{\mathrm{H}} / \delta G\right)$ is called the bare Coulomb exchange interaction, the second term corresponds to the screened Coulomb direct interaction $K^{\mathrm{d}}:=-W$ and the third term $G \delta W / \delta G=: K^{\prime}$ corresponds to the second-order correction of $W$ which has been neglected so far. This approximation was justified for semiconductor systems in which excitons are weakly bound and the binding energy is typically dozen of meV. ${ }^{22)}$ However, this approximation has been controversial for molecular systems. It was recently reported that the calculated optical gaps of small molecules are underestimated by about 1 eV and their binding energies are extremely large (about 10 eV ) ${ }^{23,24 \text { ), which implies the screen- }}$ ing is significantly small and the second-order correction is not negligible. In Chapter 8, we will demonstrate the effect of the second-order correction on small molecules.

This thesis is organized as follows: In Chapters 2-5, we will describe basic theories and methods in our $G W+$ BSE method. In Chapter 2, we will briefly describe DFT. In Chapter 3, we will describe the Hedin's equations and $G W$ A. In Chapter 4, we will describe not only $G W+\mathrm{BSE}$ formalism, but our formulation of the second-order correction. In chapter 5, we will describe our all-electron mixed basis approach.

In Chapter 6-8, we will describe demonstrations and applications by our $G W+$ BSE method. In Chapter 6 , we will develop an exciton analysis method to extend practicability of the $G W+\mathrm{BSE}$ method. In Chapter 7, we will calculate carbon nanocages involving 198 atoms to demonstrate applicability of the $G W+$ BSE method. In Chapter 8, we will investigate the
effect of the second-order correction to develop further improvement of the $G W+$ BSE method.

In Chapter 9, we will give summary and conclusion.
We use the Hartree atomic unit in this thesis.
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Figure 1.1: Physics and corresponding calculation method.

## Chapter 2

## Density Functional Theory

The density functional theory $(\mathrm{DFT})^{1-3)}$ is one of the most successful methods for calculating the many-electron system. DFT is important in our theory because the solution of the Kohn-Sham (KS) equation is taken as a unperturbed term in the Green's function method. Here, we briefly describe DFT.

Hamiltonian of an interacting $N$-electron system is given as

$$
\begin{equation*}
H=T+V_{\mathrm{ee}}+V_{\mathrm{ext}}, \tag{2.1}
\end{equation*}
$$

where the first, second and third term corresponds to the kinetic energy, the electron-electron Coulomb repulsive interaction and the electron-nuclear attractive interaction or external potential, respectively. These are written explicitly as

$$
\begin{align*}
T & =\sum_{i=1}^{N}\left(-\frac{1}{2} \nabla_{i}^{2}\right)  \tag{2.2}\\
V_{\mathrm{ee}} & =\frac{1}{2} \sum_{i \neq j}^{N} \frac{1}{\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right|}  \tag{2.3}\\
V_{\mathrm{ext}} & =\sum_{i=1}^{N} v_{\mathrm{ext}}\left(\boldsymbol{r}_{i}\right), \text { where } v_{\mathrm{ext}}(\boldsymbol{r})=-\sum_{J}^{\text {Allnuclei }} \frac{Z_{J}}{\left|\boldsymbol{r}-\boldsymbol{R}_{J}\right|} . \tag{2.4}
\end{align*}
$$

The Schrödinger equation is given as follows:

$$
\begin{equation*}
H \Psi\left(\boldsymbol{r}^{N}\right)=E \Psi\left(\boldsymbol{r}^{N}\right), \tag{2.5}
\end{equation*}
$$

where $\boldsymbol{r}^{N}$ is an abbreviation of $\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \ldots, \boldsymbol{r}_{N}$. We introduce the density operator $\hat{n}(\boldsymbol{r})=\sum_{i=1}^{N} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{i}\right)$. By using this operator, the density $n(\boldsymbol{r})$ is expressed as follows:

$$
\begin{align*}
n(\boldsymbol{r}) & =(\Psi, \hat{n}(\boldsymbol{r}) \Psi) \\
& =\int \Psi^{*}\left(\boldsymbol{r}^{N}\right) \hat{n}(\boldsymbol{r}) \Psi\left(\boldsymbol{r}^{N}\right) d \boldsymbol{r}^{N} . \tag{2.6}
\end{align*}
$$

In addition, the expectation value of an external potential $V_{\text {ext }}$ is expressed as follows:

$$
\begin{align*}
\left(\Psi, V_{\mathrm{ext}} \Psi\right) & =\int \Psi^{*}\left(\boldsymbol{r}^{N}\right)\left[\sum_{i=1}^{N} V_{\mathrm{ext}}\left(\boldsymbol{r}_{i}\right)\right] \Psi\left(\boldsymbol{r}^{N}\right) d \boldsymbol{r}^{N} \\
& =\int \Psi^{*}\left(\boldsymbol{r}^{N}\right)\left[\int \sum_{i=1}^{N} v_{\mathrm{ext}}\left(\boldsymbol{r}_{i}\right) \delta\left(\boldsymbol{r}-\boldsymbol{r}_{i}\right) d \boldsymbol{r}\right] \Psi\left(\boldsymbol{r}^{N}\right) d \boldsymbol{r}^{N} \\
& =\int v_{\mathrm{ext}}(\boldsymbol{r}) n(\boldsymbol{r}) d \boldsymbol{r} . \tag{2.7}
\end{align*}
$$

In 1964, Hohenberg-Kohn (HK) proved the basic theorem of $\mathrm{DFT}^{1}$ ). The theorem is divided into two parts.

## Hohenberg-Kohn theorem 1

If a ground state is not degenerated, the external potential $V_{\text {ext }}(\boldsymbol{r})$ is uniquely determined by the density $n(\boldsymbol{r})$, besides a trivial additive constant.

## (proof)

We assume that there exists two external potentials $V_{\text {ext }}$ and $V_{\text {ext }}^{\prime}$ which are different more than an additive constant and give a common electronic density $n$. Let the Hamiltonians $H$ and $H^{\prime}$ include $V_{\text {ext }}$ and $V_{\text {ext }}$, respectively. As a preparation, we prove that $H$ and $H^{\prime}$ do not have a common eigenstate $\Psi$. Here we assume that

$$
\begin{aligned}
H \Psi & =E \Psi, \\
H^{\prime} \Psi & =E^{\prime} \Psi .
\end{aligned}
$$

Taking difference between the above two equations, we obtain

$$
\left(V_{\mathrm{ext}}-V_{\mathrm{ext}}^{\prime}\right) \Psi=\left(E-E^{\prime}\right) \Psi .
$$

$\Psi$ identically is not equal to zero, and $V_{\text {ext }}-V_{\text {ext }}^{\prime}=E-E^{\prime}$, which is a contradiction to the assumption that two potentials are different more than an additive constant.

From here on, let $\Psi$ and $\Psi^{\prime}$ are eigenstates for $H$ and $H^{\prime}$, respectively. Let us consider the following two Schrödinger equations

$$
\begin{aligned}
H \Psi & =E \Psi \\
H^{\prime} \Psi^{\prime} & =E^{\prime} \Psi^{\prime}
\end{aligned}
$$

By considering $\Psi \neq \Psi^{\prime}$ and the Schrödinger-Ritz variational principle, we obtain the following inequality

$$
\begin{aligned}
E=(\Psi, \hat{H} \Psi) & <\left(\Psi^{\prime}, \hat{H} \Psi^{\prime}\right) \\
& =\left(\Psi^{\prime},\left(\hat{H}^{\prime}-\hat{V}_{\mathrm{ext}}^{\prime}+\hat{V}_{\mathrm{ext}}\right) \Psi^{\prime}\right) \\
& =E^{\prime}+\int\left[v_{\mathrm{ext}}(\boldsymbol{r})-v_{\mathrm{ext}}^{\prime}(\boldsymbol{r})\right] n(\boldsymbol{r}) d \boldsymbol{r}
\end{aligned}
$$

Similarily for $E^{\prime}$, we obtain

$$
E^{\prime}<E+\int\left[v_{\mathrm{ext}}^{\prime}(\boldsymbol{r})-v_{\mathrm{ext}}(\boldsymbol{r})\right] n(\boldsymbol{r}) d \boldsymbol{r}
$$

Adding two above inequalities, we obtain

$$
E+E^{\prime}<E+E^{\prime}
$$

which is a contradiction.
Since $n(\boldsymbol{r})$ uniquely determines $V_{\text {ext }}$, it also determines the ground state wave function $\Psi$, which should be obtained by solving the full many-body Schrödinger equation. Therefore, there exists a unique and universal functional of the electronic density $n(\boldsymbol{r})$ which determines the ground state. Defining the functional $F$ as

$$
\begin{equation*}
F[n(\boldsymbol{r})]:=\left(\Psi,\left(T+V_{\mathrm{ee}}\right) \Psi\right) \tag{2.8}
\end{equation*}
$$

we can express the ground state energy as follows:

$$
\begin{equation*}
E_{v}[n(\boldsymbol{r})]=\int v_{\mathrm{ext}}(\boldsymbol{r}) n(\boldsymbol{r}) d \boldsymbol{r}+F[n(\boldsymbol{r})] \tag{2.9}
\end{equation*}
$$

Next we prove the HK second theorem which corresponds to the variational principle to the ground state energy.

## Hohenberg-Kohn theorem 2

$E_{v}[n(\boldsymbol{r})]$ takes the minimum value for the exact $n(\boldsymbol{r})$.
(proof)

$$
\begin{aligned}
E_{v}\left[\Psi^{\prime}\right] & =\left(\Psi^{\prime}, V_{\mathrm{ext}} \Psi^{\prime}\right)+\left(\Psi^{\prime},\left(T+V_{\mathrm{ee}}\right) \Psi^{\prime}\right) \\
& =\int v_{\mathrm{ext}}(\boldsymbol{r}) n^{\prime}(\boldsymbol{r}) d \boldsymbol{r}+F\left[n^{\prime}(\boldsymbol{r})\right] \\
& >E_{v}[\Psi]=\int v_{\mathrm{ext}}(\boldsymbol{r}) n(\boldsymbol{r}) d \boldsymbol{r}+F[n(\boldsymbol{r})] .
\end{aligned}
$$

The HK second theorem states that if $E_{v}[n]$ takes the minimum value, $n[\boldsymbol{r}]$ is the correct density of the ground state. As a preparation, we transform $E_{v}[n]$ as follows:

$$
\begin{array}{r}
E_{v}[n]=T_{\mathrm{s}}[n]+\int v_{\mathrm{ext}}(\boldsymbol{r}) n(\boldsymbol{r}) d \boldsymbol{r}+J[n]+E_{\mathrm{xc}}[n], \\
J[n]:=\frac{1}{2} \iint \frac{n(\boldsymbol{r}) n\left(\boldsymbol{r}^{\prime}\right)}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} d \boldsymbol{r} d \boldsymbol{r}^{\prime} . \tag{2.11}
\end{array}
$$

Here, $T_{\mathrm{s}}[n]$ is the kinetic energy of the non-interacting reference system, and the subscript "s" indicates single-particle; $J[n]$ corresponds to the classical electrostatic energy (so-called Hartree term), $E_{\mathrm{xc}}$ is the exchange-correlation (xc) energy which is the sum of the exchange and the correlation energy. $E_{\mathrm{xc}}$ is defined as follows:

$$
\begin{equation*}
E_{\mathrm{xc}}[n]:=F[n]-T_{\mathrm{s}}[n]-J[n] . \tag{2.12}
\end{equation*}
$$

Defining $T[n]:=(\Psi, T \Psi)$ and $E_{\text {ee }}[n]:=\left(\Psi, V_{\mathrm{ee}} \Psi\right)$, we have

$$
\begin{equation*}
E_{\mathrm{xc}}[n]=\left(T[n]-T_{\mathrm{s}}[n]\right)+\left(E_{\mathrm{ee}}[n]-J[n]\right) . \tag{2.13}
\end{equation*}
$$

The first term of r.h.s is the difference between the kinetic energies of the real and reference system, the second term is the electron-electron interacting energy except for the classical electrostatic energy. In this reference system, each electron is in motion under an effective potential $v_{\text {eff }}$

$$
\begin{equation*}
\left[-\frac{1}{2} \nabla^{2}+v_{\mathrm{eff}}[n](\boldsymbol{r})\right] \phi_{i}(\boldsymbol{r})=\varepsilon_{i} \phi_{i}(\boldsymbol{r}) . \tag{2.14}
\end{equation*}
$$

Since there is no interaction in this reference system, the many-body wave function is expressed by the Slater determinant consisting of the one-electron orbital (KS orbital) $\left\{\phi_{i}\right\}$. Therefore the density $n(\boldsymbol{r})$ is given as follows:

$$
\begin{equation*}
n(\boldsymbol{r})=\sum_{i=1}^{N}\left|\phi_{i}(\boldsymbol{r})\right|^{2} . \tag{2.15}
\end{equation*}
$$

Since the kinetic energy operator is the one-body operator, kinetic energy $T_{\mathrm{s}}$ in the reference system is given as follows:

$$
\begin{equation*}
T_{\mathrm{s}}[n]=\sum_{i=1}^{N}\left\langle\phi_{i}\right|-\frac{1}{2} \nabla^{2}\left|\phi_{i}\right\rangle \tag{2.16}
\end{equation*}
$$

By using Eq. (2.14), $T_{\mathrm{s}}$ is also expressed as follows:

$$
\begin{equation*}
T_{\mathrm{s}}=\sum_{i=1}^{N} \varepsilon_{i}-\int v_{\mathrm{eff}}(\boldsymbol{r}) n(\boldsymbol{r}) d \boldsymbol{r} \tag{2.17}
\end{equation*}
$$

We determine $v_{\text {eff }}(\boldsymbol{r})$ by using the variational method. In Eq. (2.17), taking variance as $\phi_{i} \rightarrow \phi_{i}+\delta \phi_{i}$, we obtain

$$
\begin{align*}
& \sum_{i=1}^{N}\left(\left\langle\delta \phi_{i}\right|-\frac{1}{2} \nabla^{2}\left|\phi_{i}\right\rangle+\text { c.c. }\right)=\sum_{i=1}^{N} \delta \varepsilon_{i}-\int \delta v_{\mathrm{eff}}(\boldsymbol{r}) n(\boldsymbol{r}) d \boldsymbol{r}-\int v_{\mathrm{eff}}(\boldsymbol{r}) \sum_{i=1}^{N}\left(\delta \phi_{i}^{*} \phi_{i}+\text { c.c. }\right) d \boldsymbol{r} \\
& \sum_{i=1}^{N}\left(\left\langle\delta \phi_{i}\right|-\frac{1}{2} \nabla^{2}+v_{\mathrm{eff}}\left|\phi_{i}\right\rangle+\text { c.c. }\right)=\sum_{i=1}^{N} \delta \varepsilon_{i}-\int \delta v_{\mathrm{eff}}(\boldsymbol{r}) n(\boldsymbol{r}) d \boldsymbol{r} \\
& \sum_{i=1}^{N} \varepsilon_{i} \delta\left\langle\phi_{i} \mid \phi_{i}\right\rangle=\sum_{i=1}^{N} \delta \varepsilon_{i}-\int \delta v_{\mathrm{eff}}(\boldsymbol{r}) n(\boldsymbol{r}) d \boldsymbol{r} \\
& \therefore \sum_{i=1}^{N} \delta \epsilon_{i}=\int \delta v_{\mathrm{eff}}(\boldsymbol{r}) n(\boldsymbol{r}) d \boldsymbol{r} \tag{2.18}
\end{align*}
$$

By using Eqs. $(2.17),(2.18)$, a variation of $E_{v}[n]$ is given as follows:
$\delta E_{v}[n]=-\int \delta n(\boldsymbol{r}) v_{\mathrm{eff}}(\boldsymbol{r}) d \boldsymbol{r}+\int \delta n(\boldsymbol{r})\left[v_{\mathrm{ext}}(\boldsymbol{r})+\int \frac{n\left(\boldsymbol{r}^{\prime}\right)}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} d \boldsymbol{r}^{\prime}+\frac{\delta E_{\mathrm{xc}}[n]}{\delta n(\boldsymbol{r})}\right] d \boldsymbol{r}$.

Under the constraint of a fixed number of electrons

$$
\begin{equation*}
\int d \boldsymbol{r} \delta n(\boldsymbol{r})=0 \tag{2.20}
\end{equation*}
$$

if $\delta E_{v}=0$ for $\delta n(\boldsymbol{r})$, then we obtain

$$
\begin{equation*}
v_{\mathrm{eff}}(\boldsymbol{r})=v_{\mathrm{ext}}(\boldsymbol{r})+\int \frac{n\left(\boldsymbol{r}^{\prime}\right)}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} d \boldsymbol{r}^{\prime}+v_{\mathrm{xc}}(\boldsymbol{r}) \tag{2.21}
\end{equation*}
$$

besides a trivial additive constant. Here, we defined the xc potential $v_{\mathrm{xc}}(\boldsymbol{r})$

$$
\begin{equation*}
v_{\mathrm{xc}}(\boldsymbol{r}):=\frac{\delta E_{\mathrm{xc}}[n]}{\delta n(\boldsymbol{r})} . \tag{2.22}
\end{equation*}
$$

Substitung Eq. (2.17) into Eq. (2.10), we obtain

$$
\begin{equation*}
E_{v}[n]=\sum_{i} \varepsilon_{i}-J[n]+E_{\mathrm{xc}}[n]-\int v_{\mathrm{xc}}(\boldsymbol{r}) n(\boldsymbol{r}) d \boldsymbol{r} \tag{2.23}
\end{equation*}
$$

Consequently, if we obtain the eigenvalues $\left\{\varepsilon_{i}\right\}$ and the eigenfunctions $\left\{\phi_{i}\right\}$ for the KS equation, we can immediately calculate the total energy from the above equation.

Summarizing the above, if we solve the one-body problem or KS equation, we can calculate the exact total energy of the ground state. However, we have never mentioned specific expression of the xc energy $E_{\mathrm{xc}}$ and its functional derivative $v_{\mathrm{xc}}$. That is, in order to perform specific calculations, we need the expression for $E_{\mathrm{xc}}$ even though it is approximate.

If we find the exact xc energy $E_{\mathrm{xc}}$ and its functional derivative $v_{\mathrm{xc}}(\boldsymbol{r})=$ $\delta E_{\mathrm{xc}}[n] / \delta n(\boldsymbol{r})$, we can generally resolve the many-electron problem. However, it is highly difficult. We introduce the local density approximation (LDA) for the xc energy

$$
\begin{equation*}
E_{\mathrm{xc}}[n] \simeq \int n(\boldsymbol{r}) \varepsilon_{\mathrm{xc}}(n) d \boldsymbol{r} \tag{2.24}
\end{equation*}
$$

where $\varepsilon_{\mathrm{xc}}(n)$ denotes the xc energy per particle of a homogeneous electron gas of density $n$. The corresponding xc potential $v_{\mathrm{xc}}(\boldsymbol{r})$ becomes

$$
\begin{equation*}
v_{\mathrm{xc}}(\boldsymbol{r})=\varepsilon_{\mathrm{xc}}(n(\boldsymbol{r}))+\left.\frac{d \varepsilon_{\mathrm{xc}}(n)}{d n}\right|_{n=n(\boldsymbol{r})} \tag{2.25}
\end{equation*}
$$

The xc energy density $\varepsilon_{\mathrm{xc}}$ is a sum of the exchange part $\varepsilon_{\mathrm{x}}$ and the correlation part $\varepsilon_{\mathrm{c}}$. The exchange energy density is exactly given by

$$
\begin{equation*}
\varepsilon_{\mathrm{x}}\left(r_{s}\right)=-\frac{0.4582}{r_{s}} \mathrm{Ha} \tag{2.26}
\end{equation*}
$$

where $r_{s}$ is the dimensionless parameter defined by

$$
r_{s}=\left(\frac{3}{4 \pi n}\right)^{\frac{1}{3}}
$$

The most accurate correlation energy was calculated using quantum Monte Carlo simulations by Ceperley and Alder ${ }^{25)}$, and has been parametrized by Perdew and Zunger ${ }^{26)}$

$$
\varepsilon_{\mathrm{c}}\left(r_{s}\right)=\left\{\begin{array}{l}
-0.1413 /\left(1+1.0529 \sqrt{r_{s}}+0.3334 r_{s}\right) \mathrm{Ha} \quad \text { for } r_{s} \geq 1 \\
-0.0480+0.0311 \ln r_{s}-0.0116 r_{s}+0.0020 r_{s} \ln r_{s} \mathrm{Ha} \text { for } r_{s} \leq 1
\end{array}\right.
$$

Although the KS equation is the eigenvalue equation, the potential $v_{\text {eff }}[n](\boldsymbol{r})$ is dependent on the eigenfunction $\left\{\phi_{i}\right\}$ which we seek. Thus, we need to self-consistently solve the KS equation. Firstly, we specify an initial density which, in general, is expressed by a sum of the density of each atom. Next we calculate $v_{\text {eff }}$ or the KS Hamiltonian and subsequently calculate the eigenvalue $\varepsilon_{i}$ and the eigenfunction $\phi_{i}$ via diagonalization. Finally, we check the difference of the input and output density. If the difference is sufficiently small, we terminate the calculation, otherwise we make a new density for the next step. We iterate this procedure until it is converged.


Figure 2.1: Flowchart of the SCF calculation.

## Chapter 3

## Hedin's equations and $G W$ approximation

### 3.1 Schwinger's trick

From this section, we introduce the second quantization and abbreviated notations $i=\left\{\boldsymbol{r}_{\boldsymbol{i}}, \sigma_{i}\right\}$ and $\boldsymbol{i}=\left\{\boldsymbol{r}_{\boldsymbol{i}}, \sigma_{i}, t_{i}\right\}$. The Hamiltonian of interacting electrons is given as follows:

$$
\begin{equation*}
H=\int d 1 \psi^{\dagger}(1) h\left(\boldsymbol{r}_{\mathbf{1}}\right) \psi(1)+\frac{1}{2} \int d 11^{\prime} \psi^{\dagger}(1) \psi^{\dagger}\left(1^{\prime}\right) v\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{1}}^{\prime}\right) \psi\left(1^{\prime}\right) \psi(1), \tag{3.1}
\end{equation*}
$$

where

$$
\begin{array}{r}
h(\boldsymbol{r})=-\frac{1}{2} \nabla^{2}+V_{\mathrm{ext}}(\boldsymbol{r}), \\
v\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=\frac{1}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} . \tag{3.3}
\end{array}
$$

We also consider the following external perturbation $H^{\prime}$

$$
\begin{equation*}
H^{\prime}\left(t_{2}\right)=\int d 2 u(\mathbf{2}) n(2), \tag{3.4}
\end{equation*}
$$

where $u(\mathbf{2})$ is an arbitrary external potential which is put to zero at the end, and $n(2)=\psi^{\dagger}(2) \psi(2)$ is the number density operator. Note that we consider the Hamiltonian $H$ including two-body operator is the unperturbed term, and $H^{\prime}$ is the perturbation. We define the interaction picture as follows:

$$
\begin{equation*}
\psi(\mathbf{1}):=e^{i H t_{1}} \psi(1) e^{-i H t_{1}} . \tag{3.5}
\end{equation*}
$$

In the interaction picture, Eq. (3.4) becomes

$$
\begin{align*}
H_{I}^{\prime}\left(t_{2}\right) & =e^{i H t_{2}} H^{\prime}\left(t_{2}\right) e^{-i H t_{2}}  \tag{3.6}\\
& =\int d 2 u(\mathbf{2}) n(\mathbf{2}) \tag{3.7}
\end{align*}
$$

We introduce the (formal) operator $S\left(t_{a}, t_{b}\right)$

$$
\begin{equation*}
S\left(t_{a}, t_{b}\right)=\exp \left[-i \int_{t_{b}}^{t_{a}} d t_{2} H_{I}^{\prime}\left(t_{2}\right)\right] \tag{3.8}
\end{equation*}
$$

and its simplified operator $S$

$$
\begin{equation*}
S:=S(-\infty, \infty)=\exp \left[-i \int d \mathbf{2} u(\mathbf{2}) n(\mathbf{2})\right] \tag{3.9}
\end{equation*}
$$

Note that $T\left[S\left(t_{a}, t_{b}\right)\right]$ and $T[S]$ are the time evolution operator and $S$-matrix, respectively, where $T$ is the Dyson's time-ordering operator. By using the above preparation, the generalized one-particle Green's function $G$ is defined as follows:

$$
\begin{equation*}
G\left(\mathbf{1}, \mathbf{1}^{\prime}\right):=-i \frac{\langle N, 0| T\left[S \psi(\mathbf{1}) \psi^{\dagger}\left(\mathbf{1}^{\prime}\right)\right]|N, 0\rangle}{\langle N, 0| T[S]|N, 0\rangle} \tag{3.10}
\end{equation*}
$$

where $|N, 0\rangle$ is the ground state of the unperturbed $N$-electrons system. Similarly, the generalized two-particle Green's function $G_{2}$ is defined as follows:

$$
\begin{equation*}
G_{2}\left(\mathbf{1}, \mathbf{1}^{\prime}, \mathbf{2}, \mathbf{2}^{\prime}\right):=(-i)^{2} \frac{\langle N, 0| T\left[S \psi(\mathbf{1}) \psi(\mathbf{2}) \psi^{\dagger}\left(\mathbf{2}^{\prime}\right) \psi^{\dagger}\left(\mathbf{1}^{\prime}\right)\right]|N, 0\rangle}{\langle N, 0| T[S]|N, 0\rangle} \tag{3.11}
\end{equation*}
$$

Eqs. (3.10) and (3.11) reduce to the definition of the ordinary Green's functions as $u \rightarrow 0$. Notice also that all the $u$-dependence in the generalized Green's functions is contained in the operator $S$. Applying the chain rule shown in Appendix B, first order variation of $G$ caused by $u$ is given as

$$
\begin{equation*}
\delta G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)=-i \frac{\langle N, 0| T\left[\delta S \psi(\mathbf{1}) \psi^{\dagger}\left(\mathbf{1}^{\prime}\right)\right]|N, 0\rangle}{\langle N, 0| T[S]|N, 0\rangle}-G\left(\mathbf{1}, \mathbf{1}^{\prime}\right) \frac{\langle N, 0| T[\delta S]|N, 0\rangle}{\langle N, 0| T[S]|N, 0\rangle} \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta S=-i S \int d \mathbf{2} \delta u(\mathbf{2}) n(\mathbf{2}) \tag{3.13}
\end{equation*}
$$

We obtain the Schwinger's trick ${ }^{7,17,27)}$ from the above equation

$$
\begin{equation*}
\frac{\delta G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)}{\delta u(\mathbf{2})}=-G_{2}\left(\mathbf{1}, \mathbf{1}^{\prime}, \mathbf{2}, \mathbf{2}^{+}\right)+i G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)\langle n(\mathbf{2})\rangle \tag{3.14}
\end{equation*}
$$

This identity allows us to truncate the hierarchy of Green's functions. In the hierarchy, the equation of motion for the one-particle Green's function includes the two-particle Green's function, and similarly the equation of motion for the two-particle Green's function include the three-particle Green's function and so on. It is conceivable that this hierarchical structure makes impossible to exactly solve the Green's function of many-electron systems. However, the Schwinger's trick shows that the two-particle Green's function can be expressed by the one-particle Green's function although the functional derivative term with respect to $u$ is unknown. Since linear-responce functions such as the polarizability are naturally defined as the functional derivative with respect to an external perturbation, this form is advantageous for relating to physical quantities. From the next section, we will derive the Hedin's equations from the Schwinger's trick (3.14).

To discuss coupling of external perturbations to momentum, energy, or angular momentum densities, as well as to number density, it is convenient to consider a nonlocal external potential $u\left(\mathbf{2}, \mathbf{2}^{\prime}\right)$ in space and time. That is, the operator $S$ is generalized as follows:

$$
\begin{equation*}
S=\exp \left[-i \int d \mathbf{2 2}^{\prime} \psi^{\dagger}(\mathbf{2}) u\left(\mathbf{2}, \mathbf{2}^{\prime}\right) \psi\left(\mathbf{2}^{\prime}\right)\right] \tag{3.15}
\end{equation*}
$$

We find that $u\left(\mathbf{2}, \mathbf{2}^{\prime}\right)$ represents a disturbance in which a particle is removed from the system at $\mathbf{2}$ and added at $\mathbf{2}^{\prime}$. In addition, the Schwinger's trick (3.14) is easily generalized as follows:

$$
\begin{equation*}
\frac{\delta G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)}{\delta u\left(\mathbf{2}, \mathbf{2}^{\prime}\right)}=-G_{2}\left(\mathbf{1}, \mathbf{1}^{\prime}, \mathbf{2}^{\prime}, \mathbf{2}\right)+G\left(\mathbf{1}, \mathbf{1}^{\prime}\right) G\left(\mathbf{2}^{\prime}, \mathbf{2}\right) \tag{3.16}
\end{equation*}
$$

In Chapter 4, the above generalization plays an essential role.

### 3.2 The Dyson equation

Before considering the equation of motion for the one-particle Green's function $G$, we summarize the following properties of the operator $S$

- group property

$$
\begin{equation*}
T\left[S\left(t_{a}, t_{b}\right)\right]=T\left[S\left(t_{a}, t_{b}\right)\right] T\left[S\left(t_{b}, t_{c}\right)\right] \tag{3.17}
\end{equation*}
$$

- assuming $t_{a}>t_{1}>t_{2}>t_{b}$, decomposition property

$$
\begin{equation*}
T\left[S\left(t_{a}, t_{b}\right) \psi(\mathbf{1}) \psi(\mathbf{2})\right]=T\left[S\left(t_{a}, t_{1}\right)\right] \psi(\mathbf{1}) T\left[S\left(t_{1}, t_{2}\right)\right] \psi(\mathbf{2}) T\left[S\left(t_{2}, t_{b}\right)\right] \tag{3.18}
\end{equation*}
$$

- time derivatives

$$
\begin{align*}
\frac{\partial}{\partial t_{a}} T\left[S\left(t_{a}, t_{b}\right)\right] & =-i H_{I}^{\prime}\left(t_{a}\right) T\left[S\left(t_{a}, t_{b}\right)\right],  \tag{3.19a}\\
\frac{\partial}{\partial t_{b}} T\left[S\left(t_{a}, t_{b}\right)\right] & =i T\left[S\left(t_{a}, t_{b}\right)\right] H_{I}^{\prime}\left(t_{b}\right) . \tag{3.19b}
\end{align*}
$$

Moreover, the time derivative of the field operator is given as

$$
\begin{equation*}
\frac{\partial}{\partial t_{1}} \psi(\mathbf{1})=-i\left[h(1)+\int d \mathbf{3} v(\mathbf{1}, \mathbf{3}) \psi^{\dagger}(\mathbf{3}) \psi(\mathbf{3})\right] \psi(\mathbf{1}) \tag{3.20}
\end{equation*}
$$

where $v(\mathbf{1}, \mathbf{3})=v\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{3}}\right) \delta\left(t_{1}-t_{3}\right)$. From here on, we consider the timederivative of the one-particle Green's function and omit the denominator $\langle N, 0| T[S]|N, 0\rangle$ for simplicity. Then, we have

$$
\begin{gather*}
i \frac{\partial}{\partial t_{1}} G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)=\frac{\partial}{\partial t_{1}}\left[\theta\left(t_{1}-t_{1}^{\prime}\right)\langle N, 0| T\left[S\left(\infty, t_{1}\right)\right] \psi(\mathbf{1}) T\left[S\left(t_{1}, t_{1}^{\prime}\right)\right] \psi^{\dagger}\left(\mathbf{1}^{\prime}\right) T\left[S\left(t_{1}^{\prime},-\infty\right)\right]|N, 0\rangle\right. \\
\left.\quad-\theta\left(t_{1}^{\prime}-t_{1}\right)\langle N, 0| T\left[S\left(\infty, t_{1}^{\prime}\right)\right] \psi^{\dagger}\left(\mathbf{1}^{\prime}\right) T\left[S\left(t_{1}^{\prime}, t_{1}\right)\right] \psi(\mathbf{1}) T\left[S\left(t_{1},-\infty\right)\right]|N, 0\rangle\right] . \tag{3.21}
\end{gather*}
$$

Now we evaluate the time-derivative appearing on the r.h.s of Eq. (3.21). Firstly, noting that $\partial / \partial t \theta(t)=\delta(t)$ and $S(t, t)=1$, the derivative of $\theta$ yields

$$
\begin{aligned}
R_{1} & =\delta\left(t_{1}-t_{1}^{\prime}\right)\langle N, 0| T\left[S e^{i H t_{1}}\left\{\psi(1), \psi^{\dagger}\left(1^{\prime}\right)\right\} e^{-i H t_{1}}\right]|N, 0\rangle \\
& =\delta\left(\mathbf{1}, \mathbf{1}^{\prime}\right) .
\end{aligned}
$$

Secondly, taking the derivative of four $S \mathrm{~s}$, we get

$$
\begin{aligned}
R_{2}= & {\left[i \theta\left(t_{1}-t_{1}^{\prime}\right)\langle N, 0| T\left[S\left(\infty, t_{1}\right)\right]\left[H_{I}^{\prime}\left(t_{1}\right), \psi(\mathbf{1})\right] T\left[S\left(t_{1}, t_{1}^{\prime}\right)\right] \psi^{\dagger}\left(\mathbf{1}^{\prime}\right) T\left[S\left(t_{1}^{\prime},-\infty\right)\right]|N, 0\rangle\right.} \\
& \left.-i \theta\left(t_{1}^{\prime}-t_{1}\right)\langle N, 0| T\left[S\left(\infty, t_{1}^{\prime}\right)\right] \psi^{\dagger}\left(\mathbf{1}^{\prime}\right) T\left[S\left(t_{1}^{\prime}, t_{1}\right)\right]\left[H_{I}^{\prime}\left(t_{1}\right), \psi(\mathbf{1})\right] T\left[S\left(t_{1},-\infty\right)\right]|N, 0\rangle\right],
\end{aligned}
$$

by using $[A B, C]=A\{B, C\}-\{A, C\} B$, we obtain

$$
\left[H^{\prime}\left(t_{1}\right), \psi(1)\right]=-u(\mathbf{1}) \psi(1)
$$

that is, the above equation becomes

$$
R_{2}=-u(\mathbf{1}) G\left(\mathbf{1}, \mathbf{1}^{\prime}\right) .
$$

Thirdly, taking the derivative of the field operator $\psi$, we get

$$
R_{3}=h(1) G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)-i \int d \mathbf{2} v(\mathbf{1}, \mathbf{2}) G_{2}\left(\mathbf{1}, \mathbf{1}^{\prime}, \mathbf{2}^{+}, \mathbf{2}^{++}\right),
$$

where we wrote $\psi^{\dagger}(\mathbf{2}) \psi(\mathbf{2}) \psi(\mathbf{1})=-\psi(\mathbf{1}) \psi\left(\mathbf{2}^{+}\right) \psi^{\dagger}\left(\mathbf{2}^{++}\right)$in order to remain the time order. Summing $R_{1}-R_{3}$, we obtain

$$
\begin{equation*}
\left[i \frac{\partial}{\partial t_{1}}-h(1)-u(\mathbf{1})\right] G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)+i \int d \mathbf{2} v(\mathbf{1}, \mathbf{2}) G_{2}\left(\mathbf{1}, \mathbf{1}^{\prime}, \mathbf{2}^{+}, \mathbf{2}^{++}\right)=\delta\left(\mathbf{1}, \mathbf{1}^{\prime}\right) . \tag{3.22}
\end{equation*}
$$

Substituting the Schwinger's trick (3.14) to the above equation, we can rewrite Eq. (3.22) as

$$
\begin{equation*}
\left[i \frac{\partial}{\partial t_{1}}-h(1)-u(\mathbf{1})-v^{\mathrm{H}}(\mathbf{1})\right] G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)-i \int d \mathbf{2} v\left(\mathbf{1}^{+}, \mathbf{2}\right) \frac{\delta G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)}{\delta u(\mathbf{2})}=\delta\left(\mathbf{1}, \mathbf{1}^{\prime}\right) \tag{3.23}
\end{equation*}
$$

where we defined the Hartree potential $v^{\mathrm{H}}$ as follows:

$$
\begin{equation*}
v^{\mathrm{H}}(\mathbf{1}):=\int d \mathbf{2} v(\mathbf{1}, \mathbf{2})\langle n(\mathbf{2})\rangle . \tag{3.24}
\end{equation*}
$$

Here we define the self-energy operator $\Sigma$ as follows:

$$
\begin{align*}
\Sigma\left(\mathbf{1}, \mathbf{1}^{\prime}\right) & :=v^{\mathrm{H}}(\mathbf{1}) \delta\left(\mathbf{1}, \mathbf{1}^{\prime}\right)+i \int d \mathbf{2} \mathbf{3} v\left(\mathbf{1}^{+}, \mathbf{2}\right) \frac{\delta G(\mathbf{1}, \mathbf{3})}{\delta u(\mathbf{2})} G^{-1}\left(\mathbf{3}, \mathbf{1}^{\prime}\right)  \tag{3.25}\\
& =: \Sigma^{\mathrm{H}}\left(\mathbf{1}, \mathbf{1}^{\prime}\right)+\Sigma^{\mathrm{xc}}\left(\mathbf{1}, \mathbf{1}^{\prime}\right) \tag{3.26}
\end{align*}
$$

Finally, we obtain the differential form of the Dyson equation

$$
\begin{equation*}
\left[i \frac{\partial}{\partial t_{1}}-h(1)\right] G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)-\int d \mathbf{2} \Sigma(\mathbf{1}, \mathbf{2}) G\left(\mathbf{2}, \mathbf{1}^{\prime}\right)=\delta\left(\mathbf{1}, \mathbf{1}^{\prime}\right) \tag{3.27}
\end{equation*}
$$

where we omitted the infinitesimal potential $u$. We introduce the unperturbed one-particle Green's function $G^{(0)}$ as follows:

$$
\begin{equation*}
\left[i \frac{\partial}{\partial t_{1}}-h(1)\right] G^{(0)}\left(\mathbf{1}, \mathbf{1}^{\prime}\right)=\delta\left(\mathbf{1}, \mathbf{1}^{\prime}\right) \tag{3.28}
\end{equation*}
$$

using the above, Eq. (3.27) becomes

$$
\begin{align*}
& \int d \mathbf{2} G^{(0)^{-1}}(\mathbf{1}, \mathbf{2}) G\left(\mathbf{2}, \mathbf{1}^{\prime}\right)-\int d \mathbf{2} \Sigma(\mathbf{1}, \mathbf{2}) G\left(\mathbf{2}, \mathbf{1}^{\prime}\right)=\delta\left(\mathbf{1}, \mathbf{1}^{\prime}\right) \\
& \therefore G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)=G^{(0)}\left(\mathbf{1}, \mathbf{1}^{\prime}\right)+\int d \mathbf{2} \mathbf{3} G^{(0)}(\mathbf{1}, \mathbf{2}) \Sigma(\mathbf{2}, \mathbf{3}) G\left(\mathbf{3}, \mathbf{1}^{\prime}\right) \tag{3.29}
\end{align*}
$$

This is the integral form of the Dyson equation.

### 3.3 Polarizability, vertex function and dynamically screened Coulomb interaction

The self-energy operator $\Sigma$ still depends on the infinitesimal potential $u$. In this section, by introducing liner response functions, we remove this dependency. As a preparation, we introduce the total potential $V$ which is the sum of the infinitesimal potential $u$ and the Hartree potential $v^{\mathrm{H}}$

$$
\begin{equation*}
V(\mathbf{1}):=u(\mathbf{1})+v^{\mathrm{H}}(\mathbf{1}) . \tag{3.30}
\end{equation*}
$$

We define the irreducible vertex function $\Gamma$ as follows:

$$
\begin{align*}
\Gamma(\mathbf{1}, \mathbf{2} ; \mathbf{3}) & :=-\frac{\delta G^{-1}(\mathbf{1}, \mathbf{2})}{\delta V(\mathbf{3})}  \tag{3.31}\\
& =-\frac{\delta}{\delta V(\mathbf{3})}\left[G^{(0)^{-1}}(\mathbf{1}, \mathbf{2})-V(\mathbf{1}) \delta(\mathbf{1}, \mathbf{2})-\Sigma^{\mathrm{xc}}(\mathbf{1}, \mathbf{2})\right] \\
& =\delta(\mathbf{1}, \mathbf{2}) \delta(\mathbf{1}, \mathbf{3})+\frac{\delta \Sigma^{\mathrm{xc}}(\mathbf{1}, \mathbf{2})}{\delta V(\mathbf{3})} . \tag{3.32}
\end{align*}
$$

We can rewrite the vertex function $\Gamma$ as an integral form by using the chain rule and Eq. (B.5) in Appendix B

$$
\begin{align*}
\Gamma(\mathbf{1}, \mathbf{2} ; \mathbf{3}) & =\delta(\mathbf{1}, \mathbf{2}) \delta(\mathbf{1}, \mathbf{3})+\int d \mathbf{4} 5 \frac{\delta \Sigma^{\mathrm{xc}}(\mathbf{1}, \mathbf{2})}{\delta G(\mathbf{4}, \mathbf{5})} \frac{\delta G(\mathbf{4}, \mathbf{5})}{\delta V(\mathbf{3})} \\
& =\delta(\mathbf{1}, \mathbf{2}) \delta(\mathbf{1}, \mathbf{3})-\int d \mathbf{4} \mathbf{6} \mathbf{6} \frac{\delta \Sigma^{\mathrm{xc}}(\mathbf{1}, \mathbf{2})}{\delta G(\mathbf{4}, \mathbf{5})} G(\mathbf{4}, \mathbf{6}) \frac{\delta G^{-1}(\mathbf{6}, \mathbf{7})}{\delta V(\mathbf{3})} G(\mathbf{7}, \mathbf{5}) \\
& =\delta(\mathbf{1}, \mathbf{2}) \delta(\mathbf{1}, \mathbf{3})+\int d \mathbf{4} 567 \frac{\delta \Sigma^{\mathrm{xc}}(\mathbf{1}, \mathbf{2})}{\delta G(\mathbf{4}, \mathbf{5})} G(\mathbf{4}, \mathbf{6}) G(\mathbf{7}, \mathbf{5}) \Gamma(\mathbf{6}, \mathbf{7} ; \mathbf{3}) . \tag{3.33}
\end{align*}
$$

We define the irreducible polarizability $P$ as follows:

$$
\begin{align*}
P(\mathbf{1}, \mathbf{2}) & :=\frac{\delta\langle n(\mathbf{1})\rangle}{\delta V(\mathbf{2})}  \tag{3.34}\\
& =i \int d \mathbf{3} 4 G(\mathbf{1}, \mathbf{3}) \frac{\delta G^{-1}(\mathbf{3}, \mathbf{4})}{\delta V(\mathbf{2})} G\left(\mathbf{4}, \mathbf{1}^{+}\right) \\
& =-i \int d \mathbf{3} 4 G(\mathbf{1}, \mathbf{3}) G\left(\mathbf{4}, \mathbf{1}^{+}\right) \Gamma(\mathbf{3}, \mathbf{4} ; \mathbf{2}) . \tag{3.35}
\end{align*}
$$

We define the longitudinal dielectric function $\epsilon$ as follows:

$$
\begin{align*}
\epsilon^{-1}(\mathbf{1}, \mathbf{2}) & :=\frac{\delta V(\mathbf{1})}{\delta u(\mathbf{2})}  \tag{3.36}\\
& =\delta(\mathbf{1}, \mathbf{2})+\int d \mathbf{3} v(\mathbf{1}, \mathbf{3}) \frac{\delta\langle n(\mathbf{3})\rangle}{\delta u(\mathbf{2})} \\
& =: \delta(\mathbf{1}, \mathbf{2})+\int d \mathbf{3} v(\mathbf{1}, \mathbf{3}) \chi(\mathbf{3}, \mathbf{2}) \tag{3.37}
\end{align*}
$$

where we defined the reducible polarizability $\chi . \epsilon$ is a measure of the effect of shielding classical Coulomb interaction. By using the dielectric function $\epsilon$, we define the dynamically screened Coulomb interaction $W$ as follows:

$$
\begin{align*}
W(\mathbf{1}, \mathbf{2}) & :=\int d \mathbf{3} \epsilon^{-1}(\mathbf{1}, \mathbf{3}) v(\mathbf{3}, \mathbf{2})  \tag{3.38}\\
& =v(\mathbf{1}, \mathbf{2})+\int d \mathbf{3} 45 v(\mathbf{1}, \mathbf{4}) \frac{\delta\langle n(\mathbf{4})\rangle}{\delta V(\mathbf{5})} \frac{\delta V(\mathbf{5})}{\delta u(\mathbf{3})} v(\mathbf{3}, \mathbf{2})  \tag{3.39}\\
& =v(\mathbf{1}, \mathbf{2})+\int d \mathbf{3} 4 v(\mathbf{1}, \mathbf{3}) P(\mathbf{3}, \mathbf{4}) W(\mathbf{4}, \mathbf{2}) \tag{3.40}
\end{align*}
$$

Finally, we can rewrite the xc self-energy operator $\Sigma^{x c}$ without the infinitesimal potential $u$

$$
\begin{align*}
\Sigma^{\mathrm{xc}}(\mathbf{1}, \mathbf{2}) & =i \int d \mathbf{3} 4 v\left(\mathbf{1}^{+}, \mathbf{3}\right) \frac{\delta G(\mathbf{1}, \mathbf{4})}{\delta u(\mathbf{3})} G^{-1}(\mathbf{4}, \mathbf{2}) \\
& =-i \int d \mathbf{3} 456 \mathbf{7} v\left(\mathbf{1}^{+}, \mathbf{3}\right) \frac{\delta V(\mathbf{5})}{\delta u(\mathbf{3})} G(\mathbf{1}, \mathbf{6}) \frac{\delta G^{-1}(\mathbf{6}, \mathbf{7})}{\delta V(\mathbf{5})} G(\mathbf{7}, \mathbf{4}) G^{-1}(\mathbf{4}, \mathbf{2}) \\
& =i \int d \mathbf{5} \mathbf{6} W\left(\mathbf{1}^{+}, \mathbf{5}\right) G(\mathbf{1}, \mathbf{6}) \Gamma(\mathbf{6}, \mathbf{2} ; \mathbf{5}) . \tag{3.41}
\end{align*}
$$

Here we summarize the above results as the Hedin's equations and show those Feynman diagrams in Fig. 3.1.

$$
\begin{align*}
& G(\mathbf{1}, \mathbf{2})=G^{(0)}(\mathbf{1}, \mathbf{2})+\int d \mathbf{3} 4 G^{(0)}(\mathbf{1}, \mathbf{3}) \Sigma(\mathbf{3}, \mathbf{4}) G(\mathbf{4}, \mathbf{2})  \tag{3.42a}\\
& \Sigma^{\mathrm{xc}}(\mathbf{1}, \mathbf{2})=i \int d \mathbf{3} 4 W\left(\mathbf{1}^{+}, \mathbf{3}\right) G(\mathbf{1}, \mathbf{4}) \Gamma(\mathbf{4}, \mathbf{2} ; \mathbf{3})  \tag{3.42b}\\
& P(\mathbf{1}, \mathbf{2})=-i \int d \mathbf{3} 4 G(\mathbf{1}, \mathbf{3}) G\left(\mathbf{4}, \mathbf{1}^{+}\right) \Gamma(\mathbf{3}, \mathbf{4} ; \mathbf{2})  \tag{3.42c}\\
& W(\mathbf{1}, \mathbf{2})=v(\mathbf{1}, \mathbf{2})+\int d \mathbf{3} \mathbf{4} v(\mathbf{1}, \mathbf{3}) P(\mathbf{3}, \mathbf{4}) W(\mathbf{4}, \mathbf{2})  \tag{3.42~d}\\
& \Gamma(\mathbf{1}, \mathbf{2} ; \mathbf{3})=\delta(\mathbf{1}, \mathbf{2}) \delta(\mathbf{1}, \mathbf{3})+\int d \mathbf{4 5 6 7} \frac{\delta \Sigma^{\mathrm{xc}}(\mathbf{1}, \mathbf{2})}{\delta G(\mathbf{4}, \mathbf{5})} G(\mathbf{4}, \mathbf{6}) G(\mathbf{7}, \mathbf{5}) \Gamma(\mathbf{6}, \mathbf{7} ; \mathbf{3}) \tag{3.42e}
\end{align*}
$$



Figure 3.1: Feynman diagrams of the Hedin's equations

## 3.4 $G W$ approximation

We can, in principle, solve the Hedin's equations because they include five unknown functions and five equations. Firstly, setting the xc self-energy
operator $\Sigma^{\mathrm{xc}}$ equal to zero, the second term on r.h.s of Eq. (3.42e) is equal to zero, thus the irreducible vertex function $\Gamma$ becomes

$$
\begin{equation*}
\Gamma(\mathbf{1}, \mathbf{2} ; \mathbf{3})=\delta(\mathbf{1}, \mathbf{2}) \delta(\mathbf{1}, \mathbf{3}) \tag{3.43}
\end{equation*}
$$

Secondly, substituting the above equation into Eq. (3.42c), the polarization function $P$ becomes

$$
\begin{equation*}
P(\mathbf{1}, \mathbf{2})=-i G(\mathbf{1}, \mathbf{2}) G\left(\mathbf{2}, \mathbf{1}^{+}\right) \tag{3.44}
\end{equation*}
$$

Thirdly, substituting the above equation into Eq. (3.42d), we obtain the dynamical screened Coulomb interaction $W$

$$
\begin{equation*}
W(\mathbf{1}, \mathbf{2})=v(\mathbf{1}, \mathbf{2})+\int d \mathbf{3} 4 v(\mathbf{1}, \mathbf{3}) P(\mathbf{3}, \mathbf{4}) W(\mathbf{4}, \mathbf{2}) \tag{3.45}
\end{equation*}
$$

Finally, we obtain renewed xc self-energy operator $\Sigma_{\mathrm{xc}}$

$$
\begin{equation*}
\Sigma^{\mathrm{xc}}(\mathbf{1}, \mathbf{2})=i W\left(\mathbf{1}^{+}, \mathbf{2}\right) G(\mathbf{1}, \mathbf{2}) \tag{3.46}
\end{equation*}
$$

thus, we obtain renewed Green's function $G$. Iterating procedures mentioned above, in principles, we obtain exact Green's function $G$. This scheme is called the $G W \Gamma$ scheme since $\Sigma^{\mathrm{xc}}=-i G W \Gamma$. However, this scheme is not only highly complicated, but also specific expression of the vertex function $\Gamma$ is still unknown. In general, the xc self-energy operator $\Sigma^{\mathrm{xc}}$ is calculated by the $G W$ approximation $(G W \mathrm{~A})^{4-7,9)}$, which is simply given as a product of $G$ and $W$, i.e., $\Sigma^{\mathrm{xc}}=i G W$ or $\Gamma=1$. Furthermore we call the one-shot $G W$ or $G_{0} W_{0}{ }^{28,29)}$ which truncates $G W$ A with a single update and call it the selfconsistent $G W(\operatorname{sc} G W)^{30-34)}$ to repeat it until convergence. The one-shot $G W$ has been successfully applied to wide variety of materials to calculate (inverse) photoemission spectra. The sc $G W$ calculation does not always improve the one-shot $G W$, usually the QP energy gap is overestimated. ${ }^{35)}$ However, it is advantageous that sc $G W$ allows to calculate the total energy of the system with the Luttinger-Ward (LW) functional ${ }^{36}$ ).

From here on, we show the one-shot $G W$ scheme in practice. We assume hamiltonian $H$ conserves each spin of electrons so that Green's functions are diagonal for spin components; $G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)=G\left(\mathbf{1}, \mathbf{1}^{\prime}\right) \delta_{\sigma_{1} \sigma_{1}^{\prime}}$. We refer to $|N \pm 1, n \boldsymbol{k} \sigma\rangle$ as $n$th eigenstates added or removed one-electron with spin $\sigma$ to ground states of a $N$ electron system. Substituting the completeness


Figure 3.2: Symbolitical representation of the practical solution of the Hedin's equations or GW $\Gamma$ Scheme.
relation $\sum_{n \boldsymbol{k} \sigma}|N \pm 1, n \boldsymbol{k} \sigma\rangle\langle N \pm 1, n \boldsymbol{k} \sigma|$ to Eq. (3.10), we obtain

$$
\begin{align*}
G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)= & -i \delta_{\sigma_{1} \sigma_{1}^{\prime}} \sum_{n \boldsymbol{k}}\langle N, 0| \psi(\mathbf{1})\left|N+1, n \boldsymbol{k} \sigma_{1}\right\rangle\left\langle N+1, n \boldsymbol{k} \sigma_{1}\right| \psi^{\dagger}\left(\mathbf{1}^{\prime}\right)|N, 0\rangle \theta\left(t_{1}-t_{1}^{\prime}\right) \\
& +i \delta_{\sigma_{1} \sigma_{1}^{\prime}} \sum_{n \boldsymbol{k}}\langle N, 0| \psi^{\dagger}\left(\mathbf{1}^{\prime}\right)\left|N-1, n \boldsymbol{k} \sigma_{1}\right\rangle\left\langle N-1, n \boldsymbol{k} \sigma_{1}\right| \psi(\mathbf{1})|N, 0\rangle \theta\left(t_{1}^{\prime}-t_{1}\right) \tag{3.47}
\end{align*}
$$

Intermediate states of the first and second term correspond to a $N+1$ and a $N-1$ electron system, respectively. The former corresponds to adding one electron to empty states, while the latter corresponds to removing one electron from occupied states. That is, these quasiparticles correspond to "electron" and "hole", respectively. By using $\psi(\mathbf{1})=e^{i H t_{1}} \psi(1) e^{-i H t_{1}}, \psi^{\dagger}\left(\mathbf{1}^{\prime}\right)=$ $e^{i H t_{1}^{\prime}} \psi^{\dagger}\left(1^{\prime}\right) e^{-i H t_{1}^{\prime}}, H$ may be replaced by its eigenvalues

$$
\begin{aligned}
\langle N, 0| \psi(\mathbf{1})\left|N+1, n \boldsymbol{k} \sigma_{1}\right\rangle & =\langle N, 0| \psi(1)\left|N+1, n \boldsymbol{k} \sigma_{1}\right\rangle e^{-i\left(E_{n \boldsymbol{k} \sigma_{1}}^{N+1}-E_{0}^{N}\right) t_{1}} \\
\left\langle N-1, n \boldsymbol{k} \sigma_{1}\right| \psi(\mathbf{1})|N, 0\rangle & =\left\langle N-1, n \boldsymbol{k} \sigma_{1}\right| \psi(1)|N, 0\rangle e^{-i\left(E_{0}^{N}-E_{n \boldsymbol{k} \sigma_{1}}^{N-1}\right) t_{1}}
\end{aligned}
$$

We define the QP wave functions $\phi_{n}$ and the QP energy $\epsilon_{n \boldsymbol{k} \sigma}$ of "electron" and "hole" as follows:

$$
\phi_{n \boldsymbol{k}}(1):=\left\{\begin{array}{cc}
\langle N, 0| \psi(1)\left|N+1, n \boldsymbol{k} \sigma_{1}\right\rangle & (\mathrm{emp})  \tag{3.48}\\
\left\langle N-1, n \boldsymbol{k} \sigma_{1}\right| \psi(1)|N, 0\rangle & (\mathrm{occ})
\end{array}\right.
$$


(a) one-shot $G W$ or $G_{0} W_{0}$

(b) $\mathrm{sc} G W$

Figure 3.3: Symbolical $G W$ A schemes are shown. (a) one-shot $G W$ or $G_{0} W_{0}$ (b) self-consistent $G W$ (sc $G W)$

$$
\epsilon_{n \boldsymbol{k} \sigma}:=\left\{\begin{array}{lc}
E_{n \boldsymbol{k} \sigma}^{N+1}-E_{0}^{N} & (\mathrm{emp})  \tag{3.49}\\
E_{0}^{N}-E_{n \boldsymbol{k} \sigma}^{N-1} & (\mathrm{occ})
\end{array} .\right.
$$

By using the above equations, we can rewrite Eq. (3.47) as follows:

$$
\begin{align*}
G\left(\mathbf{1}, \mathbf{1}^{\prime}\right)= & -i \delta_{\sigma_{1} \sigma_{1}^{\prime}} \sum_{c \boldsymbol{k}} e^{-i \epsilon_{c \boldsymbol{k} \sigma_{1}}\left(t_{1}-t_{1}^{\prime}\right)} \phi_{c \boldsymbol{k}}(1) \phi_{c \boldsymbol{k}}^{*}\left(1^{\prime}\right) \theta\left(t_{1}-t_{1}^{\prime}\right) \\
& +i \delta_{\sigma_{1} \sigma_{1}^{\prime}} \sum_{v \boldsymbol{k}} e^{-i \epsilon_{v \boldsymbol{k} \sigma_{1}}\left(t_{1}-t_{1}^{\prime}\right)} \phi_{v \boldsymbol{k}}(1) \phi_{v \boldsymbol{k}}^{*}\left(1^{\prime}\right) \theta\left(t_{1}^{\prime}-t_{1}\right) \tag{3.50}
\end{align*}
$$

where $c$ and $v$ are running for empty and occupied states, respectively. When
$G$ is Fourier transformed in time, we have

$$
\begin{align*}
G\left(1,1^{\prime}, \omega\right) & :=\int_{-\infty}^{\infty} d\left(t_{1}-t_{1}^{\prime}\right) e^{i \omega\left(t_{1}-t_{1}^{\prime}\right)} G\left(1,1^{\prime}, t_{1}-t_{1}^{\prime}\right) \\
& =\delta_{\sigma_{1} \sigma_{1}^{\prime}} \sum_{n \boldsymbol{k}} \frac{\phi_{n \boldsymbol{k}}(1) \phi_{n \boldsymbol{k}}^{*}\left(1^{\prime}\right)}{\omega-\epsilon_{n \boldsymbol{k} \sigma_{1}}-i \delta_{n \boldsymbol{k} \sigma_{1}}} \tag{3.51}
\end{align*}
$$

where $\delta_{n \boldsymbol{k} \sigma_{1}}$ is $0^{+}\left(-0^{+}\right)$for occupied (empty) states. The QP wavefunction also satisfies the following Dyson equation

$$
\begin{equation*}
H_{0} \phi_{n \boldsymbol{k}}(1)+\int d \boldsymbol{r}_{\mathbf{2}} \Sigma^{\mathrm{xc}}\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{2}} ; \varepsilon_{n \boldsymbol{k} \sigma_{1}}\right) \phi_{n \boldsymbol{k} \sigma_{1}}\left(\boldsymbol{r}_{\mathbf{2}}\right)=\varepsilon_{n \boldsymbol{k} \sigma_{1}} \phi_{n \boldsymbol{k}}(1), \tag{3.52}
\end{equation*}
$$

where $H_{0}$ is the one-body part of the hamiltonian which includes the Hartree potential. By using Eqs. (3.44), (3.47), the polarizability $P$ in $G W$ A is given as follows:

$$
\begin{align*}
P\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2} ; \omega\right) & =-i \sum_{\sigma} \int_{-\infty}^{\infty} \frac{d \omega^{\prime}}{2 \pi} G_{\sigma}^{0}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2} ; \omega\right) G_{\sigma}^{0}\left(\boldsymbol{r}_{2}, \boldsymbol{r}_{1} ; \omega^{\prime}-\omega\right) \\
& =\sum_{\sigma} \sum_{n \boldsymbol{k}} \sum_{n^{\prime} \boldsymbol{k}^{\prime}} \frac{\phi_{n \boldsymbol{k} \sigma}\left(\boldsymbol{r}_{1}\right) \phi_{n^{\prime} \boldsymbol{k}^{\prime} \sigma}^{*}\left(\boldsymbol{r}_{1}\right) \phi_{n \boldsymbol{k} \sigma}^{*}\left(\boldsymbol{r}_{2}\right) \phi_{n^{\prime} \boldsymbol{k}^{\prime} \sigma}\left(\boldsymbol{r}_{2}\right)}{\omega-\varepsilon_{n \boldsymbol{k} \sigma}+\varepsilon_{n^{\prime} \boldsymbol{k}^{\prime} \sigma}-i \delta_{n \boldsymbol{k} \sigma}}\left(f_{n^{\prime} \boldsymbol{k}^{\prime} \sigma}-f_{n \boldsymbol{k} \sigma}\right) \tag{3.53}
\end{align*}
$$

where $f_{n k \sigma}$ is the Fermi distribution function, and each term of the summation is non-zero if and only if one of $n \boldsymbol{k} \sigma$ and $n^{\prime} \boldsymbol{k}^{\prime} \sigma$ is occupied and the another one is unoccupied. Defining the Fourier transform for spacecoordinates as follows:

$$
\begin{equation*}
P\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{2}} ; \omega\right)=\sum_{\boldsymbol{q}} \sum_{\boldsymbol{G} \boldsymbol{G}^{\prime}} e^{-i(\boldsymbol{q}+\boldsymbol{G}) \cdot \boldsymbol{r}_{\mathbf{1}}} P_{\boldsymbol{G} \boldsymbol{G}^{\prime}}(\boldsymbol{q}, \omega) e^{i\left(\boldsymbol{q}+\boldsymbol{G}^{\prime}\right) \cdot \boldsymbol{r}_{\mathbf{2}}} \tag{3.54}
\end{equation*}
$$

we obtain
$P_{\boldsymbol{G} \boldsymbol{G}^{\prime}}(\boldsymbol{q}, \omega)=\sum_{\sigma} \sum_{n n^{\prime} \boldsymbol{k}} \frac{\langle n \boldsymbol{k} \sigma| e^{-i(\boldsymbol{q}+\boldsymbol{G}) \cdot \boldsymbol{r}}\left|n^{\prime} \boldsymbol{k}+\boldsymbol{q} \sigma\right\rangle\left\langle n^{\prime} \boldsymbol{k}+\boldsymbol{q} \sigma\right| e^{i\left(\boldsymbol{q}+\boldsymbol{G}^{\prime}\right) \cdot \boldsymbol{r}^{\prime}}|n \boldsymbol{k} \sigma\rangle}{\omega-\varepsilon_{n \boldsymbol{k} \sigma}+\varepsilon_{n^{\prime} \boldsymbol{k}^{\prime} \sigma}-i \delta_{n \boldsymbol{k} \sigma}}\left(f_{n^{\prime} \boldsymbol{k}+\boldsymbol{q} \sigma}-f_{n \boldsymbol{k} \sigma}\right)$,
where $\boldsymbol{G}$ and $\boldsymbol{q}$ are the reciprocal lattice vector and the wave vector in the first Brillouin zone, respectively. Next we can calculate the dielectric function in the reciprocal space

$$
\begin{equation*}
\varepsilon_{\boldsymbol{G} \boldsymbol{G}^{\prime}}(\boldsymbol{q}, \omega)=\delta_{\boldsymbol{G} \boldsymbol{G}^{\prime}}-v(\boldsymbol{q}+\boldsymbol{G}) P_{\boldsymbol{G} \boldsymbol{G}^{\prime}}(\boldsymbol{q}, \omega) . \tag{3.56}
\end{equation*}
$$

Next we can calculate the dynamically screened Coulomb interaction $W$ as follows:

$$
\begin{equation*}
W_{\boldsymbol{G} \boldsymbol{G}^{\prime}}(\boldsymbol{q}, \omega)=\left[\varepsilon_{\boldsymbol{G} \boldsymbol{G}^{\prime}}(\boldsymbol{q}, \omega)\right]^{-1} v\left(\boldsymbol{q}+\boldsymbol{G}^{\prime}\right) . \tag{3.57}
\end{equation*}
$$

$W$ within $G W$ A is equivalent to the random phase approximation (RPA) which is described by the sum of the ring diagrams shown in Fig. 3.4(a). The xc self-energy operator $\Sigma^{\mathrm{xc}}$ is given by the product of $G$ and $W$

$$
\begin{equation*}
\Sigma_{\sigma}^{\mathrm{xc}}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=i \int \frac{d \omega^{\prime}}{2 \pi} e^{i \omega^{\prime} 0^{+}} G_{\sigma}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime} ; \omega+\omega^{\prime}\right) W\left(\boldsymbol{r}, \boldsymbol{r}^{\prime} ; \omega^{\prime}\right) \tag{3.58}
\end{equation*}
$$

which corresponds to the diagrams shown in Fig. 3.4(b).
(a) $W$ within RPA

(b) $\Sigma^{\mathrm{xc}}$ within $G W \mathrm{~A}$

Figure 3.4: The Feynman diagrams of the dynamically screened Coulomb interaction $W$ within RPA and xc self-energy operator $\Sigma^{\mathrm{xc}}$ within $G W$ A are shown.

In practice, it is convenient to separate $\Sigma^{\mathrm{xc}}$ into the exchange part $\Sigma^{\mathrm{x}}$ and the correlation part $\Sigma^{c}$

$$
\begin{align*}
& \Sigma_{\sigma}^{\mathrm{x}}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}\right)=i v\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) \int \frac{d \omega^{\prime}}{2 \pi} e^{i \omega^{\prime} 0^{+}} G_{\sigma}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime} ; \omega^{\prime}\right)  \tag{3.59a}\\
& \Sigma_{\sigma}^{\mathrm{c}}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime} ; \omega\right)=i \int \frac{d \omega^{\prime}}{2 \pi} e^{i \omega^{\prime} 0^{+}} G_{\sigma}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime} ; \omega+\omega^{\prime}\right)\left[W\left(\boldsymbol{r}, \boldsymbol{r}^{\prime} ; \omega^{\prime}\right)-v\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)\right] \tag{3.59b}
\end{align*}
$$

We describe the matrix element sandwiched by the QP states

$$
\begin{align*}
& \langle n \boldsymbol{k} \sigma| \sum_{\sigma}^{\mathrm{x}}\left|n^{\prime} \boldsymbol{k} \sigma\right\rangle=-\sum_{l, \boldsymbol{k}^{\prime}}^{\mathrm{occ}} \int d \boldsymbol{r} d \boldsymbol{r}^{\prime} \frac{\phi_{n \boldsymbol{k} \sigma}^{*}(\boldsymbol{r}) \phi_{l \boldsymbol{k}^{\prime} \sigma}^{*}\left(\boldsymbol{r}^{\prime}\right) \phi_{l \boldsymbol{k}^{\prime} \sigma}(\boldsymbol{r}) \phi_{n \boldsymbol{k} \sigma}\left(\boldsymbol{r}^{\prime}\right)}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} \\
& =-\frac{4 \pi}{\Omega} \sum_{l}^{\mathrm{occ}} \sum_{\boldsymbol{q}}^{\mathrm{BZ}} \sum_{\boldsymbol{G}} \frac{\langle n \boldsymbol{k} \sigma| \mathrm{e}^{i(\boldsymbol{q}+\boldsymbol{G}) \cdot \boldsymbol{r}}|l \boldsymbol{k}-\boldsymbol{q} \sigma\rangle\langle l \boldsymbol{k}-\boldsymbol{q} \sigma| \mathrm{e}^{-i(\boldsymbol{q}+\boldsymbol{G}) \cdot \boldsymbol{r}^{\prime}}\left|n^{\prime} \boldsymbol{k} \sigma\right\rangle}{|\boldsymbol{q}+\boldsymbol{G}|^{2}}, \tag{3.60a}
\end{align*}
$$

$$
\begin{align*}
\langle n \boldsymbol{k} \sigma| \Sigma_{\sigma}^{\mathrm{c}}\left|n^{\prime} \boldsymbol{k} \sigma\right\rangle= & i \sum_{l}^{\mathrm{occ}} \sum_{\boldsymbol{q}}^{\mathrm{BZ}} \sum_{\boldsymbol{G} \boldsymbol{G}^{\prime}} \int \frac{d \omega^{\prime}}{2 \pi} \mathrm{e}^{i \omega^{\prime} 0^{+}} \frac{\left[W_{\boldsymbol{G} \boldsymbol{G}^{\prime}}\left(\boldsymbol{q}, \omega^{\prime}\right)-v(\boldsymbol{q}+\boldsymbol{G}) \delta_{\boldsymbol{G} \boldsymbol{G}^{\prime}}\right]}{\omega+\omega^{\prime}-\varepsilon_{l \boldsymbol{k}-\boldsymbol{q} \sigma}-i \delta_{l \boldsymbol{k}-\boldsymbol{q} \sigma}} \\
& \times\langle n \boldsymbol{k} \sigma| \mathrm{e}^{i(\boldsymbol{q}+\boldsymbol{G}) \cdot \boldsymbol{r}}|l \boldsymbol{k}-\boldsymbol{q} \sigma\rangle\langle l \boldsymbol{k}-\boldsymbol{q} \sigma| \mathrm{e}^{-i(\boldsymbol{q}+\boldsymbol{G}) \cdot \boldsymbol{r}^{\prime}}\left|n^{\prime} \boldsymbol{k} \sigma\right\rangle . \tag{3.60b}
\end{align*}
$$

We find the $\omega$ integral is necessary for only the correlation term. Generalized plasmon pole (GPP) models ${ }^{4,37,38)}$ are often used to avoid this integral. In the GPP model, it is assumed that the energy dependence of the imaginary part of the dielectric function can be approximated well by one delta function corresponding to the plasma frequency $\omega_{p}$. For instance. the GPP model of Hypertsen and Louie ${ }^{4)}$ is based on the $f$ summation rule, which defines

$$
\begin{align*}
& \tilde{\omega}_{\boldsymbol{G} \boldsymbol{G}^{\prime}}^{2}(\boldsymbol{q}):=\frac{\Omega_{\boldsymbol{G} \boldsymbol{G}^{\prime}}^{2}(\boldsymbol{q})}{\delta_{\boldsymbol{G} \boldsymbol{G}^{\prime}}-\varepsilon_{\boldsymbol{G} \boldsymbol{G}^{\prime}}^{-}(\boldsymbol{q} ; \omega=0)}  \tag{3.61a}\\
& \Omega_{\boldsymbol{G} \boldsymbol{G}^{\prime}}^{2}(\boldsymbol{q})  \tag{3.61b}\\
& :=\omega_{\mathrm{p}}^{2} \frac{(\boldsymbol{q}+\boldsymbol{G}) \cdot\left(\boldsymbol{q}+\boldsymbol{G}^{\prime}\right)}{|\boldsymbol{q}+\boldsymbol{G}|^{2}} \frac{n\left(\boldsymbol{G}-\boldsymbol{G}^{\prime}\right)}{n(0)}
\end{align*}
$$

which is need to rewrite Eq. (3.60b) as

$$
\begin{align*}
\langle n \boldsymbol{k} \sigma| \Sigma_{\sigma}^{\mathrm{c}}\left|n^{\prime} \boldsymbol{k} \sigma\right\rangle & =\sum_{l} \sum_{\boldsymbol{q} \boldsymbol{G G}^{\prime}} v\left(\boldsymbol{q}+\boldsymbol{G}^{\prime}\right) \\
& \times \frac{\Omega_{\boldsymbol{G} \boldsymbol{G}^{\prime}}^{2}(\boldsymbol{q})\langle n \boldsymbol{k} \sigma| \mathrm{e}^{i(\boldsymbol{q}+\boldsymbol{G}) \cdot \boldsymbol{r}}|l \boldsymbol{k}-\boldsymbol{q} \sigma\rangle\langle l \boldsymbol{k}-\boldsymbol{q} \sigma| \mathrm{e}^{-i(\boldsymbol{q}+\boldsymbol{G}) \cdot \boldsymbol{r}^{\prime}}\left|n^{\prime} \boldsymbol{k} \sigma\right\rangle}{2 \tilde{\omega}_{\boldsymbol{G} \boldsymbol{G}^{\prime}}^{2}(\boldsymbol{q})\left[\omega-\varepsilon_{l \boldsymbol{k}-\boldsymbol{q} \sigma}-\operatorname{sgn}\left(\varepsilon_{l \boldsymbol{k}-\boldsymbol{q} \sigma}\right) \tilde{\omega}_{\boldsymbol{G} \boldsymbol{G}^{\prime}}(\boldsymbol{q})\right]} . \tag{3.62}
\end{align*}
$$

In actual $G W$ calculation, choice of the initial QP wave function should be important ${ }^{39)}$. Since the LDA wave function is considered reasonably close to the QP wave function, it is often chosen as the initial wave function. The QP spectrum within $G W$ A is obtained from the following equation
$\varepsilon_{n \boldsymbol{k} \sigma}^{G W}=\varepsilon_{n \boldsymbol{k} \sigma}^{\mathrm{LDA}}+\int d \boldsymbol{r} d \boldsymbol{r}^{\prime} \phi_{n \boldsymbol{k} \sigma}^{\mathrm{LDA}}(\boldsymbol{r})\left[\Sigma_{\sigma}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime} ; \varepsilon_{n \boldsymbol{k} \sigma}^{G W}\right)-v_{\mathrm{xc} \sigma}^{\mathrm{LDA}}(\boldsymbol{r}) \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)\right] \phi_{n \boldsymbol{k} \sigma}^{\mathrm{LDA}}\left(\boldsymbol{r}^{\prime}\right)$.

In this equation, since the $G W$ QP energy $\varepsilon_{n k \sigma}^{G W}$ to be solved is contained in the self energy, this dependency is numerically treated by using a linear extrapolation, which corresponds to so-called renormalization of energy. Then the above equation becomes
$\varepsilon_{n \boldsymbol{k} \sigma}^{G W}=\varepsilon_{n \boldsymbol{k} \sigma}^{0}+\left.\left(\varepsilon_{n \boldsymbol{k} \sigma}^{0}-\varepsilon_{n \boldsymbol{k} \sigma}^{\mathrm{LDA}}\right) \frac{\partial \Sigma_{n \boldsymbol{k} \sigma}(\varepsilon)}{\partial \varepsilon}\right|_{\varepsilon=\varepsilon_{n \boldsymbol{k} \sigma}^{\mathrm{LbA}}} Z_{n \boldsymbol{k} \sigma}$,
$\varepsilon_{n \boldsymbol{k} \sigma}^{0}:=\varepsilon_{n \boldsymbol{k} \sigma}^{\mathrm{LDA}}+\int d \boldsymbol{r} d \boldsymbol{r}^{\prime} \phi_{n \boldsymbol{k} \sigma}^{\mathrm{LDA}}(\boldsymbol{r})\left[\Sigma_{\sigma}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime} ; \varepsilon_{n \boldsymbol{k} \sigma}^{\mathrm{LDA}}\right)-v_{\mathrm{xc} \sigma}^{\mathrm{LDA}}(\boldsymbol{r}) \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)\right] \phi_{n \boldsymbol{k} \sigma}^{\mathrm{LDA}}\left(\boldsymbol{r}^{\prime}\right)$,
$Z_{n \boldsymbol{k} \sigma}:=\left[1-\left.\frac{\partial \Sigma_{n \boldsymbol{k} \sigma}(\varepsilon)}{\partial \varepsilon}\right|_{\varepsilon=\varepsilon_{n \boldsymbol{k} \sigma}^{\mathrm{LDA}}}\right]^{-1}$,
where $Z_{n \boldsymbol{k} \sigma}$ is the renormalization factor, and we defined $\Sigma_{n \boldsymbol{k} \sigma}(\varepsilon):=\langle n \boldsymbol{k} \sigma| \Sigma_{\sigma}(\varepsilon)|n \boldsymbol{k} \sigma\rangle$.

## Chapter 4

## Optical spectra with Bethe－Salpeter equation

本章については 5 年以内に雑誌などて刊行予定のため，非公開。

## Chapter 5

## All-electron mixed basis approach

### 5.1 Feature

Our calculations are executed on our all-electron mixed basis program ${ }^{54-61)}$, in which the KS wave function is expanded as a linear combination of plane waves (PWs) and atomic orbitals (AOs). In this study, the second-order correction in the dynamically screened Coulomb interaction was newly implemented. The $G W+$ BSE method requires, in principle, all the information on electronic states including localized states in the core region and free electron states above the vacuum level. Our all-electron program can take those states into account.

The all-electron mixed basis approach has the following features:

1. The number of basis functions can be greatly reduced. For example, for the ethylene calculated in this study, the PW cutoff is sufficiently converged at about 18 Ry , whereas in the conventional pseudo-potential method, about 80 Ry is required.
2. AOs are numerically generated on the logarithmic mesh by using the Herman-Skillman technique ${ }^{62)}$, which gives us accurate core electron states.
3. The algorithm is simpler than use of the norm-preserving ${ }^{63-66)}$ and ultrasoft ${ }^{67-69)}$ pseudopotentials.
4. Since the core AOs have values only in non-overlapping atomic spheres, there is no need to evaluate their overlap matrices and there is no basis-
set superposition error (BSSE). In addition, the over-completeness problem hardly occurs.

### 5.2 Outline of plane wave expansion method

Here, we briefly summarize the PW expansion approach which is a general method of band calculations.

We consider the following Schrödinger equation within an one-electron approximation in a crystal potential

$$
\begin{equation*}
H \phi_{i k}(\boldsymbol{r})=\epsilon_{i k} \phi_{i k}(\boldsymbol{r}), \tag{5.1}
\end{equation*}
$$

where, the subscripts $i$ and $\boldsymbol{k}$ are a band index and a $\boldsymbol{k}$ point in a first Brillouin zone (BZ), respectively. Let the potential be invariant to the translational vector $\boldsymbol{R}$ of the crystal

$$
\begin{equation*}
V(\boldsymbol{r})=V(\boldsymbol{r}+\boldsymbol{R}) \tag{5.2}
\end{equation*}
$$

According to Bloch's theorem, the electronic wave function $\phi_{i k}(\boldsymbol{r})$ in a periodic system can be written by the function $u_{i \boldsymbol{k}}(\boldsymbol{r})$ having translational symmetry as follows:

$$
\begin{align*}
\phi_{i k}(\boldsymbol{r}) & =e^{i \boldsymbol{k} \cdot \boldsymbol{r}} u_{i \boldsymbol{k}}(\boldsymbol{r})  \tag{5.3}\\
u_{i \boldsymbol{k}}(\boldsymbol{r}) & =u_{i \boldsymbol{k}}(\boldsymbol{r}+\boldsymbol{R}) \tag{5.4}
\end{align*}
$$

The Fourier expansion of $u_{i \boldsymbol{k}}(\boldsymbol{r})$ is given by

$$
\begin{equation*}
\phi_{i \boldsymbol{k}}(\boldsymbol{r})=\frac{1}{\sqrt{\Omega}} \sum_{\boldsymbol{G}} c_{i \boldsymbol{k}+\boldsymbol{G}} \exp (i(\boldsymbol{k}+\boldsymbol{G}) \cdot \boldsymbol{r}), \tag{5.5}
\end{equation*}
$$

where $\boldsymbol{G}$ is a reciprocal vector and $\Omega$ is the volume of the unit cell. We define the PW basis as follows:

$$
\begin{equation*}
\langle\boldsymbol{r} \mid \boldsymbol{k}+\boldsymbol{G}\rangle=\frac{1}{\sqrt{\Omega}} \exp (i(\boldsymbol{k}+\boldsymbol{G}) \cdot \boldsymbol{r}), \tag{5.6}
\end{equation*}
$$

The PW basis satisfies the following orthonormality

$$
\begin{equation*}
\left\langle\boldsymbol{k}+\boldsymbol{G} \mid \boldsymbol{k}+\boldsymbol{G}^{\prime}\right\rangle=\frac{1}{\Omega} \int_{\Omega} \exp \left(-i\left(\boldsymbol{G}-\boldsymbol{G}^{\prime}\right) \cdot \boldsymbol{r}\right) d \boldsymbol{r}=\delta_{\boldsymbol{G} \boldsymbol{G}^{\prime}} \tag{5.7}
\end{equation*}
$$

Consequently, the Fourier coefficient $c_{i k+G}$ is given as follows:

$$
\begin{equation*}
c_{i \boldsymbol{k}+\boldsymbol{G}}=\frac{1}{\sqrt{\Omega}} \int_{\Omega} \psi_{i \boldsymbol{k}+\boldsymbol{G}}(\boldsymbol{r}) \exp (-i(\boldsymbol{k}+\boldsymbol{G}) \cdot \boldsymbol{r}) . \tag{5.8}
\end{equation*}
$$

In practice, the PW expansion is truncated at a finite number of terms, so that we introduce some cutoff wavenumber $G_{\max }$ and expand within $\boldsymbol{k}+$ $\boldsymbol{G} \mid<G_{\max } . G_{\max } / 2 \pi$ corresponds to the spatial resolution, and changes at smaller scale cannot be described.

Substituting Eq. (5.5) into the Schrödinger equation and using the orthonormality, we obtain the following eigenvalue equation

$$
\begin{equation*}
\sum_{\boldsymbol{G}^{\prime}}\left[\frac{1}{2}(\boldsymbol{k}+\boldsymbol{G})^{2} \delta_{\boldsymbol{G} \boldsymbol{G}^{\prime}}+\left\langle\boldsymbol{k}+\boldsymbol{G}^{\prime}\right| V|\boldsymbol{k}+\boldsymbol{G}\rangle\right] c_{i \boldsymbol{k}+\boldsymbol{G}^{\prime}}=\varepsilon_{i \boldsymbol{k}} c_{i \boldsymbol{k}+\boldsymbol{G}}, \tag{5.9}
\end{equation*}
$$

where, the second term in parenthesis is the Fourier transform of the potential

$$
\begin{equation*}
V\left(\boldsymbol{G}-\boldsymbol{G}^{\prime}\right):=\left\langle\boldsymbol{k}+\boldsymbol{G}^{\prime}\right| V|\boldsymbol{k}+\boldsymbol{G}\rangle=\frac{1}{\sqrt{\Omega}} \int_{\Omega} V(\boldsymbol{r}) \exp \left(i\left(\boldsymbol{G}-\boldsymbol{G}^{\prime}\right) \cdot \boldsymbol{r}\right) d \boldsymbol{r} . \tag{5.10}
\end{equation*}
$$

Note that the KS equation in the reference system is formally equal to Schrödinger equation within the one-electron approximation. In practice, Calculations are performed using both the real and reciprocal space because the xc potential is easy to integrate in the real space, while kinetic energy is easy to integrate in the reciprocal space. This method is called "dual space formalism". By combining this method with the fast Fourier transform (FFT), computational cost can be greatly reduced.


Figure 5.1: Dual space formalism. The real and reciprocal space mesh are transformed by FFT.

### 5.3 Electronic density and potential

We described the PW expansion approach above, here we introduce the basis function $\phi_{j n l m}^{\mathrm{AO}}$ for AOs, which is expressed as a product of radical function $R_{j n l}(r)$ and spherical harmonics $Y_{l m}(\hat{\boldsymbol{r}})$

$$
\begin{equation*}
\phi_{j n l m}^{\mathrm{AO}}(\boldsymbol{r})=Y_{l m}(\hat{\boldsymbol{r}}) R_{j n l}(r) . \tag{5.11}
\end{equation*}
$$

Here, $j, n, l$ and $m$ are atomic species, principal quantum number, angular momentum quantum number and magnetic quantum number, respectively. Since an isolated atom has a spherical symmetry, the ordinary differential equation for $R_{j n l}(r)$ is accurately solved over the logarithmic mesh. ${ }^{62)}$ There is generally no overlap with the core AOs with other AOs, while the valence AOs overlap with other AOs. We avoid the overlap by restricting the amplitude of the valence AOs inside the non-overlapping atomic sphere with a cutoff radius $r_{c}$.

The total wavefunction is described as a linear combination of PWs and AOs as follows:
$\phi_{\nu}(\boldsymbol{r})=\frac{1}{\sqrt{\Omega}} \sum_{\boldsymbol{G}} c_{\nu}^{\mathrm{PW}}(\boldsymbol{G}) \mathrm{e}^{i \boldsymbol{G} \cdot \boldsymbol{r}}+\sum_{j} \sum_{n l m} c_{\nu}^{\mathrm{AO}}(j n l m) \phi_{j n l m}^{\mathrm{AO}}\left(\boldsymbol{r}-\boldsymbol{R}_{j}\right)=: \sum_{\xi} c_{\nu, \xi} f_{\xi}(\boldsymbol{r})$,
where, $\nu$ denotes both the band index and the $k$ point. Since the basis function $f_{\xi}$ is not orthogonal to each other, we need to solve the following generalized eigenvalue equation for the KS equation

$$
\begin{equation*}
\sum_{\xi^{\prime}} H_{\xi \xi^{\prime}} c_{\nu, \xi^{\prime}}=\varepsilon_{\nu} \sum_{\xi^{\prime}} S_{\xi \xi^{\prime}} c_{\nu, \xi^{\prime}}, \tag{5.13}
\end{equation*}
$$

where $H_{\xi \xi^{\prime}}:=\left\langle f_{\xi}\right| H\left|f_{\xi^{\prime}}\right\rangle$ and $S_{\xi \xi^{\prime}}:=\left\langle f_{\xi} \mid f_{\xi^{\prime}}\right\rangle$ are the Hamiltonian and overlap matrix elements, respectively. In our program, the above equation is transformed to the usual eigenvalue problem by using Choleski decomposition ${ }^{70}$ ).

The electronic density consists of three kind of contributions (PW-PW, AO-PW and AO-AO)

$$
\begin{equation*}
n(\boldsymbol{r})=n^{\mathrm{PW}-\mathrm{PW}}(\boldsymbol{r})+\sum_{j} n_{j}^{\mathrm{AO}-\mathrm{PW}}(\boldsymbol{r})+\sum_{j} n_{j}^{\mathrm{AO}-\mathrm{AO}}(\boldsymbol{r}), \tag{5.14}
\end{equation*}
$$

these contributions are given, respectively, as

$$
\begin{align*}
& n^{\mathrm{PW}-\mathrm{PW}}(\boldsymbol{r})=\frac{1}{\Omega} \sum_{\nu}^{\mathrm{occ}} \sum_{\boldsymbol{G}} \sum_{\boldsymbol{G}^{\prime}} c_{\nu}^{\mathrm{PWW}^{*}} c_{\nu}^{\mathrm{PW}} \mathrm{e}^{i\left(\boldsymbol{G}-\boldsymbol{G}^{\prime}\right) \cdot \boldsymbol{r}},  \tag{5.15}\\
& n_{j}^{\mathrm{AO}-\mathrm{PW}}(\boldsymbol{r})=\frac{1}{\sqrt{\Omega}} \sum_{\nu}^{\mathrm{occ}} \sum_{n l m} \sum_{\boldsymbol{G}} c_{\nu}^{\mathrm{AO} *}(j n l m) c_{\nu}^{\mathrm{PW}}(\boldsymbol{G}) \phi_{j n l m}^{\mathrm{AO}}\left(\boldsymbol{r}-\boldsymbol{R}_{j}\right) \mathrm{e}^{i \boldsymbol{G} \cdot \boldsymbol{r}}+\text { c.c. } \\
& n_{j}^{\mathrm{AO}-\mathrm{AO}}(\boldsymbol{r})=\sum_{\nu}^{\mathrm{occ}} \sum_{n^{\prime} l^{\prime} m^{\prime}} \sum_{n l m} c_{\nu}^{\mathrm{AO}}\left(j n^{\prime} l^{\prime} m^{\prime}\right) c_{\nu}^{\mathrm{AO}}(j n l m) \phi_{j n^{\prime} l^{\prime} m^{\prime}}^{\mathrm{AO}}\left(\boldsymbol{r}-\boldsymbol{R}_{j}\right) \phi_{j n l m}^{\mathrm{AO}}\left(\boldsymbol{r}-\boldsymbol{R}_{j}\right) . \tag{5.16}
\end{align*}
$$

Here, $\sum_{\nu}^{\text {occ }}$ represents sum of all occupied states including spin degeneracy. It is convenient to treat the first contribution $n^{\mathrm{PW}-\mathrm{PW}}$ in the reciprocal space at the grid points in the global mesh space (in our calculation, an unit cell is discretized into $64 \times 64 \times 64$ ). We write together the rest two contributions involving AOs

$$
\begin{equation*}
n_{j}^{\mathrm{AO}}(\boldsymbol{r}):=n_{j}^{\mathrm{AO}-\mathrm{PW}}(\boldsymbol{r})+n_{j}^{\mathrm{AO}-\mathrm{AO}}(\boldsymbol{r}), \tag{5.18}
\end{equation*}
$$

which is non-zero only inside the non-overlapping atomic sphere. We divide $n_{j}^{\mathrm{AO}}(\boldsymbol{r})$ into two parts; one of them is the spherical symmetric part $\sigma_{j}(\mid \boldsymbol{r}-$ $\left.\boldsymbol{R}_{j} \mid\right)$, which is given as the spherical average

$$
\begin{equation*}
\sigma_{j}\left(\left|\boldsymbol{r}-\boldsymbol{R}_{j}\right|\right):=\frac{1}{4 \pi} \int n_{j}^{\mathrm{AO}}(\boldsymbol{r}) d \Omega_{j}, \tag{5.19}
\end{equation*}
$$

where $\Omega_{j}$ is the solid angle around the $j$ th atom. The another one is the asymmetric part, however, this term is generally negligible because $n_{j}^{\mathrm{AO}}(\boldsymbol{r})$ exhibits a high spherical symmetry within the atomic sphere. Consequently, we treat the total electronic density as follows:

$$
\begin{equation*}
n(\boldsymbol{r})=n^{\mathrm{PW}-\mathrm{PW}}(\boldsymbol{r})+\sum_{j} \sigma_{j}\left(\left|\boldsymbol{r}-\boldsymbol{R}_{j}\right|\right) . \tag{5.20}
\end{equation*}
$$

Once the electronic density is obtained both in the global mesh space and the radical mesh, we can evaluate the xc potential $v_{\mathrm{xc}}(\boldsymbol{r})$. In the radical mesh, we construct the truncated potential $v_{j}^{\mathrm{xc}}\left(\left|\boldsymbol{r}-\boldsymbol{R}_{j}\right|\right)$ as well as the electronic density, which is easily Fourier transformed in the radical mesh. In order to evaluate the Fourier transform of $v_{\mathrm{xc}}(\boldsymbol{r})$ in the global mesh space,
we define the following global part

$$
\begin{equation*}
v^{\mathrm{xc} \text { rest }}(\boldsymbol{r}):=v^{\mathrm{xc}}(\boldsymbol{r})-\sum_{j} v_{j}^{\mathrm{xc}}\left(\left|\boldsymbol{r}-\boldsymbol{R}_{j}\right|\right), \tag{5.21}
\end{equation*}
$$

which is a smooth function without cusp-like behavior.
In the PW-PW part, the Fourier transform of the external potential $V^{\text {ext }}(\boldsymbol{G})$ is given as follows:

$$
\begin{equation*}
V^{\mathrm{ext}}(\boldsymbol{G})=-\frac{4 \pi}{\Omega} \sum_{j} \frac{Z_{j}}{G^{2}} \mathrm{e}^{-i \boldsymbol{G} \cdot \boldsymbol{R}_{j}} \tag{5.22}
\end{equation*}
$$

By using the Fourier transform of the electronic density $n(\boldsymbol{G})$, the Fourier transform of the Hartree potential $v^{\mathrm{H}}(\boldsymbol{G})$ is given as follows:

$$
\begin{equation*}
v^{\mathrm{H}}(\boldsymbol{G})=\frac{4 \pi}{G^{2}} n(\boldsymbol{G}) \tag{5.23}
\end{equation*}
$$

Other details and benchmark tests are given in Ref. [61]
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## Appendix A

## Schrödinger-Ritz variational principle

We prove the Schrödinger-Ritz variational principle. We consider the ground state of the following Schrödinger equation

$$
H \Psi_{0}\left(\left\{\boldsymbol{r}_{i}\right\},\left\{\boldsymbol{R}_{J}\right\}\right)=E_{0} \Psi_{0}\left(\left\{\boldsymbol{r}_{i}\right\},\left\{\boldsymbol{R}_{J}\right\}\right)
$$

and seek the lowest eigenvalue satisfying the above equation.
We define the following energy functional with respect to arbitrary wavefunctions $\Psi$

$$
E[\Psi]:=\frac{\langle\Psi| H|\Psi\rangle}{\langle\Psi \mid \Psi\rangle}
$$

$E[\Psi]$ takes the stationary value at $\Psi=\Psi_{0}$ and the following relation is satisfied

$$
E[\Psi] \geq E_{0}
$$

(proof) If $\Psi$ is variated from $\Psi_{0}$ by $\delta \Psi$, then

$$
\begin{aligned}
E[\Psi] & =\frac{E_{0}\left(\left\langle\Psi_{0} \mid \Psi_{0}\right\rangle+\left\langle\delta \Psi \mid \Psi_{0}\right\rangle+\left\langle\Psi_{0} \mid \delta \Psi\right\rangle\right)+\langle\delta \Psi| \hat{H}|\delta \Psi\rangle}{\langle\Psi \mid \Psi\rangle} \\
& =\frac{E_{0}\langle\Psi \mid \Psi\rangle+\langle\delta \Psi| \hat{H}-E_{0}|\delta \Psi\rangle}{\langle\Psi \mid \Psi\rangle} \\
& =E_{0}+O\left(\delta \Psi^{2}\right)
\end{aligned}
$$

Since there is no first order term of $\delta \Psi, E[\Psi]$ satisfies the stationary condition $\delta E[\Psi] / \delta \Psi=0$ as $\delta \Psi \rightarrow 0$. Furthermore, exploring $\delta \Psi=\sum_{n} c_{n} \Psi_{n}$ by
eigenfunctions $\left\{\Psi_{n}\right\}$ of $H$, we obtain

$$
E[\Psi]=E_{0}+\sum_{n} \frac{\left|c_{n}\right|^{2}}{\langle\Psi \mid \Psi\rangle}\left(E_{n}-E_{0}\right)
$$

Since $E_{n}-E_{0} \geq 0$, we can conclude $E[\Psi] \geq E_{0}$.

## Appendix B

## Functional derivative

We summarize some useful formulae of functional derivatives ${ }^{17)}$ as follows:

- derivative for itself

$$
\begin{equation*}
\frac{\delta F(\mathbf{1})}{\delta F(\mathbf{2})}=\delta(\mathbf{1}, \mathbf{2}) \tag{B.1}
\end{equation*}
$$

- derivative of the product

$$
\begin{equation*}
\frac{\delta}{\delta H(\mathbf{2})}(F[H](\mathbf{1}) G[H](\mathbf{1}))=\frac{\delta F[H](\mathbf{1})}{\delta H(\mathbf{2})} G[H](\mathbf{1})+F[H](\mathbf{1}) \frac{\delta G[H](\mathbf{1})}{\delta H(\mathbf{2})}, \tag{B.2}
\end{equation*}
$$

- derivative of the quotinent

$$
\frac{\delta}{\delta H(\mathbf{2})} \frac{F[H](\mathbf{1})}{G[H](\mathbf{1})}=\frac{1}{\{G[H](\mathbf{1})\}^{2}}\left[\frac{\delta F[H](\mathbf{1})}{\delta H(\mathbf{2})} G[H](\mathbf{1})-F[H](\mathbf{1}) \frac{\delta G[H](\mathbf{1})}{\delta H(\mathbf{2})}\right],
$$

- definition of the inverse

$$
\begin{equation*}
\int F^{-1}(\mathbf{1}, \mathbf{3}) F(\mathbf{3}, \mathbf{2}) d \mathbf{3}=\delta(\mathbf{1}, \mathbf{2}) \tag{B.4}
\end{equation*}
$$

- transformation of a derivative of a function to include its inverse

$$
\begin{equation*}
\frac{\delta F\left(\mathbf{1}, \mathbf{1}^{\prime}\right)}{\delta G(\mathbf{3})}=-\int F(\mathbf{1}, \mathbf{3}) \frac{\delta F^{-1}\left(\mathbf{3}, \mathbf{3}^{\prime}\right)}{\delta G(\mathbf{2})} F\left(\mathbf{3}^{\prime}, \mathbf{1}^{\prime}\right) d \mathbf{3} \mathbf{3}^{\prime} \tag{B.5}
\end{equation*}
$$

- chain rule

$$
\begin{equation*}
\frac{\delta F[G[H]]\left(\mathbf{1}, \mathbf{1}^{\prime}\right)}{\delta H\left(\mathbf{2}, \mathbf{2}^{\prime}\right)}=\int \frac{\delta F[G]\left(\mathbf{1}, \mathbf{1}^{\prime}\right)}{\delta G\left(\mathbf{3}, \mathbf{3}^{\prime}\right)} \frac{\delta G[H]\left(\mathbf{3}, \mathbf{3}^{\prime}\right)}{\delta H\left(\mathbf{2}, \mathbf{2}^{\prime}\right)} d \mathbf{3} \mathbf{3}^{\prime} \tag{B.6}
\end{equation*}
$$

## Appendix C

## Second－order correction without the static approximation

本章については， 5 年以内に維誌などて刊行予定のため，非公開。

## Bibliography

1) P. Hohenberg and W. Kohn, Phys. Rev. 136, B864 (1964).
2) W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).
3) W. Kohn, Rev. Mod. Phys. 71, 1253 (1999).
4) M. S. Hybertsen and S. G. Louie, Phys. Rev. B 34, 5390 (1986).
5) G. Strinati, H. J. Mattausch, and W. Hanke, Phys. Rev. Lett. 45, 290 (1980).
6) G. Strinati, H. J. Mattausch, and W. Hanke, Phys. Rev. B 25, 2867 (1982).
7) L. Hedin, Phys. Rev. 139, A796 (1965).
8) L. Hedin and S. Lundqvist, in Solid State Physics, Effects of electronelectron and electron-phonon interactions on the one-electron states of solids, edited by F. Seitz, D. Turnbull, and H. Ehrenreich (Academic Press, New York, 1969), .Vol 23, p.1.
9) L. Hedin, J. Phys.: Condes. Matter 11, R489 (1999).
10) L. J. Sham and T. M. Rice, Phys. Rev. 144, 708 (1966).
11) W. Hanke and L. Sham, Phys. Rev. B 21, 4656 (1980).
12) G. Strinati, Phys. Rev. B 29, 5718 (1984).
13) G. Onida, L. Reining, R. W. Godby, R. Del Sole, and W. Andreoni, Phys. Rev. Lett. 75, 818 (1995).
14) G. Onida, L. Reining, and A. Rubio, Rev. Mod. Phys. 74, 601 (2002).
15) M. Rohlfing and S. G. Louie, Phys. Rev. Lett. 81, 2312 (1998).
16) M. L. Tiago and J. R. Chelikowsky, Solid State Commun 136, 333 (2005).
17) G. Strinati, La Rivista del Nuovo Cimento 11, 1 (1988).
18) I. Duchemin and X. Blase, Phys. Rev. B 87, 245412 (2013).
19) H. Yin, Y. Ma, J. Mu, C. Liu, and M. Rohlfing, Phys. Rev. Lett. 112, 228301 (2014).
20) I. Duchemin, T. Deutsch, and X. Blase, Phys. Rev. Lett. 109, 167801 (2012).
21) D. Hirose, Y. Noguchi, and O. Sugino, to be submitted.
22) W. Hanke, N. Meskini, and H. Weiler, Exchange-correlation potential for the quasi-particle bloch states of a semiconductor, in Electronic Structure, Dynamics, and Quantum Structural Properties of Condensed Matter, edited by J. T. Devreese and P. Van Camp, (Plenum Press, NewYork, 1985), p. 113.
23) D. Hirose, Y. Noguchi, and O. Sugino, Phys. Rev. B 91, 205111 (2015).
24) D. Jacquemin, I. Duchemin, and X. Blase, J. Chem. Theory. Comput. 11, 3290 (2015).
25) D. Ceperley and B. Alder, Phys. Rev. Lett 45, 567 (1980).
26) J. P. Perdew and A. Zunger, Phys. Rev. B 23, 5048 (1981).
27) G. Baym and L. P. Kadanoff, Phys. Rev. 124, 287 (1961).
28) F. Hüser, T. Olsen, and K. S. Thygesen, Phys. Rev. B 87, 235132 (2013).
29) C. Faber, C. Attaccalite, V. Olevano, E. Runge, and X. Blase, Phys. Rev. B 83, 115123 (2011).
30) F. Caruso, P. Rinke, X. Ren, M. Scheffler, and A. Rubio, Phys. Rev. B 86, 081102 (2012).
31) M. van Schilfgaarde, T. Kotani, and S. Faleev, Phys. Rev. Lett. 96, 226402 (2006).
32) T. Shoji, R. Kuwahara, S. Ono, and K. Ohno, Phys. Chem. Chem. Phys. 18, 24477 (2016).
33) C. Rostgaard, K. W. Jacobsen, and K. S. Thygesen, Phys. Rev. B 81, 085103 (2010).
34) R. Kuwahara, Y. Tadokoro, and K. Ohno, J. Chem. Phys. 141, 084108 (2014).
35) M. Shishkin, M. Marsman, and G. Kresse, Phys. Rev. Lett. 99, 246403 (2007).
36) J. M. Luttinger and J. C. Ward, Phys. Rev. 118, 1417 (1960).
37) M. Rohlfing and S. G. Louie, Phys. Rev. B 62, 4927 (2000).
38) W. G. Aulbur, L. Jönsson, and J. W. Wilkins, in Solid State Physics, Quasiparticle calculations in solids, edited by H. Ehrenreich and S. Spaepen (Academic Press, NewYork, 2000), Vol. 54, p.1.
39) F. Bruneval and M. A. Marques, J. Chem. Theory. Comput. 9, 324 (2012).
40) J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996).
41) J. P. Perdew, K. Burke, and Y. Wang, Phys. Rev. B 54, 16533 (1996).
42) A. D. Becke, J. Chem. Phys. 98, 1372 (1993).
43) J. Heyd, G. E. Scuseria, and M. Ernzerhof, J. Chem. Phys. 118, 8207 (2003).
44) S. Hirata and M. Head-Gordon, Chem. Phys. Lett. 314, 291 (1999).
45) E. Runge and E. K. U. Gross, Phys. Rev. Lett. 52, 997 (1984).
46) E. K. U. Gross and W. Kohn, Phys. Rev. Lett. 55, 2850 (1985).
47) M. E. Casida, Time-dependent density functional response theory for molecules, edited by D. P. Chong, Vol. 1 (World Scientific: Singapore, 1995).
48) M. E. Casida, C. Jamorski, K. C. Casida, and D. R. Salahub, J. Chem. Phys. 108, 4439 (1998).
49) Y. Ma, M. Rohlfing, and C. Molteni, Phys. Rev. B 80, 241405 (2009).
50) M. Grüning, A. Marini, and X. Gonze, Nano. Lett. 9, 2820 (2009).
51) D. Rocca, D. Lu, and G. Galli, J. Chem. Phys. 133, 164109 (2010).
52) D. Rocca, M. Voros, A. Gali, and G. Galli, J. Chem. Theory. Comput. 10, 3290 (2014).
53) A. Chantzis, A. D. Laurent, C. Adamo, and D. Jacquemin, J. Chem. Theory. Comput. 9, 4517 (2013).
54) S. Ishii, K. Ohno, Y. Kawazoe, and S. G. Louie, Phys. Rev. B 63, 155104 (2001).
55) S. Ishii, K. Ohno, Y. Kawazoe, and S. G. Louie, Phys. Rev. B 65, 245109 (2002).
56) Y. Noguchi, S. Ishii, K. Ohno, and T. Sasaki, J. Chem. Phys 129, 104104 (2008).
57) Y. Noguchi and K. Ohno, Phys. Rev. A 81, 045201 (2010).
58) Y. Noguchi, O. Sugino, M. Nagaoka, S. Ishii, and K. Ohno, J. Chem. Phys. 137, 024306 (2012).
59) Y. Noguchi, O. Sugino, H. Okada, and Y. Matsuo, J. Phys. Chem. C 117, 15362 (2013).
60) Y. Noguchi, M. Hiyama, H. Akiyama, and N. Koga, J. Chem. Phys. 141, 044309 (2014).
61) S. Ono, Y. Noguchi, R. Sahara, Y. Kawazoe, and K. Ohno, Comput. Phys. Commun. 189, 20 (2015).
62) F. Herman and S. Skillman, Atomic structure calculations, Vol. 120 (Prentice-Hall Englewood Cliffs, NJ, 1963).
63) D. Hamann, M. Schlüter, and C. Chiang, Phys. Rev Lett. 43, 1494 (1979).
64) G. Bachelet, D. Hamann, and M. Schlüter, Phys. Rev. B 26, 4199 (1982).
65) N. Troullier and J. L. Martins, Solid State Commun 74, 613 (1990).
66) N. Troullier and J. L. Martins, Phys. Rev. B 43, 1993 (1991).
67) D. Vanderbilt, Phys. Rev. B 41, 7892 (1990).
68) A. Pasquarello, K. Laasonen, R. Car, C. Lee, and D. Vanderbilt, Phys. Rev. Lett. 69, 1982 (1992).
69) K. Laasonen, A. Pasquarello, R. Car, C. Lee, and D. Vanderbilt, Phys. Rev. B 47, 10142 (1993).
70) S. G. Louie, K.-M. Ho, and M. L. Cohen, Phys. Rev. B 19, 1774 (1979).
71) S. M. Ryno, M. K. Ravva, X. Chen, H. Li, and J.-L. Brédas, Adv. Energy. Mater. 6, 1601370 (2016).
72) J. F. Stanton and R. J. Bartlett, J. Chem. Phys. 98, 7029 (1993).
73) R. J. Bartlett and M. Musiał, Rev. Mod. Phys. 79, 291 (2007).
74) N. Nakatsuji, Chem. Phys. Lett. 59, 362 (1978).
75) H. Sekino and R. J. Bartlett, J. Quantum Chem. Symp. 26, 255 (1984).
76) L. M. Ghiringhelli, J. Vybiral, S. V. Levchenko, C. Draxl, and M. Scheffler, Phys. Rev. Lett. 114, 105503 (2015).
77) B. Huang and O. A. von Lilienfeld, J. Chem. Phys. 145, 161102 (2016).
78) M. J. Peach, P. Benfield, T. Helgaker, and D. J. Tozer, J. Chem. Phys. 128, 044118 (2008).
79) P. Dev, S. Agrawal, and N. J. English, J. Chem. Phys. 136, 224301 (2012).
80) F. Plasser, B. Thomitzni, S. A. Bäppler, J. Wanzel, D. R. Rehn, M. Wormit, and A. Dreuw, J. Comput. Chem. 36, 1609 (2015).
81) S. A. Mewes, F. Plasser, and A. Dreuw, J. Chem. Phys. 143, 171101 (2015).
82) D. J. Tozer and N. C. Handy, J. Chem. Phys. 109, 10180 (1998).
83) Z.-L. Cai, K. Sendt, and J. R. Reimers, J. Chem. Phys. 117, 5543 (2002).
84) A. Dreuw, J. L. Weisman, and M. Head-Gordon, J. Chem. Phys. 119, 2943 (2003).
85) D. J. Tozer, J. Chem. Phys. 119, 12697 (2003).
86) O. Gritsenko and E. J. Baerends, J. Chem. Phys. 121, 655 (2004).
87) L. Serrano-Andrés and M. P. Fülscher, J. AM. CHEM. SOC. 120, 10912 (1998).
88) C. Faber, P. Boulanger, I. Duchemin, C. Attaccalite, and X. Blase, J. Chem. Phys. 139, 194308 (2013).
89) K. Sendt et al., J. AM. CHEM. SOC. 124, 9299 (2002).
90) M. Gouterman, The porphyrins, edited by D. Dolphin, Vol. 3 (Academic Press, New York, 1978).
91) C. Li, J. Ly, B. Lei, W. Fan, D. Zhang, J. Han, M. Mayyappan, C. Thompson, and M. Zhou, J. Phys. Chem. B 108, 9646 (2004).
92) G. Sedghi, V. M. García-Suárez, L. J. Esdaile, H. L. Anderson, C. J. Lambert, S. Martín, D. Bethell, S. J. Higgins, M. Elliott, N. Bennett, J. E. Macdonald and R. J. Nichols, Nat. Nanotechnol 6, 517 (2011).
93) L.-L. Li and E. W.-G. Diau, Chem. Soc. Rev. 42, 291 (2013).
94) S. Mathew, A. Yella, P. Gao, R. Humphry-Baker, B. F. E. Curchod, N. Ashari-Astani, I. Tavernelli, U. Rothlisberger, M. K. Nazeeruddin and M. Grätzel, Nat. Chem. 6, 242 (2014).
95) A. Yella ,H. W. Lee, H. N. Tsao, C. Yi, A. K. Chandiran, M. K. Nazeeruddin, E. W. Diau, C. Y. Yeh, S. M. Zakeeruddin and M. Grätzel, Science 334, 629 (2011).
96) C. A. Rozzi, D. Varsano, A. Marini, E. K. U. Gross, and A. Rubio, Phys. Rev. B 73, 205119 (2006).
97) J. Spencer and A. Alavi, Phys. Rev. B 77, 193110 (2008).
98) S. Sharifzadeh, P. Darancet, L. Kronik, and J. B. Neaton, J. Phys. Chem. Lett. 4, 2197 (2013).
99) B. Moore, H. Sun, N. Govind, K. Kowalski, and J. Autschbach, J. Chem. Theory. Comput. 11, 3305 (2015).
100) M. Ezawa, Phys. Rev. B 73, 045432 (2006).
101) L. Jiao, L. Zhang, X. Wang, G. Diankov, and H. Dai, Nature 458, 877 (2009).
102) X. Gao, Y. Wang, X. Liu, T.-L. Chan, S. Irle, Y. Zhao and S. B. Zhang, J. Phys. Chem. C 112, 12677 (2008).
103) J. W. Wilder, L. C. Venema, A. G. Rinzler, R. E. Smalley, and C. Dekker, Nature 391, 59 (1998).
104) Y. Noguchi and O. Sugino, J. Chem. Phys. 142, 064313 (2015).
105) A. Vinu, M. Miyahara, V. Sivamurugan, T. Mori, and K. Ariga, J. Mater. Chem. 15, 5122 (2005).
106) K. Matsui, Y. Segawa, T. Namikawa, K. Kamada, and K. Itami, Chem. Sci. 4, 84 (2013).
107) K. Matsui, Y. Segawa, and K. Itami, J. Am. Chem. Soc. 136, 16452 (2014).
108) G. D. Scholes and G. Rumbles, Nat. Mater. 5, 683 (2006).
109) M. Caricato, G. W. Trucks, M. J. Frisch, and K. B. Wiberg, J. Chem. Theory. Comput. 7, 456 (2010).
110) T. Trickl, E. Cromwell, Y. Lee, and A. Kung, J. Chem. Phys. 91, 6006 (1989).
111) P. Erman, A. Karawajczyk, E. Rachlew-Källne, C. Strömholm, J. Larsson, A. Persson, and R. Zerne, Chem. Phys. Lett. 215, 173 (1993).
112) R. H. Page, R. J. Larkin, Y. Shen, and T. Lee, Yuan, J. Chem. Phys. 88, 2249 (1988).
113) K. Ohno, K. Okamura, H. Yamakado, S. Hoshino, T. Takami, and M. Yamauchi, J. Phys. Chem. 99, 14247 (1995).
114) X. Blase and C. Attaccalite, Appl. Phys. Lett 99, 171909 (2011).
115) J. M. Garcia-Lastra and K. S. Thygesen, Phys. Rev. Lett. 106, 187402 (2011).
116) R. Kuwahara, Y. Noguchi, and K. Ohno, Phys. Rev. B 94, 121116 (2016).
117) G. Baym, Phys. Rev. 127, 1391 (1962).
