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Abstract

Although QCD has a rich phase structure at finite temperature and den-
sity, the investigations based on first–principles calculations are limited in
small density regions due to so–called the sign problem. However, in finite–
temperature and density QCD systems, a lot of physically interesting targets
such as the early Universe, neutron stars and quark matters are waiting to
be explored. Therefore, it is quite meaningful to seek for methods for ac-
curate computation of thermodynamic quantities at large baryon chemical
potential. This is an urgent subject also in the fields of particle and nuclear
physics. The canonical approach which is studied in this thesis corresponds
to a fugacity expansion of a grand canonical partition function and it could
have a potential to overcome the sign problem. However, it is reported that
it has its particular numerical difficulties and it is somewhat unclear whether
it can produce reliable results. Taking this situation into consideration, in
this thesis, the author discusses the validity of the canonical approach and
calculates the pressure, the baryon number density, and the baryon suscep-
tibility at finite density through lattice QCD simulation based on the canon-
ical approach. The results are also compared with those obtained using the
multi–parameter reweighting method and the Taylor expansion method on
the lattice which are considered as the valid method for finite density QCD
at a small baryon chemical potential. The results obtained by the canonical
approach are found to be in very good agreement in the regions where the
statistical errors in the multi–parameter reweighting method and Taylor ex-
pansion method are under control. Moreover, our canonical approach works
beyond µB/T ≃ 3 while the validity range of other lattice method for finite
density QCD is practically limited to µB/T ≲ 3.

1





Contents

1 Introduction 7
1.1 QCD in a nutshell . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Conjecture of QCD phase diagram at finite temperature and

density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Purpose of the present thesis . . . . . . . . . . . . . . . . . . . 13

2 Lattice field theory at zero temperature and vanishing den-
sity 19
2.1 Naive QCD action on a lattice . . . . . . . . . . . . . . . . . . 19

2.1.1 Fermionic part of the QCD action on a lattice . . . . . 19
2.1.2 Gauge part of the QCD action on a lattice . . . . . . . 22
2.1.3 Summary: naive QCD action on a lattice . . . . . . . . 26

2.2 Fermion doubling and Wilson fermion action . . . . . . . . . . 26
2.2.1 Fermion doubling . . . . . . . . . . . . . . . . . . . . . 26
2.2.2 One solution for doubling problem . . . . . . . . . . . 27

2.3 Improvement of QCD action on a lattice . . . . . . . . . . . . 29

3 Finite temperature and density QCD on a lattice 33
3.1 QCD partition function and introduction of temperature and

quark chemical potential . . . . . . . . . . . . . . . . . . . . . 33
3.2 Lattice QCD and Monte Carlo method . . . . . . . . . . . . . 37
3.3 Sign problem at finite density QCD . . . . . . . . . . . . . . . 38

3.3.1 Sign problem . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.2 Interpretation of sign problem in view of lattice field

theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4 Canonical approach and other methods to finite density lat-
tice QCD 43

3



4.1 Several methods for finite density lattice QCD . . . . . . . . . 43

4.1.1 Multi–parameter reweighting method . . . . . . . . . . 44

4.1.2 Taylor expansion method . . . . . . . . . . . . . . . . . 46

4.1.3 Imaginary chemical potential method . . . . . . . . . . 47

4.1.4 Density of states method . . . . . . . . . . . . . . . . . 48

4.2 Canonical approach to finite density QCD . . . . . . . . . . . 49

4.2.1 How to escape from the sign problem in canonical ap-
proach . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.2.2 Constraint on canonical partition functions . . . . . . . 50

4.2.3 Roberge–Weiss periodicity for grand canonical parti-
tion function . . . . . . . . . . . . . . . . . . . . . . . 52

5 Difficulties of canonical approach to finite density lattice
QCD and the solutions 55

5.1 Multiple precision calculation as a new solution for difficulty
of Fourier transformation . . . . . . . . . . . . . . . . . . . . . 55

5.2 Winding number expansion method as a new solution for nu-
merical cost for calculations of Wilson fermion determinants . 56

5.2.1 Reduction formula for Wilson fermion determinant . . 57

5.2.2 Winding number expansion method . . . . . . . . . . . 62

5.2.3 Summary of our numerical calculation for the winding
number expansion method . . . . . . . . . . . . . . . . 69

6 Numerical results 71

6.1 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . 71

6.2 Validity of the noise method for calculation of the trace . . . . 72

6.3 Validity of multiple precision calculation . . . . . . . . . . . . 73

6.4 Calculation process in lattice simulation . . . . . . . . . . . . 75

6.5 Numerical results of the canonical partition function ZB(T ) . . 75

6.6 Results of thermodynamic observables . . . . . . . . . . . . . 77

6.6.1 Estimation of validity range of the direct method and
the canonical approach . . . . . . . . . . . . . . . . . . 77

6.6.2 Baryon chemical potential dependence of pressure . . . 80

6.6.3 Baryon chemical potential dependence of baryon num-
ber density . . . . . . . . . . . . . . . . . . . . . . . . 82

6.6.4 Baryon chemical potential dependence of baryon num-
ber susceptibility . . . . . . . . . . . . . . . . . . . . . 84

4



7 Summary and outlook 87

5





Chapter 1

Introduction

In this chapter, basic concepts of quantum chromodynamics (QCD) are first
overviewed and then a theoretical conjecture of the QCD phase diagram on
a temperature–baryon chemical potential plane is introduced. Because we
have no definitive method based on first–principles calculation at present to
analyze the QCD phase diagram, proposed QCD phase diagrams so far have
a lot of uncertainties.

1.1 QCD in a nutshell

Quantum chromodynamics (QCD) is the theory of strong interaction. The
QCD Lagrangian in Euclidian space is given with bare coupling constant g
and quark mass mf as follows;

LQCD =
1

4
F a
µνF

a
µν +

∑
f,a

ψ̄a
f (Dµγµ +mf )ψ

a
f . (1.1)

The indices a and f on the quark field are the degrees of freedom of color
and flavor, respectively. Here, F a

µν is a tensor called the field strength defined
with a gluon field Aa

µ as follows;

F a
µν = ∂µAν + igfabcAb

µA
c
ν . (1.2)

The degree of freedom of color on the gluon field is N2
c − 1 and the degree

of freedom of color on a quark field Nc. Here, f
abc is the structure constant

defined with generators λa of Lie group SU(Nc) as follows;

[λb, λc] = ifabcλa. (1.3)
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Dµγµ is called Dirac operator and the definition is

Dµγµ = (∂µ + igAa
µλ

a)γµ. (1.4)

The second term in the Dirac operator corresponds to the term describing
the interaction between quarks and gluons. It is considered that there are six
quark flavors (up, down, charm, strange, top, and bottom). In theoretical
calculations of QCD in thermal equilibrium, only two flavors (i.e. up and
down) or three flavors (i.e. up, down, and strange) are usually included.
This is because these quark masses are lighter than ΛQCD ∼ 200MeV which
is the typical energy scale of QCD. According to the Particle Data Group [1]
these quark masses reads,

mu = 2.2+0.6
−0.4 MeV, (1.5)

md = 4.7+0.5
−0.4 MeV, (1.6)

ms = 96+8
−4 MeV. (1.7)

Moreover, only up and down quarks with approximately degenerated mass
are often considered in lattice QCD formalism. This type of lattice QCD
formalism is called 2–flavor lattice QCD.

The QCD Lagrangian is invariant under the following local gauge trans-
formation;

ψ(x) → Ω(x)ψ(x), (1.8)

Aµ → Ω(x)Aµ(x)Ω
−1(x)− i

g
Ω(x)∂µΩ

−1(x). (1.9)

Here, Ω(x) ∈ SU(3) and Aµ(x) = Aa
µ(x)λ

a ∈ su(3).

1.2 Conjecture of QCD phase diagram at fi-

nite temperature and density

QCD has the property called asymptotic freedom [2, 3]. This is the phe-
nomenon that the magnitude of the coupling constant g depends on the
energy scale of a QCD system due to the polarizations of gluons. Using
the one–loop calculation, the effective coupling constant αs(Q) is given as
follows;

αs(Q) =
12π

(33− 2Nf ) log
(

Q2

ΛQCD

) . (1.10)
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4 第 1章 QCDの基礎概念と有限温度有限密度での相転移現象

ンによって束縛され、クォークが数種類結びついているハドロン相になるであろうと推測
できる。現在、理論的実験的に予想されている温度、バリオン化学ポテンシャル平面での
QCDの相図は図 1.1のようになっている。密度が低い領域の十分高温ではクォークとグ
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  オーバー

図 1.1 予想されている (µB , T )QCD相図

ルーオンがほぼ自由に振る舞っているクォークグルーオンプラズマ相であり、低温ではハ
ドロン相である。その間の相転移はモデル計算により 1次相転移であること、十分密度が
低い領域ではクロスオーバーであることが有力である。有限温度ゼロ密度ではクロスオー
バーであることが格子 QCD計算に対する有限サイズスケーリングの方法より強く示唆さ
れている [4, 5]。クロスオーバーと 1次相転移の境目に臨界点があることが予想されてい
るが臨界点が (T, µB)上のどこにくるのか、そもそも臨界点自体があるのか、その議論は
今も紛糾している。臨界点の場所の理論的予想をするために、現在までに様々な計算が行
われているが、その結果には大きなばらつきがある。加えて臨界点がないと予想する計算
結果も多数存在するため、その予想は成功しているとは言いがたい [6]。図 1.1 の低温高
密度領域にある緑色で書かれた 1 次相転移線は核物質の気体/液体相転移を示している。
この相転移は理論的に確立している。ゼロ密度系の QCD相図は QCDの第一原理計算で
ある格子 QCD計算から多くの情報を得ることができ、その理解は進んでいるが、有限密

 Quark-gluon plasma phase

 Hadron gas phase

 critical point  cross over

 Nuclear  
matter

Figure 1.1: Conjecture of QCD phase diagram at finite temperature and
density. The Blue line indicates the phase transition line between confining
and deconfining phase and the red point corresponds to the critical point of
the transition. The green line is the liquid–gas phase transition.

Here, Q is the energy scale we are interested in. From this expression, we
can say that the effective coupling constant decreases as Q increases. This
fact suggests that the quark–gluon plasma phase where quarks almost freely
move realizes at high temperature and the hadronic phase where quarks form
bound states realizes at low temperature. Figure 1.1 is one of conjectures
of the QCD phase diagram at finite temperature and density. Some phe-
nomenological models predict that low density and high temperature region
corresponds to the quark–gluon plasma phase and low temperature region
corresponds to the hadronic phase [4]. The phase transition between con-
fining and deconfining phase at vanishing baryon density has been discussed
in detail by lattice QCD calculation. For the realistic QCD case with up,
down, and strange quark with physical quark masses, it is established that
the phase transition is crossover from analysis using staggered fermions and
Wilson fermions [6, 7]. Considering lattice spacing dependence and volume
dependence of thermodynamic observables, we have strong evidences to con-
clude that the typical value of pseudo critical temperature is 150−200 MeV.
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QCD phase diagram: an overview M. Stephanov
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Figure 4: Comparison of predictions for the location of the QCD critical point on the phase diagram. Black
points are model predictions: NJLa89, NJLb89 – [12], CO94 – [13, 14], INJL98 – [15], RM98 – [16],
LSM01, NJL01 – [17], HB02 – [18], CJT02 – [19], 3NJL05 – [20], PNJL06 – [21]. Green points are lattice
predictions: LR01, LR04 – [22], LTE03 – [23], LTE04 – [24]. The two dashed lines are parabolas with
slopes corresponding to lattice predictions of the slope dT/dµ2B of the transition line at µB = 0 [23, 25].
The red circles are locations of the freezeout points for heavy ion collisions at corresponding center of mass
energies per nucleon (indicated by labels in GeV) – Section 5.

3.4 Predictions from models

In the absence of a controllable (i.e., systematically improvable and converging in the V → ∞
limit) method to simulate QCD at nonzero µB, one turns to model calculations. Many such calcula-
tions have been done [12, 13, 14, 15, 16, 17, 18, 19, 20, 21]. Figure 4 summarizes the results. One
can see that the predictions vary wildly. An interesting point to keep in mind is that each of these
models is tuned to reproduce vacuum, T = µB = 0, phenomenology. Nevertheless, extrapolation to
nonzero µB is not constrained significantly by this. In a loose sense, most lattice methods (see next
Section) can be also viewed as extrapolations from µB = 0, albeit with reliable input from finite T .

4. Lattice results on the critical point

This section is devoted to brief (and necessarily incomplete) descriptions of currently devel-
oped lattice methods for reaching out into the TµB plane. The comments below are selective and
are meant to complement the original contributions in this volume. For a more comprehensive
description of these methods, as well as other methods not discussed here, the reader may consult
the most up-to-date review of Schmidt in these proceedings [2] as well as an earlier review by
Philipsen [26], both of which also contain further references to original papers.

4.1 Reweighting

The first lattice prediction for the location of the critical point was reported by Fodor and
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Figure 1.2: Theoretical predictions for the location of the critical point of the
QCD phase diagram. This figure is adopted from the reference [13]. The label
of the points are explained in the table 1.1. The blue and magenta dashed
lines correspond to the slopes of d2T/dµ2

B of the transition line evaluated by
lattice simulation at vanishing baryon chemical potential.

The most recent lattice QCD simulation using 2 + 1 flavors with physical
quark masses indecates that Tc is 155(1)(8) MeV [8]. A lot of chiral mod-
els indicate that the “QCD critical point” of chiral phase transition line at
(Tcp, µcp) in Fig.1.1 exits on the QCD phase diagram. This means that the
phase transition is crossover for µB < µpc and first order for µB > µpc for
physical up, down, and strange quark masses [9, 10, 11, 12]. Thus, the phase
transition at the QCD critical point is second order. The predicted QCD
critical points are widely spread on the QCD phase diagram as shown in
Fig.1.2 and there are some models which predict that the critical point does
not exist in finite temperature and density QCD.

Near the phase transition line between confining and deconfining phase
transition, we expect that anomalous features of observables closely related
to the phase transition occur. For example, an order parameter to character-
ize the QCD critical point is the chiral condensate

⟨
ψ̄ψ
⟩
and the correlation

length and the fluctuation diverge at the critical point. The fluctuation of the
baryon number at finite baryon chemical potential µB with finite quark mass
also diverges at the critical point because the baryon number couples with

10



Table 1.1: Labels for Fig.1.2. This table is adopted from [13].
Label Technique Source

NJL89a Nanbu–Jona–Lasinio (NJL) [9]
NJL89b NJL [9]
CO94 Composite operator [10, 14, 15]
INJL98 Instanton NJL [12]
RM98 Random matrix [16]
LSM01 Linear sigma model [17]
NJL01 NJL [17]
HB02 Hadronic boostrap [18]
CJT02 Effective potential [19]
3NJL05 3–flavor NJL [20]
PNJL06 NJL with Polyakov loop [21]
LR01 Lattice multi–parameter reweighting [22]
LR04 Lattice multi–parameter reweighting [23]
LTE03 Lattice Taylor expansion [24]
LTE04 Lattice Taylor expansion [25]

the chiral condensate. This fluctuation can be explained physically as the
response of the baryon number density to an infinitesimal change of baryon
chemical potential. Therefore, the behavior of the baryon susceptibility χB

which is the first order derivative of the baryon number density in terms of
baryon chemical potential is important and a chiral effective model actually
tells us that the baryon number susceptibility shows a peak on the crossover
line between the chiral broken and symmetric phases on a QCD phase di-
agram. Figure 1.3 is an example of this feature. Here, let us focus on the
relation between high energy experiments with accelerators and theoretical
trials for searching for the chiral phase transition and the critical point. Inter-
esting quantities for this purpose include higher order cumulants of conserved
charges. They are sensitive to the correlation length [29] and they behave
anomalously around the critical point. The higher baryon number cumulants
χn+1 are given as follows.

χn+1 =
⟨Nn+1⟩c

V
=

∂

∂(µB/T )

⟨Nn+1⟩c
V

=
χn

∂(µB/T )
(1.11)
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3

moments are then given by

m3(EEE) =
1

T 3

∂(T 2Cµ̂)

∂T

∣

∣

∣

∣

µ̂

, (8)

m3(BEE) = 2m3(QEE) =
1

T

∂Cµ̂

∂µB
. (9)

Since Cµ̂ is the second derivative of ω along the radial
direction, it diverges at the critical point which belongs
to the same universality class as that of the 3D Ising
model. Therefore, m3(EEE), m3(BEE), and m3(QEE),
all change their signs at the critical point.

While the above arguments, based on the divergence
of second derivative of ω, guarantee the appearance of
the region with negative third moments in the vicinity of
the critical point, they do not tell us anything about the
size of these regions in the T -µB plane. In fact, all third
moments considered here become positive at sufficiently
high T and µB > 0 where the system approaches a free
quark and gluon system. The regions are thus limited
more or less near the critical point.

The information about the behavior of the third mo-
ments at small µB can be extracted from the numerical
results in lattice QCD. For example, with the Taylor ex-
pansion method the thermodynamic potential is calcu-
lated to be ω = −c2(T )µ2

B − c4(T )µ4
B − c6(T )µ6

B − · · · ,
and one can read off the behavior of m3(BBB) at small
µB as m3(BBB) = 24[c4(T )µB +5c6(T )µ3

B + · · · ]. Lattice
simulations indicate that c4(T ) is positive definite, while
c6(T ) becomes negative in the high temperature phase
[18]. From this result one sees that m3(BBB) is positive
for small µB, while the negative c6(T ) suggests that the
sign of m3(BBB) eventually changes at sufficiently large
µB. Other moments for small µB can also be evaluated
in the Taylor expansion method by expanding ω with
respect to T and µQ. If the contour lines of vanishing
third moments are close enough to the T -axis, the lattice
simulations may be able to determine these lines. Since
the region with a negative third moment should depend
on the channel, combined information of signs of different
third moments, and the comparison of the third moments
obtained by experiments and lattice simulations, will pro-
vide a deep understanding about the state of the system
in the early stage of relativistic heavy ion collisions and
the QCD phase diagram.

The range of µB/T where lattice simulations are suc-
cessfully applied, however, is limited to small µB/T with
the present algorithms. In particular, thermodynamics
around the critical point cannot be analyzed with the
Taylor expansion method. In order to evaluate the qual-
itative behavior of the third moments in such a region,
one has to resort to effective models of QCD. To make
such an estimate, here we employ the two-flavor Nambu-
Jona-Lasinio model [19, 20] with the standard interac-
tion Lint = G{(ψ̄ψ)2 +(ψ̄iγ5τiψ)2}, where ψ denotes the
quark field. For the model parameters, we take the val-
ues determined in Ref. [19]; G = 5.5GeV−2, the current

FIG. 1: (color online). T and µB dependence of the baryon
number susceptibility χB multiplied by T in the Nambu-Jona-
Lasinio model. The bold line on the bottom surface shows the
first order phase transition line and the point at the end is
the critical point.

FIG. 2: (color online). Regions where third moments take
negative values in the T -µB plane. The regions are inside the
boundaries given by the lines.

quark mass m = 5.5MeV, and the three-momentum cut-
off Λ = 631MeV. For the isospin symmetric matter, this
model gives a first order phase transition at large µB, as
shown on the bottom surface of Fig. 1 by the bold line.
The critical point is at (T, µB) ≃ (48, 980)MeV.

In Fig. 1, we also show the T and µB dependence of
TχB calculated in the mean-field approximation. One
observes that χB diverges at the critical point, and the
peak structure well survives along the crossover line up to

Figure 1.3: Temperature T and baryon chemical potential µB dependence
of baryon number susceptibility χ obtained by the 2–flavor Nambu–Jona–
Lasinio model [26, 27]. This figure is taken from [28]. The bold line in this
figure corresponds to the first order phase transition and the end of this line
indicates the critical point.

In particular, χ2 is just the baryon number susceptibility χB.

χ2 =
⟨N2⟩c
V

=
∂

∂(µB/T )

⟨N⟩
V

(1.12)

From this definition, we can conclude that the signs of χ3 and χ4 change
around the phase transition line due to the behavior of χ2 [28]. In high
energy experiments, skewness S and kurtosis K defined below have been
measured by event–by–event analysis to pick up the anomalous behavior of
the fluctuation of observables. The definition of the skewness is,

S =
⟨N3⟩c
χ3
2

, (1.13)

and the definition of the kurtosis is,

K =
⟨N4⟩c
χ4
2

. (1.14)
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The skewness and the kurtosis also give us important information; these
quantities show sign flip near the QCD critical point. In event–by–event
analysis in relativistic heavy ion collisions, the numbers of specific particles
are measured in each event. For example, the net–proton distribution has
been observed by STAR Collaboration as shown in Fig.1.4. From this result,
we can extract the probability distribution function for the particle and we
can evaluate the skewness and the kurtosis [31, 32]. Ideally, this measurement
of the net–proton distribution should be replaced by the measurement of the
net–baryon distribution because the net–proton number is not a conserved
charge. However, measuring the net–baryon number is quite difficult because
detectors cannot identify neutral baryons.

Figure 1.4: Net–proton number distribution measured by STAR Collabora-
tion. This figure is taken from [30].

1.3 Purpose of the present thesis

As stated in previous chapter, there are lots of physically interesting targets
of QCD on a temperature–baryon density plane. For example, in addition to
the topics (chiral phase transition and QCD critical point) explained in the

13
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 Quark-gluon plasma phase

 Hadron gas phase

 critical point  cross over

 Nuclear  
matter

Conventional lattice QCD technique  
for finite density works up to                  .

Figure 1.5: Region where conventional lattice QCD technique for finite den-
sity works on a temperature–baryon density plane.

previous chapter, the early Universe, neutron stars, and quark matter could
be relevant to the QCD phase diagram research [4].

At this stage, we have the multi–parameter reweighting method [22, 33]
and the Taylor expansion method [34, 35, 36], the imaginary chemical poten-
tial method [37, 38], and the density of states method [39, 40, 41] as major
approaches to finite density QCD from first–principles calculation. However,
it is considered that these methods are valid only for QCD with a small chem-
ical potential which corresponds to QCD in low density region. To be more
specific, it is empirically known that these methods safely work only up to
µB/T ∼ 3, where µB is a baryon chemical potential. This restriction comes
from the so–called sign problem [4, 42, 43] discussed in Chapter 4 in detail.
Therefore, it is highly important to explore other methods for investigating
finite-density QCD systems quantitatively from ab initio calculations; this is
also an urgent subject in the fields of particle and nuclear physics.

In this thesis, the canonical approach to finite density lattice QCD [44,
45, 46, 47, 48, 49] is adopted and studied. The main reasons are as follows.

1. The canonical approach can avoid the sign problem in principle.
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In the canonical approach, first we compute a set of canonical partition
functions and then we construct a fugacity expansion of a grand canon-
ical partition function. Canonical partition functions can be calculated
through the Fourier transformation of the grand canonical partition
functions calculated at purely imaginary chemical potential. This pro-
cedure does not suffer from the sign problem.

2. The canonical approach can relate theoretical results and experimental
results directly.

Re[⇠]

Im[⇠]

×××
×

×

×

×

unit circle
zero on positive real axis 

Figure 1.6: Conceptual diagram of Lee–Yang zeros. Cross marks indicate the
zero points of a grand canonical partition function with a complex chemical
potential.

For instance, the canonical partition functions Zn are closely related to
a multiplicity distribution of protons P (n = Np−Np̄) where Np and Np̄

are the numbers of protons and anti-protons, respectively, measured at
Brookhaven National Laboratory [50] as follows;

Zne
nµ/T = P (n, µ/T ). (1.15)

That is, using the canonical approach allows for a unique suggestion
for experiments that cannot be obtained from other methods. Thus,
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we can extract information on the phase transition from results of the
experiment with the canonical approach using Lee–Yang zeros analysis
[51]. The Lee–Yang zeros analysis can be performed as follows. Consid-
ering the fugacity expansion of the grand canonical partition function
ZGC(µc) with complex chemical potential µc, we can search the zero
points hi of the grand canonical partition function,

ZGC(T, µc) =
∏
i

(eµc/T − hi). (1.16)

These zero points hi are called the Lee–Yang zeros and the distribution
on a fugacity plane includes information of the phase structure of the
corresponding statistical system. In thermodynamic limit, the number
of zeros becomes infinite and the zeros coalesce onto one–dimensional
curves on a fugacity plane as shown in Fig.1.6. If a system has first
order phase transition at µ/T , the coalescing zero points touch the
phase transition point on a positive real axis on a fugacity plane. On
the other hand, if a system has second order phase transition, the
coalescing zero points pinch the point. In case of crossover, coalescing
zeros do not reach to the point. Therefore, we can indentify a phase
transition point and the order using this analysis. In actual numerical
simulation, it is important to analyze the volume dependence of Lee-
Yang zeros because no zero point appears on the real axis for a finite
volume system.

Considering above, it can be said that the canonical approach could be
a hopeful candidate to analyze the thermodynamics of QCD at large baryon
density. The main purpose of this thesis is to check if the canonical approach
could work for finite-density QCD in an actual numerical simulation. The
canonical approach has not only the good points as stated above but some
problems also. To search for clues to overcome these problems, we will make
comprehensive and quantitative estimates using the canonical method.

In this thesis, chapter 2 is devoted to the formulation of quantum field
theory on a lattice at zero temperature and vanishing density. In chapter 3,
brief descriptions of finite temperature and density QCD on a lattice are given
and the sign problem is also explained in detail. In chapter 4, conventional
lattice QCDmethods including the canonical approach for finite density QCD
are briefly explained. Chapters 2–4 correspond to the review part of my
thesis. In Chapter 5, difficulties of the canonical approach are discussed and
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my new solutions for them are also presented. This part is mainly based on
the following paper.

• Ryutaro Fukuda, Atsushi Nakamura, and Shotaro Oka, “Canonical ap-
proach to finite density QCD with multiple precision computation”
Phys. Rev. D 93, 094508 (2016) [52]

In chapter 6, my numerical set up is first given and then the validity of
my new solutions for the difficulties of the canonical approach is discussed.
After that, results of the thermodynamic observables such as the pressure,
the baryon number density, and the baryon susceptibility from my strategy
are presented and compared to preceding works in chapter 5. This part is
mainly based on [52] and the following paper.

• Ryutaro Fukuda, Atsushi Nakamura, and Shotaro Oka, “Validity range
of canonical approach to finite density QCD” Proceeding of Science
(LATTICE 2015) 167 (2015) [53]

Thus, chapters 5 and 6 correspond to the description of my original work.
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Chapter 2

Lattice field theory at zero
temperature and vanishing
density

In this chapter, a method for introducing interaction fermions at zero tem-
perature and vanishing density on a lattice is shortly explained. The clue
which can support us to achieve it is an invariance under the local gauge
transformation that QCD on a lattice should hold.

2.1 Naive QCD action on a lattice

2.1.1 Fermionic part of the QCD action on a lattice

As stated in the previous chapter, the fermionic part SF [ψ, ψ̄, A] of the QCD
action in Euclidian space is given by a bilinear functional in the quark fields
ψ and ψ̄ as follows;

SF [ψ, ψ̄, A] =

Nf∑
f=1

∫
dx4ψ̄f (x)aα

[
(γµ)αβ(δ

ab∂µ + iAµ(x)
ab) +mfδαβδ

ab
]
ψ(x)bβ.

(2.1)
Before considering the discretization of interacting fermions, we discuss the
discretization of free fermions. After this step, we introduce gauge fields on
a lattice.
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µ

⌫

n+ µ̂

n n+ ⌫̂n� ⌫̂

a

Figure 2.1: Discretization of spacetime coordinates. n indicates a spacetime
coordinate (n1a, n2a, n3a, n4a) on a lattice with a lattice spacing of a. µ and
ν simply present the orientation of the spacetime coordinate. Note that n±µ̂
corresponds to (n1a, n2a, n3a, n4a)± (δµ1a, δµ2a, δµ3a, δµ4a).

Free fermions

In the continuum theory, the free single flavor fermion action Sfree
F is given

by the expression

Sfree
F [ψ, ψ̄] =

∫
dx4ψ̄(x)

(
γµ∂µ +m

)
ψ(x). (2.2)

On a lattice, we need to discretize space–time coordinates (see Fig.2.1)
so that discretized ones can be labeled sets of four integer numbers n =
(n1, n2, n3, n4) which run from 1 to Nµ. Therefore, the corresponding lattice
volume V can be calculated as (Nxa)× (Nya)× (Nza)× (Nta) with a lattice
spacing a. Using the following symmetric discretized derivative

∂µψ(n) ∼
ψ(n+ µ̂) + ψ(n− µ̂)

2a
(2.3)

and discretized 4–dimensional integration∫
dx4 ∼ a4

Nx∑
nx=1

Ny∑
ny=1

Nz∑
nz=1

Nt∑
nt=1

≡ a4
∑
n

, (2.4)
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the free fermion action on a lattice can be given by

Sfree
F [ψ, ψ̄] = a4

∑
n

ψ̄(n)

(
4∑

µ=1

γµ
ψ(n+ µ̂)− ψ(n− µ̂)

2a
+mψ(n)

)
. (2.5)

This is the starting point for a discretized fermionic part for the interacting
case of Eq.(2.1) on a lattice.

Interacting case

To consider an interacting fermion case, as in the continuum theory, we need
to take into account the invariance of the action under the following local
gauge transformation with a SU(3) matrix Ω(x);

ψ(x) → ψ′(x) = Ω(x)ψ(x), (2.6)

¯ψ(x) → ψ̄′(x) = ψ̄(x)Ω†(x). (2.7)

We can easily find that the mass term in Eq.(2.5) is invariant under this
transformation. On the other hand, the discretized derivative term is not
gauge invariant. Therefore, we need to introduce a field Uµ(x) to keep the
term invariant under the transformation. To be more specific, we consider

ψ̄(n)U±µ(n)ψ(n± µ̂) (2.8)

instead of ψ̄(n)ψ(n± µ̂) in Eq.(2.5). This new term with U±µ is transformed
under the gauge transformation as follows;

ψ̄′(n)U ′
±µ(n)ψ

′(n± µ̂) = ψ̄(n)Ω†(n)U ′
±µ(n)Ω(n± µ̂)ψ(n± µ̂). (2.9)

Consequently, ψ̄(n)U±µ(n)ψ(n±µ̂) becomes gauge invariant if we regard that
the gauge transformation of U±µ(n) is given by

U ′
±µ(n) = Ω(n)U±µ(n)Ω

†(n± µ̂). (2.10)

Therefore, the interacting fermionic action can be given by the following
form;

SF = a4
∑
n

ψ̄(n)

(
4∑

µ=1

γµ
Uµ(n)ψ(n+ µ̂)− U−µ(n)ψ(n− µ̂)

2a
+mψ(n)

)
.

(2.11)
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Figure 2.2: Location of fermion fields ψ and link variables Uµ on a lattice.
Fermion fields live on a discretized point and link variables are attached
geometrically on a link of a lattice.

This fermionic action holds the gauge invariant property thanks to the matrix
Uµ. This matrix Uµ(n) is called a link variable because this has an orientation
µ and can be considered to be attached geometrically on a link of a lattice as
shown in Fig.2.2. We also easily find that U−µ(n) is equivalent to U

†
µ(n− µ̂).

In the following section, the relation between a link variable Uµ and a gauge
field Aµ is discussed.

2.1.2 Gauge part of the QCD action on a lattice

Constructing the gauge part of the QCD action on a lattice, it is crucial
to make use of the plaquette Uµν(n) which is a closed loop composed by a
product of four link variables. This plaquette is defined as

Uµν(n) = Uµ(n)Uν(n+ µ̂)U †
µ(n+ ν̂)U †

ν(n) (2.12)

and this can be sketched as shown in Fig.2.3. Using this plaquette, the gauge
part of the QCD action on a lattice can be given by

SW
G [U ] =

2

g2

∑
n

∑
µ<ν

Re tr[1− Uµν(n)] (2.13)

and this type of the gauge action was introduced by Wilson for the first time
[54]. Thus, this gauge action is usually called Wilson gauge action. The
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Figure 2.3: Schematical view of a plaquette. A plaquette at n is the closed
loop from n composed by a product of four link variables.

problem we have to consider is if this gauge action is gauge invariant and
it can produce the continuum gauge action when taking a continuum limit
a→ 0.

Gauge invariance of Wilson gauge action

We have only to check if the trace of a plaquette is gauge invariant for making
sure that Wilson gauge action is gauge invariant;

tr U ′
µν(n) = tr [Ω(n)Uµ(n)Uν(n+ µ̂)U †

µ(n+ ν̂)U †
ν(n)Ω

†(n)] = tr Uµν(n).
(2.14)

Therefore, it can be said that Wilson gauge action is gauge invariant.

Continuum limit of Wilson gauge action

First of all, we need to discuss the relation between a link variable Uµ and
a gauge field Aµ to study the continuum limit of Wilson gauge action of
(2.13). The starting point is the gauge transformation of a link variable of
(2.10). In the continuum theory, it is known that the following quantity
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T (x, y) is transformed in the same way as a link variable under the gauge
transformation;

T (x, y) = P exp

(
i

∫ y

x

Aµ(z)dz
µ

)
= lim

N→∞

N−1∏
n=0

(
1 + iAµ(xn)∆x

µ
)
, (2.15)

where xn and |∆x| are defined by x+ n∆x and |y − x|/N , respectively. Let
us actually check the gauge transformation of T (x, y);

T ′(x, y) = lim
N→∞

N−1∏
n=0

(
1 + iA′

µ(xn)∆x
µ
)
, (2.16)

A′
µ(xn) =

1

i
Ω(xn)∂µΩ

†(xn) + Ω(xn)Aµ(xn)Ω
†(xn). (2.17)

Therefore, we can reach to the expression

1 + iA′
µ(xn)∆x

µ = 1 + Ω(xn)∂µΩ
†(xn)∆x

µ + iΩ(xn)Aµ(xn)Ω
†(xn)∆x

µ

= Ω(xn)
(
1 + iAµ(xn)∆x

µ
)
Ω†(xn+1) +O

(
(∆x)2

)
. (2.18)

To obtain the second line of Eq.(2.18), the expressions

∂µΩ
†(xn)∆x

µ = Ω†(xn+1)− Ω†(xn), (2.19)

Ω†(xn+1) = Ω†(xn) +O(∆x) (2.20)

are used. Consequently, we can get the following gauge transformation;

T ′(x, y) = Ω(x)T (x, y)Ω†(y). (2.21)

Taking into account this similarity between Uµ and T , we can conclude that
Uµ(n) is equivalent to T (n, n+ µ̂) in case of an enough small lattice spacing.
This apparently means that a link variable can be written with a gauge field
Aµ as follows;

Uµ(n) = exp
(
iaAµ(n)

)
. (2.22)
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Using the relation (2.22) between a link variable and a gauge field, let us
consider the continuum limit of Wilson gauge action. Plaquettes in Wilson
gauge action can be expanded with Baker–Campbell–Hausdorff formula

exp(X) exp(Y ) = exp
(
X + Y +

1

2
[X,Y ] + · · ·

)
, (2.23)

where X and Y are arbitrary matrices. Then, we obtain

Uµν(n) = eiaAµ(n)eiaAµ(n+µ̂)e−iaAµ(n+ν̂)e−iaAν(n)

= exp
[
iaAµ(n) + iaAν(n+ µ̂)− iaAµ(n+ ν̂)− iaAν(n)

− a2

2
[Aµ(n), Aν(n+ µ̂)] +

a2

2
[Aµ(n), Aµ(n+ ν̂)]

+
a2

2
[Aν(n+ µ̂), Aµ(n+ ν̂)] +

a2

2
[Aµ(n), Aν(n)]

+
a2

2
[Aν(n+ µ̂), Aν(n)]−

a2

2
[Aµ(n+ ν̂), Aν(n)] +O(a3)

]
= exp

[
ia2
(
∂µAν(n)− ∂νAµ(n) + i[Aµ(n), Aν(n)]

)
+O(a3)

]
= exp

[
ia2Fµν +O(a3)

]
. (2.24)

The expansion

Aµ(n+ ν̂) = Aµ(n) + a∂νAµ(n) +O(a2) (2.25)

is repeatedly used to get the third line from the second line in Eq.(2.24).
Using the expression (2.24), Wilson gauge action can be written in terms of
a field strength Fµν ;

SW
G [A] =

2

g2

∑
n

∑
µ<ν

Re tr
[
1− exp

(
ia2Fµν

)]
=

1

g2

∑
n

4∑
µ=1

4∑
ν=1

Re tr[−ia2Fµν(n) + a4F 2
µν ] +O(a2)

=
a4

2g2

∑
n

4∑
µ=1

4∑
ν=1

tr F 2
µν . (2.26)

Getting the third line in Eq.(2.26), two relations ReX = (X + X†)/2 and
U †
µν = Uνµ are used. Thus, we can conclude that Wilson gauge action is

equivalent to the continuum gauge action in the continuum limit.
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2.1.3 Summary: naive QCD action on a lattice

From the above discussion, the naively discretized QCD action on a lattice
can be given by

Snaive
QCD = a4

∑
n

ψ̄(n)

(
4∑

µ=1

γµ
Uµ(n)ψ(n+ µ̂)− U−µ(n)ψ(n− µ̂)

2a
+mψ(n)

)

+
2

g2

∑
n

∑
µ<ν

Re tr[1− Uµν(n)]. (2.27)

Unfortunately, this is not appropriate as an interacting single flavor fermion
action on a lattice because the fermion part of the naive QCD action has
the problem called the fermion doubling. In the next section, the doubling
problem is explained and one solution is also introduced.

2.2 Fermion doubling and Wilson fermion ac-

tion

2.2.1 Fermion doubling

For studying the fermion part of the naive QCD action in more detail, we
rewrite the fermion part in the following style;

SF [ψ, ψ̄, U ] = a4
∑
n,m

∑
c,d

∑
α,β

ψ̄(n)cαD(n|m)cdαβψ(m)dβ, (2.28)

D(n|m)cdαβ =
4∑

µ=1

(γµ)αβ
Uµ(n)

cdδn+µ̂,m − U−µ(n)
cdδn−µ̂,m

2a
+mδαβδ

cdδnm.

(2.29)
Let us see the Dirac operator for free case (Uµ(n) = 1 for all n) in momentum
space using the Fourier transformation;

D̃(p|q) = 1

NxNyNzNt

∑
n,m

e−ip·naD(n|m)eiq·ma

= δ(p− q)
(
m+

i

a

4∑
µ=1

γµ sin(pµa)
)

= δ(p− q)D̃(p). (2.30)
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This expression means that the Dirac operator is diagonal in momentum
space for free case. Moreover, the inverse of the Dirac operator in momentum
space can be computed easily as follows;

D̃−1(p) =
1

m+ i
a

∑4
µ=1 γµ sin(pµa)

=
m− i

a

∑4
µ=1 γµ sin(pµa)

m2 + 1
a2

∑4
µ=1 sin

2(pµa)
. (2.31)

To simplify our discussion, let us consider massless fermions. For this case
in the continuum limit, Eq.(2.31) becomes

D̃−1(p;m = 0, a→ 0) =
−i
∑4

µ=1 γµpµ

p2
. (2.32)

This propagator has a pole at p = (0, 0, 0, 0) and this corresponds to a single
flavor massless fermion. Therefore, this propagator is surely correct in the
continuum limit as expected. However, the propagator in momentum space
on a lattice has a fatal problem. The expression

D−1(p;m = 0, a ̸= 0) =
−ia

∑4
µ=1 γµ sin(pµa)∑4

µ=1 γµ sin
2(pµa)

(2.33)

implies that there are fifteen unphysical poles in addition to a physical pole.
Particles corresponding to these extra poles are called doublers and we need
to remove them to get physically meaningful results on a lattice.

2.2.2 One solution for doubling problem

One solution for the doubling problem in case of free theory is to add the
extra term DW

free which has no contribution in the continuum limit to the
Dirac operator D as follows;

DW
free(n|m) = − r

2a

4∑
µ=1

(
δn+µ̂,m − 2δnm + δn−µ̂,m

)
. (2.34)

This method was introduced by Wilson for the first time [55, 56]. Thus, the
extra term is called the Wilson term and r is called the Wilson parameter. In
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the continuum limit, this term corresponds to −ar
2

∑
µ ∂µ∂µδnm. This Wilson

term can be generalized for interacting case considering the invariance under
the gauge transformation discussed in previous section as follows;

DW (n|m) = − r

2a

4∑
µ=1

(
Uµ(n)δn+µ̂,m − 2δnm + U−µ(n)δn−µ̂,m

)
. (2.35)

Therefore, the Dirac operator DWF for interaction case with Wilson term is
given by

DWF (n|m)cdαβ =
4∑

µ=1

(γµ)αβ
Uµ(n)

cdδn+µ̂,m − U−µ(n)
cdδn−µ̂,m

2a
+mδαβδ

cdδnm

− r

2a

4∑
µ=1

(
δn+µ̂,m − 2δnm + δn−µ̂,m

)
δcdδαβ

=

(
m+

4r

a

)
δcdδαβδnm − 1

2a

±4∑
µ=±1

(r − γµ)αβU
cd
µ (n)δn+µ̂,m.

(2.36)

For this case, the free Dirac operator in momentum space can be obtained
as follows;

D̃WF (p) = m+
1

a

4∑
µ=1

(
1− cos(pµa)

)
+
i

a

4∑
µ=1

γµ sin(pµa). (2.37)

From this expression, we can find that the mass of the particle whose mo-
mentum is p = (0, 0, 0, 0) is m and the Wilson term has no mass contribution
to this particle. In addition, it can be said that masses of doublers are
proportional to 1/a thanks to cos(pµa) which comes from the Wilson term.
Thus, masses of all doublers are heavy enough to have no contribution to
the theory in case of a fine lattice, namely in case of a small enough lattice
spacing. Consequently, the physical particle we are interested in can survive
and doublers cannot exist in our system in the Wilson fermion formalism.
In my work, I adopt this Wilson fermions as fermions on a lattice and the
Wilson parameter r is set to 1 as we usually do so for simplicity. In principle,
r can be set to any value expect 0. Accordingly, the fermion action used in
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my work can be written as

DWF (n|m) =

(
m+

4

a

)
δnm − 1

2a

±4∑
µ=±1

(1− γµ)Uµ(n)δn+µ̂,m. (2.38)

2.3 Improvement of QCD action on a lattice

When we construct the effective QCD action on a lattice, we need to dis-
cretize the derivatives included in the continuum action and the discretized
errors for the fermion action and the gauge action are O(a) and O(a2), re-
spectively. Taking a continuum limit, the result is free from this discretized
error. However, this is a tough work because we need to adopt a larger lattice
to keep the lattice volume constant in the case with a smaller lattice spacing.
Therefore, it is reasonable to reduce the statistical error originating from the
discretization adding extra terms to a lattice action because the lattice action
is not unique.

O(a)–improved Wilson fermion action

Let us consider O(a)–improvement of the Wilson fermion action Seff defined
as

Seff =

∫
dx4

(
T (0) + aT (1)

)
. (2.39)

T (0) is the usual Lagrangian of the Wilson fermions. To achieve this improve-
ment, we simply need to deal with the following quantities;

T
(1)
1 = ψ̄σµνFµνψ, (2.40)

T
(1)
2 = ψ̄DµDµψ + ψ̄D̃µD̃µψ, (2.41)

T
(1)
3 = mTr[FµνFµν ], (2.42)

T
(1)
4 = m

[
ψ̄γµDµψ − ψ̄γµD̃µψ

]
, (2.43)

T
(1)
5 = m2ψ̄ψ. (2.44)

The tilde on the operator Dµ in above definitions indicates that the operator
works on a field on the left–hand side of the operator. Using the equation
(γµDµ+m)ψ = 0 for these candidates, we can obtain the following relations;

T
(1)
1 − T

(1)
2 + 2T

(1)
5 = 0, (2.45)
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T
(1)
4 + 2T

(1)
5 = 0. (2.46)

These relations can be used to eliminate T
(1)
2 and T

(1)
4 from these candidates.

Therefore, we have only to consider T
(1)
1 , T

(1)
3 , and T

(1)
5 . However, T

(1)
3 and

T
(1)
5 are already included in the naively discretized QCD action. Thus, only

T
(1)
1 should be included as an extra term to reduce O(a) discretization error

and we reach the following improved action SWF
I for the Wilson fermions;

SWF
I = SWF +

1

2
CSWa

5
∑
n

∑
µ<ν

ψ̄(n)σµνFµν(n)ψ(n). (2.47)

The real coefficient CSW is called the Sheikholeslami–Wohlert coefficient [66].
Fµν in this improved action is a discretized version of a field strength and
the choice is not unique. In this work, the choice

Fµν(n) =
−i
8a2

[Qµν(n)−Qνµ(n)] (2.48)

is adopted with

Qµν(n) = Uµ,ν(n) + Uν,−µ(n) + U−µ,−ν(n) + U−ν,µ(n). (2.49)

O(a2)–improved gauge action

For the standard Wilson gauge action which consists of only plaquettes, we
can add extra terms which consist of loops with six link variables to reduce the
O(a2) discretization error. The improved gauge action Sg

I can be expressed
as follows;

Sg
I = c0(g

2
0)TrP + a2c1(g

2
0)TrR + a2c2(g

2
0)TrC + a2c3(g

2
0)TrL. (2.50)

P , R, C, and L correspond to the simple plaquette loop, the rectangle loop,
the chair–type loop, and the three–dimensional loop in Fig.2.4, respectively.
Note that these loops become zero in the continuum limit. Because the link
variable Uµ can be written as Uµ = exp[iaAµ(n)], the action also can be
written with the gauge field Aµ. Imposing that the action (2.50) can be
expressed as

Sg = −1

4

∫
d4xF a

µνF
a
µν (2.51)

in the naive continuum limit, we reach the relation

c0 + 8c1 + 16c2 + 8c3 = 1 (2.52)
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(a) (b)

(c) (d)

FIG. 1. Four types of Wilson loops in the action.

limit. For example, we adopt four coupling gauge action, including up to six-link loop:

S =
1

g2
{c0
∑

Tr (simple plaquette loop) + c1
∑

Tr (rectangle loop) + c2
∑

Tr (chair-type loop)

+ c3
∑

Tr (three-dimensional loop) + constant}. (2.1)

Four type of loop are depicted in Fig.1. In sum over loops, each oriented loop appears once.

In the week coupling expansion the link variable is parameterized as

Uµ(n) = eiagAµ(n) (2.2)

end the action is expanded in terms of the field Aµ(n). Requiring that the action (2.1) reduces

to

S = −
1

4

ˆ

d4x
∑

µ,ν,a

(

F a
µν

)2
(2.3)

3

Figure 2.4: Four types of loops included in the improved gauge action. This
figure is taken from [65]. (a), (b), (c), and (d) are called a simple plaquette
loop, a rectangle loop, a chair–type loop, and a three–dimensional loop.

among the coefficients c0, c1, c2, and c3. Because c2 and c3 can be neglected
at the one–loop level, the terms associated with the chair–type loop and the
three–dimensional loop are usually dropped and the improved gauge action
is given as follows with effective coupling constant β = 6/g2 defined by the
gauge coupling constant g for SU(3) case.

Sgauge =
β

3

[
(1− 8c1)

∑
n,µ<ν

TrPµ,ν(n) + c1
∑
n,µ<ν

TrRµ,ν

]
, (2.53)

Pµ,ν = Uµ(n)Uν(n+ µ̂)U †
µ(n+ ν̂)U †

ν(n), (2.54)

Rµ,ν(n) = Uµ(n)Uµ(n+ µ̂)U †
ν(n+ 2µ̂)U †

µ(n+ µ̂+ ν̂)U †
µ(n+ µ̂)U †

ν(n), (2.55)
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The improved gauge action with the coefficient c1 = −0.331 are called Iwasaki
gauge action and the estimation of the coefficient is based on the renormal-
ization group approach [65].
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Chapter 3

Finite temperature and density
QCD on a lattice

In this chapter, a method for introducing at finite temperature and density
on a lattice is shortly explained. In an actual calculation of lattice QCD,
Monte Carlo method needs to be used to obtain an expectation value of
an observable. However, at finite density lattice QCD, Monte Carlo method
breaks down because the probability density used for Monte Carlo integration
becomes complex in general. This problem is called the sign problem. The
sign problem is discussed from the point of view of not only the continuum
theory but also the discretized one.

3.1 QCD partition function and introduction

of temperature and quark chemical po-

tential

According to statistical mechanics with path integral quantization in imagi-
nary time, the QCD grand canonical partition function ZGC(T, µq) at finite
temperature T and finite quark chemical potential (corresponding to finite
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density) µq can be given as

ZGC(T, µq) = tr
(
e−

1
T
(Ĥ−µqN̂)

)
=

∫
DUDψ̄Dψ exp

[
−
∫ 1

T

0

dt

∫
d3x ψ̄(x)D(µq)ψ(x)− Sgauge

]
=

∫
DU detD(µq) e

−Sgauge , (3.1)

where D is the Dirac operator at vanishing density discussed in the previous
chapter and D(µq) = D + µqγ4 for the simplicity. Note that the interval of
the integration in the time direction becomes finite and temperature should
appear in the upper limit as 1/T in the finite temperature theory in con-
trast with the theory at zero temperature. Therefore, temperature can be
introduced on a lattice in the following manner;

Nta =
1

T
. (3.2)

Moreover, we should pay attention to the following anti–periodic boundary
condition for the quark fields;

ψ(x⃗, 1/T ) = −ψ(x⃗, 0). (3.3)

This condition can be checked considering the thermal two point correlation
function G(x⃗, y⃗; t, 0) defined as follows;

G(x⃗, y⃗; t, 0) =
tr
(
e−(Ĥ−µqN̂)/T ψ̂(x⃗, t)ψ̂(y⃗, 0)

)
ZGC(T, µq)

. (3.4)

Using the cyclic property of a trace and the anti–commutation relation for
fermion fields, this function can be rewritten as

G(x⃗, y⃗; t, 0) =
tr
(
e−(Ĥ−µqN̂)/T ψ̂(x⃗, t)ψ̂(y⃗, 0)

)
ZGC

=
tr
(
e−(Ĥ−µqN̂)/T e(Ĥ−µqN̂)/T ψ̂(y⃗, 0)e−(Ĥ−µqN̂)/T ψ̂(x⃗, t)

)
ZGC

=
tr
(
e−(Ĥ−µqN̂)/T ψ̂(y⃗, 1/T )ψ̂(x⃗, t)

)
ZGC

= −G(x⃗, y⃗; t, 1/T ). (3.5)
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This relation exactly implies the condition (3.3).

Next, let us consider how to introduce the quark chemical potential on a
lattice. Introducing the quark chemical potential, Lagrangian of interacting
quarks should be changed as follows;

ψ̄
[
γµ(∂µ + iAµ) +m

]
ψ → ψ̄

[
γµ(∂µ + iAµ) +m− µqA4

]
ψ. (3.6)

This simply implies that the chemical potential can be introduced by the
replacement A4 → A4− iµq. Consequently, the quark chemical potential can
be introduced on a lattice by the replacement

U4 = eiaA4 → eia(A4−iµq) = eµqaU4 (3.7)

for link variables in the time direction [57]. Therefore, the Dirac operator for
Wilson fermions at finite chemical potential can be given as

DWF (n|m;µ)cdαβ =

(
m+

4

a

)
δcdδαβδnm

− 1

2a

±3∑
i=±1

(1− γi)αβU
cd
i (n)δn+î,m

− 1

2a
(1− γ4)αβ e

µqaU cd
4 (n)δn+4̂,m

− 1

2a
(1 + γ4)αβ e

−µqaU cd
−4(n)δn−4̂,m. (3.8)

Note that the Wilson gauge action is invariant under this replacement (3.7)
because it consists of plaquettes. Just in case, let us check if this Dirac
operator at finite density on a lattice can reproduce the continuum Dirac
operator at finite density in the continuum limit. For this check, we have
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only to consider the continuum limit of the last two terms of Eq.(3.8);

− 1

2a

∑
n

ψ̄(n)

[
(1− γ4) e

µqaU4(n)ψ(n+ 4̂) + (1 + γ4) e
−µqaU−4(n)ψ(n− 4̂)

]

=− 1

2a

∑
n

ψ̄(n)

[
(1− γ4) U4(n)ψ(n+ 4̂) + (1 + γ4) U−4(n)ψ(n− 4̂)

]

− 1

2

∑
n

ψ̄(n)

[
(1− γ4) µqψ(n)− (1 + γ4) µqψ(n) +O(a)

]

=− 1

2a

∑
n

ψ̄(n)

[
(1− γ4) U4(n)ψ(n+ 4̂) + (1 + γ4) U−4(n)ψ(n− 4̂)

]
+
∑
n

µqψ̄(n)γ4ψ(n) +O(a). (3.9)

Therefore, the last line corresponds to the term with the quark chemical
potential in the continuum theory when taking the continuum limit.

In numerical calculation, we cannot handle quantities which have physical
dimension. Thus, the Dirac operator of (3.8) cannot be on a computer. To
avoid this problem, we usually adopt the following redefinition of quark fields;

ψ → ψ′ =

√
m+

4

a
ψ. (3.10)

Then, we can reach the following dimensionless Dirac operator for Wilson
fermions;

DWF (n|m;µ)abαβ = δabδαβδnm − κ
±3∑

i=±1

(1− γi)αβU
ab
i (n)δn+î,m

− κ(1− γ4)αβ e
µqaUab

4 (n)δn+4̂,m

− κ(1 + γ4)αβ e
−µqaUab

−4(n)δn−4̂,m, (3.11)

where

κ =
1

2ma+ 8
. (3.12)

Note that the quark mass can be tuned by the value of κ in actual numerical
computations. In the following from here, DWF means this dimensionless
Dirac operator on a lattice.
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3.2 Lattice QCD and Monte Carlo method

Now, let us consider how to calculate the grand canonical partition function
(3.1) on a lattice. If we can get the QCD grand canonical partition function
at finite density, we can easily calculate dimensionless thermodynamic ob-
servables such as the pressure p, the number density n and the susceptibility
χ at finite density as follows;

∆p(µq, T )

T 4
=
p(µq, T )

T 4
− p(0, T )

T 4

=

(
Nt

NxNyNy

)3

log

(
ZGC(µq, T )

ZGC(0, T )

)
, (3.13)

n(µq, T )

T 3
=

∂

∂(µq/T )

∆p(µq, T )

T 4
, (3.14)

χ(µq, T )

T 2
=

∂2

∂(µq/T )2
∆p(µq, T )

T 4
. (3.15)

The path integral representation of the grand canonical partition function
can be written apparently as follows;

ZGC(T, µq) =

∫
DU detD(µq) e

−Sgauge

=

∫ Nx∏
x1=1

Ny∏
x2=1

Nz∏
x3=1

Nt∏
x4=1

4∏
µ=1

dUµ(x1, x2, x3, x4) detD(µq) e
−Sgauge .

(3.16)

In QCD, link variables Uµ can be represented by eight parameters with the
eight generators for SU(3). The number of dimensions of the integral is
Ndim = 8 × 4 × Nx × Ny × Nz × Nt and this is a highly multiple integral.
Therefore, it is not realistic for us to estimate the integral using a quadrature
by parts. In an actual calculation, we evaluate the integral making use of
Monte Carlo integration with importance sampling. For this strategy, the
grand canonical partition function can be rewritten in the following expres-
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sion as a most naive way;

ZGC(T, µq) =

∫
DU detD(µq) e

−Sgauge

=

∫
DU

[
detD(µq)

detD(µ0)

]
detD(µ0) e

−Sgauge

≡
∫
DU

[
detD(µq)

detD(µ0)

]
P (U, µ0). (3.17)

The most important point of this rewriting is that we regard P (U, µ0) as the
probability density (Boltzmann weight). Making use of this interpretation,
we can generate suitable sets of link variables according to the probability
density P (U, µ0). Then, we calculate the grand canonical partition function
as the statistical average of the ratio of the determinant using the sets of link
variables as follows;

ZGC(T, µq) = lim
N→∞

1

N

N∑
i=1

detD(µq, U
i)

detD(µ0, U i)
. (3.18)

The remaining problem is how to choose µ0 for the probability density
P (U, µ0). To come right to the point, µ0 can be set to 0 or purely imag-
inary value. This is because P (U, µ0) has complex value for real value of
µ0 and we cannot handle P (U, µ0) as the probability density in this case.
If µq is small enough, we can calculate the grand canonical partition func-
tion at the chemical potential using Monte Carlo integration according to
the P (U, µ0) at µ0 = 0 or purely imaginary valued µ0. However, we can
no longer evaluate the grand canonical partition function at a large quark
chemical potential because P (U, µ0) at µ0 = 0 or purely imaginary valued
µ0 is not suitable probability density for the large µq case. This problem is
called the overlap problem. That is, at finite density QCD, it is important
to weaken the overlap problem.

3.3 Sign problem at finite density QCD

3.3.1 Sign problem

In this section, let us consider the sign problem [4, 42, 43] in view of the eigen-
values of the Dirac operator in the continuum theory. As stated previously,
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the Dirac operator at finite density is given by

D(µq) = Dµγµ +m+ µqγ4. (3.19)

Case at vanishing density

In this case, the Dirac operator is

D(0) = Dµγµ +m (3.20)

and we can easily find that this operator is anti–hermitian

D(0) = −D†(0). (3.21)

Therefore, the eigenvalues of the Dirac operator are purely imaginary;

D(0)ψi = iξiψi, (3.22)

where ψi is the eigenstate of the Dirac operator and the eigenvalue ξi ∈ R.
Using the anti–commutation relation between γ5 and γµ

{γ5, γµ} = 0, (3.23)

we can say that γ5ψi is also the eigenstate of the Dirac operator satisfying

D(0)γ5ψi = −iξiγ5ψi. (3.24)

Consequently, we can calculate the determinant of the Dirac operator for
these sets of the eigenstates as follows;

detD(0) =
∏
n

(iξn +m)(−iξn +m)

=
∏
n

(
ξ2n +m2

)
. (3.25)

This means that the determinant always has a real value and the probability
density P (U, 0) for Monte Carlo integration is real at vanishing density. Thus,
we can conclude that Monte Carlo method can work for the case at vanishing
density.
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Case at finite density

In contrast to the case at vanishing density, the Dirac operator at finite
density is no longer anti–hermitian;

D†(µq) = −Dµγµ +m+ µqγ4. (3.26)

Accordingly, the eigenvalues are generally complex as follows;

D(µq)ψi = λiψi, (3.27)

D(µq)γ5ψi = −λiγ5ψi, (3.28)

where λi ∈ C. Therefore, we obtain

detD(µq) =
∏
n

(λn +m)(−λn +m)

=
∏
n

(−λ2n +m2). (3.29)

In this case the determinant is complex in general and the corresponding
probability density P (U, µq) becomes complex. Thus, we cannot regard
P (U, µq) as the probability density and Monte Carlo method breaks down.

Case at purely imaginary chemical potential

From above discussion, we can say that the probability density becomes real
in case of purely imaginary chemical potential µq = iµI . This is because the
corresponding Dirac operator is anti–hermitian for this case;

D(µq = iµI) = −D†(µq = iµI). (3.30)

Thus, the purely imaginary chemical potential is sometimes used for the cal-
culation of an expectation value of an observable at finite density. In usual
attempts with purely imaginary chemical potential for finite density QCD,
expectation values are calculated in purely imaginary chemical potential re-
gion at first and then the results are extrapolated to real chemical potential
region by analytic continuation using a polynomial of the chemical potential
squared. This method is explained in the next chapter more precisely.
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3.3.2 Interpretation of sign problem in view of lattice
field theory

In this section, let us consider the sign problem in view of field theory on a
lattice. In order to consider the physical interpretation of each term in the
Dirac operator, let us rewrite the Dirac operator as follows;

DWF (n|m;µ)abαβ =δabδαβδnm − κ
±3∑

i=±1

(1− γi)αβU
ab
i (n)δn+î,m

− κ(1− γ4)αβ e
µqaUab

4 (n)δn+4̂,m

− κ(1 + γ4)αβ e
−µqaUab

−4(n)δn−4̂,m

=1− κQ(µq). (3.31)

Using this expression, we can obtain the quark propagator D−1 in the fol-
lowing way by the expansion in terms of κ;

D−1 =
1

1− κQ(µq)
=

∞∑
n=1

(
κQ(µq)

)n
. (3.32)

From this expansion, we can find that Q(µq) denotes the quark hopping; the
term including δn±µ̂,m denotes the quark hopping from n to n± µ̂. Note that
the hopping n→ n± µ̂→ n is excluded because the product (1∓γµ)(1±γµ)
is included in Dirac space for this quark hopping and this product always
becomes zero. It also can be found that κ means the mobility of quarks
as this parameter depends on the quark mass. This parameter is usually
called a hopping parameter. Using this hopping parameter expansion, we
can calculate the logarithm of fermion determinant as follows;

log detDWF (µq) = log detDWF (µq) = Tr log
(
1− κQ(µq)

)
= −

∞∑
l=1

Tr
κlQn(µq)

l
. (3.33)

We can choose a basis vector characterized by spacetime (n), Dirac (µ) and
color (a) indices for the calculation of the trace. Therefore, we can reach the
following expression;

log detDWF (µq) = −
∑
a,µ,n

∞∑
l=1

⟨a, µ, n|Ql(µq) |a, µ, n⟩ . (3.34)
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Figure 3.1: Some examples of closed loops starting from n on a lattice. A
red arrow denotes a quark hopping starting from a point n and a green arrow
denotes the quark hopping coming through anti–periodic boundary condition
in the time direction. Closed loops on the right and left hand side are wind-
ing around time direction through an anti–periodic boundary condition and
this type of closed loops only have a chemical potential dependence. In con-
trast to these loops, the closed loop in the middle has no chemical potential
dependence.

From this expression, we can find that quark hoppings from n to n only have
non–zero contribution to this summation. Namely, this type of the quark
hoppings form a variety of closed loops on a lattice. Moreover, we can say that
the closed loops winding around time direction through anti–periodic bound-
ary condition only have a chemical potential dependence. Consequently, we
can rewrite the expansion of the logarithm of the fermion determinant using
sets of complex constants Cn and C−n in the following expression [47, 49];

log detDWF (µq) = C0 +
∞∑
n=1

{
Cne

nµq/T + C−ne
−nµq/T

}
. (3.35)

Here, n denotes a number of windings around the time direction.
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Chapter 4

Canonical approach and other
methods to finite density
lattice QCD

In this chapter, several methods frequently used for finite density lattice
QCD are shortly introduced with the explanation about the difficulties. Af-
ter that, basic concepts of the canonical approach are introduced [44, 45,
46, 47, 48, 49]. The canonical partition functions correspond to coefficients
of the fugacity expansion of the grand canonical partition function. The
canonical approach is free from the sign problem in principle because the
canonical partition functions are given by the Fourier transformation of the
grand canonical partition functions calculated at purely imaginary quark
chemical potential.

4.1 Several methods for finite density lattice

QCD

In this section, the multi–parameter reweighting method [22, 33], the Taylor
expansion method [34, 35, 36], the imaginary chemical potential method
[37, 38], and the density of states method [39, 40, 41] which are used to
analyze finite density QCD at a small quark chemical potential are briefly
introduced.
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4.1.1 Multi–parameter reweighting method

For Nf–flavor QCD case, the grand canonical partition function ZGC at finite
quark chemical potential µq is given with effective coupling β = 6/g2 as
follows;

ZGC(µq) =

∫
[dU ]

[
detD(µq)

]Nf

e−βSgauge . (4.1)

In the multi–parameter reweighting approach, this grand canonical partition
function identically needs to be rewritten with an artificial parameter β0 in
the following expression;

ZGC(µq) =

∫
[dU ]

[
detD(µq)

detD(0)

]Nf

e−(β−β0)Sgauge

[
detD(0)

]Nf

e−β0Sgauge

=

∫
[dU ]R(µq, β; 0, β0)

[
detD(0)

]Nf

e−β0Sgauge , (4.2)

where

R(µq, β; 0, β0) ≡

[
detD(µq)

detD(0)

]Nf

e−(β−β0)Sgauge . (4.3)

An important point of this approach is that gauge configurations are pro-
duced according to the probability P (β0) = [detD(0)]Nf e−β0Sgauge and this
procedure does not suffer from the sign problem.

What we have to consider as a next step is how to vary β and µq keep-
ing on having suitable contribution from Monte Carlo integration with the
probability P (β0). We can obtain an ideal guideline for this trial by consider-
ing the minimization process of the dispersion X(µq, β, β0) of R(µq, β; 0, β0)
defined as

X(µq, β, β0) =
⟨
R2(µq, β; 0, β0)

⟩
β0

− ⟨R(µq, β; 0, β0)⟩2β0
(4.4)

under the infinitesimal transformation (β, µq) → (β + ∆β, µq + ∆µq). Note
that ⟨O⟩β0

denotes an expectation value of an operator O as a statistical
average over configurations produced according to the probability P (β0).
Let us consider the deviation of X(µq, β, β0) defined under the infinitesimal
transformation as follows;

δX = X(µq +∆µq, β +∆β, β0)−X(µq, β, β0)

=
∂X

∂(µq/T )

∆µq

T
+
∂X

∂β
∆β. (4.5)
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From Eq.(4.4), we can get the following expressions;

∂X

∂(µq/T )
=2

⟨
∂R

∂(µq/T )
R

⟩
β0

− 2 ⟨R⟩β0

⟨
∂R

∂(µq/T )

⟩
β0

, (4.6)

∂X

∂β
=2

⟨
∂R

∂β
R

⟩
β0

− 2 ⟨R⟩β0

⟨
∂R

∂β

⟩
β0

, (4.7)

∂R

∂(µq/T )
=

1

[detD(µq)]Nf

∂[detD(µq)]
Nf

∂(µq/T )

[
detD(µq)

detD(0)

]Nf

e−(β−β0)Sgauge

=
1

[detD(µq)]Nf

∂[detD(µq)]
Nf

∂(µq/T )
R

≡ C(µq)R, (4.8)

where
∂R

∂β
= −SgaugeR. (4.9)

Therefore, we can get the following expression;

δX

2
=
⟨
C(µq)R

2(µq, β; 0, β0)
⟩
β0

∆µq

T
−
⟨
SgaugeR

2(µq, β; 0, β0)
⟩
β0
∆β

− ⟨R(µq, β; 0, β0)⟩β0
⟨C(µq)R(µq, β; 0, β0)⟩β0

∆µq

T
+ ⟨R(µq, β; 0, β0)⟩β0

⟨SgaugeR(µq, β; 0, β0)⟩β0
∆β. (4.10)

From the minimization condition δX = 0, we can obtain the following rela-
tion between ∆β and ∆µq/T .

T∆β

∆µq

=
⟨C(µq)R

2(µq, β; 0, β0)⟩β0
− ⟨R(µq, β; 0, β0)⟩β0

⟨C(µq)R(µq, β; 0, β0)⟩β0

⟨SgaugeR2(µq, β; 0, β0)⟩β0
− ⟨R(µq, β; 0, β0)⟩β0

⟨SgaugeR(µq, β; 0, β0)⟩β0

(4.11)
Using this relation, we can determine suitable values of ∆µq and ∆β for the
probability P (β0) and perform the multi–parameter reweighting method for
finite density lattice QCD.

In this approach, we need to calculate the factor R to get an expectation
value of an observable. In the factor R, the fermion determinant detD(µq)
is included. Let us rewrite the fermion determinant as follows;

detD(µq) = | detD(µq)|eiθ. (4.12)
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Figure 4.1: Schematical view of the expectation value of θ in fermion deter-
minant against quark chemical potential.

It is known that the expectation value of cos θ approaches zero rapidly as a
quark chemical potential increases as shown in Fig.4.1 [34]. Therefore, we
cannot get an expectation value with high precision at a large quark chemical
potential even if we adopt the multi–parameter reweighting method discussed
above.

4.1.2 Taylor expansion method

Let us consider to expand the thermodynamic observable in terms of the
quark chemical potential µq. First, we assume that the pressure can be
expand as follows;

p(µq, T )/T
4 =

∞∑
n=0

Cn

(µq

T

)n
. (4.13)

Now, let us recall the following two facts. One is that pressure can be ob-
tained from the logarithm of grand canonical partition function ZGC(µq, T ).
The other is that the grand canonical partition function has the relation

ZGC(−µq, T ) = ZGC(µq, T ) (4.14)
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because of symmetry of charge conjugation. From these facts, we can reach
the following expression for pressure;

p(µq, T )/T
4 =

∞∑
n=0

C2n

(µq

T

)2n
. (4.15)

The coefficients C2n can be calculated as follows;

C2n =
1

(2n)!

(
Nt

Ns

)3
∂2n

∂(µq/T )2n
logZGC(µq, T )

∣∣∣
µq/T=0

. (4.16)

Note that these coefficients can be calculated by Monte Carlo simulation at
vanishing quark chemical potential. Therefore, this method is free from the
sign problem. However, this method can work only up to µq/T ∼ 1 (µB/T ∼
3) considering the convergence of the expansion. From the expansion of the
pressure, we can also calculate the number density and the susceptibility as
follows;

n(µq, T )/T
3 =

∞∑
n=1

(2n)C2n

(µq

T

)2n−1

, (4.17)

χ(µq, T )/T
2 =

∞∑
n=1

(2n− 1)(2n)C2n

(µq

T

)2n−2

. (4.18)

4.1.3 Imaginary chemical potential method

If we adopt a purely imaginary chemical potential µ̃q, the fermion determi-
nant detD(µ̃q) in the grand canonical partition function

ZGC(µ̃q) =

∫
[dU ]

[
detD(µ̃q)

]Nf

e−βSgauge (4.19)

is real. Therefore, we can calculate the thermodynamic observables in pure
imaginary region and it can be back to a real chemical potential µq region
by the analytic continuation

⟨O(µ̃q)⟩ =
∞∑
n=0

cn

(
µ̃q

T

)n

−→ ⟨O(µq)⟩ =
∞∑
n=0

cn

(
−iµq

T

)n

. (4.20)
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4.1.4 Density of states method

There are several types of a density of states method for finite density lattice
QCD according to a choice of quantity for a density of state ρ. Here, the case
of a phase θ of the fermion determinant is considered as a basic example. In
this case, the density of state can be chosen as follows;

ρ(θ) = ⟨δ(θ − θ(U))⟩0 . (4.21)

⟨· · · ⟩0 is an expectation value calculated with the link variables U generated
according to the phase quenched probability | detD(µq)|e−Sgauge . Using this
density of state, an expectation value of an observable at a finite quark
chemical potential µq can be calculated as

⟨O(µq)⟩ =
1

Z

∫
dθρ(θ)eiθ ⟨O⟩θ . (4.22)

Here, Z and ⟨· · · ⟩θ are defined as

Z =

∫
dθρ(θ)eiθ, (4.23)

where

⟨O⟩θ =
1

ρ(θ)
⟨O × δ(θ − θ(U))⟩0 . (4.24)

Note that these quantities can be calculated by lattice QCD simulation and
the difficulty is in the determination of the density of states in this method.
Let us consider the difficulty of the phase quenched simulation. For 2–flavor
case, the phase quenched fermion determinant corresponds to the simulation
at a finite isospin chemical potential (µq = µI). That is, the quenched fermion
determinant can be expressed as

| detD(µq)|2 = detD(µq) detD(−µq). (4.25)

However, in the phase quenched fermion determinant case, it is well known
that the exotic phase with pion condensation exists in the region µq > mπ/2.
Because the high precision determination of the density of states are required
in this region, the actual validity range of this density of states method is
limited to a small value of µq/T .
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4.2 Canonical approach to finite density QCD

The canonical approach was introduced in [44] for the first time and this
section is devoted to review the basic concept of the canonical approach.

4.2.1 How to escape from the sign problem in canoni-
cal approach

According to statistical mechanics, the canonical ensemble is a statistical
system corresponding to a representation of thermodynamics with tempera-
ture T , volume V and number N . In contrast to this ensemble, the grand
canonical ensemble is a statistical system of thermodynamics described by
T , V and chemical potential µ. An important fact is that thermodynamic
functions obtained by both ensembles are related to each other by the Leg-
endre transformation and have equivalent thermodynamic information in the
thermodynamics limit. Therefore, it is guaranteed that these ensembles can
provide us the same thermodynamic results. This fact is called equivalence
of ensembles. Thanks to this equivalency, we can choose a suitable ensem-
ble freely when we consider thermodynamic properties of the system we are
interested in.

The grand canonical partition function ZGC(µq, T ) is given as

ZGC(µq, T ) = Tr e−(Ĥ−µqN̂)/T , (4.26)

where Ĥ, µq , N̂ and T correspond to Hamiltonian, a quark chemical poten-
tial, a number operator and temperature of the system described by QCD,
respectively. If we choose the eigenstate |n⟩ of the number operator N̂
which leads to the eigenvalue equation N̂ |n⟩ = n |n⟩ to calculate the trace
in Eq.(4.26), the grand canonical partition function can be written by the
following polynomial;

ZGC(µq, T ) =
∞∑

n=−∞

⟨n| e−(Ĥ−µqN̂)/T |n⟩

=
∞∑

n=−∞

⟨n| e−Ĥ/T |n⟩ enµq/T

=
∞∑

n=−∞

Zn(T )e
nµq/T . (4.27)
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To get the second line, the relation [H,N ] = 0 is used. This Zn(T ) is the
canonical partition.f Now, let us consider the grand canonical partition func-
tion at a purely imaginary quark chemical potential µq = iµI (µI ∈ R)

ZGC(iµI , T ) =
∞∑

n=−∞

Zn(T )e
inµI/T . (4.28)

From this relation, we can easily find that the canonical partition function can
be calculated by the Fourier transformation of the grand canonical partition
function calculated at purely imaginary quark chemical potential;

Zn(T ) =
1

2π

∫ 2π

0

d
(µI

T

)
ZGC(iµI , T )e

−inµI/T . (4.29)

As stated in the previous chapter, the canonical approach is free for the sign
problem in principle and this is a strong point of the canonical approach.
Once we get the grand canonical partition functions at purely imaginary
quark chemical potential in the range of 0 to 2πi, we can calculate the canon-
ical partition functions through the Fourier transformation Eq.(4.29). Then,
we can reconstruct the grand canonical partition function at any real quark
chemical potential considering the fugacity expansion Eq.(4.27).

4.2.2 Constraint on canonical partition functions

To consider the property the canonical partition function should have, let us
discuss an introduction of quark chemical potential on a lattice again. In the
previous chapter, the fermionic part SF of QCD action with Wilson fermions
is given as follows;

SF = a4
∑
n,m

ψ̄(n)DWF (n|m;µ)ψ(m),

where

DWF (n|m;µq)
cd
αβ =δcdδαβδnm − κ

±3∑
i=±1

(1− γi)αβU
cd
i (n)δn+î,m

− κ(1− γ4)αβ e
µqaU cd

4 (n)δn+4̂,m

− κ(1 + γ4)αβ e
−µqaU cd

−4(n)δn−4̂,m.
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For this action, we introduce the following change of variables [58];

ψ(n⃗, n4) −→ e−n4µa ψ(n⃗, n4), (4.30)

ψ̄(n⃗, n4) −→ en4µa ψ̄(n⃗, n4). (4.31)

Under this transformation, the first two terms of (4.30) are not changed. The
third term and forth term are transformed as follows.

n4 ̸= Nt or Nt ̸= 1 case for the third and the forth terms

− κ(1∓ γ4)e
±µqaU±4(n⃗, n4)δn±4̂,m

→ −κen4µqa(1∓ γ4)e
±µqaU±4(n⃗, n4)e

−(n4±1)µqaδn±4̂,m

= −κ(1∓ γ4)U±4(n⃗, n4)δn±4̂,m (4.32)

n4 = Nt case for the third term

− κ(1− γ4)e
µqaU4(n⃗, Nt)δn+4̂,m

→ −κeNtµqa(1− γ4)e
µqaU4(n⃗, Nt)e

−µqaδn+4̂,m

= −κ(1− γ4)e
NtµqaU4(n⃗, Nt)δn+4̂,m

= −κ(1− γ4)e
µq/TU4(n⃗, Nt)δn+4̂,m (4.33)

n4 = Nt case for the forth term

− κ(1 + γ4)e
−µqaU−4(n⃗, Nt)δn−4̂,m

→ −κeNtµqa(1 + γ4)e
−µqaU−4(n⃗, Nt)e

−(Nt−1)µqaδn−4̂,m

= −κ(1 + γ4)U−4(n⃗, Nt)δn−4̂,m (4.34)

n4 = 1 case for the third term

− κ(1− γ4)e
µqaU4(n⃗, 1)δn+4̂,m

→ −κeµqa(1− γ4)e
µqaU4(n⃗, 1)e

−2µqaδn+4̂,m

= −κ(1− γ4)U4(n⃗, 1)δn+4̂,m (4.35)

n4 = 1 case for the forth term

− κ(1 + γ4)e
−µqaU−4(n⃗, 1)δn−4̂,m

→ −κeµqa(1 + γ4)e
−µqaU−4(n⃗, 1)e

−Ntµqaδn−4̂,m

= −κ(1 + γ4)e
−µq/TU−4(n⃗, 1)δn−4̂,m (4.36)
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From the above, we can say that the quark chemical potential can also be
introduced using the replacement

U±4(n⃗, Nt) −→ e±µq/TU±4(n⃗, Nt) (4.37)

for the link variables only on the time slice n4 = Nt.

4.2.3 Roberge–Weiss periodicity for grand canonical
partition function

In this section, we discuss the periodicity of grand canonical partition func-
tion at purely imaginary quark chemical potential which is closely related to
Z3 transformation for link variables. Z3 group is a center group of SU(3).
This means that any element of Z3 group can commute with any element
of SU(3) group. In particular, the elements {z} of Z3 group are given as
z = 1, ei2π/3, ei4π/3. Now, let us consider the following grand canonical parti-
tion function;

ZGC

(
iµI + i

2πk

3

)
=

∫
[dU ] detD

(
iµI + i

2πk

3
, U

)
e−Sgauge[U ]. (4.38)

Considering the replacement (4.37) to introduce a finite quark chemical po-
tential, this grand canonical partition function can be rewritten as

ZGC

(
iµI + i

2πk

3

)
=

∫
[dU ] detD(iµI , U

′)e−Sgauge[U ], (4.39)

where

U ′
i(n⃗, n4) = Ui(n⃗, n4), (4.40)

U ′
4(n⃗, n4) = ei

2πk
3

δn4,NtU4(n⃗, n4). (4.41)

These new link variables U ′ can be interpreted as the result of Z3 transfor-
mation of original link variables U only on n4 = Nt plane. It is obvious that
the Wilson gauge action is invariant under this transformation because it
consists of the sum of plaquettes. This means that Sgauge[U ] = Sgauge[U

′].
Moreover, Haar measure in path integral representation is also invariant un-
der the Z3 transformation. Therefore, we can state that the right hand side of
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(4.39) is equivalent to ZGC(iµI). Consequently, we can finally find the follow-
ing periodicity of the grand canonical partition function at purely imaginary
chemical potential;

ZGC(iµI) = ZGC(iµI + 2πin/3) (n = 1, 2). (4.42)

This periodicity is usually called the Roberge–Weiss periodicity [60]. Using
the Roberge–Weiss periodicity, we can rewrite the grand canonical partition
function as

ZGC(iµI) =
1

3

2∑
k=0

ZGC(iµI + 2πik/3) (4.43)

and then, we can obtain the following relation;

Zn(T ) =
1

2π

∫ 2π

0

d
(µI

T

)
ZGC(iµI)e

−inµI/T ×

[
1 + e2πin/3 + e4πin/3

3

]
. (4.44)

From this relation, the following important constraint on the canonical par-
tition functions is given [60, 61];

Zn̸=3k(T ) = 0 (k ∈ N). (4.45)

Note that this constraint holds true in both the confining and the deconfining
phases. Thus, the grand canonical partition function can be written as

ZGC(µB, T ) =
∞∑

B=−∞

ZB(T )e
BµB/T , (4.46)

where B ∈ N. Because the quantum number B can be interpreted as a net
baryon number, µB can be regarded as a baryon chemical potential, which
is related to a quark chemical potential as µB = 3µq.
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Chapter 5

Difficulties of canonical
approach to finite density
lattice QCD and the solutions

5.1 Multiple precision calculation as a new

solution for difficulty of Fourier transfor-

mation

As the fugacity expansion of the grand canonical partition function should
converge at a real baryon chemical potential, the canonical partition function
ZB must decrease when the absolute value of net baryon number B increases.
This means that we have to work with very small values in the Fourier trans-
formation results. This Fourier transformation is difficult from the viewpoint
of numerical calculation because it is an oscillatory integral.

In the numerical calculation, the Fourier transformation computed by the
discrete Fourier transform (DFT) as

ZB =
1

N

N−1∑
k=0

ZGC

(
i
µI

T
= i

2πk

N

)
ei

2πk
N

B, (5.1)

where N is the interval number of the DFT. As the DFT is simply a dis-
cretized version of the Fourier transform in a continuum theory, the difficulty
of the DFT in the canonical approach is caused by the numerical errors, the
types of which are classified as rounding error, truncation error, cancellation
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of significant digits, and loss of trailing digits. The difficulty of the DFT
does not arise from truncation error because the DFT is not an infinite se-
ries. Accordingly, it is natural to consider that the instability originates from
the cancellation of significant digits.

The cancellation of significant digits occurs in the following type of cal-
culation:

1.234567− 1.234566 = 0.000001.
(7 significant digits) (1 significant digit)

(5.2)

In this case, six significant digits are lost.
To reduce the effect of this cancellation, the number of significant digits

should be increased. Consider the following calculation with 22 significant
digits:

1.234567444444444444444− 1.234566111111111111111
(22 significant digits)

= 0.000000133333333333333.
(16 significant digits)

(5.3)

Although six significant digits are still lost in this calculation, 16 significant
digits remain in the final result.

Summarizing the above process, the precision of a calculation result can
be retained by increasing the significant digits of the input variables in this
way. Therefore, the multiple precision calculation should be needed for the
canonical approach. This is a new point of view in the context of the Fourier
transformation in the canonical approach.

5.2 Winding number expansion method as a

new solution for numerical cost for calcu-

lations of Wilson fermion determinants

As stated in the previous section, the canonical partition functions can be
calculated by the DFT of the grand canonical partition functions computed
at purely imaginary chemical potential. This apparently means that Wilson
fermion determinants computed at many different values of purely imaginary
chemical potentials must be needed. A standard method to calculate Wilson
fermion determinants is to perform LU decomposition of the Wilson fermion
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matrix. However, in this case, we need to perform the LU decomposition of
matrices whose rank is 12NxNyNzNt for several hundreds of gauge configu-
ration at each chemical potential. Therefore, the LU decomposition method
is not realistic even with recent computer resources even in case of a small
size lattice.

5.2.1 Reduction formula for Wilson fermion determi-
nant

The most reliable method to overcome the above problem on numerical costs
is to adopt a reduction formula for the calculation of Wilson fermion deter-
minant [62, 63, 64]. In this method, the Wilson fermion determinant can be
calculated as follows.

The Wilson fermion matrix is given as

DWF (n|m;µq) = 1− κ
3∑

i=1

[
(r − γi)Ui(n)δn+î,m + (r + γi)U

†
i (m)δn−î,m

]
− κ(r − γ4) e

µqaU4(n)δn+4̂,m − κ(r + γ4) e
−µqaU †

4(m)δn−4̂,m.

(5.4)

Note that the Wilson parameter r is not set to 1 at this stage. In the middle
of the process to construct the reduction formula, we take the limit r → 1.
For later convenience, we rewrite this Wilson fermion matrix as follow;

DWF (n|m;µq) = B(n,m)− 2z−1κr−V (n,m)− 2zκr+V
†(n,m), (5.5)

where

B(n,m) ≡ 1− κ
3∑

i=1

[
(r − γi)Ui(n)δn+î,m + (r + γi)U

†
i (m)δn−î,m

]
, (5.6)

V (n,m) ≡ U4(n)δm,n+4̂, (5.7)

V †(n,m) ≡ U †
4(m)δm,n−4̂, (5.8)

z ≡ e−µqa, r± ≡ r ± γ4
2

. (5.9)
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From the definition of B, we can easily find that B is a diagonal matrix in
the time–plane.

B =


B1 0 · · · 0

0 B2
...

...
. . . 0

0 · · · 0 BNt

 (5.10)

Bi ≡ B(x⃗, ti, y⃗, ti) (5.11)

Matrix V can be represented in the time–plane as follows;

V =


0 U4(x⃗, 1) 0 · · · 0
... 0 U4(x⃗, 2)

...
. . . 0

U4(x⃗, Nt − 1)
−U4(x⃗, Nt) · · · 0

 . (5.12)

The negative sign on the (Nt, 1) element of V comes from anti–periodic
boundary condition.

As a next step, we consider the matrix P defined as

P (n,m) ≡ r−δn,m + r+V (n,m)z−1. (5.13)

The determinant of this matrix P can be calculated in the following manner;

detP =det
(
rNt
−

)
det
(
1 + (r−1

− r+)
Ntz−NtU4(x⃗, t) · · ·U4(x⃗, Nt)

)
=det

(
(r−)

Nt + (r+)
Ntz−NtU4(x⃗, t) · · ·U4(x⃗, Nt)

)
. (5.14)

Note that the determinants on the right hand side are taken with respect to
the space indices, the color indices and the Dirac indices. This expression
can be obtained from the following formula with regular block matrices Ai

and Bi;

det


A1 B1 0 · · · 0
... A2 B2

...
. . . . . . 0

Bn−1

−Bn · · · An


= det

(
A1 · · ·An

)
det
(
1 + (−1)nA−1

1 B1 · · ·A−1
n Bn

)
. (5.15)
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This formula can be applied to the calculation of detP as r− has its inverse

r−1
− =

4

r2 − 1
r+. (5.16)

In Eq.(5.14), we can take the limit r → 1 because inverses of r− are no
longer included. In the following discussion from here, we can set r to 1. To
calculate the right hand side of Eq.(5.14) for Dirac indices, let us consider
matrices r+ and r− in Dirac representation;

(r−)
Nt =


0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

 , (5.17)

(r+)
Nt =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 . (5.18)

Using these matrices, we can get the expression.

detP =det
(
z−NtU4(x⃗, 1) · · ·U4(x⃗, Nt)

)2
. (5.19)

Note that the determinants on the right hand side are taken with respect to
the space indices and the color indices. It is easy to calculate the determinant
and the final result is

detP = z−6NxNyNzNt . (5.20)

The next step we should consider is the product of matrices DWF and P and
the determinant. We can write down the product DWFP as follows;

(DWFP )(n,m) =
∑
l

DWF (n, l)P (l,m)

=
(
B(n,m)r− − 2κr+δn,m

)
+
∑
l

(
B(n, l)r+ − 2κr−δn,l

)
V (l,m)z−1

≡ X1(n,m) +X2(n,m). (5.21)
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We can easily find that the matrix X1 is a diagonal matrix in the time–plane;

X1 =


α1 0

α2

. . .

0 αNt

 , (5.22)

where

(αi)
ab
µν(n⃗, m⃗) ≡ B(n⃗, i, m⃗, i)abµσ(r−)σν − 2κ(r+)µνδ

abδn⃗,m⃗. (5.23)

On the other hand, the matrixX2 is not diagonal in the time–plane. However,
X2 has the particular form as follows;

X2 =


0 β1z

−1 0 · · · 0
... 0 β2z

−1 ...
. . . 0
. . . βNt−1z

−1

−βNtz
−1 · · · 0

 , (5.24)

where

(βi)
ab
µν(n⃗, m⃗) ≡ B(n⃗, m⃗, i)acµσ(r+)σνU

cb
4 (m⃗, i)− 2κ(r−)µνU

ab
4 (m⃗, i)δn⃗,m⃗. (5.25)

Therefore, the matrix DWFP can be written as

DWFP =


α1 β1z

−1 0 · · · 0
... α2 β2z

−1 ...
. . . 0
. . . βNt−1z

−1

−βNtz
−1 · · · αNt

 . (5.26)

The determinant of this matrix can be calculated using Eq.(5.15);

det
(
DWFP

)
= det

(
Nt∏
i=1

αi

)
det
(
1 + z−NtQ

)
, (5.27)

where

Q ≡
Nt∏
i=1

α−1
i βi. (5.28)
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Note that the determinants on the right hand side are are taken with respect
to the Dirac indices, the space indices and the color indices. Consequently,
we can obtain the fermion determinant as follow using Eq.(5.20);

det
(
DWF

)
=

det
(
DWFP

)
detP

= z−6NxNyNzNt det

(
Nt∏
i=1

αi

)
det
(
zNt +Q

)
.

(5.29)
The notable fact is that the rank of the matrices αi and Q is not N =
4NcNxNyNzNt but Nred = N/Nt. This means that the reduction formula
makes the computation of the determinant less by 1/N3

t . To be more specific,
we calculate the determinant according to the following procedure. First of
all, we need to calculate the eigenvalues {λn} of the matrix Q. Using the set
of eigenvalues, we can get the series

z−6NxNyNzNt det
(
zNt +Q

)
=

Nred∏
n=1

(
λn + zNt

)
≡

Nred/2∑
n=−Nred/2

cnξ
n (5.30)

in terms of fugacity ξ = enµq/T with a set of complex constants {cn}. Then,
we can finally obtain the final result

detDWF (µq) = det

(
Nt∏
i=1

αi

)
Nred/2∑

n=−Nred/2

cne
nµq/T =

Nred/2∑
n=−Nred/2

Cne
nµq/T ,

(5.31)
where

Cn ≡ det

(
Nt∏
i=1

αi

)
cn. (5.32)

Note that Cn is a complex number which does not depend on a quark
chemical potential µq. Therefore, if we calculate a set of complex numbers
{Cn} once for a gauge configuration, we calculate the Wilson fermion deter-
minants at all desired purely imaginary chemical potential using the fugacity
expansion without additional computational effort. However, we cannot deal
with a large lattice if we adopt this reduction formula for the calculation
of Wilson fermion determinant. As explained above, we need to consider
the eigenvalue problem of the matrices whose rank is 12NxNyNz. In this
procedure, we need to store the matrices on a computer to compute the
eigenvalues. For lager lattice case, we can no longer store them considering
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the current computer resources. In addition, the time complexities for the
reduction formula can be estimated to O((NxNyNz)

3×Nt). This means that
we need to develop the method which allows us to perform the calculation
of fermion determinants at various values of purely imaginary chemical po-
tentials within more reasonable time if we want to compute on the lattice
with more lattice sites. Taking this current situation into consideration, we
have decided to develop the winding number expansion base on the hopping
parameter expansion to overcome these problems for numerical calculation.

5.2.2 Winding number expansion method

Let us recall again the discussion of the hopping parameter expansion in
chapter 2 in detail to obtain the numerical method of the winding number
expansion. The logarithm of the Wilson fermion determinant can be calcu-
lated as follows;

log detDWF (µq) = log detDWF (µq) = Tr log
(
1− κQ(µq)

)
= −

∞∑
l=1

Tr
κlQn(µq)

l
. (5.33)

Because Q has space–time, Dirac and color indices, we can calculate the trace
using a set of basis vectors characterized by the indices as follows;

TrQn =
∑
n,a,µ

⟨n, a, µ|Qn |n, a, µ⟩ . (5.34)

Moreover, we can rewrite this expression as follows from the discussion in
chapter 2;

log detDWF (µq) = C0 +
∞∑
n=1

{
Cne

nµq/T + C−ne
−nµq/T

}
. (5.35)

Note that n denotes a number of windings of a closed quark hopping loop
around the time direction. It is apparent from this expression that we can
evaluate the fermion determinants at all desired purely imaginary chemical
potentials if we have a set of complex valued constants {Cn}. Therefore,
we can drastically reduce the numerical cost for the calculation of fermion
determinants in this case. Moreover, we do not need to keep any matrices
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on the computer. Thus, we do not need to consider the problem of main
memory on a computer.

Let us consider how to calculate this {Cn} numerically. For later conve-
nience, we rewrite the Wilson fermion matrix as follows;

DWF (n|m;µq) = 1− κQs(n|m)− κQ
(+)
4 (n|m;µq)− κQ

(−)
4 (n|m;µq), (5.36)

where

Qs(n|m) =
±3∑

i=±1

(1− γi)αβU
ab
i (n)δn+î,m, (5.37)

Q
(+)
4 (n|m;µq) = (1− γ4) e

µqaU4(n)δn+4̂,m, (5.38)

Q
(−)
4 (n|m;µq) = (1 + γ4) e

−µqaU−4(n)δn−4̂,m. (5.39)

What we need to consider is how to get a set of complex valued constants
{Cn} numerically from the following series.

log detDWF (µq) = −
∑
n,a,µ

⟨n, a, µ|
∞∑
l=1

κlQl(µq)

l
|n, a, µ⟩ (5.40)

Before considering the method, let us consider how to calculate this trace.
This is because, in case of a large lattice, it is apparent that the summation
over space–time indices n for the trace is numerically expensive. To overcome
this problem, the following noise method is used in our calculation.

We introduce random numbers η(r) which satisfy

lim
Nnoise→∞

1

Nnoise

Nnoise∑
r=1

(
η(r)n,a,µ

)∗
η
(r)
m,b,ν = δnmδabδµν . (5.41)

Using this random number, we can calculate the trace as follows;

TrQl = lim
Nnoise→∞

1

Nnoise

Nnoise∑
r=1

(
η(r)
)†
Qlη(r). (5.42)

The number of noise vectors Nnoise should be chosen properly for the problem
we are interested in. However, Nnoise might be much less than 4NcNxNyNzNt

in our case because Q is a sparse matrix. Therefore, the noise method could
reduce the numerical cost for the trace effectively.
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Let us go back to the numerical calculation of {Cn}. The helpful guidance
to evaluate {Cn} is the number of quark hoppings in the time direction. The
contribution from the trace of any quark loops whose winding number is n
can be calculated as Cne

µq/T (in detail, see chapter 2). In an actual numerical
calculation, we calculate the product κlQl×η(r) for each noise vector η(r) and
sort the result in terms of the number of hoppings in the time direction. After
that, we consider the summation over noise vectors and this corresponds to
the result for one configuration. Because this numerical procedure is not
straightforward, let us consider how to perform the calculation on a computer
in detail to make our understanding clear.

First of all, we make a noise vector η(1). Then, we calculate the quantities

X(1)(+1) = κQ
(+)
4 (µq = 0)η(1), (5.43)

X(1)(0) = κQsη
(1), (5.44)

X(1)(−1) = κQ
(−)
4 (µq = 0)η(1) (5.45)

which correspond to the contribution of the leading term of the hopping
parameter expansion. The variable n and α in X(n)(α) denote the number
of times of the hopping parameter expansion and the total quark hoppings
in time direction. Because we now consider the leading term of the hopping
parameter, n is 1 and the maximum(minimum) value of α is +1(−1). Note
that the operation κQs has no contribution for the quark hoppings in the
time direction. On the other hand, κQ

(+)
4 (µq = 0) and κQ

(−)
4 (µq = 0) have

the contribution for one time quark hopping in the positive and the negative
time direction. In this procedure, we do not need to consider finite chemical
potential case. This is because we have only to evaluate a set of complex
valued constants {Cn} and {Cn} has no chemical potential dependence. After
this procedure, these Xn(α) need to be saved on a memory to calculate the
trace in Eq.(5.40) as follows;

Y (+1) = −X(1)(+1), (5.46)

Y (0) = −X(0)(1), (5.47)

Y (−1) = −X(−1)(1). (5.48)

The next step is the following calculation;

X(2)(+2) = κQ
(+)
4 (µq = 0)X(1)(+1), (5.49)
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X(2)(+1) =κQsX
(1)(+1) + κQ

(+)
4 (µq = 0)X(1)(0), (5.50)

X(2)(0) =κQsX
(1)(0) + κQ

(−)
4 (µq = 0)X(1)(+1)

+ κQ
(+)
4 (µq = 0)X(1)(−1), (5.51)

X(2)(−1) = κQsX
(1)(−1) + κQ

(−)
4 (µq = 0)X(1)(0), (5.52)

X(2)(−2) = κQ
(−)
4 (µq = 0)X(1)(−1). (5.53)

This procedure corresponds to the next leading order contribution of the
hopping parameter expansion. Then, the array Y (n) needs to be overwritten
as follows;

Y (+2) = −X
(2)(+2)

2
, (5.54)

Y (+1) = −X(1)(+1)− X(2)(+1)

2
, (5.55)

Y (0) = −X(1)(0)− X(2)(0)

2
, (5.56)

Y (−1) = −X(1)(−1)− X(2)(−1)

2
, (5.57)

Y (−2) = −X
(2)(−2)

2
. (5.58)

It it obvious that this array contains the contribution of the hopping param-
eter expansion up to the next leading order.

In the same manner, we can get the contribution of the next next leading
order of the hopping parameter expansion as follows;

X(3)(+3) = κQ
(+)
4 (µq = 0)X(2)(+2), (5.59)

X(3)(+2) =κQsX
(2)(+2) + κQ

(+)
4 (µq = 0)X(2)(1), (5.60)

X(3)(+1) =κQsX
(2)(+1) + κQ

(+)
4 (µq = 0)X(2)(0)

+ κQ
(−)
4 (µq = 0)X(2)(+2), (5.61)

65



X(3)(0) =κQsX
(3)(0) + κQ

(−)
4 (µq = 0)X(2)(+1)

+ κQ
(+)
4 (µq = 0)X(2)(−1), (5.62)

X(3)(−1) =κQsX
(2)(−1) + κQ

(+)
4 (µq = 0)X(2)(−2)

+ κQ
(−)
4 (µq = 0)X(2)(0), (5.63)

X(3)(−2) = κQsX
(2)(−2) + κQ

(−)
4 (µq = 0)X(2)(−1), (5.64)

X(3)(−3) = κQ
(+)
4 (µq = 0)X(2)(−2). (5.65)

The corresponding array Y (n) in given as follows;

Y (+3) = −X
(3)(+3)

3
, (5.66)

Y (+2) = −X
(2)(+2)

2
− X(3)(+2)

3
, (5.67)

Y (+1) = −X(1)(+1)− X(2)(+1)

2
− X(3)(+1)

3
, (5.68)

Y (0) = −X(1)(0)− X(2)(0)

2
− X(3)(0)

3
, (5.69)

Y (−1) = −X(1)(−1)− X(2)(−1)

2
− X(3)(−1)

3
, (5.70)

Y (−2) = −X
(2)(−2)

2
− X(3)(−2)

3
, (5.71)

Y (+2) = −X
(3)(−3)

3
. (5.72)

Repeating this procedure up to N–th order of the hopping parameter expan-
sion, we can finally obtain the following array Y (1)(n) for the noise vector
η(1);

Y (1)(±N) = −X
(N)(±N)

N
, (5.73)

Y (1)(±(N − 1)) = −X
(N)(±(N − 1))

N
− X(N−1)(±(N − 1))

N − 1
, (5.74)

... (5.75)
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Y (1)(±2) = −
∑
i=2

X(i)(±2)

i
, (5.76)

Y (1)(±1) = −
∑
i=1

X(i)(±1)

i
, (5.77)

Y (1)(0) = −
∑
i=1

X(i)(0)

i
. (5.78)

Note that we need to calculate the array Y (r)(n) for each noise vector η(r).
Using a set of arrays {Y (r)(n)}, we can obtain the logarithm of the fermion

determinant at zero chemical potential for one configuration as follows;

log detDWF (µq = 0) =
N∑

i=−N

[
1

Nnoise

Nnoise∑
r=1

(
η(r)
)†
Y (r)(i)

]
. (5.79)

At this stage, we need to recall the fact that the non–zero contribution of
the trace in Eq.(5.40) comes only from closed loops on a lattice. Therefore,
the non–zero contribution of Eq.(5.79) comes only from specific terms whose
index i in Eq.(5.79) is multiples of Nt. Therefore, we can finally obtain the
expression

log detDWF (µq = 0) =

[N/Nt]∑
j=−[N/Nt]

[
1

Nnoise

Nnoise∑
r=1

(
η(r)
)†
Y (r)(jNt)

]
. (5.80)

For finite quark chemical potential case, it it obvious that
(
η(r)
)†
Y (r)(±jNt)

has the quark chemical potential dependence e±jµq/T . Consequently, the
following formula can be obtained for any quark chemical potential case;

log detDWF (µq) =

[N/Nt]∑
j=−[N/Nt]

[
1

Nnoise

Nnoise∑
r=1

(
η(r)
)†
Y (r)(jNt)

]
ejµq/T . (5.81)

Figure5.1 shows some schematical examples of quark loops for the calculation
of Y (i). Here, we define the following coefficients Wn for later convenience.

Wn =
1

Nnoise

Nnoise∑
r=1

(
η(r)
)†
Y (r)(nNt) (5.82)
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APPENDIX B: COMPLEXITY OF REDUCTION
FORMULA AND WINDING NUMBER

EXPANSION FOR FERMION DETERMINANT

To come right to the point, time complexities for the
reduction formula [16] and the winding number expan-
sion can be estimated to OððNxNyNzÞ3 × NtÞ and
OðNxNyNz × N3

t Þ, respectively. Therefore, in an actual
finite temperature-density system, numerical cost for the
reduction formula is much higher than the winding number
expansion in a large lattice. Moreover, the reduction
formula needs much main memory because eigenvalues
of a large-scale dense matrix must be calculated directly.
In the reduction formula, first of all, we construct
4NcNxNyNz × 4NcNxNyNz matrices αðtiÞ, βðtiÞ on each
time slice from the original fermion matrix Δ whose rank is
N ¼ 4NcNxNyNzNt, where Nc is the number of color
degrees of freedom. The fermion determinant can be
calculated using these matrices as follows:

detΔðμÞ ¼ eμN=2

!YNt

i¼1

det αðtiÞ
"
det ðe−μ=T þQÞ; ðB1Þ

Q ¼
YNt

i¼1

α−1ðtiÞβðtiÞ: ðB2Þ

We need to calculate eigenvalues ofQ to obtain the fermion
determinant as the following form of a fugacity expansion:

detΔðμÞ ¼
X4NcNxNyNz=2

n¼−4NcNxNyNz=2

Cnenμ=T: ðB3Þ

The matrix Q is a dense matrix because it includes inverse
matrices of αðtiÞ. Consequently, we need main memory of
approximately ð4NcNxNyNzÞ2 × 16 bytes at least in case
of a double precision calculation. This procedure also
hinders us a numerical simulation on the large size of a
lattice at this stage.

APPENDIX C: VALIDITY OF NOISE METHOD
FOR CALCULATION OF TRACE

As explained in Sec. III C 1, we adopt a noise method to
calculate the trace in Eq. (11). Therefore, the problem we
have to verify is if fermion determinants obtained through
the noise method are consistent with these calculated
exactly by LU decomposition.
To check this, we calculate fermion determinants at

various values of purely imaginary chemical potential using
both a noise method and LU decomposition at T=Tc ¼
1.08 as a test.
In this analysis, we adopt the RG-improved gauge action

and the standard Wilson fermion action on a 44 lattice, and
fermion determinants are averaged over 100 configurations
generated at μ ¼ 0. We use 16 noise vectors for the traces
appearing in the winding number expansion. Figure 10
shows that the noise method can produce consistent results
with these obtained by LU decomposition within a range of
statistical errors. Consequently, our winding number

Loop W Loop P1 Loop P2
(Winding Number=0) (Winding Number=+1) (Winding Number=-1)

FIG. 9. Calculation of winding number coefficients, Wn:
Schematical overview.

FIG. 10. Pure imaginary chemical potential dependence of
fermion determinants. Red and blue points are calculated by
the winding number expansion with 16 noise vectors and LU
decomposition, respectively.

FIG. 11. The baryon number density as a function of its real
baryon chemical potential for several Nmax. Here, Nmax indicates
the truncation of the fugacity expansion in Eq. (A1). Also, β ¼
1.90 ðT=Tc ¼ 1.08). The line with Nmax ¼ 120 corresponds to
the data in Fig. 6.
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Figure 5.1: Schematical view for the calculation of Y (i)

Using a set of the coefficients {Wn}, we obtain the following expansion for-
mula for the Wilson fermion determinant.

detDWF (µq) = exp

[
[N/Nt]∑

n=−[N/Nt]

Wn e
nµq/T

]
(5.83)

Now, let us compare the numerical complexities for the reduction formula
and the winding number expansion again. To come right to the point, time
complexities for the reduction formula and the winding number expansion
can be estimated to O((NxNyNz)

3×Nt) and O(NxNyNz ×N3
t ), respectively.

Therefore, in an actual finite temperature-density system, numerical cost for
the reduction formula is much higher than the winding number expansion
in a large lattice. Moreover, as I stated before, the reduction formula needs
much main memory because eigenvalues of a large–scale dense matrix must
be calculated directly. To be more specific, we need main memory of ap-
proximately (12NxNyNz)

2 × 16 bytes at least in case of a double precision
calculation in reduction formula. This procedure also hinders us from a nu-
merical simulation on the large size of the lattice at this stage. However, in
the winding number expansion, we do not need to deal with a large–scale
dense matrix and there is no problem on main memory of a computer.
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5.2.3 Summary of our numerical calculation for the
winding number expansion method

In this section, we summarize essential features to construct the winding
number expansion for reader’s convenience.

1. The Wilson fermion matrix: DWF (µq) = 1− κQ(µq)

2. The logarithm of the Wilson fermion matrix: log detDWF = Tr log(1−
κQ) = −

∑
k κ

kTrQk/k

3. All of Qk makes quark hopping lines, but only closed lines remain in
TrQk.

4. Wilson loops have no µq dependence (Loop W in Fig.5.1).

5. Only loops which wind along the temporal direction have µq depen-
dence: exp(±kµqaNt) = exp(±kµq/T ) (Loop P1 and P2 in Fig.5.1).

6. In calculation of TrQk, we use the noise method.

7. Finally, we construct detDWF at any quark chemical potential µq ∈ C
with {Wn} as follows;

detDWF (µq) = exp

[
[N/Nt]∑

n=−[N/Nt]

Wn e
nµq/T

]
. (5.84)

Note that N is a number of maximum order of the hopping parameter
expansion.
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Chapter 6

Numerical results

In this chapter, my lattice design and my parameter setting are shortly in-
troduced. Then, we discuss the validity of the noise method for numeri-
cal calculation of the trace that appears in the winding number expansion
method. The multiple precision calculation for the Fourier transformation of
the grand canonical partition function at purely imaginary chemical poten-
tial is also discussed. After that, the baryon chemical potential dependence
of the thermodynamic observables (pressure, baryon number density, baryon
susceptibility) are discussed.

6.1 Simulation parameters

In this work, we employ the Iwasaki gauge action in Eq.(2.53) and the
two–flavor O(a)–improved Wilson fermion action in Eq.(2.47) with CSW =
(1 − 0.8412/β)−3/4 evaluated by a one–loop perturbation theory [66]. All
simulations to obtain thermodynamic quantities were performed with the
following lattice volume;

Nx ×Ny ×Nz ×Nt = 8× 8× 8× 4. (6.1)

Parameter sets for this work are summarized in table.6.1. The values of the
hopping parameter κ were determined for each value of β by following the
line of constant physics for the case of mπ/mρ = 0.8, as in Ref. [68].

We generated gauge configurations at zero baryon chemical potential us-
ing the hybrid Monte Carlo (HMC) method. The step size dτ and number of
steps Nτ of HMC were set as dτ = 0.02 and Nτ = 50 so that the simulation
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β T/Tc κ

2.00 1.35(7) 0.136931
1.95 1.20(6) 0.137716
1.90 1.08(5) 0.138817
1.85 0.99(5) 0.140070
1.80 0.93(5) 0.141139
1.70 0.84(4) 0.142871

Table 6.1: Parameters for numerical calculation.

time is Nτdτ = 1. After the first 2000 trajectories to achieve the thermaliza-
tion, we sampled a gauge configuration every 200 trajectories and collected
400 configuration for each parameter set.

6.2 Validity of the noise method for calcula-

tion of the trace

As explained in the previous section, we adopt a noise method to calculate
the trace in Eq. (5.42). Therefore, the problem we have to verify is if fermion
determinants obtained through the noise method are consistent with those
calculated exactly by LU decomposition so that we can safely neglect errors
from the truncation in the noise method. To check this, we calculate fermion
determinants at various values of purely imaginary chemical potential using
both the noise method and LU decomposition at T/Tc = 1.08 as a test. In
this test analysis, we adopt the Iwasaki gauge action and the standard Wilson
fermion action on a 44 lattice, and fermion determinants are averaged over
100 configurations generated at zero quark chemical potential. We use 16
noise vectors for the traces appearing in the winding number expansion.
Figure 6.1 shows that the noise method can produce consistent results with
those obtained by LU decomposition within the range of statistical errors. It
should be noted that the error bars in Fig.6.1 are attributed to fluctuations
over 100 configurations, and exactly the same magnitude of the error bars
must be reproduced if the noise method works properly. Consequently, our
winding number expansion method with the noise vectors works reliably in
our analyses and we do not have to take account of errors from this part of
the approximation.
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APPENDIX B: COMPLEXITY OF REDUCTION
FORMULA AND WINDING NUMBER

EXPANSION FOR FERMION DETERMINANT

To come right to the point, time complexities for the
reduction formula [16] and the winding number expan-
sion can be estimated to OððNxNyNzÞ3 × NtÞ and
OðNxNyNz × N3

t Þ, respectively. Therefore, in an actual
finite temperature-density system, numerical cost for the
reduction formula is much higher than the winding number
expansion in a large lattice. Moreover, the reduction
formula needs much main memory because eigenvalues
of a large-scale dense matrix must be calculated directly.
In the reduction formula, first of all, we construct
4NcNxNyNz × 4NcNxNyNz matrices αðtiÞ, βðtiÞ on each
time slice from the original fermion matrix Δ whose rank is
N ¼ 4NcNxNyNzNt, where Nc is the number of color
degrees of freedom. The fermion determinant can be
calculated using these matrices as follows:

detΔðμÞ ¼ eμN=2

!YNt

i¼1

det αðtiÞ
"
det ðe−μ=T þQÞ; ðB1Þ

Q ¼
YNt

i¼1

α−1ðtiÞβðtiÞ: ðB2Þ

We need to calculate eigenvalues ofQ to obtain the fermion
determinant as the following form of a fugacity expansion:

detΔðμÞ ¼
X4NcNxNyNz=2

n¼−4NcNxNyNz=2

Cnenμ=T: ðB3Þ

The matrix Q is a dense matrix because it includes inverse
matrices of αðtiÞ. Consequently, we need main memory of
approximately ð4NcNxNyNzÞ2 × 16 bytes at least in case
of a double precision calculation. This procedure also
hinders us a numerical simulation on the large size of a
lattice at this stage.

APPENDIX C: VALIDITY OF NOISE METHOD
FOR CALCULATION OF TRACE

As explained in Sec. III C 1, we adopt a noise method to
calculate the trace in Eq. (11). Therefore, the problem we
have to verify is if fermion determinants obtained through
the noise method are consistent with these calculated
exactly by LU decomposition.
To check this, we calculate fermion determinants at

various values of purely imaginary chemical potential using
both a noise method and LU decomposition at T=Tc ¼
1.08 as a test.
In this analysis, we adopt the RG-improved gauge action

and the standard Wilson fermion action on a 44 lattice, and
fermion determinants are averaged over 100 configurations
generated at μ ¼ 0. We use 16 noise vectors for the traces
appearing in the winding number expansion. Figure 10
shows that the noise method can produce consistent results
with these obtained by LU decomposition within a range of
statistical errors. Consequently, our winding number

Loop W Loop P1 Loop P2
(Winding Number=0) (Winding Number=+1) (Winding Number=-1)

FIG. 9. Calculation of winding number coefficients, Wn:
Schematical overview.

FIG. 10. Pure imaginary chemical potential dependence of
fermion determinants. Red and blue points are calculated by
the winding number expansion with 16 noise vectors and LU
decomposition, respectively.

FIG. 11. The baryon number density as a function of its real
baryon chemical potential for several Nmax. Here, Nmax indicates
the truncation of the fugacity expansion in Eq. (A1). Also, β ¼
1.90 ðT=Tc ¼ 1.08). The line with Nmax ¼ 120 corresponds to
the data in Fig. 6.
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Figure 6.1: Pure imaginary chemical potential dependence of fermion deter-
minants. Red and blue points are calculated by the winding number expan-
sion with 16 noise vectors and LU decomposition, respectively. Error bars
reflect the statistical error and they are estimated by Jackknife method.

6.3 Validity of multiple precision calculation

We actually monitored the behavior of all variables in the DFT process to
study the effects of the cancellation of significant digits and the loss of trail-
ing digits. As a result, we found that the cancellation of significant digits
is not negligible in the DFT program and Fig.6.2 shows canceled digits in
our DFT program. We also found that the cancellation of significant digits
occurs regardless of temperatures in our system. To overcome this problem,
we adopt multiple precision calculation for DFT as stated in the previous
chapter. Figure 6.3 shows the effect of canceled digits in the calculation of
ZB with 16, 32, 48, and 64 significant digits. According to this figure, when
evaluating ZB for a large baryon number B, it is essential to increase the
number of significant digits of the variables in the DFT. In this work, we
calculate the Fourier transformation with 400 significant digits.
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D. Thermodynamic observables

In a homogeneous system, a dimensionless equation of
state at ðμB; TÞ is given by

pðμB; TÞ
T4

¼ 1

VsT3
logZGCðμB; TÞ

¼
!
Nt

Ns

"
3

logZGCðμB; TÞ; ð18Þ

where Vs is the three-dimensional spatial volume of a
lattice, Ns ¼ Nx ¼ Ny ¼ Nz, and T−1 ¼ Nta for a lattice
spacing of a. A deviation of the pressure from μB ¼ 0 is
given by

ΔpðμB; TÞ
T4

¼ pðμB; TÞ
T4

−
pð0; TÞ
T4

¼
!
Nt

Ns

"
3

log
!
ZGCðμB; TÞ
ZGCð0; TÞ

"
: ð19Þ

A dimensionless baryon number density nB=T3 and a
baryon susceptibility χ=T2 are

nBðμB; TÞ
T3

¼ ∂
∂ðμB=TÞ

pðμB; TÞ
T4

; ð20Þ

χðμB; TÞ
T2

¼ ∂2

∂ðμB=TÞ2
pðμB; TÞ

T4
: ð21Þ

III. NUMERICAL RESULTS

A. Lattice design

We adopted the two-flavor clover-improved Wilson
fermion action with CSW ¼ ð1 − 0.8412=βÞ−3=4 evaluated
by a one-loop perturbation theory and the RG–improved
gauge action. All simulations were performed on a Nx ×
Ny × Nz × Nt ¼ 8 × 8 × 8 × 4 lattice. We considered val-
ues of β ¼ 2.00, 1.95, 1.90, 1.85, 1.80, and 1.70, which
correspond to T=Tc ¼ 1.35ð7Þ, 1.20(6), 1.08(5), 0.99(5),
0.93(5), and 0.84(4), respectively. The values of the
hopping parameter κ were determined for each value of
β by following the line of constant physics for the case of
mπ=mρ ¼ 0.8, as in Ref. [22].
We generated gauge configurations at μ0 ¼ 0 using the

hybrid Monte Carlo (HMC) method. The step size dτ and
number of steps Nτ of HMC were set to dτ ¼ 0.02 and
Nτ ¼ 50 so that the simulation time was dτ × Nτ ¼ 1.
After the first 2000 trajectories for thermalization, for every
200 trajectories we adopted 400 configurations for each
parameter set.

B. Solution to eliminate instability of Fourier
transformation in the canonical approach

Before proceeding to our numerical results, in this
subsection, we discuss an instability of a use of Fourier
transformations in the canonical approach and our strategy
to eliminate it.
Because the fugacity expansion of the grand canonical

partition function given in Eq. (3) converges at a real
baryon chemical potential, the canonical partition function
ZCðn; TÞ must decrease when the absolute value of a net
baryon number n increases. This means that we have to
work with very small values in the Fourier transformation.
This step is quite difficult from the viewpoint of numerical
calculations because the Fourier transformation is an
oscillatory integral.

1. Instability of Fourier transformation

In a numerical calculation, the Fourier transformation
given in Eq. (4) is computed by the discrete Fourier
transform (DFT) as

ZCðn; TÞ ¼
1

N

XN−1

k¼0

ZGC

!
i
μI
T

¼ i
2πk
N

"
ei

2πk
N n; ð22Þ

where N is an interval number of the DFT. Because the
DFT is simply a discretized version of the Fourier transform
in a continuum theory, the instability of the DFT in the
canonical approach is caused by numerical errors, the types
of which are classified as rounding error, truncation error,
cancellation of significant digits, and loss of trailing digits.
The instability of the DFT does not arise from truncation
error because the DFT is not an infinite series. Accordingly,
it is natural to consider that the instability originates from
the cancellation of significant digits, the loss of trailing
digits, or both. In this work, we actually monitored the
behavior of all variables in our DFT program to study the

FIG. 1. Canceled significant digits in the DFT calculations at
temperatures above (upper red points) and below (lower green
points) Tc.
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Figure 6.2: Canceled significant digits in the DFT calculation at tempera-
tures above (upper red points) and below (lower green points) Tc

effects of these two errors. As a result, we found that
the cancellation of significant digits is not negligible in the
DFT program. Figure 1 shows canceled digits in our DFT
program. For example, 80 digits are canceled in the case
where β ¼ 1.80 and B ¼ n=3 ¼ 40. We also found that the
occurrence of the cancellation does not depend on temper-
atures of our system.

2. Solution to eliminate instability by multiple
precision calculation

A cancellation of significant digits occurs in the follow-
ing type of calculation:

1.234567 − 1.234566 ¼ 0.000001

ð7 significant digitsÞ ð1 significant digitÞ: ð23Þ

In this case, six significant digits are lost.
To reduce the effect of this cancellation, the number of

significant digits should be increased. Let us consider the
following calculation with 22 significant digits:

1.234567444444444444444 − 1.234566111111111111111

ð22 significant digitsÞ
¼ 0.000000133333333333333ð16 significant digitsÞ:

ð24Þ

Although six significant digits are still lost in this calcu-
lation, 16 significant digits remain in the final result.
Summarizing the above process, precision of a calcu-

lation result can be retained by increasing the number of
significant digits of input variables in this way. Figure 2
shows the effect of canceled digits in the calculation of
ZCðB; TÞ with 16, 32, 48, and 64 significant digits.
According to this figure, when evaluating ZCðB; TÞ for a
large baryon number B, it is essential to increase the
number of significant digits of the variables in the DFT.

C. Thermodynamic observables at finite real
baryon chemical potential

1. Calculation procedure

First, the coefficients of the winding number expansion
Wn in Eq. (12) were approximately computed up to n ¼
120 using the hopping parameter expansion up to the
120Nt-th order in Eq. (11) with 400 configurations in all
temperature cases. Detailed numerical algorithm to cal-
culate a set of Wn making use of the hopping parameter
expansion is explained in Ref. [23]. We used 64 and 128
noise vectors for temperatures above and below Tc,
respectively, to calculate the trace in the fermion deter-
minant given in Eq. (11). Validity of the noise method for
the trace is briefly discussed in Appendix B. We then
evaluated the grand canonical partition functions at
various pure imaginary chemical potentials using the
winding number expansion with sets of fWng. After that,
we evaluated the canonical partition function through the
Fourier transformation and thermodynamic observables.
Except in a generation of gauge configurations and a
calculation of Wn, a multiple precision calculation [24]
was adopted with 400 significant digits to ensure suffi-
cient precision. Gauge configurations and sets ofWn were
computed with double precision, i.e., approximately 16
significant digits.
In general, the canonical partition functions can be

obtained as a complex number in numerical calculations
because of the numerical errors. Therefore, we adopt only
the real part of the canonical partition function. If the first
time the real part of the canonical partition function is
negative is at a baryon number of nB, the results up to
nB − 1 are adopted as reliable canonical partition functions.
In the following section, we compare our canonical

results with MPR results in Ref. [13] adopting the same
numerical setup as Ref. [13].
In the MPR method, an expectation value of an

observable O at a finite chemical potential can be calcu-
lated as

FIG. 2. Relationship between the behavior of ZCðB; TÞ and the precision of the variables in the DFT at temperatures above (right) and
below (left) Tc. Both include 16 (double precision, upper red points), 32 (second green points), 48 (third blue points), and 64 (lowest
cyan points) significant figures. Errors are estimated by the Jackknife method.
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Figure 6.3: Relationship between the behavior of ZB and the precision of the
variables in the DFT at temperatures above (right) and below (left) Tc. Both
include 16 (double precision, upper red points), 32 (second green points), 48
(third blue points), and 64 (lowest cyan points) significant figures. Errors
are estimated by Jackknife method.
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6.4 Calculation process in lattice simulation

Coefficients of the winding number expansion {Wn} in Eq.(5.84) were com-
puted up to n = 120 using the hopping parameter expansion up to the 480–th
order with 400 configurations in all temperature cases. We used 64 and 128
noise vectors for temperatures above and below Tc, respectively, to calculate
the trace in the fermion determinant. In section 6.3, we confirmed that 16
noise vectors can reproduce the consistent results with exact ones for a 44

lattice case. Thus, from simple extrapolation to make the number of the
noise vectors proportional to the lattice size, we anticipate that we need to
use 128 noise vectors to ensure the same precision for a 83 × 4 case. Impos-
ing the relation Wn = W ∗

−n on the numerical results reduces the necessary
number of the noise vectors by a half. Therefore, we conclude that 64 noise
vectors for a 83 × 4 lattice are sufficient to achieve the same precision with
16 noise vectors for a 44 lattice. We note that the previous work[67] used
only 16 noise vectors for a 83 × 4 lattice case. In addition, we checked that
thermodynamic observables with {Wn} up to n = 120 are identical, apart
from negligibly small deviation, with those with {Wn} up to n = 110 with
the direct method explained in section 6.6.

We evaluated the grand canonical partition functions at various pure
imaginary chemical potentials using the winding number expansion with the
sets of {Wn}. After that, we evaluated the normalized canonical partition
function ZB/ZB=0 through the Fourier transformation and the thermody-
namic observables. In the following, ZB denotes the normalized canonical
partition function for notational brevity. For our calculations other than the
generation of gauge configurations and the calculation of Wn, the multiple
precision calculation was adopted with 400 significant digits to ensure suffi-
cient precision. The gauge configurations and the sets of Wn were computed
with double precision, i.e., 16 significant digits.

6.5 Numerical results of the canonical parti-

tion function ZB(T )

Figure 6.4 shows the behavior of canonical partition functions at all temper-
atures. Because these results satisfy the relation

ZB(T ) = Z−B(T ), (6.2)
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Figure 6.4: Temperature dependence of canonical partition functions. The
vertical axis is in log scale. The red, green, blue, magenta, light blue, and
brown points are the results at T/Tc = 0.84, 0.93, 0.99, 1.08, 1.20, and 1.35
respectively. Error bars reflect the statistical error and they are estimated
by Jackknife analysis.

which originates from the symmetry between a particle and an anti–particle,
the region for B ≥ 0 only is plotted for convenience. From this figure, it can
be said that the canonical partition function rapidly decreases as a baryon
number B becomes large. This behavior is quite natural considering the
fugacity expansion of the grand canonical partition function. In the grand
canonical ensemble, ZB(T )e

BµB/T/ZGC(T, µB) corresponds to the probability
for the realization of the states whose baryon number is B at (T, µB). There-
fore, the behavior of the canonical partition functions can be understood
from the fact that the states whose baryon number is large is less likely to
be realized. Figure 6.4 also tells us that the lower the temperature becomes,
the more rapidly the canonical partition functions decrease. This behavior
originates from the thermal weight. The statistical error becomes larger as
the temperature becomes lower especially below Tc. One of the reasons for
this error behavior is that we need to deal with smaller values in the Fourier
transformation for lower temperatures.
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6.6 Results of thermodynamic observables

In this section, we analyze the chemical potential dependence of the ther-
modynamic observables calculated by the direct method and the canonical
approach. In the direct method, the winding number expansion

detDWF (µB) = exp

[
∞∑

n=−∞

Wne
nµB/T

]
(6.3)

is used for the calculation of the thermodynamic observables at a real baryon
chemical potential. When we calculate the thermodynamic observables, the
imaginary part of the thermodynamic observables is not zero for each con-
figuration. The imaginary part should be consistent with zero within the
statistical error after taking the statistical average over gauge configurations.
Therefore, in this work, the behavior of the imaginary part of the thermody-
namic observable is used to judge the validity ranges of the baryon chemical
potential in the direct method and the canonical approach. In the following,
we consider the thermodynamic observables at T/Tc = 1.08 as examples to
explain the strategy. Comparing the thermodynamic observables computed
by the direct method and the canonical approach, we check the consistency
between these methods. In addition, we also compare our canonical results
with those obtained by the multi–parameter reweighing (MPR) method with
the same numerical setup as Ref.[59]. It is known that the MPR method is
valid and frequently used for a low density system. In Ref.[59], the authors
also discussed the consistency between the MPR and the Taylor expansion
methods and concluded that both methods produced consistent results in
the small chemical potential region where statistical errors of both methods
could be under control. Therefore, our present work enables us to augment
the consistency check among our canonical approach, the MPR method, and
the Taylor expansion method.

6.6.1 Estimation of validity range of the direct method
and the canonical approach

Figures 6.5, 6.6, and 6.7 show the imaginary part of the pressure, the baryon
number density, and baryon susceptibility, respectively, obtained by the di-
rect method and the canonical approach at T/Tc = 1.08. These figures tell
us that the imaginary part of the thermodynamic observables calculated by
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Red: Direct
Green: Canonical

Figure 6.5: Baryon chemical potential dependence of the imaginary part of
the pressure. The red and green points are the results calculated by the
direct method and the canonical approach at T/Tc = 1.08. Error bars reflect
the statistical error and they are estimated by Jackknife analysis.

the direct method and the canonical approach is consistent with zero within
the statistical errors over the baryon chemical potential region shown the
figure. To estimate the validity range of the baryon chemical potential quan-
titatively in the direct method and the canonical approach, we focus on how
large the statistical errors are. From Fig.6.8, it is found that the statistical
errors of the imaginary part of the pressure are always smaller in the canon-
ical approach than in the direct method up to around µB/T ∼ 4.4. In the
canonical approach, we first determine the maximum value of the baryon
chemical potential µmax

B in a way that we will explain soon later. We esti-
mate the magnitude σ1 of the statistical error of the imaginary part of the
thermodynamic observables at µmax1

B /T . Then, in the direct method, we de-
termine the maximum value of the baryon chemical potential µmax2

B /T from
the condition that the magnitude of the statistical error coincides with σ1.
Now let us explain how to determine µmax1

B /T below.

In our numerical calculations, the fugacity expansion of the grand canon-
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Red: Direct
Green: Canonical

Figure 6.6: Baryon chemical potential dependence of the imaginary part
of the baryon number density. The red and green points are the results
calculated by the direct method and the canonical approach at T/Tc = 1.08.
Error bars reflect the statistical error and they are estimated by Jackknife
analysis.

ical partition function must be truncated with finite series as

ZGC(T, µB) =
Nmax∑

B=−Nmax

ZB(T )e
BµB/T . (6.4)

The method to analyze the effect of the truncation error is as follows. First,
we evaluate expectation values ⟨O(µB)⟩Nmax

using Eq.(6.4). Next, we cal-
culate expectation values ⟨O(µB)⟩Nmax−1 in Eq.(6.4). We then evaluate the
relative error Rob(µB) from these expectation values as

Rob(µB) ≡ 1−
⟨O(µB)⟩Nmax−1

⟨O(µB)⟩Nmax

. (6.5)

In this study, we choose Rob(µB) < 10−3 as a reliability criterion.
Using this criterion, we can deduce that the validity range of the baryon

chemical potential for the pressure is µB/T ≲ 5. From this value of the
baryon chemical potential and the method as explained above, we can con-
clude that the validity range is µB/T ≲ 3.7 in the direct method. In this
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Red: Direct
Green: Canonical

Figure 6.7: Baryon chemical potential dependence of the imaginary part of
the baryon susceptibility calculated. The red and green points are the results
calculated by the direct method and the canonical approach at T/Tc = 1.08.
Error bars reflect the statistical error and they are estimated by Jackknife
analysis.

work, the validity ranges of the baryon chemical potential for all other ther-
modynamic observables are determined likewise.

6.6.2 Baryon chemical potential dependence of pres-
sure

First, we examine the pressure. Figure 6.9 shows the baryon chemical po-
tential dependence of the pressure calculated by the canonical approach and
the direct method at T/Tc = 1.35, 1.20, 1.08, 0.99, 0.93, and 0.83. From this
figure, we see that the pressure calculated by the canonical approach above
Tc do not suffer from large errors up to µB/T ≃ 5, and the results below Tc
are reliable up to µB/T ≃ 3. In contrast, the results computed by the canon-
ical approach just below Tc are reliable only up µB/T ≃ 3. This is possibly
because we generated gauge configurations at zero quark chemical potential,
and they have enhanced fluctuations caused by the phase transition. We
may have obtained clearer signals if we generated gauge configurations at
pure imaginary chemical potentials because Tc at a pure imaginary chem-
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Red: Direct
Green: Canonical

Figure 6.8: Baryon chemical potential dependence of the magnitude of the
statistical errors of the imaginary part of the pressure at T/Tc = 1.08.
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Figure 6.9: Baryon chemical potential dependence of the pressure cal-
culated by the canonical approach and the direct method at T/Tc =
1.35, 1.20, 1.08, 0.99, 0.93, and 0.83. Error bars reflect the statistical error
and they are estimated by Jackknife analysis.
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hOðμÞi ¼ 1

ZGCðμÞ

Z
½dU%

!
OðμÞ detΔðμÞ

detΔð0Þ
e−ðβ−β0ÞSg

"

× detΔð0Þe−β0Sg

¼
hOðμÞ detΔðμÞdetΔð0Þ e

−ðβ−β0ÞSgi
0

hdetΔðμÞdetΔð0Þ e
−ðβ−β0ÞSgi

0

; ð25Þ

where h& & &i0 stands for an average with configurations
generated at ðβ0; μ ¼ 0Þ. This procedure helps us to
improve the overlap problem in the importance sampling
at finite density, and we can get better signals. Nowadays, it
is found that the MPR method is valid for a low density
system, and this method is frequently used for analyzing
such a system.
In Ref. [13], the authors also discussed the consistency

between the MPR and Taylor expansion methods with
Wilson-clover fermions and concluded that both methods
produced consistent results in a small chemical potential
region where errors of both methods could be under
control. Therefore, our work enables us to check consis-
tency among our canonical approach, MPR method, and
Taylor expansion method.

2. Estimation of truncation error in
fugacity expansion

In our numerical calculations, the fugacity expansion of
the grand canonical partition function must be considered
as a finite series

ZGCðT; μBÞ ¼
XNmax

B¼−Nmax

ZCðB; TÞeBμB=T: ð26Þ

Therefore, we have to judge the baryon chemical potential
region in which the results are free from truncation error.
There may be several possible methods of analyzing the
effect of the truncation error; the method used in this study
is as follows.
First, we evaluate expectation values hOðμBÞiNmax

of a
thermodynamic observable using Eq. (26). Next, we
calculate expectation values hOðμBÞiNmax−1

by subtracting
1 from Nmax in Eq. (26). We then evaluate the relative error
RobðμBÞ from these expectation values as

RobðμBÞ≡ 1 −
hOiNmax−1

hOiNmax

< 10−3: ð27Þ

In this study, we consider the expectation values to be
reliable if the relative error is less than 10−3. Using this
approach, we can ensure that the expectation values of the
thermodynamic observables in the baryon chemical poten-
tial region determined by the above analysis method have at
least two significant digits against the truncation error.

FIG. 3. Chemical potential dependence of pressure. The red,
green, blue, cyan, magenta, and brown points are the results at
T=Tc ¼ 1.35, 1.20, 1.08, 0.99, 0.93, and 0.83, respectively. The
upper bound of the baryon chemical potential is determined by
Eq. (27).

FIG. 4. Comparison of pressure calculated by the canonical
approach and the MPR method. The colors of the data points are
the same as in Fig. 3 with some additional colors. The data points
plotted in the additional colors of dark red, dark green, dark blue,
dark cyan, dark magenta, and dark brown points are the results at
T=Tc ¼ 1.35, 1.20, 1.08, 0.99, 0.93, and 0.83, respectively, as
calculated by the MPR method.

FIG. 5. Chemical potential dependence of baryon number
density. The colors of the data points are the same as in Fig. 3.
The upper bound of the baryon chemical potential is determined
by Eq. (27).
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Figure 6.10: Comparison of the pressure calculated by the canonical approach
and the MPR method. The colors of the data points are the same as in
Fig.6.9 with some additional colors. The data points plotted in the additional
colors of dark red, dark green, dark blue, dark cyan, dark magenta, and dark
brown points are the results at T/Tc = 1.35, 1.20, 1.08, 0.99, 0.93, and 0.83,
respectively, as calculated by the MPR method.

ical potential is higher than that at zero chemical potential. In addition,
Fig.6.9 tells us that the results calculated by the canonical approach agree
very well with those calculated by the direct method within the statistical
error. This is an evidence supporting that the canonical approach does not
lose any physical information that the direct way should have. Figure 6.10
shows that the pressure calculated by the canonical approach also agrees
very well with the pressure obtained using the MPR method. Moreover, this
figure tells us that our canonical approach can provide us with the results at
larger baryon chemical potential.

6.6.3 Baryon chemical potential dependence of baryon
number density

In this subsection, we consider the expectation value of the baryon num-
ber density. Figure 6.11 demonstrates that for temperatures above Tc (and
blow Tc), the results calculated by the canonical approach are reliable up to
µB/T ≃ 4 (and µB/T ≃ 3 ∼ 3.5, respectively). The reliable baryon chemical
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Figure 6.11: Baryon chemical potential dependence of the baryon number
density calculated by he canonical approach and the direct method at T/Tc =
1.35, 1.20, 1.08, 0.99, 0.93, and 0.83. Error bars reflect the statistical error and
they are estimated by Jackknife analysis.

3. Thermodynamic observables

Using the error estimation method described in the
previous subsection, we analyze the chemical potential
dependence of the thermodynamic observables and study
the validity range of our canonical approach. First, we

examine the pressure. Figure 3 shows that the pressure
results at temperatures above Tc do not suffer from large
errors up to a ratio μB=T of approximately 5, and the results
at temperatures below Tc are reliable up to a ratio μB=T of
approximately 3.5–4. Conversely, the results at temper-
atures just below Tc are reliable only up to a ratio μB=T of
approximately 3. This may be because we generated
configurations at μ0 ¼ 0, and they suffered from fluctua-
tions caused by the phase transition at zero density. We may
obtain clearer signals if we generate configurations at pure
imaginary chemical potentials because Tc at a pure
imaginary chemical potential is higher than Tc at a zero
chemical potential. Figure 4 shows that the pressure
calculated by the canonical approach is consistent with
the pressure results obtained using MPR method.
Next, we consider the expectation value of the baryon

number density. Figure 5 demonstrates that for temper-
atures above and below Tc, the results are reliable up to
ratios μB=T of approximately 4 and 3–3.5, respectively,
whereas the reliable baryon chemical potential range of the
results for temperatures just below Tc are limited for ratios
μB=T of up to 2.4. This may be for the same reason
described in the pressure analysis.
Figure 6 demonstrates good agreement between the

results of the canonical approach and those of the MPR
method in the baryon number density case. Moreover, the
gradient of the baryon number density nB=T3 as a function
of a baryon chemical potential becomes smaller as the
temperature decreases. In a zero temperature case, nB is
expected to be zero up to μB=T ¼ mB=T, where mB is the
lightest baryon mass of a system, and becomes a finite
value at this point. The data at T=Tc ¼ 0.84 in Fig. 5 does
in fact show such a feature.
Finally, we investigate the baryon susceptibility. Figure 7

shows that the results at temperatures above Tc are reliable
up to a ratio μB=T of approximately 3.5, whereas those at
temperatures below Tc are reliable up to Tc ¼ 2.4 − 2.9.
From Fig. 8, we find that the susceptibility results of the
canonical approach are in very good agreement with those

FIG. 6. Comparison of the baryon number densities calculated
by the canonical approach and the MPR method. The colors of
the data points are the same as in Fig. 4.

FIG. 8. Comparison of baryon susceptibilities calculated by the canonical approach and the MPRmethod. The colors of the data points
are the same as in Fig. 4.

FIG. 7. Chemical potential dependence of baryon susceptibil-
ity. The colors of the data points are the same as in Fig. 3. The
upper bound of the baryon chemical potential is determined by
Eq. (27).
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Figure 6.12: Comparison of baryon number density calculated by the canon-
ical approach and the MPR method. The colors of the data points are the
same as in Fig.6.10
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potential range for temperatures just below Tc is limited µB/T ≲ 2.4. This
is possibly because of the same reason as in the pressure case. In addition,
Fig.6.11 tells us that the results calculated by the canonical approach agree
very well with those calculated by the direct method within the statistical
errors. Figure 6.12 demonstrates good agreement between the results of the
canonical approach and the MPR method. Moreover, we see that the slope
of nB/T

3 becomes smaller as the temperature decreases. In zero tempera-
ture case, nB should be zero up to µB/T = mB/T , where mB is the lightest
baryon mass in the system, and thus the slope is completely flat then. The
data at T/Tc = 0.84 in Fig.6.11 does in fact show such a tendency. In case
of the analyses of the baryon number density, it can be said again that our
canonical approach can provide us with the results at larger baryon chemical
potential.

6.6.4 Baryon chemical potential dependence of baryon
number susceptibility

Finally, we investigate the baryon number susceptibility. Figure 6.13 shows
that the results obtained by the canonical approach at temperatures above
Tc are reliable up to µB/T ≃ 3.5., whereas those at temperatures below Tc
are reliable up to µB/T ≃ 2.4 ∼ 2.9. In addition, Fig.6.13 tells us that
the results calculated by the canonical approach agree very well with those
calculated by the direct method within the statistical errors. From Fig.6.14,
we find that the susceptibility results in the canonical approach are in very
good agreement with those of the MPR method. Moreover, Fig.6.14 tells us
that our canonical method produces fewer statistical errors than the MPR
and the Taylor expansion method even at small baryon chemical potential
for the same number of gauge configurations.
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Figure 6.13: Baryon chemical potential dependence of the baryon num-
ber susceptibility calculated by both the canonical approach and the direct
method explained in previous section at T/Tc = 1.35, 1.20, 1.08, 0.99, 0.93,
and 0.83. Error bars reflect the statistical error and they are estimated by
Jackknife analysis.

3. Thermodynamic observables

Using the error estimation method described in the
previous subsection, we analyze the chemical potential
dependence of the thermodynamic observables and study
the validity range of our canonical approach. First, we

examine the pressure. Figure 3 shows that the pressure
results at temperatures above Tc do not suffer from large
errors up to a ratio μB=T of approximately 5, and the results
at temperatures below Tc are reliable up to a ratio μB=T of
approximately 3.5–4. Conversely, the results at temper-
atures just below Tc are reliable only up to a ratio μB=T of
approximately 3. This may be because we generated
configurations at μ0 ¼ 0, and they suffered from fluctua-
tions caused by the phase transition at zero density. We may
obtain clearer signals if we generate configurations at pure
imaginary chemical potentials because Tc at a pure
imaginary chemical potential is higher than Tc at a zero
chemical potential. Figure 4 shows that the pressure
calculated by the canonical approach is consistent with
the pressure results obtained using MPR method.
Next, we consider the expectation value of the baryon

number density. Figure 5 demonstrates that for temper-
atures above and below Tc, the results are reliable up to
ratios μB=T of approximately 4 and 3–3.5, respectively,
whereas the reliable baryon chemical potential range of the
results for temperatures just below Tc are limited for ratios
μB=T of up to 2.4. This may be for the same reason
described in the pressure analysis.
Figure 6 demonstrates good agreement between the

results of the canonical approach and those of the MPR
method in the baryon number density case. Moreover, the
gradient of the baryon number density nB=T3 as a function
of a baryon chemical potential becomes smaller as the
temperature decreases. In a zero temperature case, nB is
expected to be zero up to μB=T ¼ mB=T, where mB is the
lightest baryon mass of a system, and becomes a finite
value at this point. The data at T=Tc ¼ 0.84 in Fig. 5 does
in fact show such a feature.
Finally, we investigate the baryon susceptibility. Figure 7

shows that the results at temperatures above Tc are reliable
up to a ratio μB=T of approximately 3.5, whereas those at
temperatures below Tc are reliable up to Tc ¼ 2.4 − 2.9.
From Fig. 8, we find that the susceptibility results of the
canonical approach are in very good agreement with those

FIG. 6. Comparison of the baryon number densities calculated
by the canonical approach and the MPR method. The colors of
the data points are the same as in Fig. 4.

FIG. 8. Comparison of baryon susceptibilities calculated by the canonical approach and the MPRmethod. The colors of the data points
are the same as in Fig. 4.

FIG. 7. Chemical potential dependence of baryon susceptibil-
ity. The colors of the data points are the same as in Fig. 3. The
upper bound of the baryon chemical potential is determined by
Eq. (27).
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Figure 6.14: Comparison of the baryon number susceptibility calculated by
the canonical approach and the MPR method. The colors of the data points
are the same as in Fig.6.10
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Chapter 7

Summary and outlook

In this thesis, the canonical approach as a method for finite density QCD
is studied in detail. Because the fermion determinant becomes complex in
finite density QCD in general, the Monte Carlo integration with the complex
fermion determinant does not work. This is the sign problem. In the case of
the canonical approach, the fermion determinant is kept to be real and the
Monte Carlo method can work safely.

The grand canonical partition function ZGC(µq, T ) is expressed as the
fugacity expansion with the expansion coefficients given by the canonical
partition functions Zn(T ). The canonical partition functions {Zn} can be
obtained by the Fourier transformation of the grand canonical partition func-
tion calculated at purely imaginary chemical potential. In the theory with
purely imaginary chemical potential, the fermion determinant is real and the
grand canonical partition function can be evaluated using a standard Monte
Carlo method for lattice QCD simulation. Therefore, we can calculate the
canonical partition functions without the sign problem. This means that,
once {Zn} are given, we can compute the grand canonical partition func-
tion for any real chemical potential via the fugacity expansion. However, we
encounter some difficulties inherent in the canonical approach as a price to
pay for avoiding the sign problem. In the calculation to obtain the canon-
ical partition function at large baryon number, the Fourier transformation
becomes a highly oscillating integral. Thus, it is difficult to numerically com-
pute the integral because of cancellation of significant digits in the Fourier
transformation. To avoid this problem, the multiple precision computation
was adopted and the validity was also checked in this work. Another problem
is the numerical cost for the calculation of fermion determinants. To perform
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Figure 7.1: Upper bound of the baryon chemical potential µB/Tc in the cal-
culation of thermodynamic observables using the canonical approach. Error
bars reflect the error originated from the determination of the pseudo critical
temperature Tc at vanishing baryon chemical potential.

the Fourier transformation, the grand canonical partition functions at many
different values of purely imaginary chemical potential are needed. An ideal
way to calculate the fermion determinant is to adopt the reduction formula
that is exact. However, the numerical cost for the reduction formula increases
as O((NxNyNz)

3 × Nt). Moreover, the reduction formula needs much more
memory. Even considering recent computer resources, we cannot perform
numerical simulation with a large lattice size using the reduction formula.
To reduce this numerical cost, the winding number expansion method of the
fermion determinant is developed in this work. The numerical cost for the
winding number expansion increases as O(NxNyNz×N3

t ) and we do not need
to store any matrices in this case and so we can save the memory.

Using the above method, our canonical approach could provide reliable
results beyond µB/T ≃ 3 for all thermodynamic observables (except for
the case near Tc). Figure 7.1 summarizes the upper bounds of the baryon
chemical potential µB normalized by the critical temperature Tc using the
canonical approach. From this figure, it is found that the validity range of
the calculation for the pressure is wider than that for the baryon number
density and the baryon number susceptibility. This is because derivatives in
terms of µB/T are included in the baryon number density and the number
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baryon susceptibility, which makes the convergence of the fugacity expansion
worse.

In addition, we also compared our results obtained by the canonical ap-
proach with those obtained by the direct calculation with the winding number
expansion. In this analysis, we could check that these results are consistent
and no physical information is lost in the canonical approach. This is very
encouraging for future developments on finite density QCD based on the
first–principles calculation. We note that the validity range is so far limited
up to µB/T ≃ 3 in other methods such as the multi-parameter reweighting
method, the Taylor expansion, the imaginary chemical potential, and the
density of states method. Thus, it can be said that the canonical approach
could be one of the most promising candidates to overcome the sign problem.

Getting more reliable signals in a large baryon chemical potential region
with the canonical approach, we need to calculate the canonical partition
functions more accurately at large baryon numbers. In this work, we calcu-
late the grand canonical partition functions at all pure imaginary chemical
potential with the gauge configurations generated at zero chemical potential
through the simplest reweighting method. However, we could have calcu-
lated them with gauge configurations generated at suitable pure imaginary
chemical potentials to realize the appropriate importance sampling as follows;

ZGC(iµI) =
1

N

N∑
i=1

∫
[dU ]

[
det∆(iµI)

det∆(iµi)

]
det∆(µi) e

−Sg (µi ∈ R). (7.1)

This is one of the future problems to be studied.
The canonical approach has been investigated in the several previous

studies [69, 70, 71, 72, 73]. Our method may be improved further to obtain
results under more realistic conditions, i.e., lighter quark mass, larger volume,
finer lattice spacing, and higher density. In particular, the following strategy
could give us successful results to achieve simulations with lighter quarks for
example. Let us consider the identity transformation of the logarithm of the
fermion determinant for Wilson fermions;

log detDWF (µq) = Tr log
(
1− κQs − κQt(µq)

)
= Tr log(1− κQs) + Tr log

(
1− κ

1

1− κQs

Qt(µq)

)
. (7.2)

Here, Qs and Qt in Eq.(7.2) represent propagations of the fermions in three
dimensional space and along the time direction, respectively. In an ac-
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tual numerical calculation, we do not need to consider the contribution
from the first term in Eq.(7.2). This is because we have only to evaluate⟨
detDWF (iµI)/ detD

WF
⟩
to obtain the grand canonical partition functions

at purely imaginary chemical potential and the first term in Eq.(7.2) has no
contribution to this quantity. Using this identity transformation, we expand
the second term in Eq.(7.2) in terms of κ and the following approximation
formula can be obtained;

Tr log

(
1− κ

1

1− κQs

Qt(µq)

)
= −

∞∑
n=1

κn

n
Tr

[
1

1− κQs

Qt(µq)

]n
. (7.3)

Note that the factor D−1
s = 1/(1 − κQs) physically corresponds to a quark

propagator in three dimensional space. Therefore, this expansion can evalu-
ate the exact quark propagations in three dimensional space and the hopping
parameter expansion is used to estimate the contribution of quark propaga-
tions only in the time direction. In this improved expansion, D−1

s needs to
be calculated in advance and operated to a vector X with color, Dirac, and
spacetime indices many times in an actual simulation. The number of ele-
ments of the factor D−1

s is (12NV)
2, where NV is Nx×Ny×Nz and the factor

12 comes from the degree of freedoms of color and Dirac space. Therefore,
numerical costs to obtain D−1

s and to operate the factor to the vector X
are more expensive than the winding number expansion because D−1

s is a
dense large–scale matrix in general. An idea to overcome this difficulty is
to solve an equation X = Ds × Y in terms of Y by the conjugate gradient
method instead of calculating Y = D−1

s ×X. Using the conjugate gradient
method, the approximate solution Ỹ can be evaluated iteratively with the
stopping condition |X−DsỸ |2 < ϵ and the exact solution Y can be obtained
by 12NV times iterations. Because Ds is a sparse matrix, we could hope that
the number of the iterations are much less than 12NV even if we adopt a
suitable stopping condition. The fact that we do not need to calculate D−1

s

in advance is also a strong point of this strategy with conjugate gradient
method.

Although the hopping parameter expansion yielded very interesting re-
sults in this study, the final step is to calculate the fermion determinant
without this approximation; we have learned from this study that the key
point is to calculate the determinant at imaginary chemical potential values
that can undergo the Fourier transformation with high accuracy. This re-
quires more computational resources than what has been reported here but
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is within the scope of the next-generation high-performance computing.
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