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## Abstract

One of the fundamental problems in nuclear physics is to understand the nuclear structure and reactions based on the nuclear interactions. Such attempt has been advanced owing to the developments in the computational techniques, understanding of nuclear interactions, and nuclear manybody methods. In this thesis, our main focus is to solve the many-body Schrödinger equation with the unitary-model-operator approach (UMOA) and to discuss the ground-state properties from the nucleon-nucleon ( $N N$ ) interactions.

By using the UMOA, we calculate ground-state energies and charge radii for the doubly magic nuclei, ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$ with the CD-Bonn potential. Then, there is the difficulty that our final results depend on the $\hbar \omega$, which is the parameter used to span our model space. Since the initial Hamiltonian does not include $\hbar \omega$, calculated observables should not depend on $\hbar \omega$. To investigate and reduce the $\hbar \omega$-dependence in the UMOA results, we introduce the one-body correlation operator to the UMOA for the first time. Using the softened $N N$ interactions, we examine the applicability of the new UMOA framework through calculations for ${ }^{4} \mathrm{He}$ and oxygen isotopes and comparison with the results in the other ab initio calculations.

We calculate ground-state energies and radii of the shell closed nuclei from ${ }^{4} \mathrm{He}$ to ${ }^{218} \mathrm{~Pb}$ in the new UMOA framework. As shown in the recent $a b$ initio calculations, our ground-state energies become larger and our radii become smaller than the experimental data as the mass number increases. Looking closely at the calculation results, however, we find that the observables coming from the proton-neutron asymmetry could be independent of resolution scale of $N N$ interactions. At least, this is confirmed in the asymmetry term of liquid drop model and neutron skin thickness. Interestingly, our neutron skin thickness results are consistent with the experimental trend and recent CCM result.

As reported in the recent theoretical works, it is needed to introduce the three-nucleon interaction to the UMOA. For this reason, finally, we demonstrate the extension of the UMOA framework and calculate the ground-state energies of ${ }^{4} \mathrm{He}$. The UMOA results show the good agreement with the result in the other ab initio calculation.
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## Chapter 1

## Introduction

Nuclear physics is the field of physics to study properties of the quantum many-body system associated with constituent particles interacting through the strong force. Since the discovery of the radioactivity in the end of 1800's, studies in nuclear physics have been done mainly by the investigation of the stable nuclei whose life time is quite long. From such research, the cornerstones such as the saturation property of nuclei and magic number have been established. Owing to the recent progress in experimental techniques and facilities such as RIBF at RIKEN, a new era of nuclear physics has begun. By the observations of rare isotopes which do not exist in nature, new phenomena have been revealed, for instance, the halo structure in the loosely bound system [1] and shell evolution [2]. These developments will be important in the study for astrophysical issues such as the nucleosynthesis, supernova explosions, and neutron stars. In such a situation, the progress in the theoretical approaches is required, which hold the predictive power. For this purpose, one can begin with the fundamental theory of the strong interaction, which is known as the quantum chromodynamics (QCD) described in terms of quarks and gluons. Due to the non-perturbative property of the QCD at the low-energy regime, one has to employ the numerical methods such as the lattice QCD (LQCD) to investigate the low-energy nuclear structure. However, it has not been possible to understand the low-energy nuclear structure directly from the LQCD yet, because of computational limitations. In order to investigate properties of finite nuclei, so far, we have to reduce the degree of freedom from quarks to protons and neutrons, so called the nucleon.

There are two major obstacles when one investigates a nucleus starting from nucleons degrees of freedom. First, the nuclear interactions acting among nucleons have to be determined. Second, we have to solve the quantum many-body problem associated with the nuclear interactions.

### 1.1 Nuclear Interaction

The study for the nuclear interaction has a long history. The mechanism of the nuclear interaction was firstly proposed by Yukawa [3]. He discussed the nucleon-nucleon ( $N N$ ) interaction as the exchange of the massive particle which was discovered in 1947 and is well known as the pion in the present day. After the discovery of the pion, the long-range part ( $r \gtrsim 2 \mathrm{fm} ; r$ is the distance between two
nucleons) of the nuclear interaction became well established from the $N N$ scattering of high angularmomentum states $[4,5]$ and from the deuteron properties [6]. As the next step, the two-pion exchange was considered in 1950's. However, none could not reproduce well the experimental data by the oneand two-pion exchange interaction. With the discovery of the heavy mesons in 1960's, the one-bosonexchange model was developed [7] and the situation was changed better. In addition, a lot of efforts have been made for the construction of the nuclear interactions.

Nowadays, the sophisticated $N N$ interactions, such as Argonne v18 (AV18) [8] and chargedependent Bonn (CD-Bonn) [9] interactions, have been developed and can reproduce well the $N N$ scattering data and deuteron properties. Due to the contributions of the scalar, pseud-scalar, vector, and axial-vector mesons, the $N N$ interactions can have very complicated structure. Namely, realistic $N N$ interactions strongly depend on the quantum state of $N N$ system such as the spin, the isospin, the orbital angular momentum, and the total angular momentum. This complexity of the underlying interaction is one of the features in nuclear physics. Besides modern phenomenological interactions, nuclear interactions can be derived based on the chiral effective field theory (EFT) [10, 11]. In the chiral EFT framework, nuclear interactions can be obtained by the perturbative expansion of the effective Lagrangian. Moreover, many-body interactions can be derived systematically and can hold the hierarchy because of the power counting. This is one of the advantages in the interactions based on the chiral EFT. As shown in the recent studies [12,13], the importance of the three-nucleon ( 3 N ) interaction has been recognized. For this reason, the nuclear interactions based on the chiral EFT have been employed in the recent ab initio calculations. The current standard choice is to keep $N N$ interaction at next-to-next-to-next-to leading order $\left(\mathrm{N}^{3} \mathrm{LO}\right)$ and 3 N interaction at $\mathrm{N}^{2} \mathrm{LO}$.

As discussed in Sec. 2.1, it is known that the realistic $N N$ interactions show the strong repulsion at short distance. This means the strong coupling between low- and high-momentum regions. Due to the strong repulsion, the difficulties arise, for example, breaking down of the perturbation expansion and slow convergence in numerical calculations. To tame the strong short-range correlations, the $G$ matrix theory was introduced by Brückner and his collaborators [14]. The $G$-matrix is the two-body interaction constructed by summing up the ladder diagrams passing through the high-momentum intermediate states. The overview of the $G$-matrix theory can be found, for example, in Ref. [15]. Strictly speaking, the $G$-matrix cannot be categorized as the effective interaction. As demonstrated in Ref. [16], the $G$-matrix does not ensure the decoupling between the low- and high-momentum regions.

Recently, the new prescription has been invented based on renormalization group techniques. In these frameworks, it is ensured to suppress the coupling between low- and high-momentum regions. As a result, the acceleration of the convergence in numerical calculations is observed (see Sec. 2.2 for details) and softened interactions are applicable to the heavy nuclei.

### 1.2 Ab Initio Calculations

Our main problem is to solve the many-body Schrödinger equation:

$$
\begin{equation*}
H\left|\Psi_{k}\right\rangle=E_{k}\left|\Psi_{k}\right\rangle \tag{1.1}
\end{equation*}
$$

with the Hamiltonian $H$, and the $k$ th eigenstate $\left|\Psi_{k}\right\rangle$ and eigenvalue $E_{k}$. Since the energy scale of a nucleus is of the order of MeV and is much smaller than the nucleon mass $\sim 1 \mathrm{GeV}$, the nuclear structure is usually discussed in the non-relativistic quantum mechanics. The non-relativistic Hamiltonian $H$ is

$$
\begin{equation*}
H=\sum_{i<j}^{A} \frac{\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right)^{2}}{2 A m}+\sum_{i<j}^{A} V_{i j}^{N N}+\sum_{i<j<k}^{A} V_{i j k}^{N N N}+\cdots, \tag{1.2}
\end{equation*}
$$

with the mass number $A$, the momentum of the $i$ th nucleon $\mathbf{p}_{i}$, the nucleon mass $m$, the $N N$ interaction $V_{i j}^{N N}$, the $3 N$ interaction $V_{i j k}^{N N N}$, and so on.

To solve Eq. (1.1) based on the underlying interactions, one can choose the calculation methods according to mass region. For $A=3$ or 4 , one can apply the few-body methods such as the Faddeev equation [17] and Faddeev-Yakubovsky equation [18]. For the system with the $A \lesssim 20$, one can employ the no-core shell model (NCSM) [19], Green's function Monte Carlo [20], and nuclear lattice effective field theory [21]. As a very recent progress, the reaction processes which are important for the nucleosynthesis have also been studied in the NCSM framework [22].

For the system with $A \gtrsim 20$, one cannot exactly solve Eq. (1.1) due to current computational limitations. To investigate the heavier system, some approximations are inevitable. From the experimental evidence, the introduction of the mean field should be reasonable. Actually, the phenomenological Woods-Saxon potential is successful for the stable nuclei. To find the mean field consistent with the underlying interactions, one can employ the Hartree-Fock (HF) method. In Table 1.1, the HF ground-state energies calculated with the chiral $N N$ interaction at $\mathrm{N}^{3} \mathrm{LO}$ [10] are exhibited. Although the HF method works well in the many-electron system, one can find that the HF method in the many-nucleon system clearly fails to reproduce even the ground-state energies. To gain the groundstate energy, one should take into account the many-body correlation which is not included in the HF method. For this purpose, one can employ, for example, the coupled-cluster method (CCM) [24], selfconsistent Green's function method [25], in-medium similarity renormalization group approach [26],

Table 1.1: Ground-state energies for ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O}$ and ${ }^{40} \mathrm{Ca}$. The calculations are done with the chiral $\mathrm{N}^{3} \mathrm{LO} N N$ interaction [10] and by the Hartree-Fock (HF) method. The displayed results are obtained in the 13,15 , and 15 major-shell calculations for ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O}$, and ${ }^{40} \mathrm{Ca}$, respectively. The experimental data are taken from Ref. [23]. All the energies are in units of MeV .

|  | ${ }^{4} \mathrm{He}$ | ${ }^{16} \mathrm{O}$ | ${ }^{40} \mathrm{Ca}$ |
| :--- | ---: | ---: | ---: |
| HF calc. | 0.18 | 24.06 | 82.81 |
| Exp. | -28.30 | -127.62 | -342.05 |

and unitary-model-operator approach (UMOA) [27]. In these methods, the many-body correlations can be included order by order and can be truncated where the inclusion of the correlations is sufficient. From the comparison with the exact solutions, it is known that the inclusion of the two-body correlations is practically sufficient in most of cases. By truncating the higher order correlations, the mass region $A \simeq 100$ is reachable [28]. In the recent ab initio calculations, ground-state energies for oxygen isotopes are successful with the chiral $N N+3 N$ interactions [29-32], while, starting from the same interaction set, the systematic overbound is reported in calcium and nickel regions [28, 33, 34].

In this work, we employ the UMOA. The history of the UMOA is as follows. As shown in Table 1.1, HF or Brückner-HF calculations did not well reproduce the data in 1950's and 1960's. To consider the higher order correlations, the UMOA was invented based on the cluster expansion which is a decomposition according to the number of interacting particles [35]. In the UMOA, the groundstate properties of ${ }^{16} \mathrm{O}$ and ${ }^{40} \mathrm{Ca}$ were discussed with the phenomenological assumptions [36]. In 1986, Suzuki and Okamoto merged the former UMOA framework and the Hermite effective-interaction theory [37]. In such a framework, the UMOA was formulated to decouple the two-particle-two-hole (2p2h) excitations with the certain reference state. In other words, the UMOA was established as the in-medium Okubo-Lee-Suzuki method.

So far, the UMOA has been applied to investigate the medium-mass nuclei. Ground-state energies, charge radii and single-particle energies of ${ }^{16} \mathrm{O}$ and ${ }^{40} \mathrm{Ca}$ were calculated with realistic $N N$ interactions, and the saturation property, the relation between the binding energy and density, of each nucleus was discussed [27,37,38]. Recently, the particle-basis (proton-neutron) formalism was introduced [39] due to the development of high-precision charge-dependent $N N$ interactions. The results with this formalism are shown in Refs. [39, 40, 42, 43]. In this UMOA framework, however, there is difficulty that the calculated observables depend on $\hbar \omega$ which is a parameter characterising the single-particle basis spanning our model space. Note that the final results should not depend on $\hbar \omega$, because the initial Hamiltonian does not include $\hbar \omega$. To investigate and reduce the $\hbar \omega$-dependence of results, we extend the UMOA framework. Namely, in addition to the 2 p2h, the 1 p1h excitations are decoupled with the reference state.

Our main focus is the ground-state energies and radii of finite nuclei. The ground-state energies and radii are obvious and reflects the nuclear structure. In addition, both ground-state energies and radii are indispensable to discuss the saturation property of finite nuclei, which is the fundamental property of finite (stable) nuclei. Note that the saturation property is nucleus-independent behavior of the binding energy per nucleon ( $\sim 8 \mathrm{MeV}$ ) and central density of a nucleus ( $\sim 0.17 \mathrm{fm}^{-3}$ ). It is important to understand the saturation property based on the underlying interactions. Since our survey across the nuclear chart can be a clue to investigate the infinite nuclear matter system, this study can be important not only in nuclear physics but also in astrophysics. Especially, the nuclear equation of state (EOS) is an important issue in astrophysical objects such as neutron stars and supernovae. The EOS has mainly been investigated with mean-field theory. However, the EOS strongly depends on the choice of the effective-interaction models. It is worth starting from the ab inito calculations for finite nuclei. In the recent CCM works, the parameters of the EOS are discussed by calculating the neutron
skin thickness of ${ }^{48} \mathrm{Ca}$ nucleus [41]. Although the importance of the $3 N$ interaction is reported in many recent works, we keep up to the $N N$ interactions in this work. Since there are no systematic $a b$ initio calculations for heavy nuclei, it is worth doing the UMOA calculation for nuclei across the nuclear chart even if one starts from only the $N N$ interactions. Moreover, it is interesting whether the certain properties can be determined with only the $N N$ interaction. In this work, we calculate the ground-state energies and radii for 35 closed shell nuclei from ${ }^{4} \mathrm{He}$ to ${ }^{218} \mathrm{~Pb}$.

The contents of this thesis are following. In chapter 2, the $N N$ interactions employed in the actual calculations are discussed. Since the bare interactions are too hard to apply the UMOA calculations, the free-space Okubo-Lee-Suzuki method, $V_{\text {low }}$ interaction, and SRG transformation are introduced. In chapter 3, the theoretical framework of the UMOA is introduced. The construction of the general $A$-body transformed Hamiltonian and its cluster expansion are shown. Then, the actual calculation procedures method I and method II are shown. In chapter 4, the numerical results with the $N N$ interactions are shown. We show the results of ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$ with the method $I$, former UMOA framework, based on Refs. [42,43]. These results strongly depend on $\hbar \omega$. To investigate and reduce the $\hbar \omega$-dependence of results, we newly introduce the one-body correlation operator to the UMOA. Through the calculations for ${ }^{4} \mathrm{He}$ and oxygen isotopes, one can confirm the applicability of the UMOA. We apply the UMOA to the shell closed nuclei from ${ }^{4} \mathrm{He}$ to ${ }^{218} \mathrm{~Pb}$ and discuss the bulk properties of the many-nucleon system. Our ground-state energies and radii become overbound and smaller than the experimental data as the mass number increases. We find that the observables coming from the proton-neutron asymmetry can be insensitive to the choice of the resolution scale for the $N N$ interaction and can be determined uniquely. Finally, the extension of the UMOA towards the inclusion of the $3 N$ interaction is demonstrated. In chapter 5, the results in this work are summarized and a future perspective is given.

## Chapter 2

## $N N$ Interactions for Numerical Calculations

The determination of the nuclear Hamiltonian (interactions) is one of the longstanding problems in the low-energy nuclear structure theory. Since a nucleon has internal degrees of freedom, the nuclear Hamiltonian can include the many-body interactions beyond the nucleon-nucleon ( $N N$ ) level. All the interactions among nucleons can be, in principle, provided by solving the QCD which is well known as the fundamental theory for the system consisting of quarks and gluons. Due to the non-perturbative property of the QCD in the low-energy regime, however, it is difficult to derive the nuclear interactions from the QCD. Recently, a lot of efforts are made for the direct derivation of the nuclear interactions through the first principle calculations of QCD on the lattice [44]. So far, it is not possible to obtain the high-precision $N N$ interaction from the lattice QCD calculations at the physical point yet.

In the current situation, the $N N$ and three-nucleon ( $3 N$ ) interactions are available. As for the $N N$ sector, we can use the various $N N$ interactions which can reproduce the properties of $N N$ system with high precision. In the sense of fitting to reproduce the observables of $N N$ system, construction of the $N N$ interaction can be established. The $3 N$ interaction is one of the recent important issues in this field. Basically, the effect of the $3 N$ interaction should be smaller than that of $N N$ interaction and seems to be not significant. Owing to the recent developments of the experimental techniques, the experiments have been enabled for the extreme cases, i.e., the neutron-rich nuclei. As shown in Ref. [13], the effect of the $3 N$ interaction becomes important for oxygen drip line. Although the effect of the $3 N$ interactions is an important topic, our calculations, discussed in this thesis, are done with the $N N$ interaction.

The $N N$ interaction cannot be determined uniquely, because the interactions are not basically observables and can have non-local structure which provides the model dependence. The model dependence of the interactions cannot be removed by fitting at $N N$ level. The low-momentum- ( $V_{\text {low k }}$ ) and similarity-renormalization-group- (SRG) evolved interactions, introduced in Sec. 2.2, provide a kind of answer for this model dependence. These $N N$ interactions are derived based on the renormalization group (RG) technique. By roughing the resolution scale in RG technique, such $N N$ interactions show the universality. Since the RG technique induces the many-body interactions, however, the choice of the initial nuclear Hamiltonian still can be an important issue in the low-energy nuclear structure theory.

Since our calculations, in this thesis, are limited with nucleon-nucleon ( $N N$ ) interactions, we show the features of realistic $N N$ interactions which reproduce precisely the $N N$ scattering phase shifts, as well as the deuteron properties. As discussed in Sec 2.1 , such realistic $N N$ interactions cannot be applied directly to the many-body calculation in many cases. To obtain the tractable $N N$ interactions, the prescriptions are introduced based on the similarity transformation of the original $N N$ interaction, as shown in Sec. 2.2.

### 2.1 Realistic $N N$ interactions

Here, we mention the properties of the realistic $N N$ interactions, which can reproduce the protonproton and proton-neutron scattering phase shift data. There are a large numbers of the realistic $N N$ interactions. In this work, we will mainly employ the Argonne V18 (AV18) [8] interaction, the charge-dependent Bonn (CD-Bonn) [9] interaction, and the chiral $N N$ interaction up to next-to-next-to-next-to leading order ( $\mathrm{N}^{3} \mathrm{LO}$ ) by Entem and Machleidt [10]. The constructions of such interactions are following.

- The AV18 interaction is written as a sum of an electro-magnetic part, a one-pion-exchange (OPE) part, and an intermediate- and short-range phenomenological part. The phenomenological part is regularized by the Woods-Saxon function. It does not have the momentumdependence except for the operators such as $\mathbf{L}^{2}, \mathbf{L} \cdot \mathbf{S}$, and is given as a function of relative coordinate of two nucleons after the partial wave decomposition.
- The CD-Bonn interaction is based on the boson-exchange Feynman amplitude. The mesons with masses smaller than nucleon mass are considered, i.e. $\pi, \eta, \rho, \omega$, and $\sigma$. The form factor is introduced to cut off the interaction at a short distance.
- The $N^{3}$ LO interaction is derived from the chiral effective field theory (EFT). In the chiral EFT, the effective Lagrangian is written by the nucleon and pion. The $\mathrm{N}^{3} \mathrm{LO}$ interactions are obtained by perturbative expansion up to next-to-next-to-next-to leading order. The short-range terms beyond the energy scale of pion are written by contact terms fitted by the experimental phase shift data in the $N N$ scattering. There are several prescriptions to regularize the interaction at large momenta, see e.g. Refs. [10,11]. The cutoff momentum $\Lambda=500 \mathrm{MeV} / \mathrm{c}$ is commonly used.

These interactions are constructed to reproduce the $N N$ scattering phase shift data with high precision. For example, the proton-neutron ( $p n$ ) scattering phase shifts calculated with such interactions are shown in Fig. 2.1 as the function of laboratory energy $T_{\text {lab }}$. The experimental data are reproduced well especially for lower partial waves. Note that the phase shift data used fitting are up to the order of 300 MeV , because the pion production threshold energy is roughly 300 MeV . The interaction-model dependence of the calculated phase shift values can appear beyond this energy.




| - | AV18 |
| :---: | :--- |
| $\cdots$ | CD-Bonn |
| $\cdots$ | PSA ${ }^{3}$ LO |





Figure 2.1: The $p n$ phase shifts as functions of $T_{\text {lab }}$. The calculated phase shifts are from AV18 [8] (solid line), CD-Bonn [9] (dashed line), and $\mathrm{N}^{3} \mathrm{LO}$ [10] (dotted line) interactions. The phase-shift analysis data are taken from Nijimengen phase shift analysis [45].

The calculated deuteron binding energies and $D$-state probabilities $\left(P_{D}\right)$ are exhibited in Table 2.1. As shown in Table 2.1, the deuteron biding energy can be reproduced well. The $P_{D}$ is defined by

$$
\begin{equation*}
P_{D}=\frac{\int d r r^{2} \psi_{D}^{2}(r)}{\int d r r^{2}\left[\psi_{S}^{2}(r)+\psi_{D}^{2}(r)\right]}, \tag{2.1}
\end{equation*}
$$

with the $S$-wave and $D$-wave radial wave functions $\psi_{S}(r)$ and $\psi_{D}(r)$, respectively. Thus, $P_{D}$ indicates the amount of mixing of $D$-state in the deuteron wave function and relates the strength of the tensor interaction which mixes the different orbital angular momentum states. Note that $P_{D}$ is not an observable and depends on interaction models, because the wave function is not observable.

In Fig. 2.2, $N N$ interactions for the $p{ }^{1} S_{0}$ channel are shown as functions of a relative distance of proton and neutron $r$. The CD-Bonn and chiral $\mathrm{N}^{3} \mathrm{LO}$ interactions are defined as the non-local interac-

Table 2.1: The binding energies (B. E.) and $D$-state probability $\left(P_{D}\right)$ of deuteron with the AV18 [8], CD-Bonn [9], and chiral $\mathrm{N}^{3} \mathrm{LO}$ [10] interactions. Calculations are done with the relative momentum space.

|  |  | AV18 | CD-Bonn | $\mathrm{N}^{3} \mathrm{LO}$ | Exp. |
| :--- | :--- | ---: | ---: | ---: | ---: |
| B. E. | $(\mathrm{MeV})$ | 2.224575 | 2.224575 | 2.22458 | 2.224575 |
| $P_{D}$ | $(\%)$ | 5.76 | 4.85 | 4.51 |  |



Figure 2.2: The local part of the $N N$ interactions for $p n S$-wave channels of AV18 (solid curve) CDBonn (dashed curve), and $\mathrm{N}^{3} \mathrm{LO}$ (dotted curve) interactions as functions of a relative coordinate of proton and neutron.
tions which depend on relative coordinates of both of the initial and final states, i.e. $V^{N N}=V^{N N}\left(r, r^{\prime}\right)$. We employ the local projection introduced in Ref. [46] to plot Fig. 2.2. As discussed in Ref. [46], the residual non-local part is perturbative and the dominant part of the $N N$ interactions are illustrated in Fig. 2.2. As for the $\mathrm{N}^{3} \mathrm{LO}$ interaction, we see the oscillation around $r \sim 3 \mathrm{fm}$. The position of this oscillation corresponds to the cutoff momentum $\Lambda=500 \mathrm{MeV} / c$ for the $\mathrm{N}^{3} \mathrm{LO}$ interaction. Since the treatment of the one-pion exchange is common in the realistic $N N$ interactions, all the interactions shown in Fig. 2.2 are close to each other in the long-range region $(r \gtrsim 2)$. The $N N$ interaction for the $S$ wave is attractive at middle range $(0.5 \lesssim r \lesssim 2$ ), and is repulsive at short range ( $r \lesssim 0.5$ ) known as the repulsive core. In these regions, especially for $\mathrm{N}^{3} \mathrm{LO}$ and other interactions, $V_{\mathrm{loc}}^{N N}$ largely depends on the interaction model. This difference means the uncertainties of our knowledge about the $N N$ interactions and is discussed in Sec. 2.2. The existence of the repulsive core can be the problem in actual calculations. For instance, the perturbative expansion obviously break down, because the matrix element of $V^{N N}$ becomes large. Also, the existence of the repulsive core demands the computational resource.

A further insight about the repulsive core can be obtained by looking the $N N$ interactions represented in the momentum space. Fig. 2.3 shows the momentum space representation of AV18, CD-Bonn, and $\mathrm{N}^{3} \mathrm{LO}$ interactions for $p{ }^{1} S_{0}$ channel. Since the short-range physics relates with the high-momentum region, we discuss the high-momentum component to discuss the short-range repulsion. Here, we divide the high- and low-momentum regions at $k \sim 2.0 \mathrm{fm}^{-1}$ which corresponds to energy 350 MeV in laboratory frame. Since the results of the phase-shift analysis are available below 350 MeV in the laboratory frame, various realistic $N N$ interactions can reproduce the experimental results for $N N$ system up to this energy scale. Beyond this energy, complicated high-energy physics becomes efficient. In this sense, the high- and low-momentum regimes are defined here. Then, the


Figure 2.3: The $N N$ interactions in the momentum representation of the $p{ }^{1} S_{0}$ channel for AV18, CD-Bonn, and $\mathrm{N}^{3} \mathrm{LO}$ interactions.
strong repulsive coupling between the low- and high-momentum regions is observed for all the cases plotted in Fig. 2.3. This coupling relates the repulsive core of the $N N$ interactions. Moreover, the $N N$ interactions defined in the local form seem to have inevitably the repulsive core [16] In fact, in addition to the AV18 interaction, the repulsive core is observed in the local $N N$ interaction by the Lattice QCD simulations [44] and by the chiral effective field theory [47]. By taking into account the non locality, however, we can avoid the repulsive core. According to Fig. 2.2 and 2.3, in fact, the $\mathrm{N}^{3} \mathrm{LO}$ interaction is relatively soft compared with the other two interactions. Details about this issue is discussed in Sec. 2.2

Let us consider the convergence property of the calculations with the realistic $N N$ interactions. As the simplest example, we calculate the ground-state energy of deuteron which is composed by proton


Figure 2.4: The deuteron ground-state energies as functions of $N_{\max }$ with the fixed $\hbar \omega$. We employ $\hbar \omega=40 \mathrm{MeV}$.
and neutron. To do that, we solve the Schrödinger equation,

$$
\begin{equation*}
H|\psi\rangle=E_{\mathrm{D}}|\psi\rangle \tag{2.2}
\end{equation*}
$$

with the deuteron ground-state energy $E_{\mathrm{D}}$ and wave function $|\psi\rangle$. Then, the Hamiltonian is

$$
\begin{equation*}
H=\frac{\mathbf{p}_{\mathrm{rel}}^{2}}{2 \mu}+V^{N N} . \tag{2.3}
\end{equation*}
$$

Here, $\mathbf{p}_{\text {rel }}$ is relative momentum of proton and neutron, $\mu$ is reduced mass, and $V^{N N}$ is $N N$ interaction. Since the usual numerical calculations are performed in the space spanned by the harmonic-oscillator (HO) basis, we employ the HO basis representation here. Then, a parameter $\hbar \omega$ has to be introduced, which relates with the curvature of the HO potential. Note that calculated observables should not depend on $\hbar \omega$, if the numerical calculations are performed in the sufficiently large model space. We will revisit this point in the many-body (UMOA) calculations. Using the HO basis representation, the kinetic term can be expressed as

$$
\langle n l| \frac{\mathbf{p}_{\mathrm{rel}}^{2}}{2 \mu}\left|n^{\prime} l^{\prime}\right\rangle=\left\{\begin{array}{cc}
\frac{1}{2}\left(2 n+l+\frac{3}{2}\right) \hbar \omega & \text { for } n=n^{\prime}, l=l^{\prime}  \tag{2.4}\\
\frac{1}{2} \sqrt{n\left(n+l+\frac{1}{2}\right)} \hbar \omega & \text { for } n+1=n^{\prime}, l=l^{\prime} \\
0 & \text { otherwise }
\end{array}\right.
$$



Figure 2.5: The triton $\left({ }^{3} \mathrm{H}\right)$ ground-state energies as functions of $N_{\text {max }}$ with the fixed $\hbar \omega$. We employ $\hbar \omega=40 \mathrm{MeV}$.

Here, $\hbar \omega$ is the energy of HO basis employed in the calculations. The $n$ and $l$ denote the nodal and azimuthal quantum numbers, respectively. The derivation of the $N N$ interaction in the HO basis representations is complicated a little and is shown in Appendix A. Applying Eq. (A.3) (Eq. (A.7)) for local (non-local) interaction, Eq. (2.2) can be the eigenvalue problem. We diagonalize the Hamiltonian for deuteron channel $J^{\pi}=1^{+}$. In Fig. 2.4, the deuteron ground-state energies are shown as functions of $N_{\max }$ with the AV18, CD-Bonn, and $\mathrm{N}^{3}$ LO interactions. Here $N_{\max }$ is maximal principal quantum number included in the diagonalization and we use $\hbar \omega=40 \mathrm{MeV}$. The ground-state energies lower with increasing $N_{\text {max }}$. The convergence of $\mathrm{N}^{3} \mathrm{LO}$ interaction case is faster than that of AV18 and CD-Bonn interactions cases. This is consistent with the softness of the $\mathrm{N}^{3} \mathrm{LO}$ interaction shown in Fig. 2.2 and 2.3. In the deuteron case, we can obtain the converged results in $N_{\max }>24$ for all the interaction cases.

As a next step, we consider the ground state of the three-nucleon system ${ }^{3} \mathrm{H}$. Although, we can diagonalize the Hamiltonian in the three-body Jacobi coordinate similar to the deuteron case, we here employ the product of the HO single-particle (sp) basis states. The combinations of the Jacobi coordinates rapidly increase, and we would not solve the six- or more than six-nucleons problems. On the other hand, the increase of the number the product of sp bases is relatively gentle compared to
that of Jacobi coordinate bases. Moreover, we know the basis transformation from relative and CM coordinates to product of the sp coordinates for the HO representations. This is reason why we use the product of the HO sp basis states. The Schrödinger equation is

$$
\begin{equation*}
H\left|\psi_{k}\right\rangle=E_{k}\left|\psi_{k}\right\rangle, \tag{2.5}
\end{equation*}
$$

with

$$
\begin{align*}
H & =\frac{1}{3} \sum_{i<j=1}^{3} \frac{\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right)^{2}}{2 m}+\sum_{i<j=1}^{3} V_{i j}^{N N}  \tag{2.6}\\
& =\frac{2}{3} \sum_{i=1}^{3} \frac{\mathbf{p}_{i}^{2}}{2 m}+\sum_{i<j=1}^{3}\left(V_{i j}^{N N}-\frac{\mathbf{p}_{i} \cdot \mathbf{p}_{j}}{3 m}\right) . \tag{2.7}
\end{align*}
$$

In our basis representation, the wave function $|\psi\rangle$ can be expanded into

$$
\begin{equation*}
\left|\psi_{k}\right\rangle=\sum_{a b c} D_{k ; a b c}|a b c\rangle . \tag{2.8}
\end{equation*}
$$

Here, $D_{k ; a b c}$ is a diagonalization coefficient and $|a b c\rangle$ is antisymmetrized three-nucleon state. The state $|a\rangle$ is short notation of $\left|n_{a} l_{a} j_{a} m_{a} t_{a}\right\rangle$. The $n_{a}, l_{a}, j_{a}, m_{a}$, and $t_{a}$ are the HO nodal quantum number, orbital angular momentum, total angular momentum, third component of total angular momentum, and the label distinguishing the proton and neutron, respectively. Similar to Eq. (2.4), we have

$$
\langle a| \frac{\mathbf{p}_{1}^{2}}{2 m}|b\rangle=\left\{\begin{array}{crc}
\frac{1}{2}\left(2 n_{a}+l_{a}+\frac{3}{2}\right) \hbar \omega \delta_{l_{a b} l_{b}} \delta_{j_{a} j_{b}} \delta_{m_{a} m_{b}} \delta_{t_{a} t_{b}} & \text { for } & n_{a}=n_{b}  \tag{2.9}\\
\frac{1}{2} \sqrt{n_{a}\left(n_{a}+l_{a}+\frac{1}{2}\right) \hbar \omega \delta_{l_{a} l_{b}} \delta_{j_{a} j_{b}} \delta_{m_{a} m_{b}} \delta_{t_{a} t_{b}}} & \text { for } & n_{a}+1=n_{b} \\
0 & \text { otherwise }
\end{array}\right.
$$

for the kinetic energy term. For the two-body term, we can use Eq. (A.14).
Fig. 2.5 shows the calculated ground-state energy for ${ }^{3} \mathrm{H}$ with AV18, CD-Bonn, and $\mathrm{N}^{3} \mathrm{LO}$ interactions as functions of $N_{\max }$. In this calculation, we use $\hbar \omega=40 \mathrm{MeV}$ and calculate up to $N_{\max }=$ 18. Beyond this $N_{\max }$, the Talmi-Moshinsky transformation, Eq. (A.14), takes much time and we do not calculate. As shown in Fig. 2.5, the ground-state energies with various interactions lower with increasing $N_{\text {max }}$. For $\mathrm{N}^{3} \mathrm{LO}$ interaction case, we can see the almost converged results and the energy at $N_{\max }=18$ is consistent with the exact solution -7.85 MeV , calculated by the no-core shell model with the Jacobi coordinate [48]. In contrast, the model space is not sufficiently large yet for AV18 and CD-Bonn interactions cases. The converged energies cannot be found for results with these interactions. We encounter the convergence problem even ${ }^{3} \mathrm{H}$ which is the second simplest case. It can be easily expected that obtaining the converged results is difficult in heavier nuclei calculations. To get over this problem, we can carry out two procedures. One is to transform the underlying interactions to tame the short-range repulsion, as discussed in Sec. 2.2. The other one is to use the other many-body calculation methods. In this section, we employ the computationally expensive exact diagonalization method. Taking the proper approximations, however, we can reduce the computational cost with keeping the required precision. We employ the unitary-model-operator approach (UMOA) introduced in Chap. 3.

### 2.2 Renormalization Technique

As mentioned in Sec. 2.1, it is almost impossible to apply the realistic $N N$ interactions to the usual nuclear structure calculations because of the strong short-range correlations. To tame the strong shortrange repulsion, the $G$-matrix was introduced by Brückner and his collaborators [14]. The $G$-matrix is constructed by summing up the particle-particle ladder diagrams and can be expected to capture the short-range physics. The $G$-matrix is widely employed in low-energy nuclear physics field. As shown in Ref. [16], however, the $G$-matrix is not defined to decouple the low- and high-momentum scales and does not ensure to improve the convergence of the numerical calculations. By adopting the concept of the effective interaction theories, we can construct the interactions designed for the model space we are interested in. Such an interaction is known as the Okubo-Lee-Suzuki (OLS) transformed interaction. Moreover, new prescriptions have been developed based on the renormalization group technique. Here, we briefly see the features of such softened $N N$ interactions.

### 2.2.1 Okubo-Lee-Suzuki transformation

Here, we derive the OLS transformed interaction for the many-body systems from the realistic $N N$ interactions. The OLS method is based on the energy-independent Hermitian effective-interaction theories. The form of the unitary transformation is given in Ref. [49]. The derivation with the mapping operator between the model space and its complement is established in Refs. [50, 51]. The fundamental ingredients employed in the effective-interaction theories are summarized in Appendix B. The concept of the OLS transformation is inherited to our many-body method, unitary-model-operator approach (UMOA), and the UMOA can also be called as in-medium OLS method.

Let us consider the Hamiltonian represented in the HO basis space:

$$
\begin{equation*}
H=\frac{1}{A} \sum_{i<j}^{A} \frac{\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right)^{2}}{2 m}+\sum_{i<j}^{A} V_{i j}^{N N} . \tag{2.10}
\end{equation*}
$$

Note that we, here, consider only the $N N$ interaction. To defined the projection operator, we separate the Hamiltonian into

$$
\begin{equation*}
H=\sum_{i<j}^{A} H_{i j, 0}+\sum_{i<j}^{A} H_{i j, l}, \tag{2.11}
\end{equation*}
$$

with

$$
\begin{align*}
& H_{i j, 0}=\frac{1}{A}\left[\frac{\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right)^{2}}{2 m}+\frac{1}{2} m \Omega^{2}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)^{2}\right],  \tag{2.12}\\
& H_{i j, I}=V_{i j}^{N N}-\frac{1}{2 A} m \Omega^{2}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)^{2} \tag{2.13}
\end{align*}
$$

Note that we add (subtract) the term $\sum m \Omega^{2}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)^{2} / 2 A$ to kinetic energy term (from interaction term), so that $H_{i j, 0}$ is diagonal with respect to the relative HO basis states, i.e.,

$$
\begin{equation*}
H_{12,0}|n l\rangle=\left(2 n+l+\frac{3}{2}\right) \hbar \Omega|n l\rangle . \tag{2.14}
\end{equation*}
$$



Figure 2.6: The triton ground-state energies calculated with the Okubo-Lee-Suzuki transformed interactions derived from AV18 (solid line), CD-Bonn (dashed line), and $\mathrm{N}^{3} \mathrm{LO}$ (dotted line) interactions. The exact solutions are taken from Refs. [48,52].

In this section, to avoid the confusion, we use $\Omega$ as the frequency of the HO potential and $\omega$ as the mapping operator defined in Appendix B. Now we can divide the whole two-body Hilbert space into the model space and its complement and introduce the projection operators,

$$
\begin{equation*}
P=\sum_{n l}^{2 n+l \leq N_{\max }}|n l\rangle\langle n l|, \quad Q=\sum_{n l}^{2 n+\mid>N_{\max }}|n l\rangle\langle n l| . \tag{2.15}
\end{equation*}
$$

Here, $P$ and $Q$ are projection operators projecting into the model space and outside of the model space, respectively. The summation in Eq. (2.15) for $P(Q)$ runs over $n$ and $l$ satisfying $2 n+l \leq N_{\max }$ $\left(2 n+l>N_{\max }\right)$. The boundary $N_{\max }$ defines the model space.

To derive the effective $N N$ interaction, as the next step, we solve the Schrödinger equation,

$$
\begin{equation*}
\left(H_{12,0}+H_{12, I}\right)\left|\psi_{k}\right\rangle=E_{k}\left|\psi_{k}\right\rangle, \tag{2.16}
\end{equation*}
$$

and obtain the mapping operator $\omega$ by using Eq. (B.17). Once $\omega$ is determined, we can derive the unitary transformation operator $e^{S_{12}}$ by Eq. (B.40). The transformed Hamiltonian $\widetilde{H}_{12}$ is

$$
\begin{equation*}
\widetilde{H}_{12}=e^{-S_{12}} H_{12} e^{S_{12}} . \tag{2.17}
\end{equation*}
$$

Then, the effective interaction can be given by

$$
\begin{equation*}
\widetilde{V}_{12, \mathrm{eff}}^{N N}=P\left(\widetilde{H}_{12}-H_{12,0}\right) P . \tag{2.18}
\end{equation*}
$$

Obviously, the transformation Eq. (2.17) induces the many-body interactions. The induced manybody interactions are neglected here. However, it can be expected that effects of such induced $N N$ interaction are small when we take sufficiently large model space, because of

$$
\begin{align*}
& \widetilde{V}_{12, \text { eff }} \longrightarrow V_{12}^{N N}-\frac{1}{2 A} m \Omega^{2}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)^{2}, \quad\left(N_{\max } \rightarrow \infty\right)  \tag{2.19}\\
& \text { (induced many-body interaction) } \longrightarrow 0, \quad\left(N_{\max } \rightarrow \infty\right) \tag{2.20}
\end{align*}
$$

The effect of the induced many-body interaction are investigated in the no-core shell model (NCSM) [53]. Using the derived effective $N N$ interaction, the Hamiltonian designed for our model space is

$$
\begin{align*}
H_{\mathrm{OLS}} & =\frac{1}{A} \sum_{i<j}\left[\frac{\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right)^{2}}{2 m}+\frac{1}{2} m \Omega^{2}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)^{2}\right]+\sum_{i<j}^{A} \widetilde{V}_{i j, \mathrm{eff}}^{N N},  \tag{2.21}\\
& =\left(1-\frac{1}{A}\right) \sum_{i=1}^{A}\left(\frac{\mathbf{p}_{i}^{2}}{2 m}+\frac{1}{2} m \Omega^{2} \mathbf{r}_{i}^{2}\right)+\sum_{i<j}^{A}\left(\widetilde{V}_{i j, \mathrm{eff}}^{N N}-\frac{\mathbf{p}_{i} \cdot \mathbf{p}_{j}}{A m}-\frac{m \Omega^{2} \mathbf{r}_{i} \cdot \mathbf{r}_{j}}{A}\right) . \tag{2.22}
\end{align*}
$$

Finally, we demonstrate the calculation results with the OLS transformed Hamiltonian. The original $N N$ interactions are AV18, CD-Bonn, and chiral $\mathrm{N}^{3} \mathrm{LO}$ interactions. Same as the calculation done in Sec. 2.1, we employ the exact diagonalization method with the Slater determinant basis states. Fig. 2.6 shows the ground-state energy of triton as functions of $N_{\max }$ at fixed $\hbar \Omega=30 \mathrm{MeV}$. Comparing with Fig. 2.5, the convergence properties are accelerated by OLS transformation. The calculated results at $N_{\max }=18$ are reasonably close to exact solutions and will converge to those if we extend our model space. Since we truncate the induced three-body interaction, however, the variational principle is no longer preserved. For this reason, the ground-state energies do not behave monotonically and are seen oscillating as functions of $N_{\max }$. This feature can be problem, if we calculate heavier nuclei. As the mass number increases, calculation demands the computational cost. Due to this non-monotonic behavior, it is difficult to estimate the proper results from those with the small $N_{\text {max }}$. To avoid this problem, one can use the softened interactions based on the renormalization group technique, which are introduced in Sec. 2.2.2 and Sec. 2.2.3.

### 2.2.2 Low-Momentum $N N$ Interaction ( $V_{\text {low k }}$ )

So far, we have serious issue about nuclear interactions for applications. As discussed in Sec. 2.1, the bare $N N$ interactions are generally too hard to treat in usual nuclear structure calculations. Let us remind the origin of this hardness. The hardness comes from the coupling between the low- and highmomentum region (see Fig. 2.3). Here, low and high momenta can typically be divided at $2 \mathrm{fm}^{-1}$. We simply consider the suppression of the coupling between low- and high-momentum regions. In this context, the concept is completely same as the OLS transformation except for the momentum


Figure 2.7: The $V_{\text {low k }}$ interactions for $p n^{1} S_{0}$ channel derived from AV18 (top), CD-Bonn (middle), and $\mathrm{N}^{3} \mathrm{LO}$ (bottom) interactions as functions of relative momentum $k$ and $k^{\prime}$. Interactions shown here are evolved from $\Lambda=\infty \mathrm{fm}^{-1}$ (left) to $\Lambda=1.5 \mathrm{fm}^{-1}$ (right).
representation. Obviously, we introduce the decoupling scale $\Lambda$. Such an interaction is known as the low-momentum $N N$ or $V_{\text {low k }}$ interaction.

The derivation of the $V_{\text {low k }}$ interaction is not unique. The $V_{\text {low k }}$ interaction was firstly formulated by Bogner et. al [54]. They define the $V_{\text {low k }}$ interaction so that the $T$ matrix is invariant with respect to the change of the resolution scale $\Lambda$. Another derivation was given by Fujii et. al. [55]. In this thesis, we use the $V_{\text {low }}$ interaction introduced by Fujii.

Let us consider the momentum-space Hamiltonian for $N N$ system, i.e.,

$$
\begin{equation*}
H_{12}\left(\hat{\mathbf{k}}, \hat{\mathbf{k}}^{\prime}\right)=\frac{\hat{\mathbf{k}}^{2}}{2} \delta\left(\hat{\mathbf{k}}-\hat{\mathbf{k}}^{\prime}\right)+V^{N N}\left(\hat{\mathbf{k}}, \hat{\mathbf{k}}^{\prime}\right) . \tag{2.23}
\end{equation*}
$$

Here, $\hat{\mathbf{k}}$ and $\hat{\mathbf{k}}^{\prime}$ are relative momentum operators of $N N$ system for outgoing and incoming states, respectively. Note that we employ the scattering unit, $\hbar=1, c=1$, and $\mu=1$. We divide the $N N$ Hilbert space into low-momentum $P_{\Lambda}$ space and high-momentum $Q_{\Lambda}$ space. The projection operator for each space can be defined as

$$
\begin{align*}
& P_{\Lambda}=\int_{|\mathbf{k}| \leq \Lambda} d^{3} \mathbf{k}|\mathbf{k}\rangle\langle\mathbf{k}|,  \tag{2.24}\\
& Q_{\Lambda}=\int_{|\mathbf{k}|>\Lambda} d^{3} \mathbf{k}|\mathbf{k}\rangle\langle\mathbf{k}|, \tag{2.25}
\end{align*}
$$



Figure 2.8: The diagonal component of $V_{\text {low } \mathrm{k}}$ interactions for $p{ }^{1} S_{0}$ channel derived from AV18 (solid line), CD-Bonn (dashed line), and $\mathrm{N}^{3} \mathrm{LO}$ (dotted line) interactions and evolved from $\Lambda=\infty$ $\mathrm{fm}^{-1}$ (left) to $\Lambda=1.5 \mathrm{fm}^{-1}$ (right).


Figure 2.9: The $V_{\text {low k }}$ interactions after local projection [46] for $p n^{1} S_{0}$ channel derived from AV18 (solid line), CD-Bonn (dashed line), and $\mathrm{N}^{3} \mathrm{LO}$ (dotted line) interactions and evolved from $\Lambda=\infty$ $\mathrm{fm}^{-1}$ (left) to $\Lambda=1.5 \mathrm{fm}^{-1}$ (right).
with momentum eigenstate $|\mathbf{k}\rangle$. The Schrödinger equation for the Hamiltonian is

$$
\begin{equation*}
H_{12}\left(\hat{\mathbf{k}}, \hat{\mathbf{k}}^{\prime}\right)\left|\psi_{n}\right\rangle=E_{n}\left|\psi_{n}\right\rangle \tag{2.26}
\end{equation*}
$$

with the $n$th eigen energy $E_{n}$ and eigenstate $\left|\psi_{n}\right\rangle$. Eq. (2.26) can be rewritten in an integral form as [55]

$$
\begin{equation*}
\int_{|k|<\infty} d^{3} \mathbf{k}\left\langle\mathbf{k}^{\prime}\right| \frac{1}{2} \hat{\mathbf{k}}^{2} \delta\left(\hat{\mathbf{k}}-\hat{\mathbf{k}}^{\prime}\right)+V^{N N}\left(\hat{\mathbf{k}}, \hat{\mathbf{k}}^{\prime}\right)|\mathbf{k}\rangle\left\langle\mathbf{k} \mid \psi_{n}\right\rangle=E_{n}\left\langle\mathbf{k}^{\prime} \mid \psi_{n}\right\rangle . \tag{2.27}
\end{equation*}
$$

Eq. (2.27) is eigenvalue equation with the momentum representation. Solving Eq. (2.27), we obtain $\omega(\hat{\mathbf{q}}, \hat{\mathbf{p}})$ with Eq. (B.17). Here, $\hat{\mathbf{q}}$ and $\hat{\mathbf{p}}$ are momentum operators belong to $Q$ and $P$ spaces, respectively. The unitary transformation operator $e^{s_{12}\left(\hat{\mathbf{k}}, \hat{\mathbf{k}}^{\prime}\right)}$ can be calculated with Eq. (B.40). The two-body transformed Hamiltonian $\widetilde{H}_{12}\left(\hat{\mathbf{k}}, \hat{\mathbf{k}}^{\prime}\right)$ is

$$
\begin{equation*}
\widetilde{H}_{12}\left(\hat{\mathbf{k}}_{1}, \hat{\mathbf{k}}_{2}\right)=\int d^{3} \mathbf{k}_{3} d^{3} \mathbf{k}_{4} e^{-s_{12}\left(\hat{\mathbf{k}}_{1}, \hat{\mathbf{k}}_{3}\right)}\left|\mathbf{k}_{3}\right\rangle\left\langle\mathbf{k}_{3}\right| H\left(\hat{\mathbf{k}}_{3}, \hat{\mathbf{k}}_{4}\right)\left|\mathbf{k}_{4}\right\rangle\left\langle\mathbf{k}_{4}\right| e^{s_{12}\left(\hat{\left.\mathbf{k}_{4}, \hat{\mathbf{k}}_{2}\right)}\right.} \tag{2.28}
\end{equation*}
$$



| $-\bullet$ | AV18 |
| :--- | :--- |
| - - | CD-Bonn |
| $\cdots \cdots \cdots$ | $N^{3}$ LO |
| - | Exp. |




Figure 2.10: The ground-state energies for triton $\left({ }^{3} \mathrm{H}\right)$.

The definition of the $V_{\text {low } \mathrm{k}}$ in this thesis is

$$
\begin{equation*}
V_{\text {low } k}\left(\hat{\mathbf{k}}, \hat{\mathbf{k}}^{\prime}\right)=P_{\Lambda}\left[\widetilde{H}_{12}\left(\hat{\mathbf{k}}, \hat{\mathbf{k}}^{\prime}\right)-\frac{1}{2} \mathbf{k}^{2} \delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right)\right] P_{\Lambda} . \tag{2.29}
\end{equation*}
$$

Also, similar formulation would be possible for the many-body system and one can obtain the manybody induced interactions. Note that the Gauss-Legendre quadrature is employed, in the actual numerical calculation.

Now, let us see the features of $V_{\text {low k }}$ interaction. Fig. 2.7 shows the evolutions of $V_{\text {low k }}$ interactions represented in the momentum space for proton-neutron ${ }^{1} S_{0}$ channel. As demonstrated in Fig. 2.7, the interaction limited to small square whose size is $\Lambda$. Moreover, one can observe that the interaction-model dependence looks to be collapsed as $\Lambda$ decreases. To make sure numerically this, we plot the diagonal components of $V_{\text {low } k}$ interaction for proton-neutron ${ }^{1} S_{0}$ in Fig. 2.8. We can see that the quantitative collapse occurs around $\Lambda=2 \mathrm{fm}^{-1}$. This suggests us the universality of $V_{\text {low k }}$ interactions. Note that this universality is observed for all partial-wave channels.

$$
\lambda_{\mathrm{SRG}}=\infty\left(\mathrm{fm}^{-1}\right) \lambda_{\mathrm{SRG}}=4\left(\mathrm{fm}^{-1}\right) \lambda_{\mathrm{SRG}}=3\left(\mathrm{fm}^{-1}\right) \lambda_{\mathrm{SRG}}=2\left(\mathrm{fm}^{-1}\right) \lambda_{\mathrm{SRG}}=1.5\left(\mathrm{fm}^{-1}\right)
$$



Figure 2.11: The SRG transformed $N N$ interactions for $p n^{1} S_{0}$ channel derived from AV18 (top), CD-Bonn (middle), and $\mathrm{N}^{3} \mathrm{LO}$ (bottom) interactions as functions of relative momentum $k$ and $k^{\prime}$. Interactions shown here are evolved from $\lambda_{\mathrm{SRG}}=\infty \mathrm{fm}^{-1}$ (left) to $\lambda_{\mathrm{SRG}}=1.5 \mathrm{fm}^{-1}$ (right).

Next, we check the removal of the repulsive core. Fig. 2.9 shows the evolution of $V_{\text {low } k}$ interactions after the local projection [46] for proton-neutron ${ }^{1} S_{0}$ channel. As found in this figure, the suppression of short-range singularity are observed with decreasing $\Lambda$. In the figures with $\Lambda \leq 2.0$ $\mathrm{fm}^{-1}$, the repulsive part of the interaction is completely removed. One may think the breaking of the Pauli exclusion principle, due to the melt down of the core part of the $N N$ interaction. However, let us remind that the interaction in shorter than around $1 / \Lambda$ is no longer valid. Same as the momentum representation, the universality of $V_{\text {low } \mathrm{k}}$ interactions is confirmed in the coordinate representation.

Finally, we see the speed up of the convergence with calculations of the ground-state energy for the triton in Fig. 2.10. Especially, for $\Lambda \lesssim 3 \mathrm{fm}^{-1}$ we can find the converged results. As expected from the collapse of the interaction-model dependence, for $\Lambda \lesssim 3 \mathrm{fm}^{-1}$, the converged results are practically independent of the initial interaction. While, the converged results depend on $\Lambda$ due to the effect of the truncated induced three-nucleon ( $3 N$ ) interaction. The derivation of $V_{\text {low }}$ interaction is formulated in the $N N$ system, and so far, the contributions of the induced $3 N$ interactions are investigated with the similarity renormalization group (SRG) $[56,57]$.


Figure 2.12: The diagonal component of the SRG transformed $N N$ interactions for $p n{ }^{1} S_{0}$ channel derived from AV18 (solid line), CD-Bonn (dashed line), and $\mathrm{N}^{3} \mathrm{LO}$ (dotted line) interactions and evolved from $\lambda_{\text {SRG }}=\infty \mathrm{fm}^{-1}$ (left) to $\lambda_{\text {SRG }}=1.5 \mathrm{fm}^{-1}$ (right).


Figure 2.13: The SRG transformed $N N$ interactions after local projection [46] for $p n{ }^{1} S_{0}$ channel derived from AV18 (solid line), CD-Bonn (dashed line), and $\mathrm{N}^{3} \mathrm{LO}$ (dotted line) interactions and evolved from $\lambda_{\text {SRG }}=\infty \mathrm{fm}^{-1}$ (left) to $\lambda_{\text {SRG }}=1.5 \mathrm{fm}^{-1}$ (right).

### 2.2.3 Similarity Renormalization Group

As the another way to decouple the low- and high-momentum regions, the SRG method is known [58]. In the $V_{\text {low } k}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)$ interaction, our goal is to construct the interaction renormalized into small square satisfying $|\mathbf{k}|,\left|\mathbf{k}^{\prime}\right| \leq \Lambda$. On the other hand, we here aim the transformed Hamiltonian having the band diagonal form with the SRG transformation.

We firstly consider the unitary transformation of the initial Hamiltonian,

$$
\begin{equation*}
H(\alpha)=U^{\dagger}(\alpha) H(0) U(\alpha), \tag{2.30}
\end{equation*}
$$

with the operator $U(\alpha)$. Here, $\alpha$ is called as the flow parameter which relates with the energy scale of $H(\alpha)$. In the SRG approach, we obtain $H(\alpha)$ by continuous transformation defined at each value of $\alpha$. To do this, we take the derivative of Eq. (2.30),

$$
\begin{equation*}
\frac{H(\alpha)}{d \alpha}=\frac{d U^{\dagger}(\alpha)}{d \alpha} U(\alpha) H(\alpha)+H(\alpha) U^{\dagger}(\alpha) \frac{d U(\alpha)}{d \alpha} \tag{2.31}
\end{equation*}
$$



| $-\longrightarrow$ | AV18 |
| :--- | :--- |
| - - | CD-Bonn |
| $\cdots \cdots$ | N $^{3}$ LO |
| - | Exp. |





Figure 2.14: The ground-state energies for triton $\left({ }^{3} \mathrm{H}\right)$.

By using the identity,

$$
\begin{equation*}
0=\frac{d\left(U^{\dagger}(\alpha) U(\alpha)\right)}{d \alpha}=\frac{d U^{\dagger}(\alpha)}{d \alpha} U(\alpha)+U^{\dagger}(\alpha) \frac{d U(\alpha)}{d \alpha} \tag{2.32}
\end{equation*}
$$

the operator $\eta(\alpha)$ is defined as

$$
\begin{equation*}
\eta(\alpha)=\frac{d U^{\dagger}(\alpha)}{d \alpha} U(\alpha) . \tag{2.33}
\end{equation*}
$$

Obviously, $\eta(\alpha)$ has to satisfy the anti-Hermitian condition $\eta^{\dagger}(\alpha)=-\eta(\alpha)$. The standard choice of $\eta(\alpha)$ is the commutator of arbitrary operator $G(\alpha)$ with the Hamiltonian $H(\alpha)$,

$$
\begin{equation*}
\eta(\alpha)=[G(\alpha), H(\alpha)] . \tag{2.34}
\end{equation*}
$$

Here, $G(\alpha)$ is called as the generator of the SRG transformation. The choice of $G(\alpha)$ widely used is $G(\alpha)=T$ with the kinetic energy term,

$$
\begin{equation*}
T=\frac{1}{2} \mathbf{k}^{2} . \tag{2.35}
\end{equation*}
$$

Note that one can take the other choices as discussed in Ref [59]. Then, our flow equation Eq. (2.31) becomes

$$
\begin{equation*}
\frac{d H(\alpha)}{d \alpha}=[[T, H(\alpha)], H(\alpha)] \tag{2.36}
\end{equation*}
$$

Writing down this equation explicitly, we have

$$
\begin{equation*}
\frac{d V(\mathbf{k}, \mathbf{k} ; \alpha)}{d \alpha}=-\frac{1}{4}\left(\mathbf{k}^{2}-\mathbf{k}^{\prime 2}\right)^{2} V\left(\mathbf{k}, \mathbf{k}^{\prime} ; \alpha\right)+\frac{1}{2} \int d^{3} \mathbf{q} V(\mathbf{k}, \mathbf{q} ; \alpha)\left(\mathbf{k}^{2}-2 \mathbf{q}^{2}+\mathbf{k}^{\prime 2}\right) V\left(\mathbf{q}, \mathbf{k}^{\prime} ; \alpha\right) \tag{2.37}
\end{equation*}
$$

The definition of the interaction is $V\left(\mathbf{k}, \mathbf{k}^{\prime} ; \alpha\right)=H\left(\mathbf{k}, \mathbf{k}^{\prime} ; \alpha\right)-T$. In the actual calculations, we solve Eq. (2.37) with the Gauss-Legendre quadrature. For the matrix element far from the diagonal which means $\left|\mathbf{k}^{2}-\mathbf{k}^{\prime 2}\right| \gg V(\alpha)$, the second term in the right hand side in Eq. (2.37) is much smaller than the first term and, the matrix element is

$$
\begin{equation*}
V\left(\mathbf{k}, \mathbf{k}^{\prime}: \alpha\right) \simeq V\left(\mathbf{k}, \mathbf{k}^{\prime}: \alpha=0\right) e^{\alpha\left(\mathbf{k}^{2}-\mathbf{k}^{\prime 2}\right)^{2} / 4} \tag{2.38}
\end{equation*}
$$

As found in this equation, the off diagonal matrix element, far from the diagonal, is exponentially suppressed with increasing $\alpha$. Since the exponent has to be dimensionless, $\alpha$ has unit of $\mathrm{fm}^{4}$. It is useful to define the alternative flow parameter $\lambda_{\mathrm{SRG}}=\alpha^{-1 / 4}$. Note that $\lambda_{\mathrm{SRG}}$ has unit of $\mathrm{fm}^{-1}$ which is same as the momentum.

Now, let us see the features of SRG transformed interaction. Figs. 2.11 show evolutions of SRG transformed interactions represented in the momentum space for proton-neutron ${ }^{1} S_{0}$ channel. As demonstrated in Fig. 2.11, the coupling is decoupled at the value of $\lambda_{\text {SRG }}$. Moreover, one can observe that the interaction-model dependence looks to be collapsed as $\lambda_{\text {SRG }}$ decreases. Same as in the case of $V_{\text {low }}$ interaction, we plot the diagonal components of the SRG transformed $N N$ interaction for proton-neutron ${ }^{1} S_{0}$ in Fig. 2.12 to check the collapse of the model-dependence at $k \leq \lambda_{\mathrm{SRG}}$. Similarly to the $V_{\text {low } k}$ interaction, the collapse of the model-dependence occurs around $\lambda_{\mathrm{SRG}}=2 \mathrm{fm}^{-1}$ and universality of the SRG transformed $N N$ interaction is appeared.

Similarly to the case of $V_{\text {low k }}$ interactions, we can confirm the suppression of the repulsive core in the SRG transformed $N N$ interactions. Fig. 2.9 shows the evolution of SRG transformed $N N$ interactions after the local projection [46] for proton-neutron ${ }^{1} S_{0}$ channel. As found in this figure, the suppression of short-range singularity are observed with decreasing $\Lambda$. In the figures with $\lambda_{\text {SRG }} \leq 2.0$ $\mathrm{fm}^{-1}$, the repulsive part of the interaction is completely vanished.

One can observe the acceleration of the convergence from the triton ground-state energies shown in Fig. 2.14. Note that the SRG evolution at $\lambda_{\mathrm{SRG}}=1.5 \mathrm{fm}^{-1}$ of CD-Bonn interaction is numerically unstable and omitted in Fig. 2.14. Same as the $V_{\text {low }}$ interactions cases, it is observed that the groundstate energies do not depend on the choice of the initial-interactions and depend on $\lambda_{\mathrm{SRG}}$. This $\lambda_{\mathrm{SRG}^{-}}$ dependence can be reduced by including the induced three-nucleon interaction [56,57].

One of the advantages in use, instead of the $V_{\text {low }}$ p procedure, of the SRG transformation is simplicity of the extension to the $A$-body system. Although, we use only the $N N$ interactions in the present study, the three-body SRG transformation is noted [16]. Let $H(\alpha)$ be the three-body Hamiltonian evolved to $\alpha$,

$$
\begin{equation*}
H(\alpha)=T_{\text {rel }}+V_{12}(\alpha)+V_{23}(\alpha)+V_{31}(\alpha)+V_{123}(\alpha)=T_{\text {rel }}+V(\alpha) \tag{2.39}
\end{equation*}
$$

Note that the three-body interaction $V_{123}(\alpha)$ appears even if the initial Hamiltonian is associated with only the $N N$ interaction. The relative kinetic energy term can be decomposed into

$$
\begin{equation*}
T_{\mathrm{rel}}=T_{12}+T_{3}=T_{23}+T_{1}=T_{31}+T_{2}, \tag{2.40}
\end{equation*}
$$

and so $T_{i}$ can commute with the two-body interaction $V_{j k}$. Since $T_{\text {rel }}$ is independent of $\alpha$, the threebody SRG flow equation is

$$
\begin{equation*}
\frac{d H(\alpha)}{d \alpha}=\frac{d V_{12}(\alpha)}{d \alpha}+\frac{d V_{23}(\alpha)}{d \alpha}+\frac{d V_{31}(\alpha)}{d \alpha}+\frac{d V_{123}(\alpha)}{d \alpha}=\left[\left[T_{\text {rel }}, V(\alpha)\right], H(\alpha)\right] . \tag{2.41}
\end{equation*}
$$

Using the two-body SRG flow equations,

$$
\begin{equation*}
\frac{d V_{i j}(\alpha)}{d \alpha}=\left[\left[T_{i j}, V_{i j}(\alpha)\right],\left(T_{i j}+V_{i j}(\alpha)\right)\right], \tag{2.42}
\end{equation*}
$$

we can extract the flow equation for the three-body interaction,

$$
\begin{equation*}
\frac{d V_{123}(\alpha)}{d \alpha}=\sum_{(i j k)}^{3}\left\{\left[\left[T_{i j}, V_{i j}(\alpha)\right],\left(T_{k}+V_{k i}+V_{j k}+V_{i j k}\right)\right]\right\}+\left[\left[T_{\mathrm{rel}}, V_{123}\right], H(\alpha)\right] . \tag{2.43}
\end{equation*}
$$

Here, $\sum_{(i j k)}^{3}$ acts as $\sum_{(i j k)}^{3} f(i j k)=f(123)+f(231)+f(312)$.

## Chapter 3

## Unitary-Model-Operator Approach

As mentioned in Chap. 2, the applications of the exact diagonalization are almost impossible for heavier system beyond the mass number $(A)$ around 12 . Then, it is unavoidable to use the some approximations. To consider the acceptable approximations, we should recall the two fundamental nuclear properties. First, the mean free path of nucleon in nucleus is comparable the size of nucleus. Second, the energy scale of nucleons in nucleus is several MeV . These imply that the nucleon-nucleon scattering rarely happens in the nucleus and the nucleons near the Fermi surface play the important role. One might think of that the Hartree-Fock (HF) method can be good approximation to understand such systems. However, the HF calculations with the realistic $N N$ interactions fail to reproduce even the ground-state properties of stable nuclei, see Table 1.1, because the realistic $N N$ interactions induce the many-body correlations which cannot be included in the HF method. We should take into account the many-body correlations to understand the nuclear structure with the realistic $N N$ interactions. Therefore, we consider the particle-hole excitations on top of the reference state.

In this chapter, we discuss the theoretical structure of the UMOA. The UMOA is firstly introduced based on the cluster expansion by Providência and Shakin to investigate the effects of the shortrange correlation to the nuclear wave function [35, 36]. Then, the correlation operator and shortrange correlation were empirically determined and discussed. The self-consistent determination of the correlation operator was established in Refs. [37, 60]. In the UMOA, we perform the Okubo-Lee-Suzuki transformation for many-body Hamiltonian to decouple the $n \mathrm{p} n \mathrm{~h}$ excitations. In Sec. 3.1, the general transformed Hamiltonian in the UMOA is discussed to clarify frameworks employed in earlier and this works. In Sec. 3.2, we discuss the decoupling equation determining the transformation employed in the UMOA. In Sec. 3.3, how to calculate the observables in the UMOA are mentioned. The calculation method for excited states and neighbors of shell closures are discussed in Sec. 3.4. Finally, the actual calculation procedure is given in Sec. 3.5

### 3.1 Similarity Transformation

Let us start from the many-body Schrödinger equation,

$$
\begin{equation*}
H|\Psi\rangle=E|\Psi\rangle \tag{3.1}
\end{equation*}
$$

with the energy $E$ and wave function $|\Psi\rangle$. At this stage, we consider only the ground state. The excited state can be described by the particle-hole excitations from the ground-state and how to calculate is discussed in Sec. 3.4. The $H$ is a general intrinsic Hamiltonian,

$$
\begin{equation*}
H=\sum_{i}^{A} \frac{\mathbf{p}_{i}^{2}}{2 m}-T_{\text {c.m. }}+\sum_{i<j}^{A} V_{i j}+\sum_{i<j<k}^{A} V_{i j k}+\cdots, \tag{3.2}
\end{equation*}
$$

with the mass number $A$, the momentum of the $i$ th nucleon $\mathbf{p}_{i}$, the nucleon mass $m$, the $N N$ interaction $V_{i j}$, the three-nucleon interaction $V_{i j k}$, and so on. Here, $T_{\mathrm{CM}}$ denotes the center-of-mass (CM) kinetic energy and can be decomposed into

$$
\begin{equation*}
T_{\mathrm{CM}}=\frac{\mathbf{P}_{\mathrm{CM}}}{2 m A}=\sum_{i}^{A} \frac{\mathbf{p}_{i}^{2}}{2 A m}+\sum_{i<j}^{A} \frac{\mathbf{p}_{i} \cdot \mathbf{p}_{j}}{A m} \tag{3.3}
\end{equation*}
$$

Then, $H$ can be rewritten as

$$
\begin{equation*}
H=\sum_{i}^{A} t_{i}+\sum_{i<j}^{A} v_{i j}+\sum_{i<j<k}^{A} v_{i j k}+\cdots \tag{3.4}
\end{equation*}
$$

with $t_{i}=\frac{A-1}{A} \frac{\mathbf{p}_{i}^{2}}{2 m}, v_{i j}=V_{i j}-\mathbf{p}_{i} \cdot \mathbf{p}_{j} / A m, v_{i j k}=V_{i j k}$, etc.
To decouple the 0 p 0 h state with $n \mathrm{p} n \mathrm{~h}$ states, the similarity transformation of the original Hamiltonian is considered,

$$
\begin{equation*}
\widetilde{H}=U^{\dagger}(H+W) U-U^{\dagger} W U \tag{3.5}
\end{equation*}
$$

with the unitary operator $U$. Here, $W$ is introduced as the auxiliary potential to consider the medium effect and is

$$
\begin{equation*}
W=\sum_{i=1}^{A} W^{(i)} \tag{3.6}
\end{equation*}
$$

The superscript (i) means the number of interacting particles. The one-, two- and $n$-body auxiliary potentials are, for example,

$$
\begin{align*}
& W^{(1)}=\sum_{i=1}^{A} w_{i},  \tag{3.7}\\
& W^{(2)}=\sum_{i<j}^{A} w_{i j},  \tag{3.8}\\
& W^{(n)}=\sum_{i_{1}<i_{2}<\cdots<i_{n}}^{A} w_{i_{1} i_{2} \cdots i_{n}} . \tag{3.9}
\end{align*}
$$

Here, $w_{i_{1} \cdots i_{n}}$ is the $n$-body auxiliary potential acting on the particles labeled $i_{1}$ to $i_{n}$. At this stage, auxiliary potentials are completely arbitrary. In the actual calculations, we determine $W$ self-consistently with the transformed interactions appeared in Eqs. (3.26) and (3.27). Details are discussed in the end
of this section. With this transformation (3.5), the original Schrödinger equation, Eq. (3.1), is also transformed to

$$
\begin{equation*}
\widetilde{H}|\Phi\rangle=E|\Phi\rangle, \tag{3.10}
\end{equation*}
$$

where,

$$
\begin{equation*}
|\Phi\rangle=U^{\dagger}|\Psi\rangle . \tag{3.11}
\end{equation*}
$$

Here, $|\Phi\rangle$ is introduced as the reference state. Since $|\Phi\rangle$ is, in principle, arbitrary, we can take the simplest form as $|\Phi\rangle$. In this thesis, we take $|\Phi\rangle$ as a single Slater determinant such as the particlehole vacuum and Hartree-Fock (HF) states. The definition of the operator $U$ is not unique, and leads the different calculation method such as the coupled-cluster method. Here, we define that $U$ is the products of the exponential operators [61],

$$
\begin{equation*}
U=e^{S^{(1)}} e^{S^{(2)}} \cdots e^{S^{(n)}} . \tag{3.12}
\end{equation*}
$$

The exponents $S^{(1)}, S^{(2)}, \ldots, S^{(n)}$ are the one-, two-, $\ldots$, and $n$-body correlation operators, and are defined as

$$
\begin{align*}
& S^{(1)}=\sum_{i}^{A} s_{i},  \tag{3.13}\\
& S^{(2)}=\sum_{i<j}^{A} s_{i j},  \tag{3.14}\\
& S^{(n)}=\sum_{i_{1}<\cdots<i_{n}}^{A} s_{i_{1} \cdots i_{n}}, \tag{3.15}
\end{align*}
$$

respectively. Here, $s_{i_{1} \cdots i_{n}}$ is correlation operator acting on $n$ particles labeled by $i_{1}, \cdots, i_{n}$. The correlation operators are anti-Hermitian and have to satisfy

$$
\begin{equation*}
S^{(n) \dagger}=-S^{(n)} \tag{3.16}
\end{equation*}
$$

because $U$ is unitary.
We note the property of the correlation operators. The condition Eq. (3.16) corresponds to that the correlation operators can be decomposed into

$$
\begin{equation*}
S^{(n)}=T^{(n)}-T^{(n) \dagger} . \tag{3.17}
\end{equation*}
$$

Here, $T^{(n)}$ is $n$-particle- $n$-hole excitation operator constructed by $n$-particle and $n$-hole creation operators. Also, $T^{(n) \dagger}$ is $n$-particle- $n$-hole de-excitation operator and includes only annihilation operators. The $T^{(n) \dagger}$ relate with the cluster operator appeared in the CCM. The formulation of the coupledcluster theory is briefly given in Appendix C. Since $T^{(n)}$ is only composed by creation operators and is Fermion operator, every $T^{(n)}$ is commutable each other,

$$
\begin{equation*}
\left[T^{(m)}, T^{(n)}\right]=0 \tag{3.18}
\end{equation*}
$$



Figure 3.1: Cancellations of bubble-diagram contributions for one-body (a) and two-body (b) parts.

Obviously, we have

$$
\begin{equation*}
\left[T^{(m) \dagger}, T^{(n) \dagger}\right]=0 . \tag{3.19}
\end{equation*}
$$

In contrast, $S^{(n)}$ is generally not commutable because both of creation and annihilation operators are included in $S^{(n)}$. The commutation relations for $S^{(n)}$ are

$$
\begin{array}{ll}
{\left[S^{(m)}, S^{(n)}\right]=0} & \text { for } m=n=1, \\
{\left[S^{(m)}, S^{(n)}\right] \neq 0} & \text { otherwise. } \tag{3.20}
\end{array}
$$

Generally, the transformed Hamiltonian $\widetilde{H}$ can be expanded by the Baker-Campbell-Hausdorff (BCH) formula as found in the CCM [24]. The BCH expansion terminates with the finite order in the CCM becaus of Eq. (3.19). This is one of the advantages of using the CCM. In contrast, the BCH expansion does not terminate with the finite order in the UMOA, due to Eq. (3.20). Instead of using the BCH formula, the UMOA employs the cluster expansion introduced by Providência and Shakin [35]. We decompose $\widetilde{H}$ into

$$
\begin{equation*}
\widetilde{H}=\widetilde{H}^{(1)}+\widetilde{H}^{(2)}+\widetilde{H}^{(3)}+\cdots, \tag{3.21}
\end{equation*}
$$

according to the number of interacting particles. Note that the three- and higher-body terms can be induced by the transformation, even if the initial Hamiltonian includes up to the two-body interaction. Here, we show the explicit expressions of the one-, two-, and $n$-body cluster terms as examples:

$$
\begin{align*}
\widetilde{H}^{(1)} & =\sum_{i}^{A} \widetilde{h}_{i},  \tag{3.22}\\
\widetilde{H}^{(2)} & =\sum_{i<j}^{A} \widetilde{v}_{i j}-\sum_{i}^{A} \widetilde{w}_{i},  \tag{3.23}\\
\widetilde{H}^{(n)} & =\sum_{i_{1}<\cdots<i_{n}}^{A} \widetilde{v}_{i_{1} \cdots i_{n}}-\sum_{i_{1}<\cdots<i_{n-1}}^{A} \widetilde{w}_{i_{1} \cdots i_{n-1}}, \quad \text { for } \quad 3 \leq n \leq A, \tag{3.24}
\end{align*}
$$

with

$$
\begin{align*}
\widetilde{h}_{1} & =e^{-s_{1}} h_{1} e^{s_{1}}=e^{-s_{1}}\left(t_{1}+w_{1}\right) e^{s_{1}},  \tag{3.25}\\
\widetilde{v}_{12} & =e^{-s_{12}} e^{-\left(s_{1}+s_{2}\right)}\left(h_{1}+h_{2}+v_{12}+w_{12}\right) e^{s_{1}+s_{2}} e^{s_{12}}-\left(\widetilde{h}_{1}+\widetilde{h}_{2}\right),  \tag{3.26}\\
\widetilde{v}_{12 \cdots n} & =e^{-s_{1 \cdots n}} \cdots e^{-\left(\sum_{i<j} s_{i j}\right)} e^{-\left(\sum_{i} s_{i}\right)}\left(\sum_{i}^{n} h_{i}+\sum_{k=2}^{n} \sum_{i_{1}<\cdots<i_{k}}^{n} v_{i_{1} \cdots i_{k}}+\sum_{k=2}^{n} \sum_{i_{1}<\cdots<i_{k}}^{n} w_{i_{1} \cdots i_{k}}\right) e^{\sum_{i} s_{i}} e^{\sum_{i<j} s_{i j} \cdots} e^{s_{1} \cdots s_{n}} \\
& -\left(\sum_{i}^{n} \widetilde{h}_{i}+\sum_{k=2}^{n-1} \sum_{i_{1}<\cdots<i_{k}}^{n} \widetilde{v}_{i_{1} \cdots i_{k}}\right), \quad \text { for } \quad 3 \leq n \leq A . \tag{3.27}
\end{align*}
$$

Also, the transformed auxiliary potentials $\widetilde{w}_{1}$ and $\widetilde{w}_{12}$ in Eqs. (3.22) and (3.23) are

$$
\begin{align*}
\widetilde{w}_{1} & =e^{-s_{1}} w_{1} e^{s_{1}}  \tag{3.28}\\
\widetilde{w}_{12} & =e^{-s_{12}} e^{-\left(s_{1}+s_{2}\right)}\left(w_{1}+w_{2}+w_{12}\right) e^{s_{1}+s_{2}} e^{s_{12}}-\left(\widetilde{w}_{1}+\widetilde{w}_{2}\right) . \tag{3.29}
\end{align*}
$$

More generally, we have the $n$-body transformed auxiliary potential,

$$
\begin{equation*}
\widetilde{w}_{12 \cdots n}=e^{-s_{12 \cdots n}} \cdots e^{-\left(\sum_{i<j} s_{i j}\right)} e^{-\left(\sum_{i} s_{i}\right)}\left(\sum_{k=1}^{n} \sum_{i_{1}<i_{2}<\cdots<i_{k}}^{n} w_{i_{12} i_{2} \cdots i_{k}}\right) e^{\Sigma_{i} s_{i}} e^{\sum_{i<j} s_{i j}} \cdots e^{s_{12 \cdots n}}-\left(\sum_{k=1}^{n-1} \sum_{i_{1}<i_{2}<\cdots<i_{k}}^{n} \widetilde{w}_{i_{1} i_{2} \cdots i_{k}}\right) . \tag{3.30}
\end{equation*}
$$

To determine the transformed auxiliary potentials, we recall the one-body potential employed in the HF method. The one-body potential cancels with the bubble-diagram contributions of the two-body interaction in the HF calculations. This condition can be applied to the present case. Since the transformed Hamiltonian contains many-body transformed interactions and auxiliary potentials, the bubble-diagram contributions come from $\widetilde{v}_{12}, \widetilde{v}_{123}, \cdots$ and $\widetilde{w}_{1}, \widetilde{w}_{12}, \cdots$. The conditions of the cancellations for one- and two-body are shown in Fig. 3.1. The analytical expressions corresponding to Fig. 3.1 are

$$
\begin{equation*}
\sum_{\lambda \leq \rho_{F}}\langle\alpha \lambda| \widetilde{v}_{12}|\beta \lambda\rangle+\frac{1}{2!} \sum_{\lambda \mu \leq \rho_{F}}\left\langle\alpha \lambda \mu \widetilde{v}_{123} \mid \beta \lambda \mu\right\rangle+\cdots-\langle\alpha| \widetilde{w}_{1}|\beta\rangle-\sum_{\lambda \leq \rho_{F}}\langle\alpha \lambda| \widetilde{w}_{12}|\beta \lambda\rangle-\cdots=0, \tag{3.31}
\end{equation*}
$$

for the one-body term and

$$
\begin{equation*}
\sum_{\lambda \leq \rho_{F}}\langle\alpha \beta \lambda| \widetilde{v}_{123}|\gamma \delta \lambda\rangle+\frac{1}{2!} \sum_{\lambda \mu \leq \rho_{F}}\langle\alpha \beta \lambda \mu| \widetilde{v}_{1234}|\gamma \delta \lambda \lambda\rangle+\cdots-\langle\alpha \beta| \widetilde{w}_{12}|\gamma \delta\rangle-\sum_{\lambda \leq \rho_{F}}\langle\alpha \beta \lambda| \widetilde{w}_{123}|\gamma \delta \lambda\rangle-\cdots=0, \tag{3.32}
\end{equation*}
$$

for the two-body term. Here, $\rho_{F}$ denotes the Fermi level and $\left|\alpha_{1} \cdots \alpha_{n}\right\rangle$ is antisymmetrized and normalized $n$-body state. The conditions of the cancellations for three- and higher-body terms are given in the same way. Thus, the matrix element of the transformed auxiliary potential is [61,62]

$$
\begin{equation*}
\langle\alpha| \widetilde{w}_{1}|\beta\rangle=\sum_{\lambda_{1} \leq \rho_{F}}\left\langle\alpha \lambda_{1}\right| \widetilde{v}_{12}\left|\beta \lambda_{1}\right\rangle-\frac{1}{2!} \sum_{\lambda_{1} \lambda_{2} \leq \rho_{F}}\left\langle\alpha \lambda_{1} \lambda_{2} \widetilde{v}_{123} \mid \beta \lambda_{1} \lambda_{2}\right\rangle+\cdots, \tag{3.33}
\end{equation*}
$$

for the one-body field,

$$
\begin{equation*}
\langle\alpha \beta| \widetilde{w}_{12}|\gamma \delta\rangle=\sum_{\lambda_{1} \leq \rho_{F}}\left\langle\alpha \beta \lambda_{1} \widetilde{v}_{123} \mid \gamma \delta \lambda_{1}\right\rangle-\frac{1}{2!} \sum_{\lambda_{1} \lambda_{2} \leq \rho_{F}}\left\langle\alpha \beta \lambda_{1} \lambda_{2} \widetilde{v}_{1234} \mid \gamma \delta \lambda_{1} \lambda_{2}\right\rangle+\cdots . \tag{3.34}
\end{equation*}
$$

for the two-body field. In the same way, we can derive the matrix element of the general $n$-body transformed auxiliary potential,

$$
\begin{equation*}
\left\langle\alpha_{1} \cdots \alpha_{n}\right| \widetilde{w}_{12 \cdots n}\left|\beta_{1} \cdots \beta_{n}\right\rangle=\sum_{m \geq 1} \frac{(-1)^{m+1}}{m!} \sum_{\lambda_{1} \cdots \lambda_{m} \leq \rho_{F}}\left\langle\alpha_{1} \cdots \alpha_{n} \lambda_{1} \cdots \lambda_{m}\right| \widetilde{v}_{12 \cdots n+m}\left|\beta_{1} \cdots \beta_{n} \lambda_{1} \cdots \lambda_{m}\right\rangle . \tag{3.35}
\end{equation*}
$$

Note that we have the transformed auxiliary potentials up to $A-1$-body terms and $A$-body term is not appeared. By solving Eqs. (3.28) and (3.29) inversely, the auxiliary potentials $w_{1}$ and $w_{12}$ are given in terms of the transformed auxiliary potentials $\widetilde{w}_{1}$ and $\widetilde{w}_{12}[61,62]$,

$$
\begin{align*}
w_{1} & =e^{s_{1}} \widetilde{w}_{1} e^{-s_{1}}  \tag{3.36}\\
w_{12} & =e^{s_{1}+s_{2}} e^{s_{12}}\left(\widetilde{w}_{1}+\widetilde{w}_{2}+\widetilde{w}_{12}\right) e^{-s_{12}} e^{-\left(s_{1}+s_{2}\right)}-\left(w_{1}+w_{2}\right) . \tag{3.37}
\end{align*}
$$

Also, we have
for the general $n$-body auxiliary potential.
Before considering the physical meaning of this choice of the auxiliary potentials, we rewrite the operators in the second-quantization form. Let $c_{a}^{\dagger}$ and $c_{a}$ be the creation and annihilation operators of the HO quantum state $a$. Here, $a$ is the set of $n_{a}, l_{a}, j_{a}, m_{a}$, and $t_{a}$. The $n_{a}, l_{a}, j_{a}, m_{a}$, and $t_{a}$ are the HO nodal quantum number, orbital angular momentum, total angular momentum, third component of total angular momentum, and the label distinguishing the proton and neutron, respectively. In terms of creation and annihilation operators, the one-, two- and $n$-body operators can be rewritten as

$$
\begin{gather*}
O^{(1)}=\sum_{i} o_{i}=\sum_{a_{1} a_{2}}\left\langle a_{1}\right| o\left|a_{2}\right\rangle c_{a_{1}}^{\dagger} c_{a_{2}},  \tag{3.39}\\
O^{(2)}=\sum_{i<j} o_{i j}=\left(\frac{1}{2!}\right)^{2} \sum_{a_{1} a_{2} a_{3} a_{4}}\left\langle a_{1} a_{2}\right| o\left|a_{3} a_{4}\right\rangle c_{a_{1}}^{\dagger} c_{a_{2}}^{\dagger} c_{a_{4}} c_{a_{3}},  \tag{3.40}\\
O^{(n)}=\sum_{i_{1}<\cdots<i_{n}} o_{i_{1} \cdots i_{n}}=\left(\frac{1}{n!}\right)^{2} \sum_{a_{1} \ldots a_{2 n}}\left\langle a_{1} \cdots a_{n}\right| o\left|a_{n+1} \cdots a_{2 n}\right\rangle c_{a_{1}}^{\dagger} \cdots c_{a_{n}}^{\dagger} c_{a_{2 n}} \cdots c_{a_{n+1}}, \tag{3.41}
\end{gather*}
$$

respectively. By using Eqs. (3.39), (3.40), and (3.41), the transformed Hamiltonian can be rewritten as

$$
\begin{align*}
& \widetilde{H}=\sum_{a_{1} a_{2}}\left\langle a_{1}\right| \widetilde{h_{1}}\left|a_{2}\right\rangle c_{a_{1}}^{\dagger} c_{a_{2}}+\left(\frac{1}{2!}\right)^{2} \sum_{a_{1} a_{2} a_{3} a_{4}}\left\langle a_{1} a_{2}\right| \widetilde{v}_{12}\left|a_{3} a_{4}\right\rangle c_{a_{1}}^{\dagger} c_{a_{2}}^{\dagger} c_{a_{4}} c_{a_{3}} \\
&+\left(\frac{1}{3!}\right)^{2} \sum_{a_{1} a_{2} a_{3} a_{4} a_{5} a_{6}}\left\langle a_{1} a_{2} a_{3} \widetilde{v}_{123} \mid a_{4} a_{5} a_{6}\right\rangle c_{a_{1}}^{\dagger} c_{a_{2}}^{\dagger} c_{a_{3}}^{\dagger} c_{a_{6}} c_{a_{5}} c_{a_{4}}+\cdots \\
&-\sum_{a_{1} a_{2}}\left\langle a_{1}\right| \widetilde{w}_{1}\left|a_{2}\right\rangle c_{a_{1}}^{\dagger} c_{a_{2}}+\left(\frac{1}{2!}\right)^{2} \sum_{a_{1} a_{2} a_{3} a_{4}}\left\langle a_{1} a_{2}\right| \widetilde{w}_{12}\left|a_{3} a_{4}\right\rangle c_{a_{1}}^{\dagger} c_{a_{2}}^{\dagger} c_{a_{4}} c_{a_{3}}-\cdots . \tag{3.42}
\end{align*}
$$

As discussed in the first paragraph of this chapter, we should consider the particle-hole excitations on top of the reference state. Since the transformed Hamiltonian Eq. (3.42) is written with respect to the nucleon vacuum state $|0\rangle$, we take the normal ordering of Eq. (3.42) with respect to the uncorrelated reference state $|\Phi\rangle$. Then, the transformed Hamiltonian is

$$
\begin{align*}
& \widetilde{H}=E_{0}+\sum_{a_{1} a_{2}}\left\langle a_{1}\right| \widetilde{h}_{1}\left|a_{2}\right\rangle: c_{a_{1}}^{\dagger} c_{a_{2}}:+\left(\frac{1}{2!}\right)^{2} \sum_{a_{1} a_{2} a_{3} a_{4}}\left\langle a_{1} a_{2}\right| \widetilde{v}_{12}\left|a_{3} a_{4}\right\rangle: c_{a_{1}}^{\dagger} c_{a_{2}}^{\dagger} c_{a_{4}} c_{a_{3}}: \\
&+\left(\frac{1}{3!}\right)^{2} \sum_{a_{1} a_{2} a_{3} a_{4} a_{5} a_{6}}\left\langle a_{1} a_{2} a_{3} \widetilde{v}_{123} \mid a_{4} a_{5} a_{6}\right\rangle: c_{a_{1}}^{\dagger} c_{a_{2}}^{\dagger} c_{a_{3}}^{\dagger} c_{a_{6}} c_{a_{5}} c_{a_{4}}:+\cdots, \tag{3.43}
\end{align*}
$$

or compactly,

$$
\begin{align*}
& \widetilde{H}=E_{0}+\sum_{a_{1} a_{2}}\left\langle a_{1}\right| \widetilde{h}_{1}\left|a_{2}\right\rangle: c_{a_{1}}^{\dagger} c_{a_{2}}: \\
&+\sum_{n \geq 2}^{A}\left(\frac{1}{n!}\right)^{2} \sum_{a_{1} \cdots a_{2 n}}\left\langle a_{1} \cdots a_{n}\right| \widetilde{v}_{1 \cdots n}\left|a_{n+1} \cdots a_{2 n}\right\rangle: c_{a_{1}}^{\dagger} \cdots c_{a_{n}}^{\dagger} c_{a_{2 n}} \cdots c_{a_{n+1}}: . \tag{3.44}
\end{align*}
$$

Here, : $c_{a_{1}}^{\dagger} \cdots c_{a_{n}}^{\dagger} c_{a_{2 n}} \cdots c_{a_{n+1}}$ : means that the $n$-creation and $n$-annihilation operators are normal ordered with respect to $|\Phi\rangle$ and satisfies

$$
\begin{equation*}
: c_{a_{1}}^{\dagger} \cdots c_{a_{n}}^{\dagger} c_{a_{2 n}} \cdots c_{a_{n+1}}:|\Phi\rangle=0 . \tag{3.45}
\end{equation*}
$$

The $E_{0}$ is energy of reference state because of $\langle\Phi| \widetilde{H}|\Phi\rangle=E_{0}$, and is

$$
\begin{equation*}
E_{0}=\sum_{a_{1} \leq \rho_{F}}\left\langle a_{1}\right| \widetilde{h}_{1}\left|a_{1}\right\rangle+\sum_{n \geq 2}^{A} \frac{(-1)^{n+1}}{n!} \sum_{a_{1} \cdots a_{n} \leq \rho_{F}}\left\langle a_{1} \cdots a_{n}\right| \widetilde{v}_{1 \cdots n}\left|a_{1} \cdots a_{n}\right\rangle . \tag{3.46}
\end{equation*}
$$

For example, we show the energy up to the three-body cluster term:

$$
\begin{equation*}
E_{0} \simeq \sum_{a_{1} \leq \rho_{F}}\left\langle a_{1} \widetilde{h}_{1} \mid a_{1}\right\rangle-\frac{1}{2!} \sum_{a_{1} a_{2} \leq \rho_{F}}\left\langle a_{1} a_{2}\right| \widetilde{v}_{12}\left|a_{1} a_{2}\right\rangle+\frac{1}{3!} \sum_{a_{1} a_{2} a_{3} \leq \rho_{F}}\left\langle a_{1} a_{2} a_{3} \widetilde{v}_{123} \mid a_{1} a_{2} a_{3}\right\rangle . \tag{3.47}
\end{equation*}
$$

As clarified in Eq. (3.44), the transformed auxiliary potentials formally vanishes and the $n$-body part is described by only the $n$-body transformed interaction. The choice of the transformed auxiliary potentials in Eqs. (3.33), (3.34), and (3.35) leads the simple transformed Hamiltonian. According to Eqs (3.27), (3.35), and (3.38), $\widetilde{w}_{1}, \widetilde{w}_{12}, \cdots \widetilde{w}_{12 \cdots A-1}$ and $\widetilde{v}_{1}, \widetilde{v}_{12}, \cdots \widetilde{v}_{12 \cdots A}$ depend on each other. Therefore, we solve those iteratively in the actual calculations.

### 3.2 Decoupling Equation

The essential point in the UMOA is to determine the correlation operators. The correlation operators are determined so that the transformed Hamiltonian does not induce the particle-hole excitations. This
concept is very similar to the Okubo-Lee-Suzuki (OLS) transformation introduced in Sec. 2.2.1. The equations shown here overlap with those shown in Appendix B.

Since we have one-, two-, and many-body correlation operators in the UMOA, at first, we should mention how the correlation operators can be determined. Owing to the definition of the unitary operator $U$ in Eq. (3.12), $\exp S^{(n)}$ appears only in the $n$ - and higher-body cluster terms and does not affect the cluster terms lower than the $n$-body. For example, more than two-body correlation operators do not show up in Eq. (3.22) and (3.25). In other words, the determination of the $n$-body correlation operator does not depend on the determinations of the correlation operators lower than $n$-body and we solve correlation operators in the order from one-body to $A$-body.

Now, we focus on the determination of the $n$-body correlation operator $S^{(n)}$. The correlation operator $S^{(n)}$ is determined so that $\widetilde{H}^{(n)}$, appeared in Eq. (3.24), has no matrix elements between the 0 p 0 h and $n \mathrm{p} n \mathrm{~h}$ states. For this purpose, we define the projection operators $P^{(n)}$ and $Q^{(n)}$ projecting onto the space of $n$ particles occupying the orbits below and above the Fermi level, respectively. Then, the decoupling condition can be written as

$$
\begin{equation*}
Q^{(n)} \widetilde{H}^{(n)} P^{(n)}=P^{(n)} \widetilde{H}^{(n)} Q^{(n)}=0, \tag{3.48}
\end{equation*}
$$

with $P^{(n)}$ and $Q^{(n)}$. Since $P^{(n)}$ and $Q^{(n)}$ have no common states, we have

$$
\begin{align*}
& Q^{(n)}\left(\sum_{i_{n}<\cdots<i_{n-1}}^{A} \widetilde{w}_{i_{1} \cdots i_{n-1}}\right) P^{(n)}=0,  \tag{3.49}\\
& Q^{(n)}\left(\sum_{i}^{n} \widetilde{h}_{i}+\sum_{k=2}^{n-1} \sum_{i_{1}<\cdots<i_{k}}^{n} \widetilde{v}_{i_{1} \cdots i_{k}}\right) P^{(n)}=0, \tag{3.50}
\end{align*}
$$

in Eqs. (3.24) and (3.27). The decoupling condition, Eq. (3.48), can be rewritten as

$$
\begin{equation*}
Q^{(n)} e^{-S^{(n)}} \widetilde{H}^{(n)} e^{S^{(n)}} P^{(n)}=P^{(n)} e^{-S^{(n)}} \widetilde{H}^{(n)} e^{S^{(n)}} Q^{(n)}=0, \tag{3.51}
\end{equation*}
$$

with
$\widetilde{H}^{\prime(n)}=e^{-\left(\sum_{i_{1}<\cdots i_{n-1}} s_{i_{1} \cdots i_{n-1}}\right)} \cdots e^{-\left(\sum_{i} s_{i}\right)}\left(\sum_{i}^{n} h_{i}+\sum_{k=2}^{n} \sum_{i_{1}<\cdots<i_{k}}^{n} v_{i_{1} \cdots i_{k}}+\sum_{k=2}^{n} \sum_{i_{1}<\cdots<i_{k}}^{n} w_{i_{1} \cdots i_{k}}\right) e^{\sum_{i} s_{i}} \cdots e^{\sum_{i_{1}<\cdots i_{n-1}} s_{1}, \cdots i_{n-1}}$.
As discussed in Appendix B, one of the solutions of Eq. (3.51) is given by

$$
\begin{equation*}
S^{(n)}=\operatorname{arctanh}\left(\omega^{(n)}-\omega^{(n) \dagger}\right), \tag{3.53}
\end{equation*}
$$

with

$$
\begin{equation*}
\omega^{(n)}=\sum_{k=1}^{d} Q^{(n)}\left|\psi_{k}^{(n)}\right\rangle\left\langle\widetilde{\phi}_{k}^{(n)}\right| P^{(n)} . \tag{3.54}
\end{equation*}
$$

Here, $d$ is the dimension of the $P^{(n)}$ space. The state $\left\langle\widetilde{\phi}_{k}^{(n)}\right|$ is bi-orthogonal state and is defined to satisfy

$$
\begin{equation*}
\left\langle\widetilde{\phi}_{k}^{(n)} \mid \phi_{l}^{(n)}\right\rangle=\delta_{k l}, \quad\left|\phi_{k}^{(n)}\right\rangle=P^{(n)}\left|\psi_{k}^{(n)}\right\rangle . \tag{3.55}
\end{equation*}
$$



Figure 3.2: Schematic representations of original and transformed Hamiltonians. The left (right) panel shows the original (transformed) Hamiltonian. The shaded regions mean that the matrices have finite values.

Here, $\left|\psi_{k}^{(n)}\right\rangle$ is an eigenvector of the $n$-body Schrödinger equation in the $P^{(n)}+Q^{(n)}$ space,

$$
\begin{equation*}
\left(P^{(n)}+Q^{(n)}\right) \widetilde{H}^{(n)}\left(P^{(n)}+Q^{(n)}\right)\left|\psi_{k}^{(n)}\right\rangle=E_{k}\left|\psi_{k}^{(n)}\right\rangle, \tag{3.56}
\end{equation*}
$$

where $E_{k}$ is a $k$ th eigenvalue. Moreover, $\exp S^{(n)}$ can be expressed in terms of $\omega^{(n)}$ [27],

$$
\begin{equation*}
e^{S^{(n)}}=\left(1+\omega^{(n)}-\omega^{(n) \dagger}\right)\left(1+\omega^{(n) \dagger} \omega^{(n)}+\omega^{(n)} \omega^{(n) \dagger}\right)^{-1 / 2} . \tag{3.57}
\end{equation*}
$$

The explicit expression of $e^{S^{(n)}}$ is given by Eqs. (B.52)- (B.55). Note that the solution of $\omega^{(n)}$ depends on the choice of a set of $d$ eigenstates. In the present work, we choose $d$ eigenstates with the largest overlap with the reference state. This choice is reasonable as long as we consider only the ground state.

### 3.3 Ground-State Energy and Observables

Here, we discuss the way to calculate the ground-state energy and expectation values of operators. Let us suppose that the correlation operators are determined. After solving the decoupling equations, we can construct $\widetilde{H}$, as discussed in Sec. 3.1. Figs. 3.2(a) and 3.2(b) show the schematic representations of original and transformed Hamiltonians. In Fig. 3.2(a), we assume that the original Hamiltonian constructed up to the two-body interaction. Note that the transformed Hamiltonian generally have the induced many-body interactions which are illustrated by the coupling, for example, between 1 p 1 h and $A \mathrm{p} A \mathrm{~h}$ parts. As shown in Fig. 3.2(b), $\widetilde{H}$ must not induce $1 \mathrm{p} 1 \mathrm{~h}, 2 \mathrm{p} 2 \mathrm{~h}, \cdots, A \mathrm{p} A \mathrm{~h}$ excitations. Therefore, the ground-state energy is equal to the energy by the reference state:

$$
\begin{equation*}
E_{\text {g.s. }}=\langle\Psi| H|\Psi\rangle=(\langle\Psi| U) U^{\dagger} H U\left(U^{\dagger}|\Psi\rangle\right)=\langle\Phi| \widetilde{H}|\Phi\rangle=E_{0} . \tag{3.58}
\end{equation*}
$$

Here, $E_{0}$ is already given in Eq. (3.46).
Next, we mention how to obtain the expectation values in the UMOA. One of the advantages in the UMOA is that we can use the transformed operators to obtain the observables. In principle, one can use the transformed operator to obtain the observables in the CCM. Due to the non-Hermiticity in the CCM, however, one has to solve the coupled-cluster equation for the both of left and right eigenvector to obtain the transformation operator. In another way, one can apply the Hellmann-Feynman theorem to obtain the other observables, as found in the most of the recent works in the CCM (see e.g. [24]). In the UMOA, the calculation of observables is same as the energy case and is rather simple. Let $O$ be an arbitrary operator which we want to calculate the expectation value.

$$
\begin{equation*}
O=\sum_{n=1}^{A} O^{(n)}=\sum_{n=1}^{A} \sum_{i_{1}<\cdots<i_{n}}^{A} o_{i_{1} \cdots i_{n}} . \tag{3.59}
\end{equation*}
$$

Here, $o_{i_{1} \cdots i_{n}}$ is $n$-body operator acting on particles labeled from $i_{1}$ to $i_{n}$. What we want to calculate here is

$$
\begin{equation*}
\langle\Psi| O|\Psi\rangle=\langle\Phi| \widetilde{O}|\Phi\rangle, \tag{3.60}
\end{equation*}
$$

with

$$
\begin{equation*}
\widetilde{O}=U^{\dagger} O U \tag{3.61}
\end{equation*}
$$

In the same way as the Hamiltonian, we apply the cluster expansion to $\widetilde{O}$,

$$
\begin{equation*}
\widetilde{O}=\sum_{n=1}^{A} \widetilde{O}^{(n)}=\sum_{n=1}^{A} \sum_{i_{1}<\cdots<i_{n}} \widetilde{o}_{i_{1} \cdots i_{n}} . \tag{3.62}
\end{equation*}
$$

Here, we show the explicit expression of one-, two-, and $n$-body transformed operators:

$$
\begin{align*}
\widetilde{o}_{1} & =e^{-s_{1}} o_{1} e^{s_{1}},  \tag{3.63}\\
\widetilde{o}_{12} & =e^{-s_{12}} e^{-\left(s_{1}+s_{2}\right)}\left(o_{1}+o_{2}+o_{12}\right)-\left(\widetilde{o}_{1}+\widetilde{o}_{2}\right),  \tag{3.64}\\
\widetilde{o}_{1 \cdots n} & =e^{-s_{1 \cdots n}} \cdots e^{-\sum_{i=1}^{n} s_{i}}\left(\sum_{k=1}^{n} \sum_{i_{1}<\cdots<i_{k}} o_{i_{1} \cdots i_{k}}\right) e^{\sum_{i=1}^{n} s_{i} \cdots e^{s_{1 \cdots n}}-\left(\sum_{k=1}^{n-1} \sum_{i_{1}<\cdots<i_{k}}^{n} \widetilde{o}_{i_{1} \cdots i_{k}}\right) .} \tag{3.65}
\end{align*}
$$

By using the second quantization and taking the normal ordering with respect to $|\Phi\rangle$, the expectation value is

$$
\begin{equation*}
\langle\Phi| \widetilde{O}|\Phi\rangle=\sum_{n=1}^{A} \sum_{a_{1} \cdots a_{n} \leq \rho_{F}} \frac{1}{n!}\left\langle a_{1} \cdots a_{n}\right| \widetilde{o}_{1 \cdots n}\left|a_{1} \cdots a_{n}\right\rangle . \tag{3.66}
\end{equation*}
$$

The explicit expressions for various bare operators are given in Appendix E.1.

### 3.4 Equation of Motion Technique

So far, we discuss the ground-state of closed shell system with the mass number $A$. To extend the applicable region of the UMOA, we consult the equation of motion technique adopted in the CCM [24].

First, let us consider the excited states of A-body closed shell nuclei. As found in Sec. 3.3, the ground state for $\widetilde{H}$ is uncorrelated reference state $\left|\Phi^{A}\right\rangle$ of $A$-body system. Here, we add the superscript $A$ meaning the mass number. Since, the excited states of $\widetilde{H}$ are orthogonal to the ground-state, in principle, those can be exhausted by the linear combinations of $1 \mathrm{p} 1 \mathrm{~h}, 2 \mathrm{p} 2 \mathrm{~h}, \cdots, A \mathrm{p} A \mathrm{~h}$ excitations. Therefore, the excited state of $A$-body system labeled by $k$ can be written as

$$
\begin{equation*}
\left|\Phi_{k}^{A}\right\rangle=\left[\sum_{a>\rho_{F}} \sum_{i \leq \rho_{F}} r_{i}^{a} c_{a}^{\dagger} c_{i}+\left(\frac{1}{2!}\right)^{2} \sum_{a b>\rho_{F}} \sum_{i j \leq \rho_{F}} r_{i j}^{a b} c_{a}^{\dagger} c_{b}^{\dagger} c_{j} c_{i}+\cdots\right]\left|\Phi^{A}\right\rangle, \tag{3.67}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|\Phi_{k}^{A}\right\rangle=\sum_{n=1}^{A}\left(\frac{1}{n!}\right)^{2} \sum_{a_{1} \cdots a_{n}>\rho_{F}} \sum_{i_{1} \cdots i_{n} \leq \rho_{F}} r_{i_{1} \cdots i_{n}}^{a_{1} \cdots a_{n}} c_{a_{1}}^{\dagger} \cdots c_{a_{n}}^{\dagger} c_{i_{n}} \cdots c_{i_{1}}\left|\Phi^{A}\right\rangle, \tag{3.68}
\end{equation*}
$$

with the coefficients $r_{i_{1} \cdots i_{n}}^{a_{1} \cdots a_{n}}$ satisfying

$$
\begin{equation*}
\sum_{n=1}^{A}\left(\frac{1}{n!}\right)^{4} \sum_{a_{1} \cdots a_{n}>\rho_{F}} \sum_{i_{1} \cdots i_{n} \leq \rho_{F}}\left(r_{i_{1} \cdots i_{n}}^{a_{1} \cdots a_{n}}\right)^{2}=1 . \tag{3.69}
\end{equation*}
$$

Note that we omit the $k$-dependence of $r_{i_{1} \cdots i_{n}}^{a_{1} \cdots a_{n}}$ for the simplicity. Since $\left|\Phi^{A}\right\rangle$ is factorized in Eq. (3.67), we can write Eq. (3.67) as

$$
\begin{equation*}
\left|\Phi_{k}^{A}\right\rangle=R_{k}^{A}\left|\Phi^{A}\right\rangle, \tag{3.70}
\end{equation*}
$$

with the generator of excited state $R_{k}^{A}$ :

$$
\begin{equation*}
R_{k}^{A}=\sum_{n=1}^{A}\left(\frac{1}{n!}\right)^{2} \sum_{a_{1} \cdots a_{n}>\rho_{F}} \sum_{i_{1} \cdots i_{n} \leq \rho_{F}} r_{i_{1} \cdots i_{n}}^{a_{1} \cdots a_{n}} c_{a_{1}}^{\dagger} \cdots c_{a_{n}}^{\dagger} c_{i_{n}} \cdots c_{i_{1}} . \tag{3.71}
\end{equation*}
$$

The Schrödinger equation for the excited state is

$$
\begin{equation*}
\widetilde{H} R_{k}^{A}\left|\Phi^{A}\right\rangle=E_{k} R_{k}^{A}\left|\Phi^{A}\right\rangle . \tag{3.72}
\end{equation*}
$$

Here, $E_{k}$ is the energy of the $k$ th excited state. By solving Eq. (3.72), the coefficient $r_{i_{1} \cdots i_{n}}^{a_{1} \cdots a_{n}}$ is determined. Eq. (3.72) is eigenvalue problem of matrix $\widetilde{H}$ in the $1 \mathrm{p} 1 \mathrm{~h}, 2 \mathrm{p} 2 \mathrm{~h}, \cdots, A \mathrm{p} A \mathrm{~h}$ spaces (larger shaded square in Fig. 3.2(b)). In the actual calculations, we have to truncate more than 2p2h excitations due to the dimension of the matrix. The explicit expressions for the matrix elements are given in Appendix D.2.

Similarly to the excited state, we can apply this approach to the system with the mass number $A \pm 1$. The generator for the $A+1(A-1)$ system is constructed to take into account the all possible excitations adding (removing) one-particle to (from) the reference state. Then, the generators of such states are

$$
\begin{align*}
& R_{k}^{A+1}=\sum_{a} r^{a} c_{a}^{\dagger}+\sum_{n=2}^{A} \frac{1}{n!(n-1)!} \sum_{a_{1} \cdots a_{n}>\rho_{F}} \sum_{i_{1} \cdots i_{n-1} \leq \rho_{F}} r_{i_{1} \cdots i_{n-1}}^{a_{1} \cdots a_{n}} c_{a_{1}}^{\dagger} \cdots c_{a_{n}}^{\dagger} c_{i_{n-1}} \cdots c_{i_{1}},  \tag{3.73}\\
& R_{k}^{A-1}=\sum_{i} r_{i} c_{i}+\sum_{n=2}^{A} \frac{1}{n!(n-1)!} \sum_{a_{1} \cdots a_{n-1}>\rho_{F}} \sum_{i_{1} \cdots i_{n} \leq \rho_{F}} r_{i_{1} \cdots i_{n-1}}^{a_{1} \cdots a_{n}} c_{a_{1}}^{\dagger} \cdots c_{a_{n-1}}^{\dagger} c_{i_{n}} \cdots c_{i_{1}} . \tag{3.74}
\end{align*}
$$

Also, the Schrödinger equations are

$$
\begin{align*}
\widetilde{H}(A+1) R_{k}^{A+1}\left|\Phi^{A}\right\rangle & =E_{k} R_{k}^{A+1}\left|\Phi^{A}\right\rangle  \tag{3.75}\\
\widetilde{H}(A-1) R_{k}^{A-1}\left|\Phi^{A}\right\rangle & =E_{k} R_{k}^{A-1}\left|\Phi^{A}\right\rangle \tag{3.76}
\end{align*}
$$

Note that we should remind the $A$-dependence of $\widetilde{H}$ coming from the CM kinetic energy term, see Eq. (3.2). Unfortunately, the energy of the CM motions is comparable to that of the intrinsic motions in nuclear system. Since $\widetilde{H}(A \pm 1)$ is different from $\widetilde{H}(A)$, we have to recalculate $\widetilde{H}(A \pm 1)$ for the $(A \pm 1)$-body system. Due to the dimension of the Hamiltonian matrix, we diagonalize $\widetilde{H}$ in the 1 p 0 h and $2 \mathrm{p} 1 \mathrm{~h}(0 \mathrm{p} 1 \mathrm{~h}$ and 1 p 2 h ) spaces for the $A+1(A-1)$-body system. The matrix elements in such spaces are given in Appendix D. 3 and D.4.

### 3.5 Actual Calculation Procedure

Here, we discuss the actual calculation procedures. Basically we truncates our formula at two-body level. The initial Hamiltonian is

$$
\begin{equation*}
H \simeq \sum_{i=1}^{A} t_{i}+\sum_{i<j}^{A} v_{i j} \tag{3.77}
\end{equation*}
$$

and the transformed Hamiltonian is

$$
\begin{equation*}
\widetilde{H} \simeq \sum_{i=1}^{A} \widetilde{h}_{i}+\sum_{i<j}^{A} \widetilde{v}_{i j} \tag{3.78}
\end{equation*}
$$

The auxiliary potential is $W \simeq \sum_{i=1}^{A} w_{i}$ and the transformed auxiliary potential is $\widetilde{W} \simeq \sum_{i=1}^{A} \widetilde{w}_{i}$. In this section, we introduce the two calculation methods. One is employed in former UMOA calculations which do not include the one-body correlation operator, named as method $I$. In method $I$, we employ the unitary transformation as $U \simeq e^{S^{(2)}}$. The other is employed in the recent UMOA calculations, named as method II. In method II, in addition to $S^{(2)}$, we introduce $S^{(1)}$ and the unitary transformation is defined as $U \simeq e^{S^{(1)}} e^{S^{(2)}}$.

### 3.5.1 Method I

Method $I$ is employed in earlier UMOA works [39]. To obtain the converged results in the small model space, we adopt the two-step decoupling method in method $I$. The two-step decoupling method is commonly used, for example, in the $G$-matrix theory [63]. Fig. 3.3 shows how to decouple the model space. In the first-step decoupling, the original Hamiltonian is transformed so that our model space and its complement are decoupled, as shown by the dashed arrow in Fig. 3.3(a). Since the first-step decoupling is done in the huge space to take into account the short-range correlation of $N N$ interaction, the decoupling equation is solved with the relative and CM coordinates. Thus, the first-step decoupling is very similar to the OLS transformations. Using the effective interaction, we decouple the 2 p2h excitations with the reference state, as illustrated in Fig. 3.3(b).


Figure 3.3: Illustrations of the model space employed in method $I$. The first-step decoupling (a) denotes the decoupling between the outside and inside of our model space. Our model space is defined by the two-body boundary number $\rho_{1}=2 n_{a}+l_{a}+2 n_{b}+l_{b}$. The $\rho_{X}$ is introduced so as to consider the Pauli exclusion principle. In this work, we use the fixed number $\rho_{X}=20$. The second-step decoupling (b) is the decoupling of 2 p 2 h excitations with 0 p 0 h state.

## First-Step Decoupling

Let $|a b: Z\rangle$ be antisymmetrized and normalized two-nucleon state. Here, $Z$ means either protonproton, proton-neutron, or neutron-neutron channel. As shown in the Fig. 3.3(a), we define our model space using the two-body boundary number $\rho_{1}=2 n_{a}+l_{a}+2 n_{b}+l_{b}$ and consider the projection operators $P_{1 \mathrm{st}}, X_{\text {1st }}$, and $Q_{1 \mathrm{st}}$. The definitions of projection operators are

$$
\begin{align*}
& P_{1 \mathrm{st}}=\frac{1}{2} \sum_{a b}|a b: Z\rangle\langle a b: Z|, \text { for } 2 n_{a}+l_{a}+2 n_{b}+l_{b} \leq \rho_{1},  \tag{3.79}\\
& X_{1 \text { st }}= \\
& \frac{1}{2} \sum_{a b}|a b: Z\rangle\langle a b: Z|, \text { for } \rho_{1}<2 n_{a}+l_{a}+2 n_{b}+l_{b} \leq \rho_{X},  \tag{3.80}\\
& \quad \min \left(2 n_{a}+l_{a}, 2 n_{b}+l_{b}\right) \leq \rho_{F}, \text { and } \max \left(2 n_{a}+l_{a}, 2 n_{b}+l_{b}\right)>\rho_{F},  \tag{3.81}\\
& Q_{1 \text { st }}= \\
& \frac{1}{2} \sum_{a b}|a b: Z\rangle\langle a b: Z|, \text { otherwise. }
\end{align*}
$$

Note that $X_{1 \text { st }}$ is needed to take into account the Pauli exclusion principle and is defined with the fixed number $\rho_{X}=20$. The condition $\min \left(2 n_{a}+l_{a}, 2 n_{b}+l_{b}\right) \leq \rho_{F}$ and $\max \left(2 n_{a}+l_{a}, 2 n_{b}+l_{b}\right)>\rho_{F}$ mean that either $a$ or $b$ is the occupied state and the other one is unoccupied state. To consider the high-momentum component of the $N N$ interaction, we have to span the huge HO space. In such a huge space, we cannot treat problems with $|a b: Z\rangle$ representation because the Talmi-Moshinsky transformation, introduced in Appendix A, demands the computational cost. Instead of $|a b: Z\rangle$, we
use $\left|n l S J_{\text {rel }} N L: Z\right\rangle$. Here, $n, l, S$, and $J_{\text {rel }}$ are the nodal quantum number, orbital angular momentum, total spin, and total angular momentum ( $J_{\text {rel }}=l+S$ ) of the relative motion of the $N N$ system, respectively. The $N$ and $L$ are the nodal and azimuthal quantum number of CM motion, respectively. Owing to $\left|n l S J_{\text {rel }} N L: Z\right\rangle$ representation, we can solve the decoupling equation in the large space, typically $2 n+l+2 N+L=150$. Same as in the free-space OLS transformation, we solve the Schrödinger equation for the $N N$ system:

$$
\begin{equation*}
\left(P_{1 \mathrm{st}}+\bar{Q}_{1 \mathrm{st}}\right)\left[\frac{\mathbf{p}_{\mathrm{rel}}^{2}}{2 \mu}+\bar{w}+V^{N N}\right]\left(P_{1 \mathrm{st}}+\bar{Q}_{1 \mathrm{st}}\right)\left|\psi_{k}: Z\right\rangle=E_{k}\left|\psi_{k}: Z\right\rangle . \tag{3.82}
\end{equation*}
$$

Here, $\bar{Q}_{\text {sst }}$ is the projection operator onto the outside of $P_{1 \text { st }}$, and $\bar{w}$ is one-body auxiliary potential transformed from single-particle to relative and CM coordinates. Because of $\bar{w}$, we obtain the twobody effective interaction taking into account the in-medium effect.

Before writing down $\bar{Q}_{1 \text { st }}$ and $\bar{w}$, we mention about the two approximations taken in this first-step procedure. First, we assume that Eq. (3.82) be diagonal with respect to the CM motion. Due to the single-particle potential $\bar{w}$, the translational symmetry is supposed to be violated and Eq. (3.82) depends on $N$ and $L$. We neglect this effect in this work. Secondary, we take the angle average approximations which is applied to $\bar{Q}_{1 \text { st }}$ and $\bar{w}$. Because of the Pauli exclusion principle, the relative angular momentum $J_{\text {rel }}$ cannot be a good quantum number. In the angle average approximation, $\bar{Q}_{\text {st }}$ and $\bar{w}$ is averaged with respect to the CM angular momentum $L$. As a result, $J_{\text {rel }}$ can be a good quantum number. The matrix element of $\bar{w}$ under the angle-average approximation is [37,39,64]

$$
\begin{align*}
\left\langle n l S J_{\mathrm{rel}}, N L: J Z\right| \bar{w}\left|n^{\prime} l S J_{\mathrm{rel}}, N L: J Z\right\rangle= & \sum_{\lambda \lambda^{\prime} J} \sum_{n_{a} n_{a}^{\prime} n_{b}^{\prime} n_{b}^{\prime} l_{a} j_{a} l_{b} j_{b}}(-1)^{\lambda+\lambda^{\prime}}\left\{\begin{array}{ccc}
l_{a} & 1 / 2 & j_{a} \\
l_{b} & 1 / 2 & j_{b} \\
\lambda & S & J
\end{array}\right\}\left\{\begin{array}{ccc}
l_{a} & 1 / 2 & j_{a} \\
l_{b} & 1 / 2 & j_{b} \\
\lambda^{\prime} & S & J
\end{array}\right\} \\
& \times \frac{[\lambda]\left[\lambda^{\prime}\right]\left[j_{a}\right]\left[j_{b}\right][S][J]}{[L]}\left\{\begin{array}{ccc}
L & l & \lambda \\
S & J & J_{\mathrm{rel}}
\end{array}\right\}\left\{\begin{array}{ccc}
L & l & \lambda^{\prime} \\
S & J & J_{\mathrm{rel}}
\end{array}\right\} \\
& \times\left\langle n l N L \lambda \mid n_{a} l_{a} n_{b} l_{b} \lambda\right\rangle\left\langle n^{\prime} l N L \lambda^{\prime} \mid n_{a}^{\prime} l_{a} n_{b}^{\prime} l_{b} \lambda^{\prime}\right\rangle\left(\left\langle n_{a} l_{a} j_{a}\right| w_{1 \mathrm{st}, 1}\left|n_{a}^{\prime} l_{a} j_{a}\right\rangle+\left\langle n_{b} l_{b} j_{b}\right| w_{1 \mathrm{st}, 1}\left|n_{b}^{\prime} l_{b} j_{b}\right\rangle\right) . \tag{3.83}
\end{align*}
$$

Here, $[x]=2 x+1$ and $J$ is the total angular momentum of $N N$ system. The coefficients three by three $\{\cdots\}$, two by three $\{\cdots\}$, and $\left\langle n l N L \lambda \mid n_{a} l_{a} n_{b} l_{b} \lambda\right\rangle$ are the $9-j$ symbol, 6-j symbol, and the HO transformation brackets [65], respectively. The $w_{1 s t, 1}$ is the single-particle potential represented in the laboratory frame and is determined self-consistently with the two-body effective interaction. The projection operator $\bar{Q}_{1 \text { st }}$ is

$$
\begin{equation*}
\bar{Q}_{1 \mathrm{st}}=\sum_{n l N L \in Q_{\text {lst }}} \sum_{S J_{\text {rel }}} \theta_{Z}\left(n, l, N, L, S, J_{\text {rel }}\right)\left|n l S J_{\text {rel }} N L\right\rangle\left\langle n l S J_{\text {rel }} N L\right|, \tag{3.84}
\end{equation*}
$$



Figure 3.4: The schematic representation of the transformed Hamiltonian by method $I$.
with

$$
\begin{align*}
\theta_{Z}\left(n, l, N, L, S, J_{\text {rel }}\right)=1 & -\sum_{a b \in X_{\text {Ist }}} \sum_{\lambda \lambda^{\prime} J}(-1)^{\lambda+\lambda^{\prime}} f_{Z}\left\{\begin{array}{ccc}
l_{a} & 1 / 2 & j_{a} \\
l_{b} & 1 / 2 & j_{b} \\
\lambda & S & J
\end{array}\right\}\left\{\begin{array}{ccc}
l_{a} & 1 / 2 & j_{a} \\
l_{b} & 1 / 2 & j_{b} \\
\lambda^{\prime} & S & J
\end{array}\right\} \\
& \times \frac{[\lambda]\left[\lambda^{\prime}\right]\left[j_{a}\right]\left[j_{b}\right][S][J]}{[L]}\left\{\begin{array}{ccc}
L & l & \lambda \\
S & J & J_{\text {rel }}
\end{array}\right\}\left\{\begin{array}{ccc}
L & l & \lambda^{\prime} \\
S & J & J_{\text {rel }}
\end{array}\right\} \\
& \times\left\langle n l N L \lambda \mid n_{a} l_{a} n_{b} l_{b} \lambda\right\rangle\left\langle n^{\prime} l N L \lambda^{\prime} \mid n_{a}^{\prime} l_{a} n_{b}^{\prime} l_{b} \lambda^{\prime}\right\rangle . \tag{3.85}
\end{align*}
$$

Here, $f_{Z}$ is defined by

$$
f_{Z} \equiv\left\{\begin{array}{cl}
1-(-1)^{l+S} & \text { for } Z=\text { proton-proton or neutron-neutron }  \tag{3.86}\\
1 & \text { for } Z=\text { proton-neutron }
\end{array}\right.
$$

Same as the free-space OLS transformation, we obtain the two-body effective interaction,

$$
\left\langle n l S J_{\text {rel }}\right| \widetilde{V}_{\text {eff } 1,1 \mathrm{st}, 12}^{N N}(N, L)\left|n^{\prime} l^{\prime} S J_{\text {rel }}\right\rangle
$$

, by using Eq. (B.51). Note that the two-body effective interaction obtained here depends on CM quantum numbers $N$ and $L$ in contrast to the free-space OLS transformed effective interaction. Moreover, applying Eq. (A.14), the effective interaction can be transformed from relative and CM frame to laboratory frame. As mentioned above, the single-particle potential is determined with the effective interaction:

$$
\begin{equation*}
\langle a| w_{1 \mathrm{st}, 1}|b\rangle=\sum_{m \leq \rho_{F}}\langle a m| \widetilde{V}_{\mathrm{eff}, 1 \mathrm{st}, 12}^{N N}|b m\rangle . \tag{3.87}
\end{equation*}
$$

Since Eq. (3.82) includes $w_{1 s t, 1}$, we calculate the effective interaction $\widetilde{V}_{\text {eff }, \text { lst, } 12}^{N N}$ iteratively untile $w_{\text {1st, } 1}$ converges.

## Second-Step Decoupling

Using the effective interaction $\widetilde{V}_{\text {eff, } 1 \mathrm{st}, 12}^{N}$, in the second-step calculation, we decouple the 2 p 2 h excitations with the reference state. In the second step, we use up to two-body level:

$$
\begin{align*}
H_{2 \mathrm{nd}} & \approx \sum_{i<j}^{A} \frac{\left(\mathbf{p}_{i}-\mathbf{p}_{j}\right)^{2}}{2 m}+\sum_{i<j}^{A} \widetilde{V}_{\mathrm{eff}, 1 \mathrm{st}, i j}^{N N}+H_{\mathrm{CM}}=\sum_{i=1}^{A} t_{i}+\sum_{i<j}^{A} \widetilde{v}_{1 \mathrm{st}, i j},  \tag{3.88}\\
\widetilde{H}_{2 \mathrm{nd}} & \approx \sum_{i=1}^{A} \widetilde{h}_{i}+\sum_{i<j}^{A} \widetilde{v}_{2 \mathrm{nd}, i j},  \tag{3.89}\\
U & \approx e^{S^{(2)}}  \tag{3.90}\\
W & \approx W^{(1)}=\sum_{i=1}^{A} w_{2 \mathrm{nd}, i}  \tag{3.91}\\
\widetilde{W} & \approx W . \tag{3.92}
\end{align*}
$$

Here, $H_{2 \text { nd }}$ and $\widetilde{H}_{2 \text { nd }}$ denote the initial and transformed Hamiltonian in the second-step calculations. Note that we add the CM Hamiltonian $H_{C M}$,

$$
\begin{equation*}
H_{\mathrm{CM}}=\frac{1}{2 A m}\left(\sum_{i=1}^{A} \mathbf{p}_{i}\right)^{2}+\frac{1}{2} A m \omega^{2}\left(\frac{1}{A} \sum_{i=1}^{A} \mathbf{r}_{i}\right)^{2}-\frac{3}{2} \hbar \omega \tag{3.93}
\end{equation*}
$$

in Eq. (3.88) to remove the spurious excitations from the CM motions [66]. The one-body part of the transformed Hamiltonian is $\widetilde{h}_{i}=t_{i}+w_{i}=t_{i}+\widetilde{w}_{i}$. We truncate the many-body interactions induced in the first-step calculations. The effect of such truncated interactions should be small when we increase the model-space size $\rho_{1}$, same as the free-space OLS transformation. The interaction coupling with the out side of our model space is already decoupled after the first-step decoupling. We consider only the inside of our model space defined by $\rho_{1}=\max \left(2 n_{a}+l_{a}+2 n_{b}+l_{b}\right)$ and treat the problem with the products of the single-particle basis states. In this step, we define the projection operator as

$$
\begin{align*}
& P_{2 \text { nd }}=\frac{1}{2} \sum_{a b}|a b: Z\rangle\langle a b: Z|, \text { both } a \text { and } b \text { are occupied state, }  \tag{3.94}\\
& X_{\text {nd }}=\frac{1}{2} \sum_{a b}|a b: Z\rangle\langle a b: Z|, \text { neither } a \text { or } b \text { is occupied state, }  \tag{3.95}\\
& Q_{2 \text { nd }}=\frac{1}{2} \sum_{a b}|a b: Z\rangle\langle a b: Z|, \text { both } a \text { and } b \text { are unoccupied state. } \tag{3.96}
\end{align*}
$$

The $P_{2 \text { nd }}$ space is illustrated by the blue area in Fig. 3.3(b).
To decouple the 2 p2h excitations, we have to determine the two-body correlation operator $S^{(2)}$ appeared in Eq. (3.14). As discussed in Sec. 3.2, we solve the two-body Schrödinger equation,

$$
\begin{equation*}
\left(P_{2 \mathrm{nd}}+Q_{2 \mathrm{nd}}\right)\left(\widetilde{h}_{1}+\widetilde{h}_{2}+\widetilde{v}_{1 \mathrm{st}, 12}\right)\left(P_{2 \mathrm{nd}}+Q_{2 \mathrm{nd}}\right)\left|\psi_{k}^{(2)}\right\rangle=E_{k}\left|\psi_{k}^{(2)}\right\rangle, \tag{3.97}
\end{equation*}
$$

and obtain the two-body correlation operator $S^{(2)}$. Here, $\left|\psi_{k}^{(2)}\right\rangle$ is the two-body wave function. The matrix element of $\widetilde{w}_{2 \text { nd, }}$ calculated in the second step is

$$
\begin{equation*}
\langle a| \widetilde{w}_{2 \mathrm{nd}, 1}|b\rangle=\sum_{m \leq \rho_{F}}\langle a m| \widetilde{v}_{2 \mathrm{nd}, 12}|b m\rangle, \tag{3.98}
\end{equation*}
$$

with the transformed two-body interaction $\widetilde{v}_{2 \text { nd,12 }}$. Same as the first-step decoupling, $\widetilde{w}_{2 \text { nd, } 1}$ and $\widetilde{v}_{2 n d, 12}$ are determined self-consistently, and the calculations are done iteratively until $\widetilde{w}_{2 \text { nd, }}$ converges.

After second-step decoupling, we construct the transformed Hamiltonian which is illustrated in Fig. 3.4. Then, the energy of the one- and two-body cluster term for the reference state is

$$
\begin{equation*}
E_{0}=\langle\Phi| \widetilde{H}|\Phi\rangle \simeq \sum_{a_{1} \leq \rho_{F}}\left\langle a_{1}\right| \widetilde{h}_{1}\left|a_{1}\right\rangle-\frac{1}{2!} \sum_{a_{1} a_{2} \leq \rho_{F}}\left\langle a_{1} a_{2}\right| \widetilde{v}_{2 \mathrm{nd}, 12}\left|a_{1} a_{2}\right\rangle . \tag{3.99}
\end{equation*}
$$

As shown in Fig. 3.4, we have the non-zero coupling between the 0 p 0 h and 1 p 1 h states. To take into account such coupling, similar to the equation of motion approach, we diagonalize the transformed Hamiltonian in the 0 p 0 h and 1 p 1 h spaces. Let $E^{1 \mathrm{plh}}$ be energy correction by the diagonalization. Then, the energy of the one- and two-body cluster term $E^{1+2 \mathrm{BC}}$ can be approximated by

$$
\begin{equation*}
E^{1+2 \mathrm{BC}} \approx E_{0}+E^{1 \mathrm{plh}} . \tag{3.100}
\end{equation*}
$$

Note that the wave function is modified as

$$
\begin{equation*}
|\Psi\rangle=e^{S^{(2)}}\left(r_{0}+\sum_{a>\rho_{F}} \sum_{i \leq \rho_{F}} r_{i}^{a} c_{a}^{\dagger} c_{i}\right)|\Phi\rangle \tag{3.101}
\end{equation*}
$$

To investigate the convergence of the cluster expansion, in addition to Eq. (3.99), we consider the energy of the three-body cluster term $E^{3 \mathrm{BC}}$ :

$$
\begin{equation*}
E^{3 \mathrm{BC}}=\frac{1}{3!} \sum_{a_{1} a_{2} a_{3} \leq \rho_{F}}\left\langle a_{1} a_{2} a_{3}\right| \widetilde{v}_{123}\left|a_{1} a_{2} a_{3}\right\rangle . \tag{3.102}
\end{equation*}
$$

Since it is difficult to calculate the three-body term directly, we expand

$$
\begin{align*}
& \widetilde{v}_{123}=e^{-\left(s_{12}+s_{23}+s_{31}\right)}\left(\widetilde{h}_{1}+\widetilde{h}_{2}+\widetilde{h}_{3}+\widetilde{v}_{1 \mathrm{st}, 12}+\widetilde{v}_{1 \mathrm{st}, 23}+\widetilde{v}_{1 \mathrm{st}, 31}\right) e^{s_{12}+s_{23}+s_{31}} \\
&-\left(\widetilde{h}_{1}+\widetilde{h}_{2}+\widetilde{h}_{3}+\widetilde{v}_{2 \mathrm{nd}, 12}+\widetilde{v}_{2 \mathrm{nd}, 23}+\widetilde{v}_{2 \mathrm{nd}, 31}\right), \tag{3.103}
\end{align*}
$$

in terms of $\widetilde{v}_{2 \text { nd, } 12}$ and $s_{12}$ and keep up to order of $s_{12}^{2}$. After the expansion, finally, we have [37]

$$
\begin{equation*}
E^{3 \mathrm{BC}} \simeq \frac{1}{4} \sum_{a b>\rho_{F}} \sum_{i j k l \leq \rho_{F}} \widetilde{v}_{i j k l}^{2 \mathrm{nd}} s_{a b i j} s_{a b k l}+\sum_{a b c>\rho_{F}} \sum_{i j k \leq \rho_{F}} \widetilde{v}_{i a k c}^{2 \mathrm{nd}} s_{a b j k} s_{b c i j} . \tag{3.104}
\end{equation*}
$$

Here, we use the shorted notations:

$$
\begin{equation*}
\widetilde{v}_{a b c d}^{2 \mathrm{nd}}=\left\langle a b \widetilde{v}_{2 \mathrm{nd}, 12} \mid c d\right\rangle, \quad s_{a b c d}=\langle a b| s_{12}|c d\rangle . \tag{3.105}
\end{equation*}
$$



Figure 3.5: Illustrations of the model space employed in method II.

In method $I$, the ground-state energy by our calculation is

$$
\begin{equation*}
E_{\text {g.s. }} \simeq E^{1+2 \mathrm{BC}}+E^{3 \mathrm{BC}} . \tag{3.106}
\end{equation*}
$$

The observables are calculated with the wave function (3.101). The expectation value is calculated up to order $S^{(2) 2}$ [42],

$$
\begin{equation*}
\langle\Psi| O|\Psi\rangle \simeq\langle\Phi|\left(r_{0}^{*}+\sum_{a>\rho_{F}} \sum_{i \leq \rho_{F}} r_{i}^{a *} c_{i}^{\dagger} c_{a}\right)\left\{O+\left[O, S^{(2)}\right]+\frac{1}{2}[[O, S], S]\right\}\left(r_{0}+\sum_{b>\rho_{F}} \sum_{j \leq \rho_{F}} r_{j}^{b} c_{b}^{\dagger} c_{j}\right)|\Phi\rangle . \tag{3.107}
\end{equation*}
$$

Finally, we summarize our calculation procedure of method $I$ in Fig. 3.7.

### 3.5.2 Method II

As discussed in Sec. 4.1, the results with method $I$ depends on $\hbar \omega$, even if our calculations are done in the large model space. Since the initial Hamiltonian does not include $\hbar \omega$, calculated observables should not depend on that. To reduce the $\hbar \omega$-dependence, we refer to the CCM calculations by Kohno and Okamoto [67] and change the UMOA calculation procedure. According to Ref. [67], the $\hbar \omega$-dependence was reduced by taking into account one-body correlation. Following this, in addition to $S^{(2)}$, we consider $S^{(1)}$ in method II.

Basically, we should compare results by the UMOA and by the other ab initio calculation methods to make sure the reliability of the UMOA. For this purpose, we do not employ the two-step
decoupling in method II. The first-step calculation can lead uncontrollable uncertainties, due to the approximations. The validity of angle-average approximation is not clear for finite nuclei. In nuclear matter calculations [68-70], at least, the angle-average approximation causes the non-negligible 0.4 $-0.5 \mathrm{MeV} / A$ deviation at the saturation density. When we skip the first-step procedure, however, we encounter the problem about the convergence. As discussed in Sec. 2.1, it is practically impossible to treat bare $N N$ interactions in the UMOA. Instead of using the two-step decoupling, we employ the $N N$ interactions softened by $V_{\text {low k }}$ method or SRG in method II.

In method II, we decouple the 1 p 1 h and 2 p 2 h excitations with the reference state with the softened $N N$ interaction. Then, the choice of the model space is no longer restricted to the triangle. In method $I I$, we employ the simplest choice, where the model space is truncated by the square defined by $e_{\max }=\max \left(2 n_{a}+l_{a}\right)$, as shown in Fig. 3.5. The decoupling of 1 p 1 h and 2 p 2 h excitations are indicated by the solid arrow in Fig. 3.5. The square shape model space is more convenient and simpler than the triangle choice, and we can compare with HF results at the same $e_{\text {max }}$ as discussed in Sec. 4.2.

Let us summarize the approximations used in method II are

$$
\begin{align*}
& H \approx H^{(1)}+H^{(2)}=\sum_{i=1}^{A} t_{i}+\sum_{i<j}^{A} v_{i j},  \tag{3.108}\\
& \widetilde{H} \approx \widetilde{H}^{(1)}+\widetilde{H}^{(2)}=\sum_{i=1}^{A} \widetilde{h}_{i}+\sum_{i<j}^{A} \widetilde{v}_{i j},  \tag{3.109}\\
& U \approx e^{S^{(1)}} e^{S^{(2)}},  \tag{3.110}\\
& W \approx W^{(1)}=\sum_{i=1}^{A} w_{i},  \tag{3.111}\\
& \widetilde{W} \approx \widetilde{W}^{(1)}=\sum_{i=1}^{A} \widetilde{w}_{i}, \tag{3.112}
\end{align*}
$$

Above approximations mean the UMOA at two-body level. The flow chart of the actual calculations are shown in Fig. 3.8. We employ the softened $N N$ interactions as the input of the UMOA calculation. As mentioned in Sec. 3.2, we firstly solve the one-body Schrödinger equation and obtain the one-body correlation operator. In this process the projection operators are defined as

$$
\begin{array}{ll}
P^{(1)}=\sum_{a}|a\rangle\langle a|, & \text { for } 2 n_{a}+l_{a} \leq \rho_{F}, \\
Q^{(1)}=\sum_{a}|a\rangle\langle a|, & \text { for } 2 n_{a}+l_{a}>\rho_{F} . \tag{3.114}
\end{array}
$$

Also, the Schrödinger equation which we should solve in this process is

$$
\begin{equation*}
\left(t_{1}+w_{1}\right)\left|\psi^{(1)}\right\rangle=E_{k}^{(1)}\left|\psi_{k}^{(1)}\right\rangle \tag{3.115}
\end{equation*}
$$

Through Eq. (3.53), $s_{1}$ and $e^{s_{1}}$ can be calculated. The transformed one-body auxiliary potential $\widetilde{w}_{1}=e^{-s_{1}} w_{1} e^{s_{1}}$ can be obtained. As the next step we solve the two-body Schrödinger equation and


Figure 3.6: The schematic representation of the transformed Hamiltonian by method II.
determine the two-body correlation operator. The projection operators for the two-body system are

$$
\begin{align*}
& P^{(2)}=\frac{1}{2} \sum_{a b}|a b: Z\rangle\langle a b: Z|, \text { both } a \text { and } b \text { are occupied state, }  \tag{3.116}\\
& X^{(2)}=\frac{1}{2} \sum_{a b}|a b: Z\rangle\langle a b: Z|, \text { neither } a \text { or } b \text { is occupied state, }  \tag{3.117}\\
& Q_{(2)}=\frac{1}{2} \sum_{a b}|a b: Z\rangle\langle a b: Z|, \text { both } a \text { and } b \text { are unoccupied state. } \tag{3.118}
\end{align*}
$$

The two-body Schrödinger equation which should be solved is

$$
\begin{equation*}
\left(P^{(2)}+Q^{(2)}\right)\left[e^{-\left(s_{1}+s_{2}\right)}\left(h_{1}+h_{2}+v_{12}\right) e^{s_{1}+s_{2}}\right]\left(P^{(2)}+Q^{(2)}\right)\left|\psi_{k}^{(2)}\right\rangle=E_{k}\left|\psi_{k}^{(2)}\right\rangle . \tag{3.119}
\end{equation*}
$$

After solving Eq. (3.119), $s_{12}$ and $e^{s_{12}}$ can be determined with Eqs. (3.53) and (3.57), respectively. Taking the normal ordering of the transformed two-body interaction,

$$
\widetilde{v}_{12}=e^{-s_{12}} e^{-\left(s_{1}+s_{2}\right)}\left(h_{1}+h_{2}+v_{12}\right) e^{s_{1}+s_{2}} e^{s_{12}}-\left(\widetilde{h}_{1}+\widetilde{h}_{2}\right)
$$

we obtain the matrix element of the transformed auxiliary potential:

$$
\begin{equation*}
\langle a| w_{1}|b\rangle=\sum_{m \leq \rho_{F}}\langle a m| \widetilde{v}_{12}|b m\rangle . \tag{3.120}
\end{equation*}
$$

Applying the inversed transformation, non-transformed auxiliary potential can be obtained, $w_{1}=$ $e^{s_{1}} \widetilde{w}_{1} e^{-s_{1}}$. This $w_{1}$ is used in Eq. (3.115) and the calculations are iterated until the difference between new and previous $\widetilde{w}_{1}$ become sufficiently small.

After the transformation, the transformed Hamiltonian does not induce the 1p1h and 2p2h excitations, as illustrated in Fig. 3.6. In contrast to the transformed Hamiltonian employed in method I (see Fig. 3.4), the coupling between 1 p 1 h and 0 p 0 h is suppressed. Owing to this decoupling, one- and two-body cluster term is

$$
\begin{align*}
E^{1+2 \mathrm{BC}} & =\sum_{a_{1} \leq \rho_{F}}\left\langle a_{1}\right| \widetilde{h}_{1}\left|a_{1}\right\rangle-\frac{1}{2} \sum_{a_{1} a_{2} \leq \rho_{F}}\left\langle a_{1} a_{2}\right| \widetilde{v}_{12}\left|a_{1} a_{2}\right\rangle,  \tag{3.121}\\
& =\sum_{a_{1} \leq \rho_{F}}\left\langle a_{1}\right| \widetilde{t}_{1}\left|a_{1}\right\rangle+\frac{1}{2} \sum_{a_{1} a_{2} \leq \rho_{F}}\left\langle a_{1} a_{2}\right| \widetilde{v}_{12}\left|a_{1} a_{2}\right\rangle, \tag{3.122}
\end{align*}
$$

and we do not need the extra diagonalization process. Moreover, we estimate the contribution of the three-body cluster term $E^{3 \mathrm{BC}}$ to investigate the convergence with respect to the cluster expansion. Because two one-body correlation operator can commute, as in Eq. (3.20), we can hold Eq. (3.104) here. Totally, the ground-state energy in method II is

$$
\begin{equation*}
E_{\mathrm{g} . \mathrm{s.}} \simeq E^{1+2 \mathrm{BC}}+E^{3 \mathrm{BC}} \tag{3.123}
\end{equation*}
$$

The observables can be calculated with Eq. (3.66). In the actual calculations, we take up to twobody contribution:

$$
\begin{equation*}
\langle\Phi| \widetilde{O}|\Phi\rangle \simeq \sum_{a_{1} \leq \rho_{F}}\left\langle a_{1}\right| \widetilde{o}_{1}\left|a_{1}\right\rangle+\frac{1}{2!} \sum_{a_{1} a_{2} \leq \rho_{F}}\left\langle a_{1} a_{2}\right| \widetilde{o}_{12}\left|a_{1} a_{2}\right\rangle . \tag{3.124}
\end{equation*}
$$



Figure 3.7: The flow chart of method $I$.


Figure 3.8: The flow chart of method II.

## Chapter 4

## Calculation Results in UMOA

In this Chapter, we show the calculation results by the UMOA. In Sec. 4.1, we employ method $I$, introduced in Sec. 3.5. The results shown in Sec. 4.1 are based on Ref. [42, 43]. In Sec. 4.2-4.4, we employ method II. Finally, we demonstrate the calculation results holding the three-body level in Sec. 4.5.

### 4.1 Ground-State Energies and Radii of Doubly Magic Nuclei

Here, we show the ground-state energies and charge radii for doubly magic nuclei, ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$ and attempt to understand the bulk property of finite nuclei based on Refs. [42, 43]. All the calculated results, exhibited in Sec. 4.1, are obtained with the CD-Bonn potential [9] and with method $I$ introduced in the subsection 3.5.1. The UMOA calculations are performed with various model space defined by $\rho_{1}$ and the harmonic-oscillator energy $\hbar \omega$, and investigate the $\rho_{1}$ - and $\hbar \omega$-dependence of the ground-state energies and charge radii.

Fig. 4.1 shows the ground-state energies of ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$ as functions of $\hbar \omega$. The ground-state energies lower with increasing $\rho_{1}$ except for ${ }^{4} \mathrm{He}$. These nucleus-dependent behaviors are not surprising. Since the many-body cluster terms are truncated, our calculations do not have to be variational. Actually, our ground-state energy of ${ }^{4} \mathrm{He}$, at $\rho_{1}=12$ and $\hbar \omega=18 \mathrm{MeV}$, is overbound a little compared with the Faddeev-Yakubovsky result ( -26.26 MeV ) [52] which is the exact solution with the CD-Bonn potential. The situation is similar to the calculation results with the free-space OLS transformed $N N$ interactions (see e.g. Fig. 2.6). According to Fig. 4.1, our ground-state energies depend on $\hbar \omega$ even if the $\rho_{1}$-dependence practically vanishes. The $\hbar \omega$-dependence of the results should vanish in sufficiently large $\rho_{1}$, because our initial Hamiltonian does not include $\hbar \omega$. The reduction of $\hbar \omega$-dependence is important issue to obtain more reliable results. This topic will be discussed in Sec. 4.2, and in this section, we take the value at $\hbar \omega_{\text {min }}$ minimizing the ground-state energy. The validity of this choice is discussed in the coupled-cluster method (CCM) [67]. Note that, in Fig. 4.1, we omit the results at $\hbar \omega$ where the iteration in the first-step decoupling does not converge. The final results of our ground-state energies are exhibited in Table 4.1. The $E^{1+2 \mathrm{BC}}$ is the energy obtained from the one- and two-body cluster terms shown in Eq. (3.100). The contribution of


Figure 4.1: Ground-state energies of ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$ as functions of $\hbar \omega$. All the energies are calculated with the CD-Bonn potential and with the method I.
the three-body cluster term, $E^{3 \mathrm{BC}}$, is much smaller than $E^{1+2 \mathrm{BC}}$ and attractive for all nuclei examined here. Since the contributions from the higher-body cluster terms would be less than those of the threebody cluster term, our ground-state energies, $E_{\text {g.s. }}=E^{1+2 \mathrm{BC}}+E^{3 \mathrm{BC}}$, are expected to almost converge with respect to the cluster expansion.

In addition to the ground-state energy, we calculate the charge radii $r_{\mathrm{ch}}$. We use the definition [71],

$$
\begin{equation*}
r_{\mathrm{ch}}^{2}=\left\langle r_{p}^{2}\right\rangle^{1 / 2}+R_{p}^{2}+\frac{N}{Z} R_{n}^{2} . \tag{4.1}
\end{equation*}
$$

Here, $\left\langle r_{p}^{2}\right\rangle^{1 / 2}$ is the point-proton radius, and $R_{p}$ and $R_{n}$ are the charge radii evaluated from the charge distributions of the proton and neutron, respectively. In this work, we employ $R_{p}^{2}=0.832 \mathrm{fm}^{2}$ [72] and $R_{n}^{2}=-0.115 \mathrm{fm}^{2}$ [73]. The higher order corrections coming from the relativistic effect can be expected to be small and do not included in this work. In Fig. 4.2, the charge radii of ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$ are shown as functions of $\hbar \omega$. The radii are not sensitive to $\rho_{1}$ and almost converge with
respect to $\rho_{1}$. On the other hand, for all cases, the charge radii decrease monotonically with increasing $\hbar \omega$ and strongly depend on $\hbar \omega$. This dependence is not likely vanished, if we enlarge the model-space size. To evaluate the charge radius in the UMOA, $\hbar \omega$ was formerly taken to $\hbar \omega_{\min }[27,38]$. Moreover, it was demonstrated that the radius at $\hbar \omega_{\min }$ coincides the $\hbar \omega$-independent result in the recent CCM calculations [67]. Therefore, we can expect that the radius at $\hbar \omega_{\text {min }}$ is close to $\hbar \omega$-independent results. In Table 4.2, the charge radius of each nucleus at $\hbar \omega_{\min }$ is tabulated. The contributions of the twobody correlation operator $S^{(2)}$ and the diagonalization coefficients $r_{i}^{a}$ are also shown as the effects of 2 p 2 h and 1 p 1 h correlations, respectively. Since the effects of $S^{(2)}$ are much smaller than those of $r_{i}^{a}$, 1 p 1 h excitations to the charge radius are more important than 2 p 2 h excitations. In other words, for the radius, it can be expected that the consideration of the one-body correlation operator $S^{(1)}$ is more important than that of $S^{(2)}$. This is confirmed in Sec. 4.2. All the charge radii investigated here shrink compared with the experimental values as increasing the mass number. Note that the charge radius of ${ }^{56} \mathrm{Ni}$ has not been measured yet. Similar to the charge radius, we calculate the point-neutron and point-nucleon radii. The differences between the point-proton and point-neutron radii for the nuclei examined here are smaller than 0.02 fm . Therefore, we only discuss the point-proton (charge) radius here.

In Fig. 4.3, the saturation property of ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$ is illustrated. Note that our calculation results of ${ }^{16} \mathrm{O}$ and ${ }^{40} \mathrm{Ca}$ are consistent with the results by the earlier UMOA calculations, which were obtained with the realistic $N N$ interactions at $\hbar \omega_{\text {min }}[27,38]$. To understand relation between calculation results and data, we employ the empirical formulae for binding energies and radii. As for the binding energies, we use well known mass formula by Bethe and Weizsäcker [74],

$$
\begin{equation*}
E / A=-a_{\mathrm{V}}+a_{\mathrm{S}} A^{-1 / 3}+a_{\mathrm{C}} Z^{2} / A^{4 / 3}+a_{\mathrm{A}} \frac{(N-Z)^{2}}{A^{2}}-a_{\mathrm{P}} A^{-7 / 4} \tag{4.2}
\end{equation*}
$$

Here, parameters $a_{\mathrm{V}}, a_{\mathrm{S}}, a_{\mathrm{C}}, a_{\mathrm{A}}$ and $a_{\mathrm{P}}$ are coefficients for the volume, surface, coulomb, asymmetry, and pairing terms, respectively. We use $a_{\mathrm{S}}=18.56 \mathrm{MeV}, a_{\mathrm{C}}=0.717 \mathrm{MeV}, a_{\mathrm{A}}=28.1 \mathrm{MeV}$, and $a_{\mathrm{P}}=34.0 \mathrm{MeV}$ as found in Ref. [74], and adjust $a_{\mathrm{V}}=16.10 \mathrm{MeV}$ to reproduce the experimental

Table 4.1: Ground-state energies for ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$ with the CD-Bonn potential. We take $\rho_{1}=12$ and $\hbar \omega_{\text {min }}=18 \mathrm{MeV}$ for ${ }^{4} \mathrm{He}, \rho_{1}=14$ and $\hbar \omega_{\text {min }}=15 \mathrm{MeV}$ for ${ }^{16} \mathrm{O}, \rho_{1}=18$ and $\hbar \omega_{\text {min }}=14$ MeV for ${ }^{40} \mathrm{Ca}$, and $\rho_{1}=20$ and $\hbar \omega_{\min }=14 \mathrm{MeV}$ for ${ }^{56} \mathrm{Ni}$. The definitions of $E^{1+2 B C}, E^{3 B C}$, and $E_{\text {g. } . ~}$ are given in Eqs. (3.100), (3.104), and (3.106). The experimental values are taken from Ref. [23]. All the energies are in units of MeV .

|  | ${ }^{4} \mathrm{He}$ | ${ }^{16} \mathrm{O}$ | ${ }^{40} \mathrm{Ca}$ | ${ }^{56} \mathrm{Ni}$ |
| :--- | ---: | ---: | ---: | ---: |
| $E^{1+2 B C}$ | -26.13 | -115.58 | -334.36 | -454.84 |
| $E^{3 B C}$ | -1.60 | -3.82 | -5.92 | -18.20 |
| $E_{\text {g.s. }}$ | -27.73 | -119.39 | -340.28 | -473.04 |
| Exp. | -28.30 | -127.62 | -342.05 | -483.99 |


| $\nabla \rho_{1}=8$ | $\checkmark \rho_{1}=14$ | - $\rho_{1}=20$ |
| :---: | :---: | :---: |
| $\triangle \triangle \rho_{1}=10$ | $\square-\square \rho_{1}=16$ | Exp. |
| $\triangleleft \triangleleft \rho_{1}=12$ | $\bullet \rho_{1}=18$ |  |



Figure 4.2: Charge radii of ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$ as functions of $\hbar \omega$. All radii are calculated with the CD-Bonn potential and with the method I. Note that the charge radius of ${ }^{56} \mathrm{Ni}$ has not been measured yet.
binding energies of ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$. Note that the usual parameter sets of Eq. (4.2) is fitted to reproduce the data from medium- to heavy-mass nuclei. As for the charge radius, we employ [74],

$$
\begin{equation*}
r_{\mathrm{ch}}=r_{0} A^{1 / 3} \tag{4.3}
\end{equation*}
$$

The $r_{0}$ is parameter and is fitted to $r_{0}=1.05 \mathrm{fm}$. One may care that 1.05 fm is smaller than empirical value 1.2 fm . Since we discuss the root-mean-square radius, we should consider the factor, for example, $\sqrt{3 / 5}$. The factor $\sqrt{3 / 5}$ can be obtained by assuming the uniform charge density. Combining Eqs. (4.2) and (4.3), we obtain the dashed curve plotted in Fig. 4.3,

$$
\begin{equation*}
E / A=-a_{\mathrm{V}}+a_{\mathrm{S}} \frac{r_{0}}{r_{\mathrm{ch}}}+\frac{a_{\mathrm{C}}}{4}\left(\frac{r_{\mathrm{ch}}}{r_{0}}\right)^{2}-a_{\mathrm{P}}\left(\frac{r_{0}}{r_{\mathrm{ch}}}\right)^{\frac{21}{4}} . \tag{4.4}
\end{equation*}
$$

Note that we omit the asymmetry term, because we discuss the only $N=Z$ nuclei here. This curve gives the systematic behavior for light- and medium-mass $N=Z$ nuclei.

Our results show similar pattern to this empirical curve and reproduce the trend of the experimental data. However, taking a closer look at our results with the $N N$ interaction only, all the binding energies are underbound and also all the charge radii are smaller than the experimental data. When we use the other realistic $N N$ potentials, it can be expected that the binding energies increase (decrease) with decreasing (increasing) charge radii. In other words, the calculation results will distribute over the Coester line [74]. Actually, the former UMOA results [27,38] show such a correlation between the binding energy and charge radius. Therefore, it is likely that the results do not approach the experimental data even if we employ the other modern high-precision $N N$ interactions such as the AV18 [8] and chiral $\mathrm{N}^{3} \mathrm{LO}$ interactions [10]. The gap between calculated and experimental results might be filled by the effect of the genuine three-nucleon force $(3 N F)$, because it gives the attraction in light nuclei as shown in the Green's function Monte Carlo method [12]. Also, the 3NF through the relativistic framework stretches the nuclei as found in the comparison between the Brückner-Hartree-Fock and Dirac-Brückner-Hartree-Fock results [76]. Combining these facts, the $3 N F$ seems to be necessary to reproduce simultaneously the binding energies and charge radiii. The discrepancy between the experimental data and the recent $a b$ initio results still remains and needs to be further investigations [28,33].

Our charge radii for ${ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$, have sizable $\hbar \omega$-dependence. Thus, we cannot discuss these results accurately. It is necessary to obtain the practically $\hbar \omega$-independent results. To achieve this, the consideration of the one-body correlation operator is desirable.

### 4.2 Introduction of One-Body Correlation Operator

As discussed in the previous section, when the decoupling of the 2 p 2 h excitations is only considered, i.e. $U=e^{S^{(2)}}$ in Eq. (3.12), results, especially radii, strongly depend on $\hbar \omega$. Due to the

Table 4.2: Charge radius $r_{\mathrm{ch}}$ for each nucleus. The entries of " $r_{\mathrm{ch}} \mathrm{w} / \mathrm{o} 1 \mathrm{p} 1 \mathrm{~h}$ and 2 p 2 h correlations", " $r_{\mathrm{ch}} \mathrm{w} / \mathrm{o} 1 \mathrm{p} 1 \mathrm{~h}$ correlations", and " $r_{\mathrm{ch}} \mathrm{w} / \mathrm{o} 2 \mathrm{p} 2 \mathrm{~h}$ correlations" are the results from Eq. (3.107) with both of $S^{(2)}=0$ and $r_{i}^{a}, r_{i}^{a}=0$, and $S^{(2)}=0$, respectively. The model-space size and $\hbar \omega_{\min }$ are same as in Table 4.1. The experimental values are taken from Ref. [73]. All the radii are in units of fm.

|  | ${ }^{4} \mathrm{He}$ | ${ }^{16} \mathrm{O}$ | ${ }^{40} \mathrm{Ca}$ | ${ }^{56} \mathrm{Ni}$ |
| :--- | :---: | :---: | :---: | :---: |
| $r_{\mathrm{ch}}$ w/o 1p1h and 2p2h correlations | 1.81 | 2.59 | 3.08 | 3.28 |
| $r_{\mathrm{ch}}$ w/o 1p1h correlations | 1.82 | 2.60 | 3.09 | 3.29 |
| $r_{\mathrm{ch}}$ w/o 2p2h correlations | 1.67 | 2.44 | 2.97 | 3.20 |
| $r_{\mathrm{ch}}$ | 1.67 | 2.44 | 2.97 | 3.19 |
| Exp. | 1.68 | 2.69 | 3.48 |  |



Figure 4.3: The saturation property of ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$. The open and solid symbols are UMOA results with the CD-Bonn interaction and experimental values, respectively. The dashed curve is given by the combination of the empirical formulae.
$\hbar \omega$-dependence, it is difficult to obtain the reliable results. The main purposes in this section are to investigate the $\hbar \omega$-dependence in the UMOA and to examine the validity of the UMOA. To investigate the $\hbar \omega$-dependence, in this section, we introduce $S^{(1)}$ to the UMOA and demonstrate the role of $S^{(1)}$. To examine the validity of the UMOA, we compare the results in the UMOA and in the other ab initio calculation methods. Note that we do not employ method $I$ due to the uncontrollable approximations, and so we, hereafter, employ method II introduced in Sec. 3.5.2. Since this is the first application of the UMOA including $S^{(1)}$, we compute the ground-state properties of the simplest closed shell ${ }^{4} \mathrm{He}$ nucleus.

### 4.2.1 Role of One-Body Correlation Operator

As the first attempt in the UMOA with $S^{(1)}$, the ground-state energies for ${ }^{4} \mathrm{He}$ are calculated with the bare AV18 and CD-Bonn interactions and are shown in Fig. 4.4. As shown in this figure, even though our energies almost converge with respect to the model-space size $e_{\text {max }}$, they are not likely to converge to the Faddeev-Yakubovsky (FY) energies [52] for both AV18 and CD-Bonn potentials cases. To assess the reason of this discrepancy, let us focus on the contributions coming from each cluster terms. By using Eq. (3.123), our energy $E_{\text {g.s. }}=-14.88 \mathrm{MeV}$ can be decomposed into $E^{1 \mathrm{BC}}=-10.27$ MeV and $E^{3 \mathrm{BC}}=-4.61 \mathrm{MeV}$, in the AV18 potential case at $\hbar \omega=60 \mathrm{MeV}$ and $e_{\max }=20$. The percentage of the energy of the three-body cluster term is $\sim 30 \%$ and the difference between UMOA

$$
\begin{array}{lllll}
\nabla \backsim e_{\max }=8 & \longmapsto & e_{\max }=14 & \triangleleft & e_{\max }=20 \\
\triangle \triangle e_{\max }=10 & \square & e_{\max }=16 & -- & \text { FY } \\
\triangleleft \triangleleft e_{\max }=12 & \bullet- & e_{\max }=18 & - & \text { Exp. }
\end{array}
$$



Figure 4.4: Ground-state energies of ${ }^{4} \mathrm{He}$ with the bare AV18 (left) and CD-Bonn (right) potentials as functions of $\hbar \omega$. The UMOA calculations are done with the method II. The results by the FaddeevYakubovsky (FY) method are taken from Ref. [52].
and FY energies, -9.37 MeV , is greater than $E^{3 \mathrm{BC}}=-4.61 \mathrm{MeV}$. From those, the cluster expansion clearly breaks down. This is not surprising, because the strong short-range correlation of the bare $N N$ interaction can be expected to induce the strong many-body correlations. Moreover, the convergence with respect to $e_{\max }$ is very slow. The calculations in the $e_{\max }=20$ model space would not be realistic for heavier nuclei such as ${ }^{16} \mathrm{O}$ or ${ }^{40} \mathrm{Ca}$. It can be expected that we cannot reach the convergence for heavier or more loosely bound systems. Therefore, the current framework in the UMOA would not be applicable, when one employs "hard" $N N$ interactions.

As another option, one can use the softened interactions introduced in Sec. 2.2.2 and 2.2.3. Here, we use the $V_{\text {low } k}$ interaction derived from AV18 interaction [8] with $\Lambda=1.9 \mathrm{fm}^{-1}$. The discussion given below would be valid for the other $V_{\text {low } \mathrm{k}}$ interactions and for the SRG transformed interactions. Fig. 4.5 shows the convergence of the ground-state energies for ${ }^{4} \mathrm{He}$ with the $V_{\text {low } \mathrm{k}}$ interaction as functions of $\hbar \omega$. In contrast to the case of bare interaction, left panel in Fig. 4.4, energies from $V_{\text {low }}$ rapidly converge and are reasonably close to the coupled-cluster single and double (CCSD) [77] and exact Faddeev-Yakubovsky (FY) [78] results. Since, the results with the $V_{\text {low }}$ interaction almost converges at $e_{\max }=12$, we discuss the role of one-body correlation operator with the $e_{\max }=12$ results.

Fig. 4.6 shows the ground-state energies and point-nucleon radii of ${ }^{4} \mathrm{He}$ as functions of $\hbar \omega$. In this


Figure 4.5: Ground-state energies and of ${ }^{4} \mathrm{He}$ as functions of $\hbar \omega$, using the $V_{\text {low }}$ interaction derived at $\Lambda=1.9 \mathrm{fm}^{-1}$. The UMOA calculations are perfomed with the method $I I$. The CCSD and FY results are taken from Refs. [77] and [77,78].
figure, the calculation results are obtained with the HO OpOh state (dashed curve), UMOA without $S^{(1)}$ (squares), diagonalization of the Hamiltonian (triangles), and UMOA with $S^{(1)}$ (circles). The diagonalization is done for the transformed Hamiltonian without $S^{(1)}$ in the 0 p 0 h and 1p1h space. The UMOA without $S^{(1)}$ results (triangles) are almost parallel with the HO results (dashed line) for both of the ground-state energy and point-nucleon radius. The $S^{(2)}$ does not change the trend of the $\hbar \omega$-dependence coming from the original HO 0 p 0 h state. After the diagonalization in the 0 p 0 h and 1 p 1 h space (squares), the $\hbar \omega$-dependence of the results is reduced compared to the UMOA without $S^{(1)}$ results (triangles) [42,43]. The $\hbar \omega$-dependence of the results with the diagonalization is not negligible yet. However, if the transformation operator is constructed by the one- and twobody correlation operators, the situation is drastically changed. The results from the UMOA with $S^{(1)}$ (circles) are practically $\hbar \omega$-independent. This is the main result in this section. In the present framework, in contrast to the results in Sec. 4.1, we do not have to care about the choice of $\hbar \omega$, if the calculations are done in the sufficiently large model space.

Next, we discuss why the $\hbar \omega$-dependence of the results is reduced by introducing the one-body correlation operator. To assess the role of the one-body correlation operator, it is convenient to decompose the expectation value into the contributions coming from each cluster term. For the ground-state energy, it can be decomposed into energies of one-body kinetic term $\widetilde{t}_{1}$, two-body cluster term $\widetilde{\mathcal{v}}_{12}$, and three-body cluster term $\widetilde{v}_{123}$. Fig. 4.7 shows the energies of the transformed one-, two-, and threebody cluster terms. In these figures, the dashed curve, dotted curve, triangles, and circles are obtained from the HO 0p0h state, HF state, UMOA without $S^{(1)}$, and UMOA with $S^{(1)}$, respectively. Let us focus on the kinetic energy part, the left panel in Fig. 4.7. When we ignore $S^{(1)}$ from the beginning of


Figure 4.6: Ground state energies (left panel) and point-nucleon radii (right panel) of ${ }^{4} \mathrm{He}$ as functions of $\hbar \omega$, using the $V_{\text {low } k}$ interaction derived from the AV18 interaction at $\Lambda=1.9 \mathrm{fm}^{-1}$. Circle and triangle symbols are the results calculated in the UMOA with and without $S^{(1)}$, respectively. Squares are obtained after the diagonalization of the Hamiltonian derived without $S^{(1)}$ in the 0 p 0 h and 1 p 1 h space. The dashed curves are obtained with 0 p 0 h reference state.


Figure 4.7: The energies of the one- (left), two- (middle), and three-body (right) cluster terms for ${ }^{4} \mathrm{He}$ as functions of $\hbar \omega$. Circles (triangles) are calculated with (without) $S^{(1)}$. The employed interaction is $V_{\text {low k }}$ interaction derived from the AV18 interaction at $\Lambda=1.9 \mathrm{fm}^{-1}$. The dashed and doted lines are calculated from the reference and HF states, respectively.
calculations, $\left\langle t_{1}\right\rangle$ is contributed solely by diagonal component of matrix $\langle a| t_{1}|b\rangle$. In this section, $\langle X\rangle$ means the expectation value of an operator $X$ with respect to the HO reference state $|\mathrm{HO}\rangle$. One can easily find that $\left\langle t_{1}\right\rangle$ is proportional to $\hbar \omega$,

$$
\begin{align*}
\left\langle t_{1}\right\rangle & =\left(1-\frac{1}{A}\right) \sum_{a \leq \rho_{F}}\left(2 n_{a}+l_{a}+\frac{3}{2}\right) \frac{\hbar \omega}{2} \\
& =\frac{9 \hbar \omega}{4}, \quad\left((0 \mathrm{~s} 1 / 2)^{4} \text { for }{ }^{4} \mathrm{He}\right), \tag{4.5}
\end{align*}
$$

which can be found by UMOA without $S^{(1)}$ results (triangles) in the left panel in Fig. 4.7. On the other hand, when $S^{(1)}$ is introduced, $\left\langle\widetilde{\tau_{1}}\right\rangle=\left\langle e^{-s_{1}} t_{1} e^{s_{1}}\right\rangle$ can be affected by the off-diagonal component of the original matrix $\langle a| t_{1}|b\rangle$. As a result, $\left\langle\widetilde{t_{1}}\right\rangle$ is practically $\hbar \omega$-independent as shown by circles in the left panel of Fig. 4.7. Also the results with $S^{(1)}$ (circles) are quite close to the dotted curve which is calculated by the HF method. Almost the same discussion can be done for the expectation value of the two-body cluster term. The HO 0p0h results (dashed line) in the middle panel in Fig. 4.7 show,

$$
\begin{equation*}
\left\langle v_{12}\right\rangle=\frac{1}{2} \sum_{a, b \leq \rho_{F}}\langle a b| v_{12}|a b\rangle, \tag{4.6}
\end{equation*}
$$

the sum of the diagonal components of the original two-body matrix elements and strongly depends on $\hbar \omega$. While, the HF results (dotted curve) show the weak $\hbar \omega$-dependence. Similar correspondence can be seen in the results with and without $S^{(1)}$ (circles and triangles, respectively). The $\hbar \omega$-dependence is reduced by the effect of $S^{(1)}$, as shown by circles in the middle panel in Fig. 4.7. Similar to the one- and two-body cluster terms, the $\hbar \omega$-dependence of energy for the three-body cluster term is reduced (right panel). The inclusion of $S^{(1)}$ works well for reducing the $\hbar \omega$-dependence of groundstate energy. Moreover, the relation between the calculations with and without $S^{(1)}$ is similar to that between the results with the HF and reference states. Therefore, the introduction of $S^{(1)}$ relates with the HF basis states. In fact, if we ignore $S^{(2)}$ from the beginning of calculations, obtained ground-state energies coincides with the HF ground-state energies within a few keV level.

More directly, we investigate the role of $S^{(1)}$ by using the overlap of the wave functions. In Fig. 4.8, we show the three squared overlaps obtained between $|\mathrm{HO}\rangle$ and HF$\rangle$ (dashed line), $\left|\operatorname{UMOA}\left(S^{(1)}=0\right)\right\rangle$ and $\left|\operatorname{UMOA}\left(S^{(1)} \neq 0\right)\right\rangle$ (triangles), and $\left|\operatorname{UMOA}\left(S^{(1)} \neq 0\right)\right\rangle$ and $|\mathrm{HF}\rangle$ (circles), calculated at $e_{\max }=12$. The $|\langle\mathrm{HO} \mid \mathrm{HF}\rangle|^{2}$ (dashed line) indicates the effect of the optimization of the single-particle basis states. In Fig. 4.8, the $|\langle\mathrm{HO} \mid \mathrm{HF}\rangle|^{2}$ (dashed line) and $\left|\left\langle\mathrm{UMOA}\left(S^{(1)} \neq 0\right) \mid \mathrm{UMOA}\left(S^{(1)}=0\right)\right\rangle\right|^{2}$ (triangles) almost coincide. Therefore, the role of $S^{(1)}$ is to optimize the single-particle basis states, as expected in the previous discussion. Note that the $\hbar \omega$ maximizing the overlap gives the minimum of the groundstate energy (see Fig. 4.6). Since the HF results and UMOA with $S^{(1)}$ results do not depend on $\hbar \omega$ in Fig. 4.6, it can be expected that $\left|\left\langle\mathrm{UMOA}\left(S^{(1)} \neq 0\right) \mid \mathrm{HF}\right\rangle\right|^{2}$ is $\hbar \omega$-independent. As the check, we confirm that the circles, $\left|\left\langle\mathrm{UMOA}\left(S^{(1)} \neq 0\right) \mid \mathrm{HF}\right\rangle\right|^{2}$, do not depend on $\hbar \omega$.

Further insight can be obtained for $\left\langle\widetilde{t_{1}}\right\rangle$ by looking the one-body density matrix $\gamma$. The definition of the element of the one-body density matrix $\gamma_{b a}$ is

$$
\begin{equation*}
\gamma_{b a}=\langle\Psi| c_{a}^{\dagger} c_{b}|\Psi\rangle, \tag{4.7}
\end{equation*}
$$

$$
\begin{array}{|ll}
\bullet-- & |\langle\mathrm{HF} \mid \mathrm{HO}\rangle|^{2} \\
\longmapsto & \left|\left\langle\operatorname{UMOA}\left(S^{(1)} \neq 0\right) \mid \operatorname{UMOA}\left(S^{(1)}=0\right)\right\rangle\right|^{2} \\
\bullet & \left|\left\langle\operatorname{UMOA}\left(S^{(1)} \neq 0\right) \mid \mathrm{HF}\right\rangle\right|^{2}
\end{array}
$$



Figure 4.8: The squared overlaps between the ground and reference states as functions of $\hbar \omega$. The employed $N N$ interaction is the $V_{\text {low } \mathrm{k}}$ interaction derived from the AV18 interaction at $\Lambda=1.9 \mathrm{fm}^{-1}$. Circles (triangles) are obtained with the UMOA with $S^{(1)}$ and HF (UMOA without $S^{(1)}$ ). The dashed line is given with the HF and HO reference states.
as found in the usual textbooks (see for example Ref. [74]). The $\gamma_{b a}$ is calculated by using the cluster expansion, and we keep up to two-body cluster term (see Eq. (3.124)). Note that the expectation value of the one-body operator, $O=\sum_{a b}\langle a| o|b\rangle c_{a}^{\dagger} c_{b}$, can be obtained by

$$
\begin{equation*}
\langle\Psi| O|\Psi\rangle=\sum_{a b}\langle a| o|b\rangle\langle\Psi| c_{a}^{\dagger} c_{b}|\Psi\rangle=\sum_{a b} o_{a b} \gamma_{a b}=\operatorname{Tr}(o \gamma) . \tag{4.8}
\end{equation*}
$$

Since the kinetic energy term, the effect of $S^{(2)}$ is very small, (see the difference between $\langle\mathrm{HF}| t|\mathrm{HF}\rangle$ (dotted line) and one-body kinetic energy in the UMOA (circles) in the left panel in Fig. 4.7), the kinetic energy in the UMOA can be approximated by $\operatorname{Tr}\left(\gamma t_{1}\right)$. Fig. 4.9 shows the density matrices for the $s 1 / 2$ orbitals with varying $\hbar \omega$ from 20 to 36 MeV . When $S^{(1)}=0$, only $\gamma_{0 s 1 / 2,0 s 1 / 2}$ is dominant. This is consistent with the triangles in the left in Fig. 4.7. In contrast, the off-diagonal elements, especially $\gamma_{0 s 1 / 2,1 s 1 / 2}$, can have the large values, when $S^{(1)} \neq 0$. At $\hbar \omega=20 \mathrm{MeV}, \gamma_{0 s 1 / 2,1 s 1 / 2}$ is positive and increases $\left\langle\widetilde{t_{1}}\right\rangle$. Note that the off-diagonal component of $\langle a| t_{1}|b\rangle$ is always positive. On


Figure 4.9: The one-body density matrix of $s 1 / 2$ orbitals for ${ }^{4} \mathrm{He}$ calculated without (top) and with (bottom) the one-body correlation operator. The left, middle, and right panels are calculated at $e_{\max }=$ 12 and $\hbar \omega=20,28$, and 36 MeV , respectively.
the other hand, $\gamma_{0 s_{1 / 2,1 s 1 / 2}}$ is negative and decreases $\left\langle\widetilde{t_{1}}\right\rangle$ at $\hbar \omega=36 \mathrm{MeV}$. The contribution to $\left\langle\widetilde{t_{1}}\right\rangle$ balances at $\hbar \omega=28 \mathrm{MeV}$, because $\gamma_{0 s 1 / 2,1 s 1 / 2}$ is almost zero. This discussion is consistent with the results shown in the left panel in Fig. 4.7. Since the radius is dominated by the one-body term, the reduction of the $\hbar \omega$-dependence for the radius is more understandable than energy. The point-nucleon radii of ${ }^{4} \mathrm{He}$ with respect to the reference state,

$$
\begin{align*}
\left\langle r_{\mathrm{m}}^{2}\right\rangle^{1 / 2} & =\sqrt{\sum_{a} \frac{1}{A}\left(1-\frac{1}{A}\right) \frac{(\hbar c)^{2}}{m c^{2} \hbar \omega}\left(2 n_{a}+l_{a}+\frac{3}{2}\right)} \\
& \simeq \sqrt{\frac{9}{8} \times \frac{41.47}{\hbar \omega}}(\mathrm{fm}), \quad\left((0 \mathrm{~s} 1 / 2)^{4} \text { for }{ }^{4} \mathrm{He}\right), \tag{4.9}
\end{align*}
$$

are shown in the left panel in Fig. 4.6. Again, the off-diagonal components of the original matrix $\langle a| r_{\mathrm{m}, 1}^{2}|b\rangle$ affect to reduce the $\hbar \omega$-dependence. For these reasons, the $\hbar \omega$-dependence of the groundstate energies and matter radii are obviously reduced by introducing the one-body correlation operator, as discussed in Ref. [67]. From the density matrix in Fig. 4.9 and the negative off-diagonal component of $\langle a| r_{\mathrm{m}, 1}^{2}|b\rangle$, we can expect that the radius decreases (increases) in small (large) $\hbar \omega$ region compared to radius given in Eq. (4.9). This is consistent with the radii shown in the right panel in Fig. 4.6.

As the final check, we plot the $\hbar \omega$-dependence of the translationally invariant radial point-nucleon


Figure 4.10: The translationally invariant point-nucleon density $\rho(r)$ (left panel) and $r^{2} \rho(r)$ (right panel) for ${ }^{4} \mathrm{He}$. The results are calculated with the $V_{\text {low }}$ interactions derived from AV18 interaction with $\Lambda=1.9 \mathrm{fm}^{-1}$. The shaded areas mean the $\hbar \omega$-dependence and are determined by changing from $\hbar \omega=20 \mathrm{MeV}$ to 40 MeV .
density in left panel of Fig. 4.10. The definition of the translationally invariant is given in Appendix E.2. In this figure, the shaded areas denote the $\hbar \omega$-dependence of the density distribution and are determined by the difference between the density calculated with $\hbar \omega=20 \mathrm{MeV}$ and 40 MeV . By the comparison between the results in the UMOA with and without $S^{(1)}$, one can confirm the significant reduction of the $\hbar \omega$-dependence. Similarly to the one-body density matrix, the expectation value of an arbitrary one-body operator $O=O(r)$ can be obtained with the density distribution:

$$
\begin{equation*}
\langle\Psi| O|\Psi\rangle \sim \int d^{3} \mathbf{r} O(r) \rho(r)=\int_{0}^{\infty} d r r^{2} \rho(r) O(r) . \tag{4.10}
\end{equation*}
$$

According to the right panel of Fig. 4.10, $r^{2} \rho(r)$ is also $\hbar \omega$-independent in UMOA with $S^{(1)}$. As a result, the calculated observables are also $\hbar \omega$-independent.

### 4.2.2 Comparison with the Other Ab Initio Methods

Here, we compare our and the other $a b$ initio calculations' results and examine the applicability of the UMOA. To compare with the published result in the other $a b$ initio calculations, we employ the $V_{\text {low k }}$ interaction derived from AV18 interaction [8] at $\Lambda=1.9 \mathrm{fm}^{-1}$. In addition, we use the SRG transformed chiral $\mathrm{N}^{3} \mathrm{LO} N N$ interaction [10] with the momentum cutoff $\lambda_{\mathrm{SRG}}=2.0 \mathrm{fm}^{-1}$,
which is widely used in the recent $a b$ initio calculations. The results of ${ }^{4} \mathrm{He}$ energies are exhibited in Table 4.3 and are compared to the other ab inito calculation results. The convergence with respect to the model-space size is confirmed and the difference between $e_{\max }=12$ and 14 results is (less than) the order of 10 keV for the $V_{\text {low k }}$ (SRG transformed) interaction. As shown in Table 4.3, the contribution of the three-body cluster term, $E^{3 \mathrm{BC}}$, is much smaller than those of one- and two-body cluster terms, $E^{1 \mathrm{BC}}$ and $E^{2 \mathrm{BC}}$. Therefore, our energy practically converges with respect to the cluster expansion. Moreover, our total energy, $E_{\text {g.s. }}$, is reasonably close to the results by the other ab initio calculation methods, and the differences between them are comparable to the size the of $E^{3 B C}$. Since the contribution coming from the truncated terms is the order of $E^{3 \mathrm{BC}}$, the error coming from the truncation of the cluster expansion is conservatively estimated by $E^{3 \mathrm{BC}}$. The investigation of the higher contributions is discussed in Sec. 4.5.

Our results of the point-nucleon radius for the ${ }^{4} \mathrm{He}$ nucleus are also summarized in Table 4.4. According to Table 4.4, the contribution from the one-body cluster term, $\widetilde{r}_{\mathrm{m}}^{(1 \mathrm{IBC})}$, is dominant. The effects of the higher-body cluster terms can be expected to be smaller than that of one-body cluster term. Similar to the Hamiltonian, the cluster expansion works well for the radius operator. The calculated radius is much smaller than the experimental radius 1.49 fm , which is consistent with the obtained large binding energy. Note that our charge radius for ${ }^{4} \mathrm{He}$ with the SRG transformed interaction, 1.65 fm is consistent with that from the in-medium similarity renormalization group approach [26]. The

Table 4.3: The calculated energies of the one-body cluster (kinetic) term, $E^{1 \mathrm{BC}}$, two-body cluster (interaction) term, $E^{2 \mathrm{BC}}$, the three-body cluster term, $E^{3 \mathrm{BC}}$, and the total energy, $E_{\mathrm{g} . \mathrm{s} .}$ for ${ }^{4} \mathrm{He}$, respectively (see Eqs. (3.122) and (3.123). The results in the section named " $V_{\text {low k }}$ " are calculated with the $V_{\text {low } k}$ interaction derived from AV18 interaction with the sharp cutoff $\Lambda=1.9 \mathrm{fm}^{-1}$. Also, the results in section " $V_{\text {SRG }}$ " are obtained with the SRG transformed chiral $\mathrm{N}^{3} \mathrm{LO} N N$ interaction at $\lambda_{\text {SRG }}=2.0 \mathrm{fm}^{-1}$. All the results are calculated at $e_{\text {max }}=14$ and $\hbar \omega=20 \mathrm{MeV}$. The results by the CCSD, FY, importance-truncated no-core shell model (IT-NCSM), and experiment are taken from Refs. [77], [77, 78], [79], and [23], respectively. All the energies are in MeV.

| ${ }^{4} \mathrm{He}$ |  | UMOA | CCSD | FY | Exp. |
| :--- | :--- | ---: | :--- | ---: | ---: |
| $V_{\text {low k }}$ | $E^{1 \mathrm{BC}}$ | 62.60 |  |  |  |
|  | $E^{2 \mathrm{BC}}$ | -89.84 |  |  |  |
|  | $E^{3 \mathrm{BC}}$ | -0.86 |  |  |  |
|  | $E_{\text {g.s. }}$ | -28.10 | -28.9 | $-29.19(5)$ | -28.30 |
| ${ }^{4} \mathrm{He}$ |  | UMOA |  | IT-NCSM | Exp. |
| $V_{\text {SRG }}$ | $E^{1 \mathrm{BC}}$ | 53.50 |  |  |  |
|  | $E^{2 \mathrm{BC}}$ | -80.47 |  |  |  |
|  | $E^{3 \mathrm{BC}}$ | -0.76 |  | $-28.25(1)$ | -28.30 |

UMOA works well and the results are consistent with the other ab initio calculation methods, at least, when one employs the soft $N N$ interaction.

### 4.3 Results for Oxygen Isotopes

In the previous section, for light ${ }^{4} \mathrm{He}$ nucleus, we verified that the UMOA results are reasonably close to the results in the other $a b$ initio calculation methods. As the next step, we can apply the UMOA to heavier mass region where the usual ab initio calculation methods, such as the NCSM and Green's function Monte Carlo, are not applicable. Since the ${ }^{16} \mathrm{O}$ is the second lightest doubly magic nucleus and is the spherical shape, the application to ${ }^{16} \mathrm{O}$ can be a good candidate for this purpose. Actually, in the other ab initio calculation methods such as coupled-cluster method (CCM) [77,81], self-consistent Green's function (SCGF) method [30], and in-medium similarity renormalization group (IM-SRG) approach [82, 83], the ground-state energy of ${ }^{16} \mathrm{O}$ were calculated as the benchmark. Also, in the earlier UMOA works [37,60], ${ }^{16} \mathrm{O}$ calculations were done.

Another interest in the oxygen region is the limitation of neutron-rich oxygen isotope, i.e., the neutron drip line of the oxygen isotope. The heaviest oxygen having bound states is ${ }^{24} \mathrm{O} .{ }^{25} \mathrm{O}$ and ${ }^{26} \mathrm{O}$ do not have bound states [84, 85]. On the other hand, ${ }^{31} \mathrm{~F}$ is known as the most neutron-rich fluorine isotope with a bound state [86]. Adding one proton to oxygen, the drip line extend six neutrons. The mechanism of this anomaly was discussed with the shell-model calculations, and was explained by the effect of the three-nucleon ( $3 N$ ) interaction [13]. Moreover, in Ref. [13], it was discussed that the $3 N$ interaction affects to the vanishment of the conventional neutron magic number $N=20$ (filled up

Table 4.4: The calculated squared point-nucleon radii with the "one-body cluster term" $\widetilde{r}_{\mathrm{m}}^{2(1 \mathrm{BC})}$, "twobody cluster term" $\widetilde{r}_{\mathrm{m}}^{2(2 \mathrm{BC})}$, the "one- and two-body cluster term" $\widetilde{r}_{\mathrm{m}}^{2}$, and the root-mean-squared pointnucleon radii $\left.\widetilde{r}_{\mathrm{m}}^{2}\right)^{1 / 2}$ for ${ }^{4} \mathrm{He}$. Note $\widetilde{r}_{\mathrm{m}}^{2}=\widetilde{r}_{\mathrm{m}}^{2(1 \mathrm{BC})}+\widetilde{r}_{\mathrm{m}}^{2(2 \mathrm{BC})}$. The calculation set up is same as in Table 4.3. The experimental value is take from Ref. [80].

| ${ }^{4} \mathrm{He}$ |  |  | UMOA | Exp. |
| :--- | :--- | :--- | ---: | ---: |
| $V_{\text {low k }}$ | $\widetilde{r}_{\mathrm{m}}^{2(\mathrm{IBC})}$ | $\left(\mathrm{fm}^{2}\right)$ | 1.70 |  |
|  | $\widetilde{r}_{\mathrm{m}}^{(2 \mathrm{BC})}$ | $\left(\mathrm{fm}^{2}\right)$ | 0.04 |  |
|  | $\widetilde{r}_{\mathrm{m}}^{2}$ | $\left(\mathrm{fm}^{2}\right)$ | 1.74 |  |
|  | $\left.\widetilde{r}_{\mathrm{m}}^{2}\right)^{1 / 2}$ | $(\mathrm{fm})$ | 1.32 | $1.49(3)$ |
| ${ }^{4} \mathrm{He}$ |  |  | UMOA | Exp. |
| $V_{\text {SRG }}$ | $\widetilde{r}_{\mathrm{m}}^{2(1 \mathrm{BC})}$ | $\left(\mathrm{fm}^{2}\right)$ | 1.97 |  |
|  | $\widetilde{r}_{\mathrm{m}}^{2(2 \mathrm{BC})}$ | $\left(\mathrm{fm}^{2}\right)$ | 0.02 |  |
|  | $\widetilde{r}_{\mathrm{m}}^{2}$ | $\left(\mathrm{fm}^{2}\right)$ | 1.99 |  |
|  | $\left.\widetilde{r}_{\mathrm{m}}^{2}\right)^{1 / 2}$ | $(\mathrm{fm})$ | 1.41 | $1.49(3)$ |
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Figure 4.11: The ground-state energies for oxygen isotopes as functions of $\hbar \omega$, using the chiral $\mathrm{N}^{3} \mathrm{LO}$ ( 500 MeV ) $N N$ interaction [10] softened by the SRG transformation with $\lambda_{\mathrm{SRG}}=2.0 \mathrm{fm}^{-1}$. The left, middle, and right columns show the energies for nuclei, removing one neutron form the sub-shell closures, the sub-shell closures, and adding one neutron to sub-shell closures, respectively.
to $0 d_{3 / 2}$ orbital) and appearing of the new magic number $N=14$ (filled up to $0 s_{1 / 2}$ orbital) and 16 (filled up to $0 d_{3 / 2}$ orbital). Recently, the drip line of the oxygen isotope was reproduced in the ab inito calculations by introducing the $3 N$ interactions [29-31].

The main purpose in this section is to investigate the applicability of the UMOA for the oxygen region. Here, we employ the chiral $\mathrm{N}^{3}$ LO $N N$ interactions [10] evolved by the SRG transformation with $\lambda_{\mathrm{SRG}}=1.88 \mathrm{fm}^{-1}, 2 \mathrm{fm}^{-1}, 2.24 \mathrm{fm}^{-1}$. Note that the $\lambda_{\mathrm{SRG}}$-dependence of the observables indicates the effect of the truncated many-body interactions, because the observables should not depend on resolution scale $\lambda_{\text {SRG }}$.

Let us begin with discussing the convergence of the calculations. Fig. 4.11 shows the ground-


Figure 4.12: The ground-state energies for oxygen isotopes from the chiral $\mathrm{N}^{3} \mathrm{LO}(500 \mathrm{MeV}) N N$ interaction [10] softened by the SRG transformation with $\lambda_{\mathrm{SRG}}=1.88 \mathrm{fm}^{-1}, 2 \mathrm{fm}^{-1}, 2.24 \mathrm{fm}^{-1}$.
state energies of the oxygen isotopes, calculated with the $\lambda_{\mathrm{SRG}}=2 \mathrm{fm}^{-1}$ interaction, as functions of $\hbar \omega$ with varying the model-space size $e_{\max }$. The left, middle, and right columns show the groundstate energies for nuclei, removing one neutron from shell closures, shell closures, and attaching one neutron to shell closures, respectively. Note that the energy of odd-mass nuclei are calculated with the EOM approach. Since our energies with $e_{\max }=12$ practically converge, the results at $e_{\max }=12$ and $\hbar \omega=20 \mathrm{MeV}$ are used in the following discussions.

In Fig. 4.12, the ground-state energies of the oxygen isotopes are shown with varying $\lambda_{\text {SRG }}$. As for ${ }^{15} \mathrm{O}$ and ${ }^{23} \mathrm{O}$, the ground-state energies can be calculated by both of particle attachment (PA) and particle removing $(\mathrm{PR})$ for sub-shell closures. The differences between them, $\Delta E_{\text {g.s. }}=E_{\text {g.s. }}^{\mathrm{PA}}-$ $E_{\text {g.s. }}^{\mathrm{PR}}$, are $\Delta E_{\text {g.s. }}\left({ }^{15} \mathrm{O}\right)=-3.29 \mathrm{MeV}$ and $\Delta E_{\text {g.s. }}\left({ }^{23} \mathrm{O}\right)=-1.82 \mathrm{MeV}$. The $\Delta E_{\text {g.s. }}$, should reflect the truncation error in the UMOA and they are a few percent level in the total ground-state energy. This agreement between PR and PA approaches means that our approximations, such as the truncation of the many-body cluster term and the restriction of the space of diagonalization, are reasonable. Our energies show a good agreement with the SCGF energies [87]. Particularly, our ${ }^{16} \mathrm{O}$ energy with $\lambda_{\text {SRG }}=2 \mathrm{fm}^{-1}$ shows a good agreement with the importance-truncated no-core shell model (ITNCSM) results (cross) [79]. Our results show sizable $\lambda_{\mathrm{SRG}}$-dependence. Since the observables should not depend on the resolution scale, this $\lambda$-dependence suggests the contributions of the truncated


Figure 4.13: The neutron single-particle energies for ${ }^{14} \mathrm{O},{ }^{16} \mathrm{O},{ }^{22} \mathrm{O}$, and ${ }^{24} \mathrm{O}$ from the chiral $\mathrm{N}^{3} \mathrm{LO}$ $(500 \mathrm{MeV}) N N$ interaction [10] softened by SRG transformation with $\lambda_{\mathrm{SRG}}=1.88 \mathrm{fm}^{-1}, 2 \mathrm{fm}^{-1}, 2.24$ $\mathrm{fm}^{-1}$.
many-body interactions. Our ground-state energies become overbound compared to the experimental data with increasing the mass number and do not reproduce the neutron drip line. As found in the recent works [13,29-31], the ground-state energies of the oxygen isotopes can be reproduced well by introducing the $3 N$ interaction.

To pay attention to the single-particle energy is useful for understanding the structure. The definition of the single-particle energy cannot be determined uniquely as discussed in Ref. [87]. In this thesis, the single-particle energy $\epsilon_{k}$ for $A$-body sub-shell closure is defined by $\epsilon_{k}= \pm\left(E_{\text {g.s. }}^{A}-E_{k}^{A \neq 1}\right)$. Fig. 4.13 shows the neutron single-particle energies for ${ }^{14} \mathrm{O},{ }^{16} \mathrm{O},{ }^{22} \mathrm{O}$ and ${ }^{24} \mathrm{O}$ with $\lambda_{\mathrm{SRG}}=1.88 \mathrm{fm}^{-1}$, $2 \mathrm{fm}^{-1}, 2.24 \mathrm{fm}^{-1}$. The calculated levels are consistent with those in the SCGF method [87]. Therefore, the UMOA works well including the excitation energies of neighbors of sub-shell closure. For ${ }^{14} \mathrm{O}$ and ${ }^{16} \mathrm{O}$, one can find the many experimental data $[88,89]$. Comparing to the experimental data, our spectra are much stretched than the experimental spectra and the shell gaps are overestimated. The change of $\lambda_{\text {SRG }}$ seems to give the overall shift and is not significant to the shell structure. Therefore, we need to include the $3 N$ interaction to reproduce the experimental data.

### 4.4 Towards Heavier Nuclei

The UMOA works well similarly to the other ab initio methods, as demonstrated in Sec. 4.2 and 4.3. Following these, we can apply the UMOA to heavier system. Then, one will encounter the problem that the three- and many-body interactions can be critical to reproduce the data for heavier system, as pointed out in Sec. 4.3. Even if we employ only the $N N$ interactions, however, it is significant to complete the whole mass region with the systematic ab initio calculations. It is interesting, especially,
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Figure 4.14: The $0^{+}$ground-state energies per nucleon for ${ }^{40} \mathrm{Ca},{ }^{56} \mathrm{Ni},{ }^{90} \mathrm{Zr},{ }^{132} \mathrm{Sn}$, and ${ }^{208} \mathrm{~Pb}$ as functions of $\hbar \omega$. The chiral $\mathrm{N}^{3} \mathrm{LO}(500 \mathrm{MeV}) N N$ interaction [10] softened by SRG transformation with $\lambda_{\text {SRG }}=2.0 \mathrm{fm}^{-1}$ is employed. The IM-SRG results are taken from Ref. [26].
whether certain nuclear properties can be determined by the $N N$ interactions. In this section, we investigate the ground-state properties of closed shell nuclei across the nuclear chart and discuss the bulk properties of many-nucleon system.

### 4.4.1 Convergence

Since it can be easily expected that the convergence becomes worse in the heavier or loosely bound systems, before discussing the results, let us see the convergence of the UMOA calculations for the heavier systems. In Fig. 4.14, the ground-state energies per nucleon for ${ }^{40} \mathrm{Ca},{ }^{56} \mathrm{Ni},{ }^{90} \mathrm{Zr},{ }^{132} \mathrm{Sn}$, and ${ }^{208} \mathrm{~Pb}$ are shown as the functions of $\hbar \omega$ and $e_{\text {max }}$. Since the difference of energies at $e_{\max }=12$ and $e_{\text {max }}=14$, at $\hbar \omega=20 \mathrm{MeV}$, are less than $10 \mathrm{keV} / A, 20 \mathrm{keV} / A$, and $30 \mathrm{keV} / A$ for ${ }^{90} \mathrm{Zr},{ }^{132} \mathrm{Sn}$, and ${ }^{208} \mathrm{~Pb}$, respectively, our energies almost converge at $e_{\max }=12$. The ratio to the three-body cluster term correction to the total energy, $\left|E^{3 \mathrm{BC}} / E_{\mathrm{g} . \mathrm{s} .}\right|$, is less than 0.05 and our results practically converge with respect to the cluster expansion. Moreover, our energies for ${ }^{40} \mathrm{Ca}$ and ${ }^{132} \mathrm{Sn}$ are consistent with the IM-SRG energies [26].

Similarly to the energy, the point-nucleon radii for ${ }^{40} \mathrm{Ca},{ }^{56} \mathrm{Ni},{ }^{90} \mathrm{Zr},{ }^{132} \mathrm{Sn}$, and ${ }^{208} \mathrm{~Pb}$ are shown in Fig. 4.15 as functions of $\hbar \omega$ and $e_{\text {max }}$. The radii are also practically converged at $e_{\max }=12$ with fixed $\hbar \omega=20 \mathrm{MeV}$. Therefore, our discussions given in Sec. 4.4.2 are based on at $e_{\max }=12$ and $\hbar \omega=20 \mathrm{MeV}$. Note that our charge radii for ${ }^{16} \mathrm{O}$ and ${ }^{40} \mathrm{Ca}$ are consistent with the IM-SRG results found in Ref. [26]. In addition to $\lambda_{\text {SRG }}=2 \mathrm{fm}^{-1}$ interaction, we employ $\lambda_{\text {SRG }}=1.88 \mathrm{fm}^{-1}, 2.24 \mathrm{fm}^{-1}$
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Figure 4.15: Same as Fig. 4.15 except for the point-nulceon radii.
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Figure 4.16: The binding energies per nucleon with the chiral $\mathrm{N}^{3} \mathrm{LO}(500 \mathrm{MeV}) N N$ interaction [10] softened by SRG transformation with $\lambda_{\mathrm{SRG}}=2.0 \mathrm{fm}^{-1}$. The experimental data (solid symbols) are taken from Ref. [23]. The dashed (solid) line is given by the Bethe-Weizäcker's mass formula fitted to the UMOA (experimental) results.
interactions. The final results are exhibited in Table F.1, F.2, and F.3 in Appendix F.

### 4.4.2 Bulk Properties of Many-Nucleon System

Fig. 4.16 shows the binding energies per nucleon calculated with the chiral $N N \mathrm{~N}^{3} \mathrm{LO}$ interaction evolved to $\lambda_{\text {SRG }}=2 \mathrm{fm}^{-1}$ as functions of mass number. The experimental data shown in Fig. 4.16 are taken from Ref. [23]. Comparing to the experimental energies, our energies become much larger than the experimental data as the mass number increases. Since the initial interactions employed in our calculations are short-range interactions, it is worth fitting to the semi-empirical mass formula,

$$
\begin{equation*}
B / A=a_{\mathrm{V}}-a_{\mathrm{S}} A^{-1 / 3}-a_{\mathrm{C}} \frac{Z^{2}}{A^{4 / 3}}-a_{\mathrm{A}} \frac{(N-Z)^{2}}{A^{2}} \tag{4.11}
\end{equation*}
$$

Here, $B / A$ is the binding energy per nucleon. Coefficients $a_{\mathrm{V}}, a_{\mathrm{S}}, a_{\mathrm{C}}$, and $a_{\mathrm{A}}$ are for the volume, surface, coulomb, and asymmetry terms, respectively. The resulting parameters are exhibited in Table 4.5. Since it is well known that the liquid drop model works for heavier system, fitting is done by using data heavier than oxygen region. Our $a_{\mathrm{V}}$ and $a_{\mathrm{S}}$ are much larger than those obtained with the experimental energies and strongly depend on $\lambda_{\text {SRG }}$ and are far from the results with the experimental data. Our $a_{\mathrm{C}}$ results are smaller than $a_{\mathrm{C}}$ from experimental data. This is consistent with our $A$-dependence of radii (see next discussion). Interestingly, our $a_{\mathrm{A}}$ are less sensitive to the change of $\lambda_{\text {SRG }}$. This suggests that the observables originated by proton-neutron asymmetry can be independent of $\lambda_{\mathrm{SRG}}$. Moreover, $a_{\mathrm{A}}$ from the UMOA results are close to the result with the experimental data.

In addition to the binding energy, the size of nucleus is the fundamental observable and important to discuss the saturation property of finite nuclei. Fig. 4.17 shows the calculated and experimental charge radii. Note that the definition of charge radii are given in Eq. (4.1). The experimental data are taken from Ref. [73]. We also show the solid (dashed) line given by fitting the experimental (calculated) radii heavier than oxygen region with $r_{\mathrm{ch}}=r_{0} A^{x}$. Here, $r_{0}$ and $x$ are fitting parameters. After fitting, $r_{0, \text { exp }}=1.12(4) \mathrm{fm}, x_{\exp }=0.299(7)$ and $r_{0, \text { cal }}=1.28(5) \mathrm{fm}, x_{\text {cal }}=0.177(9)$ are obtained from the experimental and calculated radii, respectively. As well known, the experimental data are proportional to $A^{1 / 3}$, i.e. $x_{\exp } \sim 1 / 3$ for experimental radii. In contrast, our radii are not proportional to $A^{1 / 3}$ and become much smaller than the experimental radii as $A$ increases. The density $\rho_{0}$ of nucleus can be easily obtained as a function of $A$ by assuming the uniform density,

$$
\begin{equation*}
\rho_{0} \sim \frac{3}{4 \pi r_{0}^{3}} A^{1-3 x} . \tag{4.12}
\end{equation*}
$$

Table 4.5: Coefficients in Eq. (4.11) fitted to the UMOA and experimental results. The number in parenthesis means the error and given from the standard deviation of fitting. All the units are in MeV .

|  | $\lambda_{\mathrm{SRG}}=1.88 \mathrm{fm}^{-1}$ | $\lambda_{\mathrm{SRG}}=2 \mathrm{fm}^{-1}$ | $\lambda_{\mathrm{SRG}}=2.24 \mathrm{fm}^{-1}$ | Exp. |
| :--- | ---: | ---: | ---: | ---: |
| $a_{\mathrm{V}}$ | $44.1(1.5)$ | $41.6(1.3)$ | $36.6(1.1)$ | $14.9(2)$ |
| $a_{\mathrm{S}}$ | $97.9(3.9)$ | $91.0(3.5)$ | $76.8(2.9)$ | $15.1(4)$ |
| $a_{\mathrm{C}}$ | $0.32(0.14)$ | $0.38(0.13)$ | $0.48(0.10)$ | $0.65(2)$ |
| $a_{\mathrm{A}}$ | $26.4(4.3)$ | $26.6(3.9)$ | $26.5(3.2)$ | $21.1(6)$ |
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Figure 4.17: The charge radii for closed sub-shell nuclei. The experimental data are taken from Ref. [73]. The solid (dashed) line is given by fitting the experimental (calculated) radii heavier than oxygen region with $r_{\mathrm{ch}}=r_{0} A^{x}$. The resulting parameters with the experimental and calculated radii are $r_{0, \exp }=1.12(4) \mathrm{fm}, x_{\text {exp }}=0.299(7)$ and $r_{0, \text { cal }}=1.28(5) \mathrm{fm}, x_{\text {cal }}=0.177(9)$, respectively.

Obviously, one can obtain nucleus-independent $\rho_{0}$ for $x=1 / 3$ and can define the density for infinite nuclear matter. According to the fitting results with the calculation values, however, we have $A$ dependent density and obtain infinite density as $A$ goes infinity. This result is consistent with the recent nuclear matter calculation results with the softened $N N$ interactions [90]. To confirm the nucleus-dependence of density, we calculate the nucleon translationally invariant density $\rho_{\mathrm{m}}(r)$. In Fig. 4.18, $\rho_{\mathrm{m}}(r)$ is plotted for some selected shell closed nuclei from ${ }^{4} \mathrm{He}$ to ${ }^{208} \mathrm{~Pb}$ with the $\lambda_{\text {SRG }}=2$ $\mathrm{fm}^{-1}$ interaction. One can clearly see the increases of the density as $A$ increases. For both binding energy and density, we cannot reproduce the saturation property with only the $N N$ interaction.

The simplest observable coming from proton-neutron asymmetry is the difference between pointneutron and point-proton radii, $\left\langle r_{n}^{2}\right\rangle^{1 / 2}$ and $\left\langle r_{p}^{2}\right\rangle^{1 / 2}$, respectively, i.e.,

$$
\begin{equation*}
\Delta r_{n p}=\left\langle r_{n}^{2}\right\rangle^{1 / 2}-\left\langle r_{p}^{2}\right\rangle^{1 / 2} \tag{4.13}
\end{equation*}
$$

The calculated numbers of $\Delta r_{n p}$ are also displayed in Table F.1, F.2, and F.3. Fig. 4.19 shows $\Delta r_{n p}$ as functions of mass number. The error bars come from the SRG scale variation $\lambda_{\mathrm{SRG}}=1.88 \mathrm{fm}^{-1}, 2$ $\mathrm{fm}^{-1}$ and $2.24 \mathrm{fm}^{-1}$. This small $\lambda_{\mathrm{SRG}}$-dependence means that $\Delta r_{n p}$ results are not affected by induced many-body interactions. Combining with the universality of the SRG transformed interactions, our results do not depend on choice of initial interactions. Moreover, our results show good agreement with the empirical formula (blue bands) [91,92], $\Delta r_{n p}=(0.90 \pm 0.15)(N-Z) / A+(-0.03 \pm 0.02) \mathrm{fm}$, which shows trend of the experimental $\Delta r_{n p}$ for the 26 stable nuclei from ${ }^{40} \mathrm{Ca}$ and ${ }^{238} \mathrm{U}$ deduced from the antiprotonic atom data. Our results are consistent with the recent CCM results (hatched area), including the $3 N$ force effect, for ${ }^{48} \mathrm{Ca}$.

The determination of $\Delta r_{n p}$ is an important issue because the correlation between $\Delta r_{n p}$ and sym-


Figure 4.18: The calculated nucleon translationally invariant density $\rho_{\mathrm{m}}(r)$ for selected nuclei from ${ }^{4} \mathrm{He}$ to ${ }^{208} \mathrm{~Pb}$ as functions of $r$. The employed interaction is chiral $\mathrm{N}^{3} \mathrm{LO} N N$ interaction softened by SRG transformation with $\lambda_{\text {SRG }}=2 \mathrm{fm}^{-1}$.
metry energy of infinite nuclear matter is well known in the mean-field calculations [93-95]. In order to discuss such a topic in the UMOA, further developments and investigations are needed.

### 4.5 UMOA at Three-Body Level

So far, our calculations are done with the only $N N$ interactions. To reproduce the data quantitatively, at least, the inclusion of the $3 N$ interactions are needed. The simplest way is to extend the UMOA framework and to complete the three-body cluster term. In this section, we show the first results for ${ }^{4} \mathrm{He}$ with the UMOA at three-body level. To compare to the UMOA at two-body level, at first, we begin with the numerical calculation with the $N N$ interaction. The employed $N N$ interaction in this section is chiral $\mathrm{N}^{3} \mathrm{LO}$ interaction SRG evolved to $\lambda_{\mathrm{SRG}}=2 \mathrm{fm}^{-1}$.

As discussed in Sec. 3.1, the extension of the framework is rather straightforward. Since the current UMOA code is written in the $J$-coupled basis, however, the antisymmetrization and derivations of the matrix elements in the three-body state are much more complicated than those in the two-body state. The details for such issues are discussed in Appendix G.

To investigate the effect of the truncation in the UMOA, we attempt several options. In this section,


| $\Phi$ | ${ }^{A} \mathrm{O}$ |
| :--- | :--- |
| $\triangleleft$ | ${ }^{A} \mathrm{Ca}$ |
| $\Phi$ | ${ }^{A} \mathrm{Ni}$ |
| 历 | ${ }^{A} \mathrm{Zr}$ |
| $\Phi$ | ${ }^{A} \mathrm{Sn}$ |
| $\Phi$ | ${ }^{A} \mathrm{~Pb}$ |
|  | empirical |

Figure 4.19: The $\Delta r_{n p}=\left\langle r_{n}^{2}\right\rangle^{1 / 2}-\left\langle r_{p}^{2}\right\rangle^{1 / 2}$ for closed sub-shell nuclei. The error bars come from the SRG cut off variation $\lambda_{\mathrm{SRG}}=1.88 \mathrm{fm}^{-1}, 2 \mathrm{fm}^{-1}$, and $2.24 \mathrm{fm}^{-1}$. The blue bands are given by the empirical formula based on the experimental data [91,92]. The CCM result for ${ }^{48} \mathrm{Ca}$ are taken from Ref. [41].
we classify the calculation rank by $\operatorname{UMOA}(m, n)$ which means the calculation with

$$
\begin{equation*}
U=e^{S^{(1)}} \cdots e^{S^{(m)}}, \quad \widetilde{H} \approx \sum_{i=1}^{n} H^{(i)} . \tag{4.14}
\end{equation*}
$$

Moreover, the perturbative correction of the $n$-body cluster term is denoted by $\{n\}$. The results presented so far, therefore, are based on $\operatorname{UMOA}(2,\{3\})$.

Fig. 4.20 shows the ground-state energies for ${ }^{4} \mathrm{He}$ as functions of $\hbar \omega$ with varying $e_{\text {max. }}$. For all the UMOA calculations, energies become more $\hbar \omega$-independent values with increasing $e_{\text {max }}$. The almost converged results can be found at $e_{\max }=6$ and $\hbar \omega=25 \mathrm{MeV}$ and are summarized in Table 4.6. The displayed energies, $E^{1 \mathrm{BC}}, E^{2 \mathrm{BC}}$, and $E^{3 \mathrm{BC}}$ are contributions of one-, two-, and three-body cluster terms, respectively. For $\operatorname{UMOA}(2,\{3\}), \operatorname{UMOA}(2,3)$, and $\operatorname{UMOA}(3,3)$ cases, the $E^{3 \mathrm{BC}}$ are much smaller than $E^{1 \mathrm{BC}}$ and $E^{2 \mathrm{BC}}$, which means the good convergence of the cluster expansion. The $\mathrm{UMOA}(2,3)$ energy shows excellent agreement with the IT-NCSM result [79], while the $\operatorname{UMOA}(3,3)$ energy is overbound to it by a hundred keV . Note that the IT-NCSM energy can be thought of as the exact solution of $N N$ interaction employed here. Then, the size of the four-body cluster term correction $E^{4 \mathrm{BC}}$ can be estimated as a few or less than hundred keV level. This is very reasonable with respect to the size of $E^{3 \mathrm{BC}}$ because of $E^{4 \mathrm{BC}} / E^{3 \mathrm{BC}} \sim 10 \%$. Our promising results, exhibited here, are consistent with the IT-NCSM result. Owing to this extension of the UMOA framework, a $3 N$ interaction can be directly introduced to the initial Hamiltonian and can be treated consistently. The calculations with


Figure 4.20: The $0^{+}$ground-state energies for ${ }^{4} \mathrm{He}$ as functions of $\hbar \omega$. The chiral $\mathrm{N}^{3} \mathrm{LO}(500 \mathrm{MeV})$ $N N$ interaction [10] softened by SRG transformation with $\lambda_{\mathrm{SRG}}=2 \mathrm{fm}^{-1}$ is employed. The UMOA(2, $2), \operatorname{UMOA}(2,\{3\}), \operatorname{UMOA}(2,3)$, and $\operatorname{UMOA}(3,3)$ results are displayed.
$N N$ and $3 N$ interactions are future work.

Table 4.6: Ground-state energies for ${ }^{4} \mathrm{He}$ with the $\operatorname{UMOA}(2,2)$, $\operatorname{UMOA}(2,\{3\})$, $\operatorname{UMOA}(2,3)$, and $\operatorname{UMOA}(3,3)$. The employed interaction is $\mathrm{N}^{3} \mathrm{LO} N N$ interaction with the SRG transformation evolved to $\lambda_{\mathrm{SRG}}=2 \mathrm{fm}^{-1}$. All the results are given at $e_{\max }=6$ and $\hbar \omega=25 \mathrm{MeV}$. The IT-NCSM and experimental results are taken from Ref. [79] and [23], respectively. All the energies are in units of MeV .

|  | UMOA(2,2) | UMOA(2,\{3\}) | UMOA(2,3) | UMOA(3,3) | IT-NCSM | Exp. |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $E^{1 B C}$ | -107.41 | -107.41 | -102.85 | -102.07 |  |  |
| $E^{2 B C}$ | 80.45 | 80.45 | 72.97 | 72.39 |  |  |
| $E^{3 B C}$ |  | -0.76 | 1.63 | 1.34 |  |  |
| $E_{\text {g.s. }}$ | -26.96 | -27.72 | -28.25 | -28.35 | $-28.25(1)$ | -28.30 |

## Chapter 5

## Summary and Outlook

In order to investigate the nuclear structure, one encounters two major obstacles. One is the nuclear interactions which are inputs of the nuclear structure calculations. The other is the many-body calculation method. As for the interactions, in this work, we mainly use the nucleon-nucleon ( $N N$ ) interactions softened with the SRG transformation or $V_{\text {low } k}$ approach, because the bare interactions, such as AV18 and CD-Bonn interactions, often cause the slow convergence of the numerical calculations. The acceleration of the convergence for the numerical calculations is confirmed in the triton ground-state energies. Our main focus is to solve the many-body Schrödinger equation based on such underlying nuclear interactions and to obtain the ground-state energies and radii for finite nuclei. To investigate the medium-mass nuclei in the ab initio calculations, one can employ several methods. In the present work, we use the unitary-model-operator approach (UMOA), which is based on the Hermitian effective-interaction theory. The essential point in the UMOA is to construct the effective Hamiltonian which does not induce the particle-hole excitations. In this thesis, we introduce the method I and method II to fulfill the actual calculations. In the method I, we decouple the 2 p 2 h excitations with the reference state. Then, the calculated results depend on $\hbar \omega$ which is a parameter characterising the harmonic-oscillator single-particle basis. Since the initial Hamiltonian does not include $\hbar \omega$, this $\hbar \omega$-dependence of the results should be vanished if the numerical calculations are done in the sufficiently large model space. To investigate and reduce the $\hbar \omega$-dependence of the results, we decouple 1 p 1 h , in addition to 2 p 2 h , excitations with the reference state in the method II which is developed in this work for the first time. Using the UMOA, we calculate the ground-state energies and radii for 35 closed shell nuclei including the lead region. Although the importance of the three-nucleon ( $3 N$ ) interaction is reported in many recent works, we employ only the $N N$ interactions in this work. Since the studies for heavy nuclei have been mainly done with the mean-field calculations and there are no systematic ab initio calculations for lead region, it is worth doing the UMOA calculations across the nuclear chart even if one employs only the $N N$ interactions.

We show the numerical results of the ground-state energies and charge radii for ${ }^{4} \mathrm{He},{ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{56} \mathrm{Ni}$ from the CD-Bonn interaction in the method $I$. Then, the size of the three-body cluster term correction is estimated perturbatively. From the calculated ground-state energies, the one- and twobody cluster terms are dominant and the cluster expansion almost converges. In the method $I$, the
$\hbar \omega$-dependence of the results is not negligible even if the calculations are done in our largest model space. Following the recent CCM calculations, we determine the results by taking $\hbar \omega$ minimizing the ground-state energy. By comparing with the empirical formulae, we find that our results can reproduce the trend of the experimental data. To reproduce the data quantitatively, however, our calculations need the introduction of the genuine $3 N$ interaction.

To investigate and reduce the $\hbar \omega$-dependence of the results, we introduce the one-body correlation operator to the UMOA and perform the numerical calculations with the method II. The reduction of the $\hbar \omega$-dependence of the results can be observed through the ${ }^{4} \mathrm{He}$ ground-state calculations with the $V_{\text {low k }}$ interaction derived from the AV18 interaction at $\Lambda=1.9 \mathrm{fm}^{-1}$. We conclude that the role of the one-body correlation operator is the optimization of the single-particle basis state similarly to the HF method. The convergence of the cluster expansion is also observed in the method II as long as we use the softened $N N$ interactions. Our ${ }^{4} \mathrm{He}$ results are reasonably close to the results from the other $a b$ initio calculations.

Moreover, we calculate the energies for the oxygen isotopes with the SRG transformed chiral $\mathrm{N}^{3} \mathrm{LO} N N$ interactions with the resolution scales $\lambda_{\mathrm{SRG}}=1.88 \mathrm{fm}^{-1}, 2 \mathrm{fm}^{-1}, 2.24 \mathrm{fm}^{-1}$ to examine the applicability of the UMOA in the method II. We confirm a good agreement between the results in the UMOA and in the other ab initio calculations. Our ground-state energies depend on $\lambda_{\text {SRG }}$ and are much larger than the data. These mean that we need to include the $3 N$ interaction induced by the SRG transformation.

We apply the method II to the 35 closed shell nuclei from ${ }^{4} \mathrm{He}$ to ${ }^{218} \mathrm{~Pb}$ with the SRG transformed chiral $\mathrm{N}^{3} \mathrm{LO} N N$ interactions with the resolution scales $\lambda_{\mathrm{SRG}}=1.88 \mathrm{fm}^{-1}, 2 \mathrm{fm}^{-1}, 2.24 \mathrm{fm}^{-1}$. The converged results can be obtained when we take 13 major shells as the model space. Our ground-state energies and radii become overbound and smaller than the experimental data, respectively, as the mass number increases. The saturation property cannot be reproduced with our binding energies and radii. From these facts, at least, the inclusion of the $3 N$ interaction is needed to reproduce the data. In our calculation results, it is be found that the observables originated by proton-neutron asymmetry can be independent of $\lambda_{\text {SRG }}$ and can be determined almost uniquely. This is confirmed in the asymmetry term of the ground-state energy and in the difference between point-proton and point-neutron radii, $\Delta r_{n p}$. Interestingly, our $\Delta r_{n p}$ results are consistent with the experimental trend and the recent CCM result with the $N N+3 N$ interactions.

As shown in this and recent works, the inclusion of the $3 N$ interaction is needed for understanding of the nuclear structure. To introduce the $3 N$ interaction to the UMOA, we have to extend the current framework. In this work, we explicitly treat the three-body cluster term and investigate the effect of the many-body cluster terms through the calculations for the ${ }^{4} \mathrm{He}$ ground-state energies with the $N N$ interaction. The cluster expansion works well and our ${ }^{4} \mathrm{He}$ energies show a good agreement with the energy from the no-core shell model. Owing to the iterative treatment of the three-body cluster term, we will deal directly with the $3 N$ interaction in the new UMOA framework. Through the systematic calculations of the energies and radii with the $N N+3 N$ interactions, it can be expected to lead the quantitative and systematic understanding of the nuclear structure.
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## Appendix A

## Two Body Matrix Element

In general, the nucleon-nucleon $(N N)$ interactions are given as a function of the relative coordinate or momenta. Since our calculations are done in the product of the single-particle HO basis states, we need transformations from given expressions to required two-body matrix elements (TBMEs). To obtain the TBME, we apply two-step transformation. First, we transform the $N N$ interaction from relative and CM coordinate space (or momentum space) expression $\left|\mathbf{r}, \mathbf{R}_{\mathrm{CM}}\right\rangle$ (or $\left|\mathbf{q}, \mathbf{Q}_{\mathrm{CM}}\right\rangle$ ) to HO relative and CM basis expression $\left|n l S J_{\text {rel }} N L: J M T\right\rangle$. Here, $\mathbf{r}$ and $\mathbf{R}_{\mathrm{CM}}\left(\mathbf{q}\right.$ and $\left.\mathbf{Q}_{\mathrm{CM}}\right)$ are coordinate (momentum) vectors of relative and CM motions, respectively, for the two nucleons. As for the HO relative state, $n, l, S$, and $J_{\text {rel }}$, are the nodal quantum number, orbital angular momentum, total spin, and total angular momentum $\left(J_{\text {rel }}=l+S\right)$ for the relative motion, respectively. The $N$ and $L$ are the nodal quantum number, orbital angular momentum for the CM motion, respectively. The $J$ and $M$ are the total angular momentum of $N N$ system and its third component, respectively. The $T$ distinguishes the proton-proton, proton-neutron, or neutron-neutron channels. Second, such a $N N$ interaction is transformed to product of the single-particle basis state $|a b: J M T\rangle$. The second transformation is known as the Talmi-Moshinsky transformation. In Appendix A, the HO basis state is denoted by alphabetical letters, for example $a=\left\{n_{a}, l_{a}, s_{a}, j_{a}, m_{a}, t_{a}\right\}$. Here, $n_{a}, l_{a}, s_{a}, j_{a}, m_{a}$, and $t_{a}$ are the nodal quantum number, orbital angular momentum, spin, total angular momentum, third component of total angular momentum, and label distinguishing the proton and neutron, respectively.

## A. 1 Matrix Element in HO Relative and CM Basis State

Here, we show the transformation of the $N N$ interactions from given original expression to the HO relative and CM basis state. There are local and non-local $N N$ interactions, for example, the AV18 [8] and CD-Bonn [9] interactions, respectively. Due to the locality, the transformation is slightly different. The transformations are shown for local and non-local interaction in Sec. A.1.1 and Sec. A.1.2, respectively.

## A.1.1 Local $N N$ Interaction

To do the transformation, we will need the overlap between the $\left|\mathbf{r}, \mathbf{R}_{\mathrm{CM}}\right\rangle$ and $\left|n l S J_{\mathrm{rel}} N L: J M T\right\rangle$,

$$
\begin{gather*}
\left\langle\mathbf{r}, \mathbf{R}_{\mathrm{CM}} \mid n l S J_{\mathrm{rel}} N L: J M T\right\rangle=\sum_{m_{l} m_{S}, m_{L}, m_{J_{\mathrm{rel}}}} C_{m_{m} m_{S} m_{J_{\mathrm{rel}}}^{l S}}^{l J_{\mathrm{rel}}} C_{m_{\mathrm{rel}} m_{\mathrm{rel}} m_{L} M}^{J_{\mathrm{rl}} L} R_{n l}(r / b) Y_{l m_{l}}(\hat{\mathbf{r}}) \chi_{S m_{S}} \\
\times R_{N L}\left(R_{\mathrm{CM}} / b\right) Y_{L m_{L}}\left(\hat{\mathbf{R}}_{\mathrm{CM}}\right) \tag{A.1}
\end{gather*}
$$

with the Clebsch-Gordan coeficient $C_{m_{m} m_{s} m_{j}}^{l s j}$, the spinor $\chi_{S m_{s}}$, spherical harmonics $Y_{l m_{l}}(\hat{\mathbf{r}})$, and radial function $R_{n l}(r / b)$. Here, $R_{n l}(x)$ is

$$
\begin{equation*}
R_{n_{a} l_{a}}(x)=b^{-3 / 2} \sqrt{\frac{2 \Gamma\left(n_{a}+1\right)}{\Gamma\left(n_{a}+l_{a}+3 / 2\right)}} x^{l_{a}} e^{-x^{2} / 2} L_{n_{a}}^{l_{a}+1 / 2}\left(x^{2}\right) \tag{A.2}
\end{equation*}
$$

with the Gamma function $\Gamma(x)$ and associated Laguerre polynomial $L_{n}^{\alpha}(x)$. The oscillator length $b$ is defined as $b=\sqrt{\hbar / \mu \omega}$. For the local $N N$ interaction, the matrix element with such basis state is

$$
\begin{gather*}
\left\langle n l S J_{\mathrm{rel}} N L: J M T\right| V_{N N}\left|n^{\prime} l^{\prime} S^{\prime} J_{\mathrm{rel}}^{\prime} N^{\prime} L^{\prime}: J^{\prime} M^{\prime} T^{\prime}\right\rangle=\int d^{3} \mathbf{r} d^{3} \mathbf{r}^{\prime} d^{3} \mathbf{R}_{\mathrm{CM}} d^{3} \mathbf{R}_{\mathrm{CM}}^{\prime}\left\langle n l S J_{\mathrm{rel}} N L: J M T \mid \mathbf{r}, \mathbf{R}_{\mathrm{CM}}\right\rangle \\
\times\langle\mathbf{r}| V_{N N}\left|\mathbf{r}^{\prime}\right\rangle \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(\mathbf{R}_{\mathrm{CM}}-\mathbf{R}_{\mathrm{CM}}^{\prime}\right)\left\langle\mathbf{r}^{\prime}, \mathbf{R}_{\mathrm{CM}}^{\prime} \mid n^{\prime} l^{\prime} S^{\prime} J_{\mathrm{rel}}^{\prime} N^{\prime} L^{\prime}: J^{\prime} M^{\prime} T^{\prime}\right\rangle \\
=\int d r r^{2} R_{n l}^{*}(r / b) V_{l l^{\prime} J_{\mathrm{rel}}^{\prime}}(r) R_{n^{\prime} l^{\prime}}(r / b) \delta_{S S^{\prime}} \delta_{J_{\mathrm{rel}} J_{\mathrm{rel}}^{\prime}} \delta_{N N^{\prime}} \delta_{L L^{\prime}} \delta_{J J^{\prime}} \delta_{M M^{\prime}} \delta_{T T^{\prime}}, \tag{A.3}
\end{gather*}
$$

where, $V_{l l^{\prime} S J_{\mathrm{rel}}}(r)$ is $N N$ interaction after the partial wave decomposition and is

$$
\begin{equation*}
V_{l l^{\prime} S J_{\mathrm{rel}}}(r)=\sum_{m_{l} m_{s} m_{S}^{\prime} m_{l}^{\prime}} C_{m_{l}^{\prime}}^{l S_{\mathrm{rel}}{ }_{\mathrm{rel}} m_{\mathrm{rel}}} C_{m_{l}^{\prime} m_{S}^{\prime} m_{S}^{\prime} J_{\mathrm{rel}}}^{l_{\mathrm{rel}}} \int d \hat{\mathbf{r}} Y_{l m_{l}}^{*}(\hat{\mathbf{r}}) \chi_{S m_{S}}^{\dagger}\langle\mathbf{r}| V_{N N}|\mathbf{r}\rangle \chi_{S m_{S}^{\prime}} Y_{l^{\prime} m_{l}^{\prime}}(\hat{\mathbf{r}}) \tag{A.4}
\end{equation*}
$$

Note that $\delta_{S S^{\prime}} \delta_{J_{\text {rel }} J_{\text {rel }}^{\prime}} \delta_{N N^{\prime}} \delta_{L L^{\prime}} \delta_{J J^{\prime}} \delta_{M M^{\prime}}$ is required by symmetries of $N N$ system, i.e. the rotational and translational symmetries. Since we ignore the week interaction, $\delta_{T T^{\prime}}$ also holds. Therefore,

$$
\left\langle n l S J_{\mathrm{rel}} N L: J M T\right| V_{N N}\left|n^{\prime} l^{\prime} S^{\prime} J_{\mathrm{rel}}^{\prime} N^{\prime} L^{\prime}: J^{\prime} M^{\prime} T^{\prime}\right\rangle
$$

can be rewritten as

$$
\begin{equation*}
\left\langle n l S J_{\mathrm{rel}} N L: J M T\right| V_{N N}\left|n^{\prime} l^{\prime} S^{\prime} J_{\mathrm{rel}}^{\prime} N^{\prime} L^{\prime}: J^{\prime} M^{\prime} T^{\prime}\right\rangle=\left\langle n l S J_{\mathrm{rel}} T\right| V_{N N}\left|n^{\prime} l^{\prime} S J_{\mathrm{rel}} T\right\rangle \tag{A.5}
\end{equation*}
$$

## A.1.2 Non-Local $N N$ Interaction

Same as in Sec. A.1.2, we begin with the overlap between $\left|\mathbf{q}, \mathbf{Q}_{\mathrm{CM}}\right\rangle$ and $\left|n l S J_{\mathrm{rel}} N L: J M T\right\rangle$, which is given by the Fourier transformation of Eq. (A.1),

$$
\begin{align*}
&\left\langle\mathbf{q}, \mathbf{Q}_{\mathrm{CM}} \mid n l S J_{\mathrm{rel}} N L: J M T\right\rangle=\int d^{3} \mathbf{r} d^{3} \mathbf{R}_{\mathrm{CM}}\left\langle\mathbf{q}, \mathbf{Q}_{\mathrm{CM}} \mid \mathbf{r}, \mathbf{R}_{\mathrm{CM}}\right\rangle\left\langle\mathbf{r}, \mathbf{R}_{\mathrm{CM}} \mid n l S J_{\mathrm{rel}} N L: J M T\right\rangle \\
&\left.=i^{2 n+2 N+l+L} \sum_{m_{m m_{S}, m_{L}, m_{\mathrm{rel}}}} C_{m_{l} m_{S} m_{\mathrm{rel}}}^{l J_{\mathrm{rel}}} C_{m_{\mathrm{rel}} m_{L}}^{J_{\mathrm{rel}} L J} R_{n l}(b q) Y_{l m_{l}(\hat{\mathbf{q}}}\right) \chi_{S m_{S}} \\
& \times R_{N L}\left(b Q_{\mathrm{CM}}\right) Y_{L m_{L}}\left(\hat{\mathbf{q}}_{\mathrm{CM}}\right) . \tag{A.6}
\end{align*}
$$

Similar to the local $N N$ interaction case, the matrix element for the non-local $N N$ interaction is

$$
\begin{align*}
& \left\langle n l S J_{\mathrm{rel}} N L: J M T\right| V_{N N}\left|n^{\prime} l^{\prime} S^{\prime} J_{\mathrm{rel}}^{\prime} N^{\prime} L^{\prime}: J^{\prime} M^{\prime} T^{\prime}\right\rangle \\
& \quad=(-1)^{n+n^{\prime}} \int d q d q^{\prime} q^{2} q^{2} R_{n l}^{*}(b q) V_{l l^{\prime} S J_{\mathrm{rel}}}\left(q, q^{\prime}\right) R_{n^{\prime} l^{\prime}}\left(b q^{\prime}\right) \delta_{S S^{\prime}} \delta_{J_{\mathrm{rel}} J_{\mathrm{rel}}^{\prime}} \delta_{N N^{\prime}} \delta_{L L^{\prime}} \delta_{J J^{\prime}} \delta_{M M^{\prime}} \delta_{T T^{\prime}} \tag{A.7}
\end{align*}
$$

Here, $V_{l l^{\prime} S J_{\mathrm{rel}}}\left(q, q^{\prime}\right)$ is the non-local interaction after the partial wave decomposition and is

$$
\begin{equation*}
V_{l l^{\prime} S J_{\mathrm{rel}}}\left(q, q^{\prime}\right)=i^{l+l^{\prime}} \sum_{m_{l} m_{S} m_{S}^{\prime} m_{l^{\prime}}^{\prime}} C_{m_{l} m_{S} m_{J_{\mathrm{rel}}}^{l S}}^{l J_{\mathrm{rel}}} C_{m_{l^{\prime}}^{\prime} m_{S}^{\prime} m_{J_{\mathrm{rel}}}^{l^{\prime} S S_{\mathrm{rel}}}}^{\int d} \hat{\mathbf{q}} d \hat{\mathbf{q}}^{\prime} Y_{l m_{l}}^{*}(\hat{\mathbf{r}}) \chi_{S m_{S}}^{\dagger}\langle\mathbf{q}| V_{N N}\left|\mathbf{q}^{\prime}\right\rangle \chi_{S m_{S}^{\prime}} Y_{l^{\prime} m_{l^{\prime}}^{\prime}}\left(\hat{\mathbf{q}}^{\prime}\right) \tag{A.8}
\end{equation*}
$$

Note that the relation in Eq. (A.5) is also satisfied.

## A. 2 Talmi-Moshinsky Transformation

Next task is to transform from $\left|n l S J_{\text {rel }} N L: J M T\right\rangle$ to $|a b: J M T\rangle$ which is known as the Talmi-Moshinsky transformation. First, we recouple the angular momenta from $j_{a}+j_{b}=J$ to $\lambda+S=J$, i.e. separating the orbital and spin parts. Here, $\lambda$ is total orbital angular momentum. Such a recoupling can be done by using the $9 j$ symbol [65],

$$
\begin{align*}
\left|a\left(n_{a} l_{a} j_{a}\right) b\left(n_{b} l_{b} j_{b}\right): J M T\right\rangle= & \sum_{\lambda S}\left|\left(n_{a} l_{a} n_{b} l_{b}\right) \lambda\left(s_{a} s_{b}\right) S: J M T\right\rangle \\
& \times\left\langle\left(n_{a} l_{a} n_{b} l_{b}\right) \lambda\left(s_{a} s_{b}\right) S: J M T \mid a\left(n_{a} l_{a} j_{a}\right) b\left(n_{b} l_{b} j_{b}\right): J M T\right\rangle \\
= & \sum_{\lambda S} \sqrt{[\lambda][S]\left[j_{a}\right]\left[j_{b}\right]}\left\{\begin{array}{ccc}
l_{a} & l_{b} & \lambda \\
s_{a} & s_{b} & S \\
j_{a} & j_{b} & J
\end{array}\right\}\left|\left(n_{a} l_{a} n_{b} l_{b}\right) \lambda\left(s_{a} s_{b}\right) S: J M T\right\rangle \tag{A.9}
\end{align*}
$$

Next, we expand $\left|\left(n_{a} l_{a} n_{b} l_{b}\right) \lambda\left(s_{a} s_{b}\right) S: J M T\right\rangle$ in the basis $|(n l N L) \lambda S: J M T\rangle$. Then, we have

$$
\begin{equation*}
\left|\left(n_{a} l_{a} n_{b} l_{b}\right) \lambda\left(s_{a} s_{b}\right) S: J M T\right\rangle=\sum_{n l N L}\left\langle n l N L ; \lambda \mid n_{a} l_{a} n_{b} l_{b} ; \lambda\right\rangle|(n l N L) \lambda S: J M T\rangle, \tag{A.10}
\end{equation*}
$$

where, $\left\langle n l N L ; \lambda \mid n_{a} l_{a} n_{b} l_{b} ; \lambda\right\rangle$ is the HO transformation bracket [65, 96]. In the next step, we decouple the CM part with $|(n l N L) \lambda S: J M T\rangle$ by using the $6 j$ symbol [65],

$$
\begin{align*}
|(n l N L) \lambda S: J M T\rangle & =\sum_{J_{\mathrm{rel}}}\left|n l S J_{\text {rel }} N L: J M T\right\rangle\left\langle n l S J_{\text {rel }} N L: J M T \mid(n l N L) \lambda S: J M T\right\rangle \\
& =\sum_{J_{\mathrm{rel}}}(-1)^{L+l+S+J} \sqrt{[\lambda]\left[J_{\mathrm{rel}}\right]}\left\{\begin{array}{ccc}
L & l & \lambda \\
S & J & J_{\mathrm{rel}}
\end{array}\right\}\left|n l S J_{\mathrm{rel}} N L: J M T\right\rangle \tag{A.11}
\end{align*}
$$

Combining Eqs. (A.9)-(A.11), we obtain the transformation from $|a b: J M T\rangle$ basis to $\left|n l S J_{\text {rel }} N L: J M T\right\rangle$ basis,

$$
\begin{align*}
|a b: J M T\rangle & =N_{a b} \sum_{\lambda S} \sum_{n l N L} \sum_{J_{\mathrm{rel}}}(-1)^{L+l+S+J} \frac{f_{T}}{\sqrt{2}}[\lambda] \sqrt{[S]\left[j_{a}\right]\left[j_{b}\right]\left[J_{\mathrm{rel}}\right]} \\
& \times\left\langle n l N L ; \lambda \mid n_{a} l_{a} n_{b} l_{b} ; \lambda\right\rangle\left\{\begin{array}{ccc}
l_{a} & l_{b} & \lambda \\
s_{a} & s_{b} & S \\
j_{a} & j_{b} & J
\end{array}\right\}\left\{\begin{array}{ccc}
L & l & \lambda \\
S & J & J_{\mathrm{rel}}
\end{array}\right\}\left|n l S J_{\mathrm{rel}} N L: J M T\right\rangle, \tag{A.12}
\end{align*}
$$

with the normalization factor $N_{a b}=1 / \sqrt{\delta_{n_{a} n_{b}} \delta_{l_{a} l_{b}} \delta_{j_{a} j_{b}} \delta_{t_{a} t_{b}}}$. Also, $f_{T}$ is defined as

$$
f_{T} \equiv\left\{\begin{array}{cl}
1-(-1)^{l+S} & \text { for } \quad T=\text { proton-proton or neutron-neutron, }  \tag{A.13}\\
1 & \text { for } \quad T=\text { proton-neutron } .
\end{array}\right.
$$

Finally we have the TBME,

$$
\begin{align*}
\langle a b: J M T| V_{N N}|c d: J M T\rangle & =N_{a b} N_{c d} \sum_{\lambda \lambda^{\prime} S} \sum_{n l n^{\prime} l^{\prime} \mid} \sum_{N L J_{\mathrm{rel}}}(-1)^{l+l^{\prime}} f_{T}[\lambda]\left[\lambda^{\prime}\right]\left[J_{\mathrm{rel}}\right][S] \sqrt{\left[j_{a}\right]\left[j_{b}\right]\left[j_{c}\right]\left[j_{d}\right]} \\
& \times\left\langle n l N L ; \lambda \mid n_{a} l_{a} n_{b} l_{b} ; \lambda\right\rangle\left\langle n^{\prime} l^{\prime} N L ; \lambda^{\prime} \mid n_{c} l_{c} n_{d} l_{d} ; \lambda^{\prime}\right\rangle \\
& \times\left\{\begin{array}{ccc}
l_{a} & l_{b} & \lambda \\
s_{a} & s_{b} & S \\
j_{a} & j_{b} & J
\end{array}\right\}\left\{\begin{array}{ccc}
l_{c} & l_{d} & \lambda^{\prime} \\
s_{c} & s_{d} & S \\
j_{c} & j_{d} & J
\end{array}\right\}\left\{\begin{array}{ccc}
L & l & \lambda \\
S & J & J_{\mathrm{rel}}
\end{array}\right\}\left\{\begin{array}{ccc}
L & l^{\prime} & \lambda^{\prime} \\
S & J & J_{\mathrm{rel}}
\end{array}\right\} \\
& \times\left\langle n l S J_{\mathrm{rel}} T\right| V_{N N}\left|n^{\prime} l^{\prime} S J_{\mathrm{rel}} T\right\rangle, \tag{A.14}
\end{align*}
$$

which can be applied directly our calculations.

## Appendix B

## Effective-Interaction Theories

The basic idea in the effective-interaction theory is to renormalize the high-energy physics into the low-energy regime which we are interest in. Mathematically, we employ the similarity transformation of the Hamiltonian matrix so that the coupling between the $P$ and $Q$ spaces are suppressed. Here, $P$ and $Q$ spaces are physically interesting model space and its complement, respectively. Since the $P$ space is decoupled with the $Q$, small $P$-space Hamiltonian matrix reproduce parts of eigenvalues of the original Hamiltonian. Generally, the effective interactions cannot be determined uniquely, because they depend on the choice of the similarity transformation. One can categorize the effective interactions according to energy-dependence and Hermiticity. In this appendix, we discuss, especially energy-independent, effective-interaction theories and relation between Hermitian and nonHermitian effective-interaction theories. First, we begin with the non-Hermitian effective-interaction theory which is simpler than Hermitian theory. Since the non-Hermitian effective interaction does not preserve the variational principle and can provide the practical problem, we, next, introduce the Hermitian effective-interaction theory.

## B. 1 Non-Hermitian Effective-Interaction Theory

At first, we define two projection operators onto the $P$ and $Q$ space. The projection operators satisfy $P+Q=1, P Q=Q P=0, P^{2}=P$ and $Q^{2}=Q$. The original Hamiltonian in the matrix form is

$$
H=\left(\begin{array}{ll}
P H P & P H Q  \tag{B.1}\\
Q H P & Q H Q
\end{array}\right) \equiv\left(\begin{array}{cc}
P H_{0} P+P V P & P V Q \\
Q V P & Q H_{0} Q+Q V Q
\end{array}\right)
$$

where $H_{0}$ and $V$ are the unperturbative Hamiltonian and the bare interaction, respectively. Note that the mathematical definition of projection operators are

$$
\begin{equation*}
P=\sum_{\alpha \leq \Lambda_{\mathrm{cut}}}|\alpha\rangle\langle\alpha|, \quad Q=\sum_{\alpha>\Lambda_{\mathrm{cut}}}|\alpha\rangle\langle\alpha|, \tag{B.2}
\end{equation*}
$$

with a certain boundary $\Lambda_{\text {cut }}$ and

$$
\begin{equation*}
H_{0}|\alpha\rangle=E_{\alpha}|\alpha\rangle . \tag{B.3}
\end{equation*}
$$

In the non-Hermitian effective-interaction theory, the original Hamiltonian is transformed by $e^{\omega}$ :

$$
\begin{equation*}
\bar{H}=e^{-\omega} H e^{\omega} . \tag{B.4}
\end{equation*}
$$

Since Eq. (B.4) is similarity transformation, eigenvalues of $\bar{H}$ coincide with those of the original Hamiltonian. Here, the operator $\omega$ acts as the mapping between the $P$ and $Q$ spaces. The operator $\omega$ satisfies

$$
\begin{align*}
\omega & =Q \omega P  \tag{B.5}\\
P \omega & =\omega Q=0,  \tag{B.6}\\
\omega^{2} & =0 \tag{B.7}
\end{align*}
$$

The $\omega$ in the matrix form is

$$
\omega=\left(\begin{array}{ll}
0 & 0  \tag{B.8}\\
\omega & 0
\end{array}\right)
$$

From Eq. (B.7), $e^{\omega}$ can be expanded into

$$
\begin{equation*}
e^{\omega}=1+\omega, \tag{B.9}
\end{equation*}
$$

or

$$
e^{\omega}=\left(\begin{array}{ll}
1 & 0  \tag{B.10}\\
\omega & 1
\end{array}\right)
$$

The $\omega$ is determined so that the coupling between $Q$ and $P$ spaces vanishes, i.e.,

$$
\begin{equation*}
Q e^{-\omega} H e^{\omega} P=0 \tag{B.11}
\end{equation*}
$$

By using Eq. (B.9), we have

$$
\begin{equation*}
Q(1-\omega) H(1+\omega) P=0 \tag{B.12}
\end{equation*}
$$

Note that the adjoint condition $P e^{-\omega} H e^{\omega} Q=0$ is not satisfied in the non-Hermitian effective-interaction theory. If $\omega$ is determined, the $P$-space Schrödinger equation is written as

$$
\begin{equation*}
P H_{0} P\left|\phi_{k}^{\prime}\right\rangle+P R P\left|\phi_{k}^{\prime}\right\rangle=E\left|\phi_{k}^{\prime}\right\rangle, \tag{B.13}
\end{equation*}
$$

with the $P$-space wave function $\left|\phi_{k}^{\prime}\right\rangle$. The operator $R$ is the non-Hermitian effective interaction given by

$$
\begin{equation*}
R=P V P+P V Q \omega . \tag{B.14}
\end{equation*}
$$

Note that the problem is reduced to the diagonalization in the model space.
Since Eq. (B.12) is non-linear equation, to obtain $\omega$ is generally difficult. However, the decoupling condition, Eq. (B.12), is satisfied when $\omega$ is determined as follows. Let $\left|\psi_{k}\right\rangle$ be the eigenstate of the original Hamiltonian. This eigenstate satisfies the following Schrödinger equation,

$$
\begin{equation*}
H\left|\psi_{k}\right\rangle=E_{k}\left|\psi_{k}\right\rangle \tag{B.15}
\end{equation*}
$$

We decompose $\left|\psi_{k}\right\rangle$ into the $P$-space component $P\left|\psi_{k}\right\rangle\left(\equiv\left|\phi_{k}\right\rangle\right)$ and $Q$-space component $Q\left|\psi_{k}\right\rangle$. Suppose that $Q$-space component of the eigenstate can be generated by acting $\omega$ to $\left|\phi_{k}\right\rangle$, i.e.,

$$
\begin{equation*}
\left|\psi_{k}\right\rangle=\left|\phi_{k}\right\rangle+\omega\left|\phi_{k}\right\rangle . \tag{B.16}
\end{equation*}
$$

A solution of $\omega$ is

$$
\begin{equation*}
\omega=\sum_{k=1}^{d} Q\left|\psi_{k}\right\rangle\left\langle\widetilde{\phi}_{k}\right| P, \tag{B.17}
\end{equation*}
$$

where $\left\langle\widetilde{\phi}_{k}\right|$ is the bi-orthogonal state of $\left|\phi_{k}\right\rangle$, and $\left\langle\widetilde{\phi}_{k}\right|$ is determined by the orthogonal relation,

$$
\begin{equation*}
\left\langle\widetilde{\phi}_{i} \mid \phi_{j}\right\rangle=\delta_{i j} . \tag{B.18}
\end{equation*}
$$

By acting $\left|\psi_{k}\right\rangle$ from the right of Eq. (B.12) and substituting Eq. (B.17) to Eq. (B.12), one can examine that Eq. (B.17) satisfies the decoupling condition Eq. (B.12).

## B. 2 Hermitian Effective-Interaction Theory

We, here, discuss the Hermitian effective-interaction theories. To obtain the unique solution, we choose the correlation operator $S$ satisfying the condition, $P S P=Q S Q=0$. Since $S$ is antihermitian, $S$ can be decomposed into

$$
\begin{equation*}
S=i\left(\chi+\chi^{\dagger}\right)=i\left(Q \chi P+P \chi^{\dagger} Q\right) \tag{B.19}
\end{equation*}
$$

with the operator $\chi$ [98]. For simplicity, we also define the $P$-space Hermitian operator,

$$
\begin{equation*}
T^{2}=\chi^{\dagger} \chi \tag{B.20}
\end{equation*}
$$

By using $\chi, e^{S}$ can be expanded into

$$
\begin{equation*}
e^{S}=e^{i\left(\chi^{\dagger}+\chi\right)}=\sum_{n=0} \frac{i^{n}}{n!}\left(\chi^{\dagger}+\chi\right)^{n} . \tag{B.21}
\end{equation*}
$$

By the definition of $\chi$, one can obtain the relation, $\chi \chi=\chi^{\dagger} \chi^{\dagger}=0$. Therefore, we find that, for even $n$ ( $n=2,4,6, \cdots$ ), the nonvanishing terms are

$$
\begin{equation*}
\chi^{\dagger} \chi \cdots \chi^{\dagger} \chi=P\left(T^{2}\right)^{n / 2} P \tag{B.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi \chi^{\dagger} \cdots \chi \chi^{\dagger}=Q \chi\left(T^{2}\right)^{(n-2) / 2} \chi^{\dagger} Q \tag{B.23}
\end{equation*}
$$

For odd $n(n=1,3,5, \cdots)$, the nonvanishing terms are

$$
\begin{equation*}
\chi \chi^{\dagger} \cdots \chi^{\dagger} \chi=Q \chi P\left(T^{2}\right)^{(n-1) / 2} P \tag{B.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi^{\dagger} \chi \cdots \chi \chi^{\dagger}=P\left(T^{2}\right)^{(n-1) / 2} P \chi^{\dagger} Q \tag{B.25}
\end{equation*}
$$

We then have

$$
\begin{align*}
e^{S} & =P\left\{1+\sum_{\text {n:ven }} \frac{i^{n}}{n!}\left(T^{2}\right)^{n / 2}\right\} P+P\left\{\sum_{\text {n:odd }} \frac{i^{n}}{n!}\left(T^{2}\right)^{(n-1) / 2} \chi^{\dagger}\right\} Q \\
& +Q\left\{\chi \sum_{n: \text { odd }} \frac{i^{n}}{n!}\left(T^{2}\right)^{(n-1) / 2}\right\} P+Q\left\{1+\sum_{\text {n:even }} \chi \frac{i^{n}}{n!}\left(T^{2}\right)^{(n-2) / 2} \chi^{\dagger}\right\} Q . \tag{B.26}
\end{align*}
$$

Eq. (B.26) can be simplified by using the trigonometric function as

$$
\begin{equation*}
e^{S}=P \cos T P+i Q \chi T^{-1} \sin T P+i P T^{-1} \sin T \chi^{\dagger} Q+Q\left(1+\chi T^{-1}(\cos T-P) T^{-1} \chi^{\dagger}\right) Q, \tag{B.27}
\end{equation*}
$$

or

$$
e^{S}=\left(\begin{array}{cc}
\cos T & i T^{-1}(\sin T) \chi^{\dagger}  \tag{B.28}\\
i \chi T^{-1} \sin T & 1+\chi T^{-1}(\cos T-1) T^{-1} \chi^{\dagger}
\end{array}\right),
$$

in the matrix form. The $P$-space effective Hamiltonian can be written as

$$
\begin{align*}
P \widetilde{H} P=\cos T P H P \cos T+i \cos T P H Q \chi\left\{T^{-1} \sin T\right\} & -i\left\{T^{-1} \sin T\right\} \chi^{\dagger} Q H P \cos T \\
& +\left\{T^{-1} \sin T\right\} \chi^{\dagger} Q H Q \chi\left\{T^{-1} \sin T\right\}, \tag{B.29}
\end{align*}
$$

and the component between the $P$ and $Q$ space is written as

$$
\begin{array}{rl}
Q \widetilde{H} P=Q H & P \cos T+\chi\left\{T^{-1}(\cos T-P) T^{-1}\right\} \chi^{\dagger} Q H P \cos T \\
& -i \chi\left\{T^{-1} \sin T\right\} P H P \cos T+i Q H Q \chi\left\{T^{-1} \sin T\right\} \\
& +i \chi\left\{T^{-1}(\cos T-P) T^{-1}\right\} \chi^{\dagger} Q H Q \chi\left\{T^{-1} \sin T\right\}+\chi\left\{T^{-1} \sin T\right\} P H Q \chi\left\{T^{-1} \sin T\right\} . \tag{B.30}
\end{array}
$$

The decoupling condition is $Q \widetilde{H} P=0$. When $Q \widetilde{H} P$ vanishes, $\chi^{\dagger} Q \widetilde{H} P$ also vanishes. Therefore, we have

$$
\begin{align*}
\chi^{\dagger} Q \widetilde{H} P & =\cos T \chi^{\dagger} Q H P \cos T-i T^{2}\left\{T^{-1} \sin T\right\} P H P \cos T+i \cos T \chi^{\dagger} Q H Q \chi T^{-1} \sin T \\
& +T^{2}\left\{T^{-1} \sin T\right\} P H Q \chi\left\{T^{-1} \sin T\right\}=0 . \tag{B.31}
\end{align*}
$$

We can solve for $\chi^{\dagger} Q H P \cos T$ by operating sec $T$ from the left. By substituting $\chi^{\dagger} Q H P \cos T$ to Eq. (B.30), we obtain

$$
\begin{equation*}
Q\left[1-i \chi \sec T\left\{T^{-1} \sin T\right\}\right] H\left[1+i \chi \sec T\left\{T^{-1} \sin T\right\}\right] P=0 . \tag{B.32}
\end{equation*}
$$

Reminding Eq. (B.12), $\chi$ can be related with $\omega$.

$$
\begin{equation*}
\omega=i \chi\left[\sec T\left\{T^{-1} \sin T\right\}\right]=i \chi\left[T^{-1} \tan T\right] . \tag{B.33}
\end{equation*}
$$

This equation also relate Hermitian and non-Hermitian effective-interaction theories. Then, some useful equations can be derived

$$
\begin{align*}
\omega^{\dagger} \omega & =\tan ^{2} T,  \tag{B.34}\\
\left(P+\omega^{\dagger} \omega\right)^{1 / 2} & =\sec T,  \tag{B.35}\\
\left(P+\omega^{\dagger} \omega\right)^{-1 / 2} & =\cos T . \tag{B.36}
\end{align*}
$$

Through Eqs. (B.33) - (B.36), we obtain

$$
\begin{equation*}
S=i\left(\chi+\chi^{\dagger}\right)=\omega \frac{\arctan \sqrt{\omega^{\dagger} \omega}}{\sqrt{\omega^{\dagger} \omega}}-\frac{\arctan \sqrt{\omega^{\dagger} \omega}}{\sqrt{\omega^{\dagger} \omega}} \omega^{\dagger} . \tag{B.37}
\end{equation*}
$$

By using the following expansion formula,

$$
\begin{equation*}
\operatorname{arctanh} x=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{2 n+1} x^{2 n+1}, \tag{B.38}
\end{equation*}
$$

Eq. (B.37) can be simplified as [97-99]

$$
\begin{equation*}
S=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{2 n+1}\left\{\omega\left(\omega^{\dagger} \omega\right)^{n}-\left(\omega^{\dagger} \omega\right)^{n} \omega^{\dagger}\right\}=\operatorname{arctanh}\left(\omega-\omega^{\dagger}\right) \tag{B.39}
\end{equation*}
$$

Eq. (B.39) gives the relation between the non-Hermitian and Hermitian effective-interaction theories. The unitary transformation operator in Eq. (B.28) can be also written in terms of the operator $\omega$ and its adjoint

$$
e^{S}=\left(\begin{array}{cc}
\left(1+\omega^{\dagger} \omega\right)^{-1 / 2} & -\omega^{\dagger}\left(1+\omega \omega^{\dagger}\right)^{-1 / 2}  \tag{B.40}\\
\omega\left(1+\omega^{\dagger} \omega\right)^{-1 / 2} & \left(1+\omega \omega^{\dagger}\right)^{-1 / 2}
\end{array}\right)
$$

or

$$
\begin{equation*}
e^{S}=\left(1+\omega-\omega^{\dagger}\right)\left(1+\omega^{\dagger} \omega+\omega \omega^{\dagger}\right)^{-1 / 2} . \tag{B.41}
\end{equation*}
$$

Moreover, the Hermitian effective interaction defined by $P \widetilde{V} P=P\left(\widetilde{H}-H_{0}\right) P$ is

$$
\begin{equation*}
\widetilde{V}=\left(P+\omega^{\dagger} \omega\right)^{-1 / 2}\left(P H P+P V Q \omega+\omega^{\dagger} Q V P+\omega^{\dagger} Q H Q \omega\right)\left(P+\omega^{\dagger} \omega\right)^{-1 / 2}-P H_{0} P . \tag{B.42}
\end{equation*}
$$

By using the decoupling condition, Eq. (B.12), we obtain

$$
\begin{equation*}
\widetilde{V}=\left(P+\omega^{\dagger} \omega\right)^{1 / 2}(P H P+P V Q \omega)\left(P+\omega^{\dagger} \omega\right)^{-1 / 2}-P H_{0} P . \tag{B.43}
\end{equation*}
$$

The Hermiticy of Eq. (B.43) is not clear. Let us consider clearer expression. The operator $\omega^{\dagger}$ satisfies the adjoint decoupling condition,

$$
\begin{equation*}
P\left(1+\omega^{\dagger}\right) H\left(1-\omega^{\dagger}\right) Q=0 . \tag{B.44}
\end{equation*}
$$

By using Eqs. (B.12) and (B.44), we can eliminate the term, $\omega^{\dagger} Q H Q \omega$. We then have

$$
\begin{equation*}
\left(P H P+\omega^{\dagger} Q V P\right)\left(P+\omega^{\dagger} \omega\right)=\left(P+\omega^{\dagger} \omega\right)(P H P+P V Q \omega) . \tag{B.45}
\end{equation*}
$$

From Eqs. (B.43) and (B.45), we obtain

$$
\begin{equation*}
\widetilde{V}=\left(P+\omega^{\dagger} \omega\right)^{-1 / 2}\left(P H P+\omega^{\dagger} Q V P\right)\left(P+\omega^{\dagger} \omega\right)^{1 / 2}-P H_{0} P . \tag{B.46}
\end{equation*}
$$

From Eqs. (B.43) and (B.46), we have the explicitly Hermitian effective interaction,

$$
\begin{equation*}
\widetilde{V}=\frac{1}{2}\left\{\left(P+\omega^{\dagger} \omega\right)^{1 / 2}(P H P+P V Q \omega)\left(P+\omega^{\dagger} \omega\right)^{-1 / 2}+\text { h.c. }\right\}-P H_{0} P . \tag{B.47}
\end{equation*}
$$

In order to obtain the matrix element of $\widetilde{V}$ and the $e^{S}$, we solve the eigenvalue equation for $\omega^{\dagger} \omega$ in the $P$ space as

$$
\begin{equation*}
\omega^{\dagger} \omega\left|\alpha_{i}\right\rangle=\mu_{i}^{2}\left|\alpha_{i}\right\rangle, \tag{B.48}
\end{equation*}
$$

and define the $Q$-space vector $\left|v_{i}\right\rangle$ as

$$
\begin{equation*}
\left|v_{i}\right\rangle=\frac{1}{\mu_{i}} \omega\left|\alpha_{i}\right\rangle . \tag{B.49}
\end{equation*}
$$

By using Eqs. (B.48) and (B.49), the matrix elements of Eqs. (B.43) and (B.46) are

$$
\begin{align*}
\left\langle\alpha_{i}\right| \widetilde{V}\left|\alpha_{j}\right\rangle & =\sqrt{\frac{1+\mu_{i}^{2}}{1+\mu_{j}^{2}}}\left\langle\alpha_{i}\right| R\left|\alpha_{j}\right\rangle-\left\langle\alpha_{i}\right| H_{0}\left|\alpha_{j}\right\rangle+\sqrt{\frac{1+\mu_{i}^{2}}{1+\mu_{j}^{2}}}\left\langle\alpha_{i}\right| H_{0}\left|\alpha_{j}\right\rangle \\
& =\sqrt{\frac{1+\mu_{j}^{2}}{1+\mu_{i}^{2}}}\left\langle\alpha_{i}\right| R^{\dagger}\left|\alpha_{j}\right\rangle-\left\langle\alpha_{i}\right| H_{0}\left|\alpha_{j}\right\rangle+\sqrt{\frac{1+\mu_{j}^{2}}{1+\mu_{i}^{2}}}\left\langle\alpha_{i}\right| H_{0}\left|\alpha_{j}\right\rangle . \tag{B.50}
\end{align*}
$$

From Eq. (B.50), we obtain the matrix element of the effective interaction [27,37,60, 100, 101]

$$
\begin{equation*}
\left\langle p^{\prime}\right| \widetilde{V}|p\rangle=\sum_{i j}\left\langle p^{\prime} \mid \alpha_{i}\right\rangle \frac{\sqrt{1+\mu_{i}^{2}}\left\langle\alpha_{i}\right| R\left|\alpha_{j}\right\rangle+\sqrt{1+\mu_{j}^{2}}\left\langle\alpha_{i}\right| R^{\dagger}\left|\alpha_{j}\right\rangle}{\sqrt{1+\mu_{i}^{2}}+\sqrt{1+\mu_{j}^{2}}}\left\langle\alpha_{j} \mid p\right\rangle, \tag{B.51}
\end{equation*}
$$

where $|p\rangle$ and $\left|p^{\prime}\right\rangle$ are basis states in the $P$ space. We can obtain the matrix elements of the unitary transformation operator in the same way,

$$
\begin{align*}
& \left\langle p^{\prime}\right| e^{S}|p\rangle=\left\langle p^{\prime}\right|\left(1+\omega^{\dagger} \omega\right)^{-1 / 2}|p\rangle=\sum_{i=1}^{d} \frac{1}{\sqrt{1+\mu_{i}^{2}}}\left\langle p^{\prime} \mid \alpha_{i}\right\rangle\left\langle\alpha_{i} \mid p\right\rangle,  \tag{B.52}\\
& \langle q| e^{S}|p\rangle=\langle q| \omega\left(1+\omega^{\dagger} \omega\right)^{-1 / 2}|p\rangle=\sum_{i=1}^{d} \frac{\mu_{i}}{\sqrt{1+\mu_{i}^{2}}}\left\langle q \mid v_{i}\right\rangle\left\langle\alpha_{i} \mid p\right\rangle,  \tag{B.53}\\
& \langle p| e^{S}|q\rangle=\langle p| \omega^{\dagger}\left(1+\omega \omega^{\dagger}\right)^{-1 / 2}|q\rangle=-\sum_{i=1}^{d} \frac{\mu_{i}}{\sqrt{1+\mu_{i}^{2}}}\left\langle p \mid \alpha_{i}\right\rangle\left\langle v_{i} \mid q\right\rangle,  \tag{B.54}\\
& \left\langle q^{\prime}\right| e^{S}|q\rangle=\left\langle q^{\prime}\right|\left(1+\omega \omega^{\dagger}\right)^{-1 / 2}|q\rangle=\sum_{i=1}^{d}\left(\frac{1}{\sqrt{1+\mu_{i}^{2}}}-1\right)\left\langle q^{\prime} \mid v_{i}\right\rangle\left\langle v_{i} \mid q\right\rangle+\delta_{q^{\prime} q}, \tag{B.55}
\end{align*}
$$

where $|q\rangle$ and $\left|q^{\prime}\right\rangle$ are basis states in the $Q$ space.

## Appendix C

## Similarity Transformation in Coupled-Cluster Method

Similar to the UMOA, the coupled-cluster theory is based on the similarity transformation,

$$
\begin{equation*}
\bar{H}=e^{-T} H e^{T}, \tag{C.1}
\end{equation*}
$$

with the Hamiltonian $H$. Here, $H$ is normal ordered with respect to a single Slater-determinant reference state $|\Phi\rangle$. The operator $T$ is sum of the particle-hole cluster operator,

$$
\begin{equation*}
T=T^{(1)}+T^{(2)}+\cdots+T^{(A)}, \tag{C.2}
\end{equation*}
$$

defined with respect to the reference state. The $n$-particle- $n$-hole ( $n \mathrm{p} n \mathrm{~h}$ ) cluster operator is defined as

$$
\begin{equation*}
T^{(n)}=\frac{1}{(n!)^{2}} \sum_{i_{1} \cdots i_{n} \leq \rho_{F}} \sum_{a_{1} \cdots a_{k}>\rho_{F}} t_{i_{1} \cdots i_{k}}^{a_{1} \cdots a_{k}} a_{a_{1}}^{\dagger} \cdots a_{a_{k}}^{\dagger} a_{i_{k}} \cdots a_{i_{1}}, \tag{C.3}
\end{equation*}
$$

in the second quantization form. Note $T^{\dagger} \neq-T$ because the cluster operator $T$ includes only the excitation operators. As a result transformation (C.1) is not unitary transformation. The important properties of $T^{(n)}$ is

$$
\begin{equation*}
\left[T^{(n)}, T^{(m)}\right]=0, \text { for } 1 \leq m, n \leq A \tag{C.4}
\end{equation*}
$$

Eq. (C.4) can be directly proved:

$$
\begin{align*}
{\left[T^{(n)}, T^{(m)}\right]=} & \left(\frac{1}{m!n!}\right)^{2} \sum_{i_{1} \cdots i_{n} \leq \rho_{F}} \sum_{a_{1} \cdots a_{n}>\rho_{F}} \sum_{i_{n+1} \cdots i_{n+m} \leq \rho_{F}} \sum_{a_{n+1} \cdots a_{m+n}>\rho_{F}} t_{i_{1} \cdots i_{n}}^{a_{1} \cdots a_{n}} t_{i_{n+1} \cdots \cdots n_{n+m}}^{a_{n+1} \cdots a_{n+m}} \\
& \times\left[\left(a_{a_{1}}^{\dagger} \cdots a_{a_{n}}^{\dagger}\right)\left(a_{i_{1}} \cdots a_{i_{n}}\right)\left(a_{a_{n+1}}^{\dagger} \cdots a_{a_{n+m}}^{\dagger}\right)\left(a_{i_{n+1}} \cdots a_{i_{n+m}}\right)\right. \\
& \left.-\left(a_{a_{n+1}}^{\dagger} \cdots a_{a_{n+m}}^{\dagger}\right)\left(a_{i_{n+1}} \cdots a_{i_{n+m}}\right)\left(a_{a_{1}}^{\dagger} \cdots a_{a_{n}}^{\dagger}\right)\left(a_{i_{1}} \cdots a_{i_{n}}\right)\right] \\
= & {\left[1-(-1)^{2 n m}\right]\left(\frac{1}{m!n!}\right)^{2} \sum_{i_{1} \cdots i_{n} \leq \rho_{F}} \sum_{a_{1} \cdots a_{n}>\rho_{F}} \sum_{i_{n+1} \cdots i_{n+m} \leq \rho_{F}} \sum_{a_{n+1} \cdots a_{m+n}>\rho_{F}} t_{i_{1} \cdots i_{n}}^{a_{1} \cdots a_{n} t_{i_{n+1} \cdots \cdots i_{n+m}}^{a_{n+m} \cdots a_{n+m}}} } \\
& \times\left(a_{a_{1}}^{\dagger} \cdots a_{a_{n}}^{\dagger}\right)\left(a_{i_{1}} \cdots a_{i_{n}}\right)\left(a_{a_{n+1}}^{\dagger} \cdots a_{a_{n+m}}^{\dagger}\right)\left(a_{i_{n+1}} \cdots a_{i_{n+m}}\right) \\
= & 0 . \tag{C.5}
\end{align*}
$$

Eq. (C.4) is very useful to expand $\bar{H}$. Assuming $H$ includes up to the two-body interaction, the transformed Hamiltonian $\bar{H}$ can be written with Baker-Campbell-Hausdorff expansion as

$$
\begin{equation*}
\bar{H}=H+[H, T]+\frac{1}{2}[[H, T], T]+\frac{1}{3!}[[[H, T], T], T]+\frac{1}{4!}[[[[H, T], T], T], T] . \tag{C.6}
\end{equation*}
$$

Since $T$ not contracted with $H$ is vanish, the expansion terminates with the four-fold commutator.
The most commonly used approximation is coupled-cluster with single-and-double (CCSD) where $T \approx T^{(1)}+T^{(2)}$. The cluster operators $T^{(1)}$ and $T^{(2)}$ are determined by coupled-cluster equations,

$$
\begin{align*}
\langle 1 \mathrm{p} 1 \mathrm{~h}| \bar{H}|0 \mathrm{p} 0 \mathrm{~h}\rangle & =0,  \tag{C.7}\\
\langle 2 \mathrm{p} 2 \mathrm{~h}| \bar{H}|0 \mathrm{p} 0 \mathrm{~h}\rangle & =0, \tag{C.8}
\end{align*}
$$

with the 0 p 0 h state $|0 \mathrm{p} 0 \mathrm{~h}\rangle$, 1 p 1 h state $|1 \mathrm{p} 1 \mathrm{~h}\rangle$, and 2 p 2 h state $|2 \mathrm{p} 2 \mathrm{~h}\rangle$. Once the cluster operator is determined, the ground state energy $E_{\text {g.s. }}$ is given as

$$
\begin{equation*}
E_{\text {g.s. }}=\langle 0 \mathrm{p} 0 \mathrm{~h}| \bar{H}|0 \mathrm{p} 0 \mathrm{~h}\rangle . \tag{C.9}
\end{equation*}
$$

## Appendix D

## Matrix Elements for Equation of Motion Approach

As mentioned in Sec. 3.4, we diagonalize the transformed Hamiltonian to obtain the energies of excited states. Moreover, we diagonalize the transformed Hamiltonian in the 1p0h and 2p1h (0p1h and 1 p 2 h ) space to obtain the energies of $A+1(A-1)$-body system. Here, the explicit expressions for the matrix elements are shown.

## D. 1 Normal Ordering with respect to the Reference State

First, let us remind the normal ordered transformed Hamiltonian with respect to the reference state.

$$
\begin{equation*}
\widetilde{H} \simeq E_{0}+\sum_{a b}\langle a| \widetilde{h}_{1}|b\rangle: c_{a}^{\dagger} c_{b}:+\frac{1}{4} \sum_{a b c d}\langle a b| \widetilde{v}_{12}|c d\rangle: c_{a}^{\dagger} c_{b}^{\dagger} c_{d} c_{c}: . \tag{D.1}
\end{equation*}
$$

Here, Eq. (D.1) is given in terms of creation $c_{a}^{\dagger}$ and annihilation $c_{a}$ operators of nucleon. To consider the matrix elements with the states around the reference state, let us define the creation and annihilation operators of particle and hole states as

$$
\begin{align*}
& c_{a}^{\dagger}=\left(1-\rho_{a}\right) a_{a}^{\dagger}+\rho_{a}(-1)^{j_{a}+m_{a}} b_{a},  \tag{D.2}\\
& c_{a}=\left(1-\rho_{a}\right) a_{a}+\rho_{a}(-1)^{j_{a}+m_{a}} b_{a}^{\dagger} . \tag{D.3}
\end{align*}
$$

Here, $a_{a}^{\dagger}$ and $a_{a}$ are the creation and annihilation operators of the particle state $a$, respectively. Also, $b_{a}^{\dagger}$ and $b_{a}$ are the creation and annihilation operators of the hole state $a$, respectively. The $\rho_{a}$ is equal to $1(0)$ for the occupied (unoccupied) state, i.e., the occupation number of the reference state. By definition, the one-body operator can be written as

$$
\begin{align*}
\langle a| o_{1}|b\rangle: c_{a}^{\dagger} c_{b}:= & \langle a| o_{1}|b\rangle a_{a}^{\dagger} a_{b}+\langle\bar{a}| o_{1}|b\rangle b_{a} a_{b}(-1)^{j_{a}+m_{a}} \\
& +\langle a| o_{1}|\bar{b}\rangle a_{a}^{\dagger} b_{b}^{\dagger}(-1)^{j_{b}+m_{b}}-\langle\bar{a}| o_{1}|\bar{b}\rangle b_{b}^{\dagger} b_{a}(-1)^{j_{a}+m_{a}}(-1)^{j_{b}+m_{b}}, \tag{D.4}
\end{align*}
$$

Here, $\bar{a}$ means $\left\{n_{a}, l_{a}, j_{a},-m_{a}, z_{a}\right\}$. Moreover, the two-body operator is

$$
\begin{align*}
& \langle a b| o_{2}|c d\rangle: c_{a}^{\dagger} c_{b}^{\dagger} c_{d} c_{c}:=\langle a b| o_{2}|c d\rangle a_{a}^{\dagger} a_{b}^{\dagger} a_{d} a_{c}+2\langle a b| o_{2}|c \bar{d}\rangle a_{a}^{\dagger} a_{b}^{\dagger} b_{d}^{\dagger} a_{c}(-1)^{j_{d}+m_{d}} \\
& \quad+\langle a b| o_{2}|\bar{c} \bar{d}\rangle a_{a}^{\dagger} a_{b}^{\dagger} b_{d}^{\dagger} b_{c}^{\dagger}(-1)^{j_{c}+m_{c}}(-1)^{j_{d}+m_{d}}+2\langle a \bar{b}| o_{2}|c d\rangle a_{a}^{\dagger} b_{b} a_{d} a_{c}(-1)^{j_{b}+m_{b}} \\
& \quad+\langle\bar{a} \bar{b}| o_{2}|c d\rangle b_{a} b_{b} a_{d} a_{c}(-1)^{j_{a}+m_{a}}(-1)^{j_{b}+m_{b}}-4\langle a \bar{b}| o_{2}|c \bar{d}\rangle a_{a}^{\dagger} b_{d}^{\dagger} b_{b} a_{c}(-1)^{j_{b}+m_{b}}(-1)^{j_{d}+m_{d}} \\
& \quad+2\langle\bar{a} \bar{b}| o_{2}|c \bar{d}\rangle b_{d}^{\dagger} b_{a} b_{b} a_{c}(-1)^{j_{a}+m_{a}}(-1)^{j_{b}+m_{b}}(-1)^{j_{d}+m_{d}} \\
& \quad+2\langle a \bar{b}| o_{2}|\bar{c} \bar{d}\rangle a_{a}^{\dagger} b_{d}^{\dagger} b_{c}^{\dagger} b_{b}(-1)^{j_{b}+m_{b}}(-1)^{j_{c}+m_{c}}(-1)^{j_{d}+m_{d}} \\
& \quad+\langle\bar{a} \bar{b}| o_{2}|\bar{c} \bar{d}\rangle b_{d}^{\dagger} b_{c}^{\dagger} b_{a} b_{b}(-1)^{j_{a}+m_{a}}(-1)^{j_{b}+m_{b}}(-1)^{j_{c}+m_{c}}(-1)^{j_{d}+m_{d}} . \tag{D.5}
\end{align*}
$$

## D. 2 Matrix Elements for the $A$-Body Closed Shell System

Here, we show the matrix elements for the excitation states of the $A$-body closed shell system. What we want to derive here is the explicit expression of

$$
\begin{align*}
& \left\langle\Phi^{A}\right| \widetilde{H}\left|\Phi^{A}\right\rangle,  \tag{D.6}\\
& \left\langle\Phi^{A}\right| \widetilde{H}\left|a_{1} a_{2}^{-1}: J\right\rangle,  \tag{D.7}\\
& \left\langle a_{1} a_{2}^{-1}: J\right| \widetilde{H} a_{a_{3}}^{\dagger} b_{a_{4}}^{\dagger}\left|a_{3} a_{4}^{-1}: J\right\rangle,  \tag{D.8}\\
& \left\langle\Phi^{A}\right| \widetilde{H}\left|\left(a_{1} a_{2}: J_{a_{1} a_{2}}\right)\left(a_{3}^{-1} a_{4}^{-1}: J_{a_{3} a_{4}}\right) J\right\rangle,  \tag{D.9}\\
& \left\langle a_{1} a_{2}^{-1}: J\right| \widetilde{H}\left|\left(a_{3} a_{4}: J_{a_{3} a_{4}}\right)\left(a_{5}^{-1} a_{6}^{-1}: J_{a_{5} a_{6}}\right) J\right\rangle,  \tag{D.10}\\
& \left\langle\left(a_{1} a_{2}: J_{a_{1} a_{2}}\right)\left(a_{3}^{-1} a_{4}^{-1}: J_{a_{3} a_{4}}\right) J\right| \widetilde{H}\left|\left(a_{5} a_{6}: J_{a_{5} a_{6}}\right)\left(a_{7}^{-1} a_{8}^{-1}: J_{a_{7} a_{8}}\right) J\right\rangle . \tag{D.11}
\end{align*}
$$

We use notations:

$$
\begin{align*}
& \left|a_{1} a_{2}^{-1}: J\right\rangle=\sum_{m_{a_{1}} m_{a_{2}}} C_{m_{a_{1}}}^{j_{a_{1}} j_{a_{2}} J} a_{a_{2}} M a_{a_{1}}^{\dagger} b_{a_{2}}^{\dagger}\left|\Phi^{A}\right\rangle, \tag{D.12}
\end{align*}
$$

$$
\begin{align*}
& \times a_{a_{1}}^{\dagger} a_{a_{2}}^{\dagger} b_{a_{3}}^{\dagger} b_{a_{4}}^{\dagger}\left|\Phi^{A}\right\rangle . \tag{D.13}
\end{align*}
$$

The $J_{a_{1} a_{2}}$ and $J$ denote the intermediate and total angular momentum. The coefficient $C_{m_{1} m_{2} M}^{j_{1} j_{2} J}$ is Clebsh-Gordan coefficient. Note that $\left|\Phi^{A}\right\rangle$ has total angular momentum 0 . The $\Delta_{a b}$ means $\sqrt{\left(1+\delta_{\left.n_{a} n_{b} l_{a} l_{b} j_{a} j_{b} z_{a} z_{b}\right)}\right)}$. The Hamiltonian in Eq. (3.70) is

$$
\widetilde{H}(A)=\left(\begin{array}{cccc}
\text { Eq. (D.6) } & \text { Eq. (D.7) } & \text { Eq. (D.9) } & \cdots  \tag{D.14}\\
\text { Eq. (D.7) } & \text { Eq. (D.8) } & \text { Eq. (D.10) } & \cdots \\
\text { Eq. (D.9) } & \text { Eq. (D.10) } & \text { Eq. (D.11) } & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Due to the normal ordering, the matrix element for the reference state can be derived as

$$
\begin{equation*}
\left\langle\Phi^{A}\right| \widetilde{H}\left|\Phi^{A}\right\rangle=E_{0} . \tag{D.15}
\end{equation*}
$$

Eq. (D.7) is

$$
\begin{equation*}
\left\langle\Phi^{A}\right| \widetilde{H}\left|a_{1} a_{2}^{-1}: J\right\rangle=\sqrt{\left[j_{a_{1}}\right.} \widetilde{h}_{a_{1} a_{2}} \delta_{J 0} \tag{D.16}
\end{equation*}
$$

with $\widetilde{h}_{a b}=\langle a| \widetilde{h}_{1}|b\rangle$. Since the reference state has $0^{+}$state, $J$ takes only 0 for the coupling between 0 p 0 h and 1 p 1 h . Note that the vanishment of this coupling introduced in method II as shown in Sec. 3.5. Eq. (D.8) is

$$
\left\langle a_{1} a_{2}^{-1}: J\right| \widetilde{H}\left|a_{3} a_{4}^{-1}: J\right\rangle=\widetilde{h}_{a_{1} a_{3}} \delta_{a_{2} a_{4}}-\widetilde{h}_{a_{2} a_{4}} \delta_{a_{1} a_{3}}-\sum_{K}[K]\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{4}} & K  \tag{D.17}\\
j_{a_{3}} & j_{a_{2}} & J
\end{array}\right\} \widetilde{v}_{a_{1} a_{4} a_{3} a_{2}}^{K}
$$

The notation $\widetilde{v}_{a b c d}^{J}=\langle a b: J| \vec{V}|c d: J\rangle$ is used. Eq. (D.9) is

$$
\begin{equation*}
\left\langle\Phi^{A}\right| \widetilde{H}\left|\left(a_{1} a_{2}: J_{a_{1} a_{2}}\right)\left(a_{3}^{-1} a_{4}^{-1}: J_{a_{3} a_{4}}\right) J\right\rangle=0 \tag{D.18}
\end{equation*}
$$

Because the 2p2h excitations are already decoupled by the unitary-transformation. Eq. (D.10) is

$$
\begin{align*}
& \left\langle a_{1} a_{2}^{-1}: J\right| \widetilde{H}\left|\left(a_{3} a_{4}: J_{a_{3} a_{4}}\right)\left(a_{5}^{-1} a_{6}^{-1}: J_{a_{5} a_{6}}\right) J\right\rangle \\
& =A\left(a_{3} a_{4}\right) A\left(a_{5} a_{6}\right) \frac{(-1)^{j_{a_{1}}+j_{a_{3}}+J_{a_{3} a_{4}}} \delta_{a_{1} a_{4}} \delta_{a_{2} a_{6}}}{\Delta_{a_{3} a_{4}} \Delta_{a_{5} a_{6}}} \sqrt{\left[J_{a_{3} a_{4}}\right]\left[J_{a_{5} a_{6}} \breve{h}_{a_{3} a_{5}}\right.}\left\{\begin{array}{ccc}
J_{a_{3} a_{4}} & j_{a_{6}} & j_{a_{3}} \\
j_{a_{4}} & J_{a_{5} a_{6}} & J
\end{array}\right\} \\
& -A\left(a_{5} a_{6}\right) \frac{1}{\Delta_{a_{5} a_{6}}} \widetilde{v}_{a_{1} a_{5} a_{3} a_{4}}^{J_{3} a_{4}} \delta_{a_{2} a_{6}} \sqrt{\left[J_{a_{3} a_{4}}\right]\left[J_{a_{5} a_{6}}\right]}\left\{\begin{array}{ccc}
j_{1} & J_{a_{3} a_{4}} & j_{5} \\
J_{a_{5} a_{6}} & j_{2} & J
\end{array}\right\} \\
& -A\left(a_{3} a_{4}\right) \frac{(-1)^{j_{a_{1}}+j_{a_{3}}+J_{a_{3} a_{4}}}}{\Delta_{a_{3} a_{4}}} J_{a_{55} a_{6} a_{3} a_{2}} \delta_{a_{1} a_{4}} \sqrt{\left[J_{a_{3} a_{4}}\right]\left[J_{a_{5} a_{6}}\right]}\left\{\begin{array}{ccc}
J_{a_{5} a_{6}} & j_{2} & j_{3} \\
j_{1} & J_{a_{3} a_{4}} & J
\end{array}\right\} . \tag{D.19}
\end{align*}
$$

Here, $A(a b)$ acts as $A(a b) f(a b)=f(a b)-(-1)^{j_{a}+j_{b}+J_{a b}} f(b a)$ for an arbitrary function $f(a b)$. Finally, Eq. (D.11) is

$$
\begin{align*}
& \left\langle\left(a_{1} a_{2}: J_{a_{1} a_{2}}\right)\left(a_{3}^{-1} a_{4}^{-1}: J_{a_{3} a_{4}}\right) J\right| \widetilde{H}\left|\left(a_{5} a_{6}: J_{a_{5} a_{6}}\right)\left(a_{7}^{-1} a_{8}^{-1}: J_{a_{7} a_{8}}\right) J\right\rangle \\
& =A\left(a_{1} a_{2}\right) A\left(a_{3} a_{4}\right) A\left(a_{5} a_{6}\right) \frac{\widetilde{h}_{a_{1} a_{5}} \delta_{a_{3} a_{7}} \delta_{a_{4} a_{8}} \delta_{a_{2} a_{6}} \delta_{J_{a_{1} a_{2}} J_{a_{5} a_{6}}} \delta_{J_{a_{3} a_{4}} J_{a_{7} a_{8}}}}{\Delta^{a_{1} a_{2}} \Delta_{a_{5} a_{6}} \Delta_{a_{3} a_{4}}^{a}} \\
& -A\left(a_{1} a_{2}\right) A\left(a_{3} a_{4}\right) A\left(a_{7} a_{8}\right) \frac{\widetilde{h}_{a_{3} a_{7}} \delta_{a_{1} a_{5}} \delta_{a_{2} a_{6}} \delta_{a_{4} a_{8}} \delta_{J_{a_{1} a_{2}} J_{a_{5} a_{6}}} \delta_{J_{a_{3} a_{4}} J_{a_{7} a_{8}}}}{\Delta_{a_{1} a_{2}}^{2} \Delta_{a_{3} a_{4}} \Delta_{a_{7} a_{8}}} \\
& +A\left(a_{3} a_{4}\right) \frac{\delta_{a_{3} a_{7}} \delta_{a_{4} a_{8}} \delta_{J_{a_{1} a_{2}}} J_{a_{5 a_{6}}} \delta_{J_{a_{3} a_{4}}} J_{a_{7} a_{8}}}{\Delta_{a_{3} a_{4}}^{2}}{\stackrel{V}{a_{1} a_{2} a_{5} a_{6}}}_{J_{a_{1} a_{2}}} \\
& +A\left(a_{1} a_{2}\right) \frac{\delta_{a_{1} a_{5}} \delta_{a_{2} a_{6}} \delta_{J_{a_{1} a_{2}} J_{a_{5} a_{6}}} \delta_{J_{a_{3} a_{4}} J_{a_{7} a_{8}}}}{\Delta_{a_{1} a_{2}}^{2}}{\stackrel{v}{a_{3} a_{4} a_{7} a_{8}}}^{J_{a_{0}}} \\
& +\sum_{I K} \frac{A\left(a_{1} a_{2}\right) A\left(a_{3} a_{4}\right) A\left(a_{5} a_{6}\right) A\left(a_{7} a_{8}\right)(-1)^{j_{a_{1}}+j_{a_{2}}+j_{a_{4}}+j_{a_{5}}}(-1)^{J_{a_{3} a_{4}}+J_{a_{7} a_{8}}+K+I+J} \delta_{a_{4} a_{8}} \delta_{a_{2} a_{6}}}{\Delta_{a_{1} a_{2}} \Delta_{a_{3} a_{4}} \Delta_{a_{5} a_{6}} \Delta_{a_{7} a_{8}}}[I][K] \\
& \times\left\{\begin{array}{ccc}
j_{a_{1}} & J_{a_{1} a_{2}} & j_{a_{2}} \\
J_{a_{5} a_{6}} & j_{a_{5}} & I
\end{array}\right\}\left\{\begin{array}{ccc}
j_{a_{3}} & J_{a_{3} a_{4}} & j_{a_{4}} \\
J_{a_{7} a_{8}} & j_{a_{7}} & I
\end{array}\right\}\left\{\begin{array}{ccc}
J_{a_{1} a_{2}} & J_{a_{5} a_{6}} & I \\
J_{a_{7} a_{8}} & J_{a_{3} a_{4}} & J
\end{array}\right\} \\
& \times\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{7}} & K \\
j_{a_{3}} & j_{a_{5}} & I
\end{array}\right\} \widetilde{v}_{a_{1} a_{7} a_{5} a_{3}}^{K} . \tag{D.20}
\end{align*}
$$

## D. 3 Matrix Elements for the Closed Shell Plus-One-Body System

Similarly to Sec. D.2, we show explicit expressions of following matrix element:

$$
\begin{align*}
& \left\langle a_{1}: J\right| \widetilde{H}\left|a_{2}: J\right\rangle,  \tag{D.21}\\
& \left\langle a_{1}: J\right| \widetilde{H}\left|\left(a_{2} a_{3}: J_{a_{2} a_{3}}\right) a_{4}^{-1}: J\right\rangle,  \tag{D.22}\\
& \left\langle\left(a_{1} a_{2}: J_{a_{1} a_{2}}\right) a_{3}^{-1}: J\right| \widetilde{H}\left|\left(a_{4} a_{5}: J_{a_{4} a_{5}}\right) a_{6}^{-1}: J\right\rangle . \tag{D.23}
\end{align*}
$$

Here, we use

$$
\begin{align*}
\left|a_{1}: J\right\rangle & =a_{a_{1}}^{\dagger} \delta_{j_{a_{1}} J}\left|\Phi^{A}\right\rangle,  \tag{D.24}\\
\left|\left(a_{1} a_{2}: J_{a_{1} a_{2}}\right) a_{3}^{-1}: J\right\rangle & =\frac{1}{\Delta_{a_{1} a_{2}}} \sum_{m_{a_{1}} m_{a_{2}} m_{a_{3}}} C_{m_{a_{1}} m_{a_{2}} M_{a_{1} a_{2}}}^{j_{a_{1} j_{2} J} J_{a_{1} a_{2}}} C_{M_{a_{1} a_{2} m_{a_{3}} M} J_{a_{1} a_{2} j_{a_{3} J} J} a_{a_{1}}^{\dagger} a_{a_{2}}^{\dagger} b_{a_{3}}^{\dagger}\left|\Phi^{A}\right\rangle .} . \tag{D.25}
\end{align*}
$$

The Hamiltonian in Eq. (3.75) is

$$
\widetilde{H}(A+1)=\left(\begin{array}{ccc}
\text { Eq. (D.21) } & \text { Eq. (D.22) } & \cdots  \tag{D.26}\\
\text { Eq. (D.22) } & \text { Eq. (D.23) } & \cdots \\
\vdots & \vdots & \ddots
\end{array}\right)
$$

Eq. (D.21) is

$$
\begin{equation*}
\left\langle a_{1}: J\right| \widetilde{H}\left|a_{2}: J\right\rangle=\sqrt{\left[j_{a_{1}}\right]} \widetilde{h}_{a_{1} a_{2}} . \tag{D.27}
\end{equation*}
$$

Eq. (D.22) is

$$
\begin{equation*}
\left\langle a_{1}: J\right| \widetilde{H}\left|\left(a_{2} a_{3}: J_{a_{2} a_{3}}\right) a_{4}^{-1}: J\right\rangle=-(-1)^{J_{a_{2} a_{3}}+j_{a_{4}}-J} \frac{\sqrt{\left[J_{a_{2} a_{3}}\right]}}{\sqrt{[J]}} \widetilde{v}_{a_{1} a_{1} a_{4} a_{2} a_{3}} . \tag{D.28}
\end{equation*}
$$

Eq. (D.23) is

$$
\begin{align*}
& \left\langle\left(a_{1} a_{2}: J_{a_{1} a_{2}}\right) a_{3}^{-1}: J\right| \widetilde{H}\left|\left(a_{4} a_{5}: J_{a_{4} a_{5}}\right) a_{6}^{-1}: J\right\rangle \\
& =A\left(a_{1} a_{2}\right) A\left(a_{4} a_{5}\right) \frac{\delta_{J_{a_{1} a_{2}} J_{a_{4} a_{5}}} \delta_{a_{2} a_{5} a_{a_{3} a_{6}}} \widetilde{h}_{a_{1} a_{4}}-A\left(a_{1} a_{2}\right) \frac{\delta_{J_{a_{1} a_{2}} J_{a_{4} a_{5}}} \delta_{a_{1} a_{4}} \delta_{a_{2} a_{5}}}{\Delta_{a_{1} a_{2}} \Delta_{a_{4} a_{5}}}}{\Delta_{a_{3} a_{6}}}+\delta_{J_{a_{1} a_{2}}} J_{a_{4} a_{5}} \delta_{a_{3} a_{6}} \widetilde{v}_{a_{1}}^{J_{1} a_{2} a_{4} a_{4} a_{5}} \\
& \quad-A\left(a_{1} a_{2}\right) A\left(a_{4} a_{5}\right) \sum_{I K} \frac{(-1)^{j_{a_{3}}+j_{a_{6}}+J_{a_{1} a_{2}+}+J_{a_{4} a_{5}}} \delta_{a_{2} a_{5}}}{\Delta_{a_{1} a_{2}} \Delta_{a_{4} a_{5}}}[I][K] \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{\left.a_{4} a_{5}\right]}\right.}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{a_{1} a_{2}} \\
J & j_{a_{3}} & K
\end{array}\right\} \\
& \quad \times\left\{\begin{array}{ccc}
j_{a_{4}} & j_{a_{5}} & J_{a_{4} a_{5}} \\
J & j_{a_{6}} & K
\end{array}\right\}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{6}} & I \\
j_{a_{4}} & j_{a_{3}} & K
\end{array}\right\} \widetilde{v}_{a_{1} a_{6} a_{4} a_{3}} . \tag{D.29}
\end{align*}
$$

## D. 4 Matrix Elements for the Closed Shell Minus-One-Body System

Similarly to previous sections, we show explicit expressions of following matrix element:

$$
\begin{align*}
& \left\langle a_{1}^{-1}: J\right| \widetilde{H}\left|a_{2}^{-1}: J\right\rangle,  \tag{D.30}\\
& \left\langle a_{1}^{-1}: J\right| \widetilde{H}\left|a_{2}\left(a_{3}^{-1} a_{4}^{-1}: J_{a_{3} a_{4}}\right): J\right\rangle,  \tag{D.31}\\
& \left\langle a_{1}\left(a_{2}^{-1} a_{3}^{-1}: J_{a_{2} a_{3}}\right): J\right| \widetilde{H}\left|a_{4}\left(a_{5}^{-1} a_{6}^{-1}: J_{a_{5} a_{6}}\right): J\right\rangle . \tag{D.32}
\end{align*}
$$

Here, we use

$$
\begin{align*}
\left|a_{1}^{-1}: J\right\rangle & =b_{a_{1}}^{\dagger} \delta_{j_{a_{1}} J}\left|\Phi^{A}\right\rangle,  \tag{D.33}\\
\left|a_{1}\left(a_{2}^{-1} a_{3}^{-1}: J_{a_{2} a_{3}}\right): J\right\rangle & =\frac{1}{\Delta_{a_{2} a_{3}}} \sum_{m_{a_{1}} m_{a_{2}} m_{a_{3}}} C_{m_{a_{1}} M_{a_{2} a_{3} M} M}^{j_{a_{1}} J_{a_{2} a_{3}} J} C_{m_{a_{2}} a_{a_{3}} M_{a_{2} a_{3}}}^{j_{a_{2}} j_{a_{2}} J_{a_{2} a_{3}}} a_{a_{1}}^{\dagger} b_{a_{2}}^{\dagger} b_{a_{3}}^{\dagger}\left|\Phi^{A}\right\rangle . \tag{D.34}
\end{align*}
$$

The Hamiltonian in Eq. (3.76) is

$$
\widetilde{H}(A-1)=\left(\begin{array}{ccc}
\text { Eq. (D.30) } & \text { Eq. (D.31) } & \cdots  \tag{D.35}\\
\text { Eq. (D.31) } & \text { Eq. (D.32) } & \cdots \\
\vdots & \vdots & \ddots
\end{array}\right)
$$

Eq. (D.30) is

$$
\begin{equation*}
\left\langle a_{1}^{-1}: J\right| \widetilde{H}\left|a_{2}^{-1}: J\right\rangle=-\sqrt{\left[j_{a_{1}}\right]} \widetilde{h}_{a_{1} a_{2}} . \tag{D.36}
\end{equation*}
$$

Eq. (D.31) is

$$
\begin{equation*}
\left\langle a_{1}^{-1}: J\right| \widetilde{H}\left|a_{2}\left(a_{3}^{-1} a_{4}^{-1}: J_{a_{3} a_{4}}\right): J\right\rangle=(-1)^{j_{a_{1}}+j_{a_{2}}+j_{a_{3}}+j_{a_{4}}} \frac{\sqrt{\left[J_{a_{3} a_{4}}\right]}}{\sqrt{[J]}} \widetilde{v}_{a_{4} a_{3} a_{3} a_{2} a_{1}}^{J_{a_{1}}} . \tag{D.37}
\end{equation*}
$$

Eq. (D.32) is

$$
\begin{align*}
& \left\langle a_{1}\left(a_{2}^{-1} a_{3}^{-1}: J_{a_{2} a_{3}}\right): J\right| \widetilde{H}\left|a_{4}\left(a_{5}^{-1} a_{6}^{-1}: J_{a_{5} a_{6}}\right): J\right\rangle \\
& =A\left(a_{2} a_{3}\right) \frac{\delta_{J_{a_{2} a_{3}} J_{a_{5} a_{6}}} \delta_{a_{2} a_{5}} \delta_{a_{3} a_{6}} \widetilde{h}_{a_{1} a_{4}}-A\left(a_{2} a_{3}\right) A\left(a_{5} a_{6}\right) \frac{\delta_{J_{a_{2} a_{3}} J_{a_{5} a_{6}}} \delta_{a_{1} a_{4}} \delta_{a_{3} a_{6}}}{\Delta_{a_{2} a_{3}} \Delta_{a_{5} a_{6}}} \widetilde{h}_{a_{2} a_{5}}+\delta_{J_{a_{2} a_{3}}} J_{a_{5} a_{6}}}{} \delta_{a_{1} a_{4}} \widetilde{v}_{a_{2} a_{3} a_{5} a_{6}}^{J_{a_{2}}} \\
& \quad+A\left(a_{2} a_{3}\right) A\left(a_{5} a_{6}\right) \sum_{l K} \frac{(-1)^{a_{a_{1}}+j_{a_{2}}+j_{a_{4}}+j_{a_{5}}} \delta_{a_{3} a_{6}}}{\Delta_{a_{2} a_{3}} \Delta_{a_{5} a_{6}}}[I][K] \sqrt{\left[J_{a_{2} a_{3}}\right]\left[J_{\left.a_{5} a_{6}\right]}\right.}\left\{\begin{array}{ccc}
j_{a_{2}} & j_{a_{3}} & J_{a_{2} a_{3}} \\
J & j_{a_{1}} & K
\end{array}\right\} \\
& \quad \times\left\{\begin{array}{ccc}
j_{a_{5}} & j_{a_{6}} & J_{a_{5} a_{6}} \\
J & j_{a_{4}} & K
\end{array}\right\}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{5}} & I \\
j_{a_{4}} & j_{a_{2}} & K
\end{array}\right\} \widetilde{v}_{a_{1} a_{5} a_{4} a_{2}}^{I} . \tag{D.38}
\end{align*}
$$

## Appendix E

## Details for the Other Observables

In this thesis, we calculate, in addition to the energy, the observables such as the expectation values of radii operators. In Appendix E, the equations used in the actual calculations are summarized.

## E. 1 Cluster Expansion of Original Operators

Here, the cluster expansion of the initial operator used in the numerical calculations is shown. First, we consider the point-nucleon radius. The definition of the squared point-nucleon radius operator is

$$
\begin{equation*}
r_{\mathrm{m}}^{2}=\frac{1}{A} \sum_{i=1}^{A}\left(\mathbf{r}_{i}-\mathbf{R}_{\mathrm{CM}}\right)^{2} \tag{E.1}
\end{equation*}
$$

Here, $\mathbf{r}_{i}$ and $\mathbf{R}_{\mathrm{CM}}$ are the coordinate vectors of $i$ th nucleon and CM of nucleus. By using

$$
\begin{equation*}
\mathbf{R}_{\mathrm{CM}}=\frac{1}{A} \sum_{i=1}^{A} \mathbf{r}_{i} \tag{E.2}
\end{equation*}
$$

Eq. (E.1) can be decomposed into

$$
\begin{equation*}
r_{\mathrm{m}}^{2}=\frac{1}{A}\left(1-\frac{1}{A}\right) \sum_{i=1}^{A} \mathbf{r}_{i}^{2}-\frac{2}{A^{2}} \sum_{i<j}^{A} \mathbf{r}_{i} \cdot \mathbf{r}_{j} \tag{E.3}
\end{equation*}
$$

Comparing to Eq. (3.59), $r_{\mathrm{m}}^{2}$ can be rewritten as

$$
\begin{equation*}
r_{\mathrm{m}}^{2}=\sum_{i=1}^{A} r_{\mathrm{m}, i}^{2}+\sum_{i<j}^{A} r_{\mathrm{m}, i j}^{2} \tag{E.4}
\end{equation*}
$$

with the one- and two-body parts,

$$
\begin{equation*}
r_{\mathrm{m}, i}^{2}=\frac{1}{A}\left(1-\frac{1}{A}\right) \mathbf{r}_{i}^{2}, \quad r_{\mathrm{m}, i j}^{2}=-\frac{2}{A^{2}} \mathbf{r}_{i} \cdot \mathbf{r}_{j} . \tag{E.5}
\end{equation*}
$$

Second, the definition of the squared point-proton radius operator is

$$
\begin{equation*}
r_{p}^{2}=\frac{1}{Z} \sum_{i=1}^{A}\left(\frac{1+\tau_{3, i}}{2}\right)\left(\mathbf{r}_{i}-\mathbf{R}_{\mathrm{CM}}\right)^{2} \tag{E.6}
\end{equation*}
$$

Here, $\tau_{3, i}$ is the third component of the isospin for the $i$ th nucleon. Similarly to $r_{\mathrm{m}}^{2}$ case, $r_{p}^{2}$ can be decomposed into

$$
\begin{equation*}
r_{p}^{2}=\sum_{i=1}^{A} r_{p, i}^{2}+\sum_{i<j}^{A} r_{p, i j}^{2}, \tag{E.7}
\end{equation*}
$$

with

$$
\begin{align*}
r_{p, i}^{2} & =\left[\frac{1}{Z}\left(1-\frac{2}{A}\right)\left(\frac{1+\tau_{3, i}}{2}\right)+\frac{1}{A^{2}}\right] \mathbf{r}_{i}^{2},  \tag{E.8}\\
r_{p, i j}^{2} & =\left[-\frac{4}{A Z}\left(\frac{1+\tau_{3, i}}{2}\right)\left(\frac{1+\tau_{3, j}}{2}\right)-\frac{2}{A Z}\left(\frac{1+\tau_{3, i}}{2}\right)\left(\frac{1-\tau_{3, j}}{2}\right)+\frac{2}{A^{2}}\right] \mathbf{r}_{i} \cdot \mathbf{r}_{j} . \tag{E.9}
\end{align*}
$$

Almost same decomposition can be done for the squared point-neutron radius operator $r_{n}^{2}$ :

$$
\begin{equation*}
r_{n}^{2}=\sum_{i=1}^{A} r_{n, i}^{2}+\sum_{i<j}^{A} r_{n, i j}^{2} \tag{E.10}
\end{equation*}
$$

with

$$
\begin{align*}
& r_{n, i}^{2}=\left[\frac{1}{N}\left(1-\frac{2}{A}\right)\left(\frac{1-\tau_{3, i}}{2}\right)+\frac{1}{A^{2}}\right] \mathbf{r}_{i}^{2},  \tag{E.11}\\
& r_{n, i j}^{2}=\left[-\frac{4}{A N}\left(\frac{1-\tau_{3, i}}{2}\right)\left(\frac{1-\tau_{3, j}}{2}\right)-\frac{2}{A N}\left(\frac{1-\tau_{3, i}}{2}\right)\left(\frac{1+\tau_{3, j}}{2}\right)+\frac{2}{A^{2}}\right] \mathbf{r}_{i} \cdot \mathbf{r}_{j .} \tag{E.12}
\end{align*}
$$

Next, we consider the CM Hamiltonian:

$$
\begin{equation*}
H_{\mathrm{CM}}=\frac{\mathbf{P}_{\mathrm{CM}}^{2}}{2 A m}+\frac{1}{2} A m \omega^{2} \mathbf{R}_{\mathrm{CM}}^{2} \tag{E.13}
\end{equation*}
$$

The $H_{\mathrm{CM}}$ can be decomposed into

$$
\begin{equation*}
H_{\mathrm{CM}}=\sum_{i=1}^{A} h_{\mathrm{CM}, i}+\sum_{i<j}^{A} h_{\mathrm{CM}, i j}, \tag{E.14}
\end{equation*}
$$

with

$$
\begin{equation*}
h_{\mathrm{CM}, i}=\frac{1}{A}\left(\frac{\mathbf{p}_{i}^{2}}{2 m}+\frac{1}{2} m \omega^{2} \mathbf{r}_{i}^{2}\right), \quad h_{\mathrm{CM}, i j}=\frac{1}{A}\left(\frac{\mathbf{p}_{i} \cdot \mathbf{p}_{j}}{m}+m \omega^{2} \mathbf{r}_{i} \cdot \mathbf{r}_{j}\right) . \tag{E.15}
\end{equation*}
$$

## E. 2 Translationally Invariant Density

In this work, we assume that the nucleus is spherical and calculate the angle-averaged density

$$
\begin{align*}
\rho(r) & =\frac{1}{\int d \hat{\mathbf{r}}} \int d \hat{\mathbf{r}} \rho(\mathbf{r}) \\
& =\frac{1}{4 \pi} \sum_{a b} \widetilde{n}_{a b} R_{n_{a} l_{a}}^{*}(r) R_{n_{b} l_{b}}(r) \delta_{l_{a} l_{b}} \delta_{j_{a j} j_{b}} \delta_{m_{a} m_{b}} . \tag{E.16}
\end{align*}
$$

Here, $\widetilde{n}_{a b}$ is density matrix calculated in the UMOA. Since our ground-state $|\Psi\rangle$ includes the CM motion, density $\rho(r)$ also includes the contributions from the CM motion. As found in Ref [102], if $|\Phi\rangle$ can be factorized into the translationally invariant state $\left|\Psi_{\mathrm{ti}}\right\rangle$ and CM state $\left|\Psi_{\mathrm{CM}}\right\rangle$,

$$
\begin{equation*}
|\Psi\rangle=\left|\Psi_{\mathrm{ti}}\right\rangle \otimes\left|\Psi_{\mathrm{CM}}\right\rangle, \tag{E.17}
\end{equation*}
$$

the angle-averaged translationally invariant density, $\rho_{\mathrm{ti}}(r)$, can be introduced as

$$
\begin{equation*}
\rho_{\mathrm{ti}}(r)=\frac{1}{2 \pi^{2}} \int_{0}^{\infty} d p p^{2} \frac{\sin (p r)}{p r} F(p) . \tag{E.18}
\end{equation*}
$$

Here, $F(p)$ are the angle-averaged Fourier transformed translationally invariant density (form factor) defined by

$$
\begin{equation*}
F(p)=\frac{\int_{0}^{\infty} d r r \sin (p r) \rho(r)}{\int_{0}^{\infty} d r r \sin (p r) \rho_{\mathrm{CM}}(r)} \tag{E.19}
\end{equation*}
$$

As discussed in the CCM, the CM motion can be factorized by the Gaussian with the proper frequency $\widetilde{\omega}$ for the ground state [103]. We confirmed that such a factorization is also valid in the UMOA.

## Appendix F

## Table of Numerical Results

Here, we tabulate the calculated ground-state energies and radii for the shell closed nuclei from ${ }^{4} \mathrm{He}$ to ${ }^{218} \mathrm{~Pb}$. The calculation results are obtained with the chiral $\mathrm{N}^{3} \mathrm{LO} N N$ interaction [10] softened by SRG transformation with $\lambda_{\mathrm{SRG}}=1.88 \mathrm{fm}^{-1}, 2 \mathrm{fm}^{-1}, 2.24 \mathrm{fm}^{-1}$. In addition to the point-proton radii $\left\langle r_{p}^{2}\right\rangle^{1 / 2}$, point-neutron radii $\left\langle r_{n}^{2}\right\rangle^{1 / 2}$, and point-nucleon radii $\left\langle r_{\mathrm{m}}^{2}\right\rangle^{1 / 2}$, we exhibit the charge radii calculated by

$$
\begin{equation*}
r_{\mathrm{ch}}=\sqrt{\left\langle r_{p}^{2}\right\rangle+R_{p}^{2}+\frac{N}{Z} R_{n}^{2}}, \tag{F.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta r_{n p}=\left\langle r_{n}^{2}\right\rangle^{1 / 2}-\left\langle r_{p}^{2}\right\rangle^{1 / 2} . \tag{F.2}
\end{equation*}
$$

As for the finite size correction in the charge radius, we employ $R_{p}^{2}=0.832 \mathrm{fm}^{2}$ [72] and $R_{n}^{2}=-0.115$ $\mathrm{fm}^{2}$ [73].

Table F.1: Ground-state energies per nucleon $E_{\text {g.s. }} / A$, point-proton radii $\left\langle r_{p}^{2}\right\rangle^{1 / 2}$, point-neutron radii $\left\langle r_{n}^{2}\right\rangle^{1 / 2}$, point-nucleon radii $\left\langle r_{\mathrm{m}}^{2}\right\rangle^{1 / 2}$, charge radii $r_{\mathrm{ch}}$, and $\Delta r_{n p}=\left\langle r_{n}^{2}\right\rangle^{1 / 2}-\left\langle r_{p}^{2}\right\rangle^{1 / 2}$ for sub-shell closures at $e_{\max }=12$ and $\hbar \omega=20 \mathrm{MeV}$. The interaction is chiral $\mathrm{N}^{3} \mathrm{LO} N N$ interaction softened by SRG transformation evolved to $\lambda_{\text {SRG }}=1.88 \mathrm{fm}^{-1}$. The number in parenthesis means the error and is estimated by the difference between $e_{\max }=10$ and $e_{\max }=12$ results.

| nucleus | $E_{\text {g.s. } / A}$ <br> $(\mathrm{MeV})$ | $\left\langle r_{p}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $\left\langle r_{n}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $\left\langle r_{\mathrm{m}}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $r_{\mathrm{ch}}$ <br> $(\mathrm{fm})$ | $\Delta r_{n p}$ <br> $(\mathrm{fm})$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| ${ }^{4} \mathrm{He}$ | -6.98 | 1.414 | 1.408 | 1.411 | 1.648 | -0.006 |
| ${ }^{14} \mathrm{O}$ | -8.41 | 2.059 | 1.935 | 2.007 | 2.233 | -0.124 |
| ${ }^{16} \mathrm{O}$ | -10.49 | 2.029 | 2.012 | 2.020 | 2.198 | -0.017 |
| ${ }^{22} \mathrm{O}$ | -10.13 | 2.010 | 2.294 | 2.195 | 2.161 | 0.285 |
| ${ }^{24} \mathrm{O}$ | -10.16 | 2.011 | $2.381(1)$ | 2.264 | 2.156 | $0.369(1)$ |
| ${ }^{34} \mathrm{Ca}$ | -12.08 | 2.423 | 2.233 | 2.347 | 2.573 | -0.190 |
| ${ }^{36} \mathrm{Ca}$ | -13.56 | 2.397 | 2.272 | 2.342 | 2.546 | -0.124 |
| ${ }^{40} \mathrm{Ca}$ | -15.39 | 2.395 | 2.366 | 2.380 | 2.540 | -0.029 |

Table F. 1 continued:

| ${ }^{\text {nucleus }}$ | $E_{\text {g.s. }} / A$ <br> $(\mathrm{MeV})$ | $\left\langle r_{p}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $\left\langle r_{n}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $\left\langle r_{\mathrm{m}}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $r_{\mathrm{ch}}$ <br> $(\mathrm{fm})$ | $\Delta r_{n p}$ <br> $(\mathrm{fm})$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| ${ }^{48} \mathrm{Ca}$ | -16.10 | 2.363 | 2.506 | 2.448 | 2.501 | 0.143 |
| ${ }^{52} \mathrm{Ca}$ | -16.33 | 2.363 | 2.590 | 2.505 | 2.496 | 0.227 |
| ${ }^{54} \mathrm{Ca}$ | $-16.28(1)$ | 2.370 | 2.641 | 2.544 | 2.501 | $0.271(1)$ |
| ${ }^{60} \mathrm{Ca}$ | $-15.51(1)$ | 2.422 | $2.766(1)$ | $2.656(1)$ | 2.544 | $0.344(2)$ |
| ${ }^{48} \mathrm{Ni}$ | -14.21 | 2.563 | 2.353 | 2.477 | 2.705 | -0.210 |
| ${ }^{56} \mathrm{Ni}$ | $-16.66(1)$ | 2.511 | $2.477(1)$ | 2.494 | 2.650 | -0.034 |
| ${ }^{60} \mathrm{Ni}$ | $-17.53(1)$ | $2.503(1)$ | $2.541(1)$ | $2.523(1)$ | $2.639(1)$ | 0.039 |
| ${ }^{62} \mathrm{Ni}$ | $-17.80(1)$ | $2.507(1)$ | 2.578 | $2.546(1)$ | $2.641(1)$ | 0.071 |
| ${ }^{68} \mathrm{Ni}$ | $-18.27(1)$ | $2.541(1)$ | 2.680 | 2.624 | $2.670(1)$ | 0.139 |
| ${ }^{78} \mathrm{Ni}$ | $-17.70(1)$ | $2.543(1)$ | $2.791(1)$ | $2.704(1)$ | $2.663(1)$ | 0.248 |
| ${ }^{80} \mathrm{Zr}$ | $-19.43(1)$ | $2.740(1)$ | $2.695(1)$ | $2.718(1)$ | 2.868 | -0.045 |
| ${ }^{90} \mathrm{Zr}$ | $-20.59(1)$ | $2.710(1)$ | $2.781(1)$ | $2.749(1)$ | $2.834(1)$ | 0.071 |
| ${ }^{96} \mathrm{Zr}$ | $-20.99(2)$ | $2.709(1)$ | $2.849(2)$ | $2.791(2)$ | $2.830(1)$ | 0.140 |
| ${ }^{98} \mathrm{Zr}$ | $-21.08(2)$ | $2.709(2)$ | $2.874(1)$ | $2.808(2)$ | $2.830(1)$ | 0.164 |
| ${ }^{102} \mathrm{Zr}$ | $-20.99(2)$ | $2.723(2)$ | $2.933(1)$ | $2.852(1)$ | $2.840(1)$ | 0.210 |
| ${ }^{110} \mathrm{Zr}$ | $-20.44(2)$ | $2.771(1)$ | $3.035(1)$ | $2.942(1)$ | $2.882(1)$ | 0.264 |
| ${ }^{122} \mathrm{Zr}$ | $-19.78(2)$ | $2.774(2)$ | $3.107(2)$ | $3.002(2)$ | $2.880(2)$ | 0.332 |
| ${ }^{100} \mathrm{Sn}$ | $-20.58(2)$ | $2.812(2)$ | $2.765(2)$ | $2.788(2)$ | $2.936(2)$ | -0.047 |
| ${ }^{106} \mathrm{Sn}$ | $-21.43(2)$ | $2.807(2)$ | $2.824(2)$ | $2.816(2)$ | $2.929(2)$ | 0.017 |
| ${ }^{108} \mathrm{Sn}$ | $-21.64(2)$ | $2.807(2)$ | $2.845(2)$ | $2.828(2)$ | $2.929(2)$ | 0.038 |
| ${ }^{112} \mathrm{Sn}$ | $-21.88(2)$ | $2.818(2)$ | $2.893(2)$ | $2.860(2)$ | $2.938(2)$ | 0.075 |
| ${ }^{120} \mathrm{Sn}$ | $-22.16(2)$ | $2.857(2)$ | $2.982(2)$ | $2.931(2)$ | $2.972(2)$ | 0.126 |
| ${ }^{132} \mathrm{Sn}$ | $-22.09(3)$ | $2.854(2)$ | $3.055(3)$ | $2.980(3)$ | $2.965(2)$ | 0.201 |
| ${ }^{184} \mathrm{~Pb}$ | $-24.77(5)$ | $3.143(4)$ | $3.205(5)$ | $3.177(5)$ | $3.251(4)$ | $0.062(1)$ |
| ${ }^{194} \mathrm{~Pb}$ | $-25.00(5)$ | $3.182(3)$ | $3.283(5)$ | $3.241(4)$ | $3.286(3)$ | $0.102(1)$ |
| ${ }^{208} \mathrm{~Pb}$ | $-25.28(6)$ | $3.177(4)$ | $3.336(6)$ | $3.274(5)$ | $3.278(4)$ | $0.160(1)$ |
| ${ }^{218} \mathrm{~Pb}$ | $-25.24(7)$ | $3.179(5)$ | $3.390(7)$ | $3.312(6)$ | $3.279(4)$ | $0.210(2)$ |

Table F.2: Same as the Table F. 1 except for the interaction. The interaction is chiral $\mathrm{N}^{3} \mathrm{LO} N N$ interaction softened by SRG transformation evolved to $\lambda_{\text {SRG }}=2 \mathrm{fm}^{-1}$.

| ${ }^{n}$ nucleus | $E_{\text {g.s. }} / A$ <br> $(\mathrm{MeV})$ | $\left\langle r_{p}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $\left\langle r_{n}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $\left\langle r_{\mathrm{m}}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $r_{\mathrm{ch}}$ <br> $(\mathrm{fm})$ | $\Delta r_{n p}$ <br> $(\mathrm{fm})$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| ${ }^{4} \mathrm{He}$ | -6.93 | 1.411 | 1.406 | 1.408 | 1.646 | -0.006 |
| ${ }^{14} \mathrm{O}$ | -8.15 | 2.063 | 1.938 | 2.010 | 2.236 | -0.125 |
| ${ }^{16} \mathrm{O}$ | -10.17 | 2.034 | 2.017 | 2.026 | 2.203 | -0.017 |
| ${ }^{22} \mathrm{O}$ | -9.76 | 2.015 | 2.299 | 2.200 | 2.166 | 0.283 |
| ${ }^{24} \mathrm{O}$ | -9.77 | 2.019 | 2.388 | 2.272 | 2.163 | $0.370(1)$ |
| ${ }^{34} \mathrm{Ca}$ | -11.52 | $2.434(1)$ | $2.242(1)$ | $2.357(1)$ | 2.583 | -0.191 |
| ${ }^{36} \mathrm{Ca}$ | -12.95 | $2.408(1)$ | $2.283(1)$ | $2.353(1)$ | 2.557 | -0.125 |
| ${ }^{40} \mathrm{Ca}$ | -14.71 | $2.407(1)$ | $2.378(1)$ | $2.393(1)$ | $2.552(1)$ | -0.030 |
| ${ }^{48} \mathrm{Ca}$ | $-15.37(1)$ | $2.375(1)$ | $2.517(1)$ | $2.459(1)$ | $2.513(1)$ | 0.142 |
| ${ }^{52} \mathrm{Ca}$ | $-15.55(1)$ | $2.377(1)$ | 2.604 | 2.519 | $2.510(1)$ | 0.227 |
| ${ }^{54} \mathrm{Ca}$ | $-15.48(1)$ | $2.385(1)$ | 2.656 | 2.559 | $2.515(1)$ | $0.271(1)$ |
| ${ }^{60} \mathrm{Ca}$ | $-14.71(1)$ | $2.439(1)$ | $2.784(1)$ | 2.674 | $2.560(1)$ | $0.344(2)$ |
| ${ }^{48} \mathrm{Ni}$ | $-13.49(1)$ | 2.575 | $2.365(1)$ | 2.490 | 2.717 | $-0.210(1)$ |
| ${ }^{56} \mathrm{Ni}$ | $-15.83(2)$ | $2.523(1)$ | $2.489(1)$ | $2.506(1)$ | $2.662(1)$ | -0.035 |
| ${ }^{60} \mathrm{Ni}$ | $-16.64(2)$ | $2.517(2)$ | $2.555(1)$ | $2.537(2)$ | $2.652(1)$ | 0.038 |
| ${ }^{62} \mathrm{Ni}$ | $-16.90(2)$ | $2.522(2)$ | $2.593(1)$ | $2.561(2)$ | $2.655(2)$ | 0.071 |
| ${ }^{68} \mathrm{Ni}$ | $-17.34(2)$ | $2.558(2)$ | $2.697(1)$ | $2.640(1)$ | $2.685(2)$ | 0.139 |
| ${ }^{78} \mathrm{Ni}$ | $-16.74(3)$ | $2.560(2)$ | $2.808(2)$ | $2.721(2)$ | $2.679(2)$ | 0.248 |
| ${ }^{80} \mathrm{Zr}$ | $-18.37(2)$ | $2.760(1)$ | $2.715(2)$ | $2.738(2)$ | $2.887(1)$ | -0.046 |
| ${ }^{90} \mathrm{Zr}$ | $-19.47(3)$ | $2.730(2)$ | $2.800(3)$ | $2.769(2)$ | $2.853(2)$ | 0.070 |
| ${ }^{96} \mathrm{Zr}$ | $-19.83(4)$ | $2.730(3)$ | $2.870(3)$ | $2.813(3)$ | $2.851(2)$ | 0.140 |
| ${ }^{98} \mathrm{Zr}$ | $-19.90(4)$ | $2.732(3)$ | $2.896(3)$ | $2.830(3)$ | $2.851(3)$ | 0.164 |
| ${ }^{102} \mathrm{Zr}$ | $-19.81(4)$ | $2.746(3)$ | $2.957(2)$ | $2.876(3)$ | $2.863(3)$ | 0.211 |
| ${ }^{110} \mathrm{Zr}$ | $-19.26(4)$ | $2.796(3)$ | $3.060(2)$ | $2.967(2)$ | $2.906(2)$ | 0.264 |
| ${ }^{122} \mathrm{Zr}$ | $-18.59(5)$ | $2.800(3)$ | $3.132(3)$ | $3.027(3)$ | $2.904(3)$ | 0.333 |
| ${ }^{100} \mathrm{Sn}$ | $-19.39(4)$ | $2.832(3)$ | $2.785(3)$ | $2.809(3)$ | $2.956(3)$ | -0.048 |
| ${ }^{106} \mathrm{Sn}$ | $-20.18(5)$ | $2.829(3)$ | $2.845(4)$ | $2.837(4)$ | $2.950(3)$ | 0.016 |
| ${ }^{108} \mathrm{Sn}$ | $-20.37(5)$ | $2.830(3)$ | $2.868(4)$ | $2.850(4)$ | $2.951(3)$ | 0.038 |
| ${ }^{112} \mathrm{Sn}$ | $-20.59(5)$ | $2.842(4)$ | $2.917(4)$ | $2.884(4)$ | $2.961(3)$ | 0.076 |
| ${ }^{120} \mathrm{Sn}$ | $-20.86(5)$ | $2.882(3)$ | $3.008(4)$ | $2.956(4)$ | $2.996(3)$ | 0.126 |
| ${ }^{132} \mathrm{Sn}$ | $-20.76(6)$ | $2.880(4)$ | $3.080(5)$ | $3.006(5)$ | $2.989(4)$ | 0.201 |
| ${ }^{184} \mathrm{~Pb}$ | $-23.12(9)$ | $3.178(5)$ | $3.241(7)$ | $3.213(6)$ | $3.285(5)$ | $0.062(1)$ |
| ${ }^{208} \mathrm{~Pb}$ | $-23.35(10)$ | $3.218(5)$ | $3.320(7)$ | $3.277(6)$ | $3.321(5)$ | $0.102(1)$ |
| $-23.59(11)$ | $3.214(5)$ | $3.374(8)$ | $3.312(7)$ | $3.314(5)$ | $0.160(2)$ |  |
|  |  |  |  |  |  |  |

Table F. 2 continued:

| nucleus | $E_{\mathrm{g} . \mathrm{s} .} / A$ <br> $(\mathrm{MeV})$ | $\left\langle r_{p}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $\left\langle r_{n}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $\left\langle r_{\mathrm{m}}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $r_{\mathrm{ch}}$ <br> $(\mathrm{fm})$ | $\Delta r_{n p}$ <br> $(\mathrm{fm})$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| ${ }^{218} \mathrm{~Pb}$ | $-23.52(12)$ | $3.218(6)$ | $3.430(9)$ | $3.352(8)$ | $3.316(6)$ | $0.212(3)$ |

Table F.3: Same as the Table F. 1 except for the interaction. The interaction is chiral $\mathrm{N}^{3} \mathrm{LO} N N$ interaction softened by SRG transformation evolved to $\lambda_{\mathrm{SRG}}=2.24 \mathrm{fm}^{-1}$.

| ${ }^{n}$ nucleus | $E_{\text {g.s. }} / A$ <br> $(\mathrm{MeV})$ | $\left\langle r_{p}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $\left\langle r_{n}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $\left\langle r_{\mathrm{m}}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $r_{\mathrm{ch}}$ <br> $(\mathrm{fm})$ | $\Delta r_{n p}$ <br> $(\mathrm{fm})$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| ${ }^{4} \mathrm{He}$ | -6.81 | 1.413 | 1.407 | 1.410 | 1.647 | -0.006 |
| ${ }^{14} \mathrm{O}$ | $-7.65(1)$ | $2.080(1)$ | $1.954(2)$ | $2.027(1)$ | $2.252(1)$ | -0.126 |
| ${ }^{16} \mathrm{O}$ | $-9.55(1)$ | $2.054(2)$ | $2.037(2)$ | $2.046(2)$ | $2.222(1)$ | -0.017 |
| ${ }^{22} \mathrm{O}$ | $-9.05(2)$ | $2.038(2)$ | $2.322(1)$ | $2.223(2)$ | $2.187(2)$ | 0.284 |
| ${ }^{24} \mathrm{O}$ | $-9.00(2)$ | $2.045(2)$ | 2.417 | $2.300(1)$ | $2.187(2)$ | $0.373(1)$ |
| ${ }^{34} \mathrm{Ca}$ | $-10.45(3)$ | $2.467(3)$ | $2.273(3)$ | $2.389(3)$ | $2.615(3)$ | -0.194 |
| ${ }^{36} \mathrm{Ca}$ | $-11.76(3)$ | $2.443(3)$ | $2.316(3)$ | $2.387(3)$ | $2.590(3)$ | -0.127 |
| ${ }^{40} \mathrm{Ca}$ | $-13.40(4)$ | $2.445(3)$ | $2.414(3)$ | $2.429(3)$ | $2.587(3)$ | -0.031 |
| ${ }^{48} \mathrm{Ca}$ | $-13.92(5)$ | $2.414(4)$ | $2.556(3)$ | $2.498(4)$ | $2.549(3)$ | 0.142 |
| ${ }^{52} \mathrm{Ca}$ | $-14.03(6)$ | $2.419(4)$ | $2.648(2)$ | $2.562(3)$ | $2.550(3)$ | $0.229(1)$ |
| ${ }^{54} \mathrm{Ca}$ | $-13.94(6)$ | $2.429(4)$ | $2.703(1)$ | $2.605(2)$ | $2.556(3)$ | $0.274(2)$ |
| ${ }^{60} \mathrm{Ca}$ | $-13.20(6)$ | $2.486(3)$ | 2.833 | $2.722(1)$ | $2.604(3)$ | $0.347(3)$ |
| ${ }^{48} \mathrm{Ni}$ | $-12.09(5)$ | $2.616(2)$ | $2.403(3)$ | $2.529(3)$ | $2.755(2)$ | $-0.213(1)$ |
| ${ }^{56} \mathrm{Ni}$ | $-14.18(7)$ | $2.566(4)$ | $2.530(4)$ | $2.548(4)$ | $2.702(4)$ | -0.036 |
| ${ }^{60} \mathrm{Ni}$ | $-14.89(7)$ | $2.563(4)$ | $2.601(4)$ | $2.583(4)$ | $2.696(4)$ | 0.038 |
| ${ }^{62} \mathrm{Ni}$ | $-15.10(7)$ | $2.569(5)$ | $2.641(4)$ | $2.609(4)$ | $2.700(4)$ | 0.073 |
| ${ }^{68} \mathrm{Ni}$ | $-15.52(8)$ | $2.607(4)$ | $2.746(4)$ | $2.690(4)$ | $2.732(4)$ | 0.140 |
| ${ }^{78} \mathrm{Ni}$ | $-14.85(10)$ | $2.611(5)$ | $2.861(5)$ | $2.774(5)$ | $2.728(5)$ | 0.250 |
| ${ }^{80} \mathrm{Zr}$ | $-16.33(9)$ | $2.816(4)$ | $2.769(5)$ | $2.793(5)$ | $2.941(4)$ | -0.047 |
| ${ }^{90} \mathrm{Zr}$ | $-17.27(11)$ | $2.787(5)$ | $2.857(6)$ | $2.826(6)$ | $2.908(5)$ | 0.070 |
| ${ }^{9} \mathrm{Zr}$ | $-17.55(12)$ | $2.791(6)$ | $2.932(6)$ | $2.874(6)$ | $2.909(6)$ | 0.141 |
| ${ }^{98} \mathrm{Zr}$ | $-17.59(12)$ | $2.794(6)$ | $2.960(6)$ | $2.894(6)$ | $2.911(6)$ | 0.166 |
| ${ }^{102} \mathrm{Zr}$ | $-17.49(12)$ | $2.810(6)$ | $3.024(6)$ | $2.942(6)$ | $2.924(6)$ | 0.214 |
| ${ }^{110} \mathrm{Zr}$ | $-16.97(13)$ | $2.862(6)$ | $3.129(6)$ | $3.034(6)$ | $2.970(5)$ | 0.267 |
| ${ }^{122} \mathrm{Zr}$ | $-16.26(15)$ | $2.868(6)$ | $3.204(7)$ | $3.098(7)$ | $2.970(6)$ | $0.336(1)$ |
| ${ }^{100} \mathrm{Sn}$ | $-17.03(13)$ | $2.893(6)$ | $2.844(7)$ | $2.868(7)$ | $3.014(6)$ | -0.049 |

Table F. 3 continued:

| nucleus | $E_{\text {g. . } / ~} / A$ <br> $(\mathrm{MeV})$ | $\left\langle r_{p}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $\left\langle r_{n}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $\left\langle r_{\mathrm{m}}^{2}\right\rangle^{1 / 2}$ <br> $(\mathrm{fm})$ | $r_{\mathrm{ch}}$ <br> $(\mathrm{fm})$ | $\Delta r_{n p}$ <br> $(\mathrm{fm})$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| ${ }^{106} \mathrm{Sn}$ | $-17.70(14)$ | $2.893(7)$ | $2.909(7)$ | $2.901(7)$ | $3.012(7)$ | 0.016 |
| ${ }^{108} \mathrm{Sn}$ | $-17.87(14)$ | $2.896(7)$ | $2.934(7)$ | $2.916(7)$ | $3.014(7)$ | 0.038 |
| ${ }^{112} \mathrm{Sn}$ | $-18.06(14)$ | $2.910(7)$ | $2.986(7)$ | $2.952(7)$ | $3.026(7)$ | 0.077 |
| ${ }^{120} \mathrm{Sn}$ | $-18.32(15)$ | $2.950(7)$ | $3.077(8)$ | $3.025(7)$ | $3.062(7)$ | 0.127 |
| ${ }^{132} \mathrm{Sn}$ | $-18.13(17)$ | $2.951(7)$ | $3.154(9)$ | $3.078(9)$ | $3.058(7)$ | $0.203(1)$ |
| ${ }^{184} \mathrm{~Pb}$ | $-19.88(24)$ | $3.271(8)$ | $3.335(10)$ | $3.306(9)$ | $3.375(8)$ | $0.064(1)$ |
| ${ }^{194} \mathrm{~Pb}$ | $-20.13(25)$ | $3.311(7)$ | $3.414(10)$ | $3.371(9)$ | $3.411(7)$ | $0.104(2)$ |
| ${ }^{208} \mathrm{~Pb}$ | $-20.26(28)$ | $3.309(8)$ | $3.472(12)$ | $3.409(10)$ | $3.407(8)$ | $0.163(3)$ |
| ${ }^{218} \mathrm{~Pb}$ | $-20.14(29)$ | $3.318(8)$ | $3.534(13)$ | $3.454(11)$ | $3.413(8)$ | $0.217(4)$ |

## Appendix G

## Matrix Elements for Three-body Basis States

Here, we show the antisymmetrization of the three-body state and derivations of the matrix element with the three-body state. We begin with the definition of the three-body state. Let the states $\mid a), \mid b), \cdots$ be the harmonic oscillator (h.o.) wave functions. The non-antisymmetrized three-body state is defined as

$$
\begin{equation*}
\mid a b c):=|a| \otimes \mid b) \otimes \mid c) \tag{G.1}
\end{equation*}
$$

in the $M$-scheme. In this appendix, we denote the non-antisymmetrized and antisymmetrized states as $\mid \cdots$ ) and $|\cdots\rangle$, respectively. By summing up the third component of the angular momentum, the non-antisymmetrized three-body state is

$$
\begin{equation*}
\left.\left.\mid a b c: J_{a b} J\right)=\sum_{m_{a} m_{b} m_{c}} C_{m_{a} m_{b} M_{a b}}^{j_{j} j_{j} J_{a b}} C_{M_{a b} m_{c} M}^{J_{a b} j_{c} J} \mid a b c\right), \tag{G.2}
\end{equation*}
$$

where $C_{m_{1} m_{2} m_{3}}^{j_{1} j_{2} j_{3}}$ is the Clebsch-Cordan coefficient. In Eq. (G.2), the total angular momentum $J$ is constructed via $J_{a b}$.

Before discussing to the antisymmetrization of the three-body state, we note the useful recoupling formulae:

$$
\begin{align*}
& C_{m_{a} m_{\beta} M_{1}}^{j_{j} j_{j} J_{1}} C_{m_{y} m_{\delta} M_{1}}^{j_{c} j_{d} J_{1}}=\sum_{J_{2}}(-1)^{4 j_{a}+2 j_{b}+2 j_{c}+J_{1}-3 J_{2}-m_{\alpha}+m_{\delta}}\left[J_{1}\right]\left\{\begin{array}{ccc}
j_{a} & j_{b} & J_{1} \\
j_{d} & j_{c} & J_{2}
\end{array}\right\} C_{m_{\alpha}-m_{y} M_{2}}^{j_{j} j_{j} J_{2}} C_{-m_{\beta} m_{\beta} M_{2}}^{j_{b} j_{d} J_{2}},  \tag{G.3}\\
& C_{m_{a} m_{\beta} M_{1}}^{j_{j} j_{j} J_{1}} C_{m_{y} m_{\delta} M_{1}}^{j_{j} j_{d} J_{1}}=\sum_{J_{2}}(-1)^{4 j_{a}+2 j_{b}-j_{c}+j_{d}+2 J_{1}-3 J_{2}-m_{\alpha}+m_{y}}\left[J_{1}\right]\left\{\begin{array}{ccc}
j_{a} & j_{b} & J_{1} \\
j_{c} & j_{d} & J_{2}
\end{array}\right\} C_{m_{\alpha}-m_{\delta} M_{2}}^{j_{j} j_{d} J_{2}} C_{-m_{\beta} m_{y} M_{2}}^{j_{j} j_{j} J_{2}},  \tag{G.4}\\
& C_{m_{\beta} M_{y} M_{b c}}^{j_{b} j_{c} J_{b c}} C_{M_{b c} M_{\alpha} M}^{J_{b j} j_{j} J}=-(-1)^{j_{b}+j_{c}+J_{b c}} \sum_{J_{a b}} \sqrt{\left[J_{a b}\right]\left[J_{b c}\right]}\left\{\begin{array}{ccc}
j_{a} & j_{b} & J_{a b} \\
j_{c} & J & J_{b c}
\end{array}\right\} C_{m_{\alpha} m_{\beta} M_{a b}}^{j_{a} j_{b} J_{a b}} C_{m_{a b} m_{y} M}^{J_{a b} j_{c} J},  \tag{G.5}\\
& C_{m_{\gamma} m_{a} M_{c a}}^{j_{c} j_{c a} J_{c a}} C_{M_{c a} m_{\beta} M}^{J_{c a} j_{b} J}=-\sum_{J_{a b}}(-1)^{j_{a}+j_{b}+J_{a b}} \sqrt{\left[J_{a b}\right]\left[J_{b c}\right]}\left\{\begin{array}{ccc}
j_{a} & j_{b} & J_{a b} \\
J & j_{c} & J_{c a}
\end{array}\right\} C_{m_{a} m_{\beta} M_{a b}}^{j_{a} j_{J_{a b}}} C_{m_{a b} m_{\gamma} M}^{J_{a b} j_{c} J} . \tag{G.6}
\end{align*}
$$

## G. 1 Antisymmetrization of Three-Body State

Suppose the antisymmetrization of state (G.1) (or (G.2)) is done by acting the three-body antisymmetrizer $\mathcal{A}$. The $\mathcal{A}$ can be written down as

$$
\begin{equation*}
\mathcal{A}=\frac{1}{6}\left(1-\mathcal{T}_{12}+\mathcal{T}_{31} \mathcal{T}_{12}-\mathcal{T}_{23}+\mathcal{T}_{23} \mathcal{T}_{12}-\mathcal{T}_{31}\right) \tag{G.7}
\end{equation*}
$$

with the two-body exchange operator $\mathcal{T}_{12}$ satisfying

$$
\begin{equation*}
\left.\left.\left.\mathcal{T}_{12} \mid a b\right)=\mathcal{T}_{21} \mid a b\right)=\mid b a\right) . \tag{G.8}
\end{equation*}
$$

By employing $\mathcal{A}$, in $M$-scheme, the antisymmetrized three-body state is

$$
\begin{equation*}
\left.\left.\left.\left.\left.\left.|a b c\rangle=\mathcal{A} \mid a b c)=\frac{1}{6}(\mid a b c)+\mid b c a\right)+\mid c a b\right)-\mid b a c\right)-\mid a c b\right)-\mid c b a\right)\right) . \tag{G.9}
\end{equation*}
$$

To obtain the antisymmetrized three-body system in the $J$-scheme, it is easy to consider $\left.\mathcal{A} \mid a b c: J_{a b} J\right)$. After the simple algebra, we have

$$
\begin{align*}
\left|a b c: J_{a b} J\right\rangle=[\mid a b c: & \left.J_{a b} J\right)-(-1)^{\left.j_{a}+j_{b}-J_{a b} \mid b a c: J_{a b} J\right)} \\
& \left.\left.-\sum_{J_{b c}}(-1)^{j_{b}+j_{c}+J_{b c}} \sqrt{\left[J_{a b}\right]\left[J_{b c}\right]}\left\{\begin{array}{ccc}
j_{a} & j_{b} & J_{a b} \\
j_{c} & J & J_{b c}
\end{array}\right\} \right\rvert\, b c a: J_{b c} J\right) \\
& \left.\left.+\sum_{J_{b c}} \sqrt{\left[J_{a b}\right]\left[J_{b c}\right]}\left\{\begin{array}{ccc}
j_{a} & j_{b} & J_{a b} \\
j_{c} & J & J_{b c}
\end{array}\right\} \right\rvert\, c b a: J_{b c} J\right) \\
& \left.\left.-\sum_{J_{c a}}(-1)^{j_{a}+j_{b}-J_{a b}} \sqrt{\left[J_{a b}\right]\left[J_{c a}\right]}\left\{\begin{array}{ccc}
j_{a} & j_{b} & J_{a b} \\
J & j_{c} & J_{c a}
\end{array}\right\} \right\rvert\, c a b: J_{c a} J\right) \\
& \left.\left.\left.-\sum_{J_{c a}}(-1)^{j_{b}+j_{c}+J_{a b}+J_{c a}} \sqrt{\left[J_{a b}\right]\left[J_{c a}\right]}\left\{\begin{array}{ccc}
j_{a} & j_{b} & J_{a b} \\
J & j_{c} & J_{c a}
\end{array}\right\} \right\rvert\, c a b: J_{c a} J\right)\right] . \tag{G.10}
\end{align*}
$$

Since the state (G.10) is not normalized and orthogonal, the state (G.10) is not useful in the UMOA calculation. When one calculates the three-body correlation operator $S^{(3)}$ based on the discussion given in Appendix B, the use of the non-orthogonal basis set cannot be directly applied on the effective-interaction theory. Instead of the state (G.10), we can use the normalized and antisymmetirzed three-body states determined by diagonalization of $\mathcal{A}$ [104]. The matrix element of $\mathcal{A}$ is

$$
\begin{aligned}
& \left(a_{1} a_{2} a_{3}: J_{a_{1} a_{2}} J|\mathcal{A}| a_{4} a_{5} a_{6}: J_{a_{4} a_{5}} J^{\prime}\right)=\sum_{\{m\}} C_{m_{a_{1}} m_{a_{2}} M_{a_{1} a_{2}}}^{j_{a_{2}} j_{a_{2}} J_{a_{1} a_{2}}} C_{M_{a_{1}}}^{J_{a_{1} a_{2}} j_{a_{2}} a_{a_{3}} M} C_{m_{a_{4}} m_{a_{5}} M_{a_{4} a_{5}}}^{j_{a_{4}} j_{a_{5}} J_{a_{a} a_{5}}} C_{M_{a_{4} a_{5} m_{a_{6}} M^{\prime}}}^{J_{a_{a} a^{\prime}} j_{a_{6}} J^{\prime}}\left(a_{1} a_{2} a_{3}|\mathcal{A}| a_{4} a_{5} a_{6}\right) \\
& =\frac{1}{6}\left[\delta_{a_{1} a_{4}} \delta_{a_{2} a_{5}} \delta_{a_{3} a_{6}} \delta_{J_{a_{1} a_{2}} J_{a_{4} a_{5}}}\right. \\
& -(-1)^{j_{a_{1}}+j_{a_{2}}-J_{a_{1} a_{2}}} \delta_{a_{1} a_{5}} \delta_{a_{2} a_{4}} \delta_{a_{3} a_{6}} \delta_{J_{a_{1} a_{2}} J_{a_{4} a_{5}}} \\
& -(-1)^{j_{a_{2}}+j_{a_{3}}+J_{a_{4} a_{5}}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{a_{1} a_{2}} \\
j_{a_{3}} & J & J_{a_{4} a_{5}}
\end{array}\right\} \delta_{a_{1} a_{6}} \delta_{a_{2} a_{4}} \delta_{a_{3} a_{5}}
\end{aligned}
$$

$$
\begin{align*}
& +\sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{a_{1} a_{2}} \\
j_{a_{3}} & J & J_{a_{4} a_{5}}
\end{array}\right\} \delta_{a_{1} a_{6}} \delta_{a_{2} a_{5}} \delta_{a_{3} a_{4}} \\
& -(-1)^{j_{a_{1}}+j_{a_{2}}+J_{a_{1} a_{2}}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{a_{1} a_{2}} \\
J & j_{a_{3}} & J_{a_{4} a_{5}}
\end{array}\right\} \delta_{a_{1} a_{5}} \delta_{a_{2} a_{6}} \delta_{a_{3} a_{4}} \\
& \left.-(-1)^{j_{a_{2}}+j_{a_{3}}+J_{a_{1} a_{2}}+J_{a_{4} a_{5}}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{\left.a_{4} a_{5}\right]}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{a_{1} a_{2}} \\
J & j_{a_{3}} & J_{a_{4} a_{5}}
\end{array}\right\} \delta_{a_{1} a_{4}} \delta_{a_{2} a_{6}} \delta_{a_{3} a_{5}}\right] \delta_{J J^{\prime}} . \tag{G.11}
\end{align*}
$$

Since $\mathcal{A}$ can be regarded as the projection operator onto the antisymmetrized three-body Fock space, $\mathcal{A}^{2}|a b c\rangle=\mathcal{A}|a b c\rangle$, eigenvalues of $\mathcal{A}$ are 0 or 1 . The eigenvectors with eigenvalues equal 0 belong to non-three-fermion Fock space and the eigenvectors with eigenvalues equal 1 are what we are interested in. Let $|a b c: i J\rangle$ be the eigenvector of $\mathcal{A}$. Here, $i$ is alternative quantum number to the intermediate angular momentum. Using $\left.1=\sum \mid a b c: J_{a b} J\right)\left(a b c: J_{a b} J \mid\right.$, we have

$$
\begin{equation*}
\left.|a b c: i J\rangle=\sum_{a^{\prime} b^{\prime} c^{\prime} J_{a^{\prime} b^{\prime}}} \mid a^{\prime} b^{\prime} c^{\prime}: J_{a^{\prime} b^{\prime}} J\right)\left(a^{\prime} b^{\prime} c^{\prime}: J_{a^{\prime} b^{\prime}} J|a b c: i J\rangle=\sum_{J_{a b}} P(a b c) c_{a b c J_{a b}}^{i} \mid a b c: J_{a b} J\right), \tag{G.12}
\end{equation*}
$$

with the diagonalization coefficient $c_{a b c J_{a b} .}^{i}$. The $P(a b c)$ is defined by $P(a b c) f(a b c)=f(a b c)+f(b c a)+$ $f(c a b)+f(b a c)+f(a c b)+f(c b a)$. Moreover, using $\mathcal{A}=\sum|a b c: i J\rangle\langle a b c: i J|$, the three-body state represented with the intermediate angular momentum is

$$
\begin{align*}
\left|a b c: J_{a b} J\right\rangle & \left.\left.=\sqrt{3!} \mathcal{A} \mid a b c: J_{a b} J\right)=\sqrt{3!} \sum_{a^{\prime} b^{\prime} c^{\prime} i}\left|a^{\prime} b^{\prime} c^{\prime}: i J\right\rangle\left\langle a^{\prime} b^{\prime} c^{\prime}: i J\right| a b c: J_{a b} J\right) \\
& =\sqrt{3!} \sum_{i} c_{a b c J_{a b}}^{i *}|a b c: i J\rangle . \tag{G.13}
\end{align*}
$$

Inversely, the three-body state represented by the label $i$ is

$$
\begin{align*}
|a b c: i J\rangle & \left.=\mathcal{A}|a b c: i J\rangle=\sum_{J_{a b}} P(a b c) c_{a b c J_{a b}}^{i} \mathcal{A} \mid a b c: J_{a b} J\right) \\
& =\frac{1}{\sqrt{3!}} \sum_{J_{a b}} P(a b c) c_{a b c c_{a b}}^{i}\left|a b c: J_{a b} J\right\rangle . \tag{G.14}
\end{align*}
$$

## G. 2 Matrix Element in Three-Body State

In UMOA calculations, we need the matrix elements of one- and two-body operators in the three-body state. Here, the how to calculate the matrix elements,

$$
\begin{align*}
& \left\langle a_{1} a_{2} a_{3}: i J\right| O^{(1)}\left|a_{4} a_{5} a_{6}: i^{\prime} J\right\rangle,  \tag{G.15}\\
& \left\langle a_{1} a_{2} a_{3}: i J\right| O^{(2)}\left|a_{4} a_{5} a_{6}: i^{\prime} J\right\rangle,  \tag{G.16}\\
& \left\langle a_{1} a_{2} a_{3}: J_{a_{1} a_{2}} J\right| O^{(1)}\left|a_{4} a_{5} a_{6}: J_{a_{4} a_{5}} J\right\rangle,  \tag{G.17}\\
& \left\langle a_{1} a_{2} a_{3}: J_{a_{1} a_{2}} J\right| O^{(2)}\left|a_{4} a_{5} a_{6}: J_{a_{4} a_{5}} J\right\rangle, \tag{G.18}
\end{align*}
$$

are shown. Note that $O^{(1)}$ and $O^{(2)}$ are the one- and two-body operator, respectively. The matrix elements with $i$-representation basis are summarized:

$$
\begin{align*}
& \left\langle a_{1} a_{2} a_{3}: i J\right| O^{(1)}\left|a_{4} a_{5} a_{6}: i^{\prime} J\right\rangle \\
&  \tag{G.19}\\
& =3 \sum_{J_{a_{1} a_{2}} J_{a_{4} a_{5}}} P\left(a_{1} a_{2} a_{3}\right) P\left(a_{4} a_{5} a_{6}\right) c_{a_{1} a_{2} a_{3} a_{a_{1} a_{2}}}^{i *} c_{a_{4} a_{5} a_{6} J_{a_{4} a_{5}}^{i^{\prime}}} o_{a_{1} a_{4}} \delta_{a_{2} a_{5}} \delta_{a_{3} a_{6}},
\end{align*}
$$

and

$$
\begin{align*}
& \left\langle a_{1} a_{2} a_{3}: i J\right| O^{(2)}\left|a_{4} a_{5} a_{6}: i^{\prime} J\right\rangle \\
& \quad=\frac{3}{2} \sum_{J_{a_{1} a_{2}} J_{a_{4} a_{5}}} P\left(a_{1} a_{2} a_{3}\right) P\left(a_{4} a_{5} a_{6}\right) c_{a_{1} a_{2} a_{3} J_{a_{1} a_{2}}}^{i *} c_{a_{4} a_{5} a_{6} J_{a_{4} a_{5}}}^{i^{\prime}} \delta_{J_{a_{1} a_{2}} J_{a_{4} a_{5}}} \delta_{a_{3} a_{6}} \Delta_{a_{1} a_{2} a_{2}} \Delta_{a_{4} a_{5}} o_{a_{1} a_{2} a_{4} a_{5}}^{J_{a_{1} a_{2}}} . \tag{G.20}
\end{align*}
$$

Here, the following notations

$$
\begin{equation*}
o_{a_{1} a_{2}}=\left\langle a_{1}\right| o_{1}\left|a_{2}\right\rangle, \quad o_{a_{1} a_{2} a_{3} a_{4}}^{J}=\left\langle a_{1} a_{2}: J\right| o_{12}\left|a_{3} a_{4}: J\right\rangle, \quad \Delta_{a_{1} a_{2}}=\sqrt{1+\delta_{a_{1} a_{2}}}, \tag{G.21}
\end{equation*}
$$

are used. Although, the actual calculations are done with $i$-representation basis set, we note the matrix elements Eq. (G.17) and (G.18). Eq. (G.17) is

$$
\begin{aligned}
& \left\langle a_{1} a_{2} a_{3}: J_{12} J\right| O^{(1)}\left|a_{4} a_{5} a_{6}: J_{45} J\right\rangle \\
& =o_{a_{1} a_{4}} \delta_{a_{2} a_{5}} \delta_{a_{3} a_{6}} \delta_{J_{12} J_{45}} \\
& -(-1)^{j_{2}+j_{3}+J_{12}+J_{45}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
J & j_{a_{3}} & J_{45}
\end{array}\right\} o_{a_{1} a_{4}} \delta_{a_{2} a_{6}} \delta_{a_{3} a_{5}} \\
& -(-1)^{j_{2}+j_{3}+J_{45}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
j_{a_{3}} & J & J_{45}
\end{array}\right\} o_{a_{1} a_{6}} \delta_{a_{2} a_{4}} \delta_{a_{3} a_{5}} \\
& +\sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
j_{a_{3}} & J & J_{45}
\end{array}\right\} o_{a_{1} a_{6}} \delta_{a_{2} a_{5}} \delta_{a_{3} a_{4}} \\
& -(-1)^{j_{a_{1}}+j_{a_{2}}+J_{12}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
J & j_{a_{3}} & J_{45}
\end{array}\right\} o_{a_{1} a_{5}} \delta_{a_{2} a_{6}} \delta_{a_{3} a_{4}} \\
& -(-1)^{j_{a_{1}}+j_{a_{2}}-J_{12}} \delta_{J_{12} J_{45}} o_{a_{1} a_{5}} \delta_{a_{2} a_{4}} \delta_{a_{3} a_{6}} \\
& -(-1)^{j_{a_{1}}+j_{a_{2}}+J_{12}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
J & j_{a_{3}} & J_{45}
\end{array}\right\} o_{a_{3} a_{4}} \delta_{a_{1} a_{5}} \delta_{a_{2} a_{6}} \\
& +\sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
j_{a_{3}} & J & J_{45}
\end{array}\right\} o_{a_{3} a_{4}} \delta_{a_{1} a_{6}} \delta_{a_{2} a_{5}} \\
& +o_{a_{3} a_{6}} \delta_{a_{1} a_{4}} \delta_{a_{2} a_{5}} \delta_{J_{12} J_{45}} \\
& -(-1)^{j_{a_{1}}+j_{a_{2}}-J_{12}} o_{a_{3} a_{6}} \delta_{a_{1} a_{5}} \delta_{a_{2} a_{4}} \delta_{J_{12} J_{45}} \\
& -(-1)^{j_{2}+j_{3}+J_{45}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
j_{a_{3}} & J & J_{45}
\end{array}\right\} o_{a_{3} a_{5}} \delta_{a_{1} a_{6}} \delta_{a_{2} a_{4}}
\end{aligned}
$$

$$
\begin{align*}
& -(-1)^{j_{2}+j_{3}+J_{12}+J_{45}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
J & j_{a_{3}} & J_{45}
\end{array}\right\} o_{a_{3} a_{5}} \delta_{a_{1} a_{4}} \delta_{a_{2} a_{6}} \\
& -(-1)^{j_{2}+j_{3}+J_{45}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
j_{a_{3}} & J & J_{45}
\end{array}\right\} o_{a_{2} a_{4}} \delta_{a_{1} a_{6}} \delta_{a_{3} a_{5}} \\
& -(-1)^{j_{a_{1}}+j_{a_{2}}-J_{12}} \delta_{J_{12} J_{55} o_{a_{2} a_{4}} \delta_{a_{1} a_{5}} \delta_{a_{3} a_{6}}}^{-(-1)^{j_{a_{1}}+j_{a_{2}}+J_{12}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
J & j_{a_{3}} & J_{45}
\end{array}\right\} o_{a_{2} a_{6}} \delta_{a_{1} a_{5}} \delta_{a_{3} a_{4}}} \\
& -(-1)^{j_{2}+j_{3}+J_{12}+J_{45}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5} 5}\right.}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
J & j_{a_{3}} & J_{45}
\end{array}\right\} o_{a_{2} a_{6}} \delta_{a_{1} a_{4}} \delta_{a_{3} a_{5}} \\
& +o_{a_{2} a_{5}} \delta_{a_{1} a_{4}} \delta_{a_{3} a_{6}} \delta_{J_{12} J_{45}} \\
& +\sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
j_{a_{3}} & J & J_{45}
\end{array}\right\} o_{a_{2} a_{5}} \delta_{a_{1} a_{6}} \delta_{a_{3} a_{4}} .
\end{align*}
$$

Eq. (G.18) is

$$
\begin{aligned}
& \left\langle a_{1} a_{2} a_{3}: J_{12} J\right| O^{(2)}\left|a_{4} a_{5} a_{6}: J_{45} J\right\rangle \\
& =\Delta_{a_{1} a_{2}} \Delta_{a_{4} a_{5}} \delta_{J_{12} J_{45}} \delta_{a_{3} a_{6}} \sigma_{a_{1} a_{2} a_{4} a_{5}}^{J_{12}} \\
& -(-1)^{j_{a_{5}}+j_{a_{6}}+J_{12}} \Delta_{a_{1} a_{2}} \Delta_{a_{5} a_{6}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{3}} & j_{a_{5}} & J_{45} \\
j_{a_{6}} & J & J_{12}
\end{array}\right\} o_{a_{1} a_{2} a_{5} a_{6}}^{J_{12}} \delta_{a_{3} a_{4}} \\
& -(-1)^{j_{a_{3}}+j_{a_{4}}+J_{45}} \Delta_{a_{1} a_{2}} \Delta_{a_{4} a_{6}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{6}} & j_{a_{4}} & J_{12} \\
j_{a_{3}} & J & J_{45}
\end{array}\right\} o_{a_{1} a_{2} a_{6} a_{4}}^{J_{a_{3} a_{5}}} \\
& -(-1)^{j_{a_{1}}+j_{a_{2}}+J_{12}} \Delta_{a_{3} a_{1}} \Delta_{a_{4} a_{5}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{3}} & j_{a_{1}} & J_{45} \\
j_{a_{2}} & J & J_{12}
\end{array}\right\} o_{a_{3} a_{1} a_{4} a_{5}}^{J_{a_{2} a_{6}}} \\
& +\sum_{K}(-1)^{j_{a_{1}}+j_{a_{2}}+j_{a_{5}}+j_{a_{6}}+J_{12}+K} \Delta_{a_{3} a_{1}} \Delta_{a_{5} a_{6}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}[K] \\
& \times\left\{\begin{array}{ccc}
j_{a_{3}} & j_{a_{1}} & K \\
j_{a_{2}} & J & J_{12}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{a_{2}} & j_{a_{5}} & J_{45} \\
j_{a_{6}} & J & K
\end{array}\right\} o_{a_{3} a_{1} a_{5} a_{6}}^{K} \delta_{a_{2} a_{4}} \\
& -\sum_{K}(-1)^{j_{a_{1}}+j_{a_{4}}+J_{12}+J_{45}} \Delta_{a_{3} a_{1}} \Delta_{a_{6} a_{4}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}[K] \\
& \times\left\{\begin{array}{ccc}
j_{a_{3}} & j_{a_{1}} & K \\
j_{a_{2}} & J & J_{12}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{a_{6}} & j_{a_{4}} & K \\
j_{a_{2}} & J & J_{45}
\end{array}\right\} o_{a_{3} a_{1} a_{6} a_{4}}^{K} \delta_{a_{2} a_{5}} \\
& -(-1)^{j_{a_{2}}+j_{a_{3}}+J_{45}} \Delta_{a_{2} a_{3}} \Delta_{a_{4} a_{5}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
j_{a_{3}} & J & J_{45}
\end{array}\right\} o_{a_{2} a_{3} a_{4} a_{5}}^{J_{45}} \delta_{a_{1} a_{6}} \\
& +\sum_{K}(-1)^{j_{a_{2}}+j_{a_{3}}+j_{a_{5}}+j_{a_{6}}} \Delta_{a_{2} a_{3}} \Delta_{a_{5} a_{6}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{5}}\right]}[K] \\
& \times\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} & J_{12} \\
j_{a_{3}} & J & K
\end{array}\right\}\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{5}} & J_{45} \\
j_{a_{6}} & J & K
\end{array}\right\} o_{a_{2} a_{3} a_{5} a_{6}}^{K} \delta_{a_{1} a_{4}}
\end{aligned}
$$

$$
\begin{align*}
&+\sum_{K}(-1)^{j_{a_{1}}+j_{a_{2}}+j_{a_{3}}+j_{a_{4}}+J_{45}+K} \Delta_{a_{2} a_{3}} \Delta_{a_{6} a_{4}} \sqrt{\left[J_{a_{1} a_{2}}\right]\left[J_{a_{4} a_{3}}\right]}[K] \\
& \times\left\{\begin{array}{ccc}
j_{a_{1}} & j_{a_{2}} \\
j_{a_{3}} & J & J_{12}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{a_{6}} & j_{a_{4}} & K \\
j_{a_{1}} & J & J_{45}
\end{array}\right\} o_{a_{2} a_{3} a_{6} a_{4}}^{K} \delta_{a_{1} a_{5}} . \tag{G.23}
\end{align*}
$$
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