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ABSTRACT

We investigate galaxy evolution and cosmic reionization history with Lyα luminosity

functions (LFs) of Lyα emitters (LAEs) at z = 2.2, 5.7, 6.6, and 7.3 identified by the

wide-field and ultra-deep Subaru narrowband imaging surveys. In order to construct

large samples of the high-z LAEs with a wide range of the Lyα luminosity, we have

developed new custom narrowband filters, NB387 and NB101, which are installed on

Subaru/Suprime-Cam, and identified LAEs at z = 2.2 and 7.3, respectively. Simi-

larly, we have used the Subaru/Hyper Suprime-Cam (HSC) survey data taken with

narrowband filters, NB816 and NB921, to detect z = 5.7 and 6.6 LAEs, respectively.

In the Suprime-Cam and HSC imaging surveys, the effective total areas are ∼ 1 and

∼ 10 − 20 deg2, respectively. Based on these narrowband images, we identify 3137,

1081, 1273, and 7 LAEs at z = 2.2, 5.7, 6.6, and 7.3, respectively. We derive the Lyα

LFs from these large LAE samples.

Because the sample of z = 2.2 LAEs covers a very wide Lyα luminosity range of

logLLyα [erg s−1] = 41.7 − 44.4, we constrain the faint and bright ends of z = 2.2

Lyα LF simultaneously. We find that the best-fit Schechter parameters of the z = 2.2

Lyα LF are L∗
Lyα = 5.29+1.67

−1.13 × 1042 erg s−1, ϕ∗
Lyα = 6.32+3.08

−2.31 × 10−4 Mpc−3, and α =

−1.75+0.10
−0.09 indicative of a steep faint-end slope. Moreover, we identify a significant

hump at the bright end of the z = 2.2 Lyα LF (logLLyα [erg s−1] > 43.4), and confirm

that a majority of the LAEs in the bright-end hump have (a) bright counterpart(s)

either in the X-ray, UV, or radio data. This indicates that the bright-end hump is

not made by gravitational lensing magnification bias, but AGNs.

We identify LAEs at z = 5.7 and 6.6, the epoch of reionization (EoR), with logLLyα

[erg s−1] = 43.0− 44.0, and determine the bright ends of Lyα LFs at the EoR. Fixing

the faint-end slope to α = −1.8 that is the best-fit Schechter parameter of our z = 2.2

Lyα LF, we find the best-fit Schechter parameters of L∗
Lyα = 8.92+0.99

−0.89 × 1042 erg s−1

and ϕ∗
Lyα = 2.21+0.68

−0.50×10−4 Mpc−3 for our z = 5.7 Lyα LF, and L∗
Lyα = 6.42+0.74

−0.59×1042

erg s−1 and ϕ∗
Lyα = 2.51+0.83

−0.68 × 10−4 Mpc−3 for our z = 6.6 Lyα LF. From our z = 5.7

and 6.6 Lyα LFs derived with the Subaru/HSC survey data, we find that the Lyα LF

at z = 6.6 has a significant hump at the bright end (logLLyα [erg s−1] > 43.5), while

there is no such bright-end hump found at z = 5.7. The emergence of the bright-end

hump in our z = 6.6 Lyα LF implies the existence of AGNs and/or the emergence of

large ionized bubbles around bright LAEs.
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We have reached L(Lyα) = 2.4× 1042 erg s−1 (5σ) with our z = 7.3 LAE sample,

about 4 times deeper than previous Subaru z & 7 studies, which allows us to reliably

investigate the evolution of the Lyα LF at z & 7 for the first time. For the z = 7.3

Lyα LF, we obtain the best-fit Schechter parameters of L∗
Lyα = 3.23+25.0

−1.63 × 1042 erg

s−1, ϕ∗
Lyα = 1.97+12.3

−1.89 × 10−4 Mpc−3 with the fixed α = −1.8.

We investigate the evolution of Lyα LF at z = 0 − 6. With a combination of

our and previous studies, the Lyα LF increases from z ∼ 0 to 3, while there is no

evolution of the Lyα LF at z = 3 − 6. Estimating the Lyα escape fractions, fLyα
esc ,

from the Lyα luminosity densities given by the Lyα LFs, we find the increase of Lyα

escape fraction by two orders of magnitude at z = 0 − 6. The large fLyα
esc increase

can be explained neither by the evolution of stellar population nor outflow alone.

Our uniform expanding shell models suggest that the typical neutral hydrogen (Hi)

column density decreases from NHi ∼ 7× 1019 (z ∼ 0) to ∼ 1× 1018 cm−2 (z ∼ 6) to

explain the large fLyα
esc increase. Thus, the physical origins of the large fLyα

esc increase

will be the decrease of Hi density in the interstellar medium from z ∼ 0 to ∼ 6 that

enhances dust attenuation for Lyα by resonance scattering.

We confirm that our Lyα LFs decrease from z = 5.7 to 6.6, as suggested by pre-

vious studies. At z ∼ 7, the evolution of the Lyα LF is clearly accelerated beyond

the measurement uncertainties including cosmic variance. The decreases of Lyα LF

at z = 5.7 − 7.3 could be explained by cosmic reionization. Based on the Lyα LF

evolution at z = 5.7 − 6.6 and 5.7 − 7.3, we estimate the neutral hydrogen fraction

of intergalactic medium, xHi, to be xHi = 0.0− 0.3 and 0.3− 0.8 at z = 6.6 and 7.3,

respectively. From our xHi values, we constrain the cosmic reionization history, and

suggest that the cosmic reionization history can explain the Thomson scattering opti-

cal depth of free electrons found in cosmic microwave background that is determined

by the latest Planck 2016 data.
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CHAPTER 1

INTRODUCTION

Lyα luminosity functions (LFs) are important to understand the history of galaxy

evolution and cosmic reionization. Lyα LFs are defined as number densities of Lyα

emitters (LAEs) as a function of Lyα luminosity. We first describe the recent pro-

gresses of studies of Lyα LFs and cosmic reionization in Section 1.1 and 1.2, respec-

tively.

1.1 Observational Studies for Lyα Luminosity Function

1.1.1 Physical Properties of Lyα Emitters

Most LAEs are continuum-faint galaxies with a prominent Lyα emission line. LAEs

are young star-forming galaxies, and have a number of early-type stars with a high ef-

fective temperature such as O- and B-type stars. These hot young stars emit ionizing

photons whose energy is greater than 13.6 eV, and form Hii regions in the interstellar

medium (ISM) of a galaxy. Lyα photons are produced by recombination of hydrogen

following photoionization in the Hii regions, and escape from a galaxy through the

ISM by resonance scattering of Hi. The presence of such galaxies with a strong Lyα

emission line in the high-z universe have been originally predicted by Partridge &

Peebles (1967). After several decades from the prediction, high-z LAEs are first dis-

covered by Cowie & Hu (1998) and Hu et al. (1998), and a large number of systematic

observations have identified to date more than ten thousand LAEs at a wide redshift

range of z ∼ 0− 9 (e.g., Rhoads et al. 2000; Steidel et al. 2000; Malhotra & Rhoads

2002; Ouchi et al. 2003; Hayashino et al. 2004; Matsuda et al. 2004; Taniguchi et al.

2005; Iye et al. 2006; Kashikawa et al. 2006; Shimasaku et al. 2006; Dawson et al.

2007; Gronwall et al. 2007; Murayama et al. 2007; Ouchi et al. 2008; Finkelstein et al.

2009; Guaita et al. 2010; Adams et al. 2011; Kashikawa et al. 2012; Shibuya et al.

2012; Yamada et al. 2012; Cassata et al. 2015; Oesch et al. 2015; Sobral et al. 2015;

Zitrin et al. 2015).

There are two approaches to identify LAEs; photometric and spectroscopic obser-

vations. Deep narrowband and broadband imaging surveys are conducted in photo-

metric observations, and find LAEs by the combination of narrowband color excess

and ultraviolet (UV) continuum break by the intergalactic medium (IGM) absorption

1



2

(e.g., Ouchi et al. 2003; Gronwall et al. 2007; Hu et al. 2010). LAEs are also identified

by blank-field spectroscopic survey and follow-up observations of continuum-selected

galaxies (i.e., dropout galaxies; e.g., Kashikawa et al. 2011; Cassata et al. 2011; Blanc

et al. 2011). Note that most of observational studies define LAEs as galaxies with a

rest-frame Lyα equivalent width, EW0, of EW0 & 20Å.

Based on LAE samples identified by the above-mentioned methods, stellar pop-

ulation and ISM physics of LAEs are revealed by photometric and spectroscopic

properties. From analyses of spectral energy distribution (SED) of LAE with mul-

tiwavelength data, LAEs are young (. 100 Myr), less massive (∼ 107 − 1010 M⊙),

relatively low star-formation rate (SFR; ∼ 1− 10 M⊙ yr−1), and less dust extinction

(AV ∼ 0) (e.g., Gawiser et al. 2006; Pirzkal et al. 2007; Lai et al. 2008; Finkelstein

et al. 2009; Ono et al. 2010a,b; Guaita et al. 2011; Cowie et al. 2011; Hayes et al.

2014; Kusakabe et al. 2015). Moreover, rest-frame UV and optical spectroscopic ob-

servations have revealed the ISM physics of LAEs; high ionization state (q ∼ 108−109

cm−1 s; e.g., Nakajima & Ouchi 2014; Song et al. 2014; Inoue et al. 2016), and strong

outflow (vout ∼ 200 km s−1; e.g., Hashimoto et al. 2013; Wofford et al. 2013; Erb

et al. 2014; Shibuya et al. 2014; Stark et al. 2015; Rivera-Thorsen et al. 2015). Thus,

LAEs are thought to be in the early stage of the galaxy evolution.

1.1.2 Bright and Faint Ends of Lyα Luminosity Function

In this subsection, we describe characteristics and previous observational studies of

bright and faint ends of Lyα LFs.

Galaxies at the faint end dominate in abundance, and faint-end slopes of Lyα

LFs are determined by mass, star-formation activities, physical conditions of ISM,

and feedback effects that are key for understanding galaxy evolution (e.g., Santos

et al. 2004; Rauch et al. 2008). Although Lyα LFs at various redshifts have been

derived by previous observations (see Section 1.1.3), faint-end slopes of the Lyα LFs

are poorly constrained in contrast with those of UV LFs (e.g., Reddy & Steidel 2009;

Oesch et al. 2010; Hathi et al. 2010; Sawicki 2012; Alavi et al. 2014; Bouwens et al.

2015; Parsa et al. 2016). The faint-end LF slopes are quantified with α, one of

the three Schechter function parameters (Schechter 1976), depending on the rest of

two parameters, characteristic Lyα luminosity L∗
Lyα and density ϕ∗

Lyα. With these
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parameters, the Schechter function is defined by

ϕLyα(LLyα)dLLyα

= ϕ∗
Lyα

(
LLyα

L∗
Lyα

)α

exp

(
−LLyα

L∗
Lyα

)
d

(
LLyα

L∗
Lyα

)
. (1.1)

Previous observational studies report α values for z = 2 − 3 Lyα LFs (e.g., Cassata

et al. 2011), assuming a fixed parameter of L∗
Lyα or ϕ∗

Lyα. There are some studies

that constrain α values with no assumptions (e.g., Gronwall et al. 2007; Hayes et al.

2010), but the uncertainties of the Schechter parameters are very large due to the small

number of LAEs. Although α is a parameter depending on L∗
Lyα and ϕ∗

Lyα, so far, none

of the observational studies have determined α simultaneously with L∗
Lyα and ϕ∗

Lyα due

to the small statistics of LAEs whose Lyα luminosity range is limited. In theoretical

studies, Gronke et al. (2015) predict the three Schechter function parameters of Lyα

LFs at z = 3 − 6, based on the measurements of UV LFs and Lyα EW probability

distribution functions (PDFs), and argue that the faint-end slopes of the Lyα LFs

are steeper than those of the UV LFs.

Another important characteristics of Lyα LFs is found at the bright end. The

bright-end LFs are key for understanding massive-galaxy formation as well as faint

active galactic nucleus (AGN; e.g., Gawiser et al. 2006; Ouchi et al. 2008; Zheng

et al. 2013). Here, we define faint AGNs as AGNs whose LFs overlap with non-AGN

galaxy LFs in the luminosity ranges. The faint AGNs may play an important role in

contributing to the UV radiation background (e.g., Giallongo et al. 2015). Faint AGNs

are useful probes for quasar fueling lifetime, feedback, and duty cycle (e.g., Hopkins

et al. 2006; Fiore et al. 2012). Faint AGNs are spectroscopically identified for most

LAEs at z ∼ 3−4 in the bright-end Lyα LF at logLLyα [erg s−1] & 43.5 (Gawiser et al.

2006; Ouchi et al. 2008). The bright-end LF includes an interesting physical effect,

magnification bias. The magnification bias effect boosts luminosities of high-z galaxies

by the gravitational lensing magnification given by foreground massive galaxies, and

flattens the bright-end LFs (e.g. Mason et al. 2015; see Figure 3 of Wyithe et al.

2011). In the observational studies, humps of the bright-end Lyα LF are found at

z = 3 − 7 (Gawiser et al. 2006; Ouchi et al. 2008; Matthee et al. 2015). In order to

estimate the contributions of faint AGNs to the bright end LFs, it is important to

investigate the properties of the bright-end galaxies with deep multiwavelength data
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such as X-ray, UV, and radio images.

1.1.3 Evolution of Lyα Luminosity Function

It is interesting that how Lyα LFs and Schechter parameters (i.e., L∗
Lyα, ϕ

∗
Lyα, and α)

evolve. With the increase of systematic surveys for LAEs at z ∼ 0− 8, the evolution

of Lyα LFs at the redshift range is examined intensively. Here, we describe the Lyα

LF evolution from z ∼ 0 to ∼ 8 revealed by previous studies.

At a redshift range of z ∼ 0− 1, Lyα emission falls in the UV observing window.

It is impossible to detect the Lyα emission at z ∼ 0− 1 with ground-based telescopes

because it is out of the observable atmospheric window. Thus, Lyα LFs at z ∼ 0−1 are

investigated by space telescopes such as GALEX. From GALEX spectra, Deharveng

et al. (2008) have successfully found 96 nearby LAEs (0.2 < z < 0.35) from five

independent fields, whose total survey area is 5.65 deg2. They derive the Lyα LF at

z ∼ 0.3 based on the low-z LAE sample and find that there is a large increase of Lyα

LFs from z ∼ 0.3 to ∼ 3 (see below for details of the z ∼ 3 Lyα LFs). Following

the Deharveng et al.’s study, Cowie et al. (2010, 2011) construct samples of LAEs at

z = 0.195− 0.44 and 0.65− 1.25 larger than that of Deharveng et al. (2008) (see also

Barger et al. 2012; Wold et al. 2014). They obtain the Lyα LFs at z = 0.3 and 0.9

from these LAE samples, and conclude a significant increase in L∗
Lyα at z = 0.3− 0.9

and a rapid increase in ϕ∗
Lyα between z = 0.9 and ∼ 2 (see also Hayes 2015; see Section

1.3 for details of the z ∼ 2 Lyα LFs).

Lyα LFs at z ∼ 3 − 6 are also obtained by previous studies intensively. Most of

the studies show that there is no evolution of Lyα LF between z ∼ 3 to ∼ 6 within

the errors of measurements (e.g., Kudritzki et al. 2000; Rhoads & Malhotra 2001;

Hu et al. 2004; van Breukelen et al. 2005; Ajiki et al. 2006; Shimasaku et al. 2006;

Tapken et al. 2006; Dawson et al. 2007; Gronwall et al. 2007; Murayama et al. 2007;

Wang et al. 2009; Hu et al. 2010; Zheng et al. 2013; Santos et al. 2016). Some of

these measurements suffer field-to-field variance and/or statistical uncertainties due

to the small-area and/or shallow survey. To overcome the uncertainties, Ouchi et al.

(2008) conduct wide-area (1 deg2) narrowband surveys for LAE at z = 3.1, 3.7 and

5.7 in the Subaru/XMM-Newton Deep Survey (SXDS), and conclude no significant

evolution of Lyα LFs at z = 3.1− 5.7.

Previous studies also examine Lyα LFs beyond z ∼ 6 (e.g., Kashikawa et al. 2006,
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2011; Hu et al. 2010; Ouchi et al. 2010; Matthee et al. 2015; see also Nakamura et al.

2011). The evolution of Lyα LFs at z ∼ 6− 7 can be a probe of cosmic reionization,

since by the Lyα damping wing absorption, neutral hydrogen in the IGM attenuates

Lyα fluxes of LAEs at z & 6, where cosmic reionization took place (see Section 1.2.4

for details of the Lyα damping wing). Most of these studies show that Lyα LFs at

z = 6.6 decrease from those of z = 5.7.

In summary, previous studies of the Lyα LF evolution reveal that; (1) Lyα LFs

increase rapidly from z ∼ 0 to ∼ 3 (e.g., Deharveng et al. 2008), (2) there is no

evolution of Lyα LFs at z ∼ 3− 6 (e.g., Ouchi et al. 2008), and (3) Lyα LFs decrease

at z & 6 (e.g., Kashikawa et al. 2006).

1.2 Observational Studies for Cosmic Reionization

1.2.1 Overview of Cosmic Reionization

The universe was born with the Big Bang in a very high temperature and high

density state. When the temperature of the universe decreased due to the cosmic

expansion, particles (e.g., protons, electrons, and photons) were produced in the

universe. At z ∼ 1300, the number of neutral hydrogen atom increased rapidly by the

recombination of protons and electrons, and photons that interacted with electrons

decoupled from matter at z ∼ 1100. The last scattered photons at the redshift are

observed as cosmic microwave background (CMB) at present. After the recombination

and decoupling phases, early galaxies with first stars formed at z ∼ 10− 30. Because

these galaxies included hot and young stars, a large number of high-energy photons

were emitted from the galaxies. These photons ionized the neutral IGM surrounding

the galaxies, and a number of ionized bubbles were formed in the IGM. A large fraction

of neutral hydrogen in the IGM, which was originally produced by the recombination,

was ionized by overlapping the ionized bubbles. This event is referred to as cosmic

reionization. Because cosmic reionization is related to galaxy formation and IGM

physics, it is important to reveal the history and process of cosmic reionization by

observations. In order to study the cosmic reionization history, most observational

studies define the neutral hydrogen fraction at a given redshift, xHi, as a volume-
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averaged fraction of neutral hydrogen in the IGM, i.e.,

xHi = nHi/nH, (1.2)

where nHi and nH are the cosmic-average volume number density of neutral hydrogen

and all hydrogen atoms, respectively.

There are three observational approaches to investigate when and how cosmic

reionization occurred; (1) absorption lines in spectra of quasars (QSOs), (2) Thomson

scattering optical depth, τel, of CMB, and (3) the Lyα damping wing absorption by

IGM neutral hydrogen. We introduce how to constrain the cosmic reionization history

by observations from next subsections.

1.2.2 Hi Fraction Obtained by absorption lines in QSO spectra

We assume that the clumpy neutral IGM are distributed randomly in the line of sight

between an observer and a distant QSO. When the observer obtains the spectrum

of the QSO, the observed spectrum has a number of absorption lines in their UV

continuum bluer than the Lyα line of the QSO. This is because the emission blueward

of a QSO Lyα line is attenuated at the wavelength corresponding to that of the

redshifted Lyα line in the observed-frame of a clumpy neutral IGM cloud. The set of

absorption lines is referred to as Lyman α forest. The larger neutral hydrogen fraction

of the IGM is, the more strongly the UV continuum of a QSO are absorbed. Thus,

these absorption lines in QSO spectra can be a probe of neutral hydrogen fraction of

the IGM.

The optical depth of the uniform neutral IGM for Lyα photons (Gunn-Peterson

optical depth) is defined by

τGP(z) =
πe2

mec
fα λα H(z)−1 nHI (1.3)

= 4.9× 105
(
Ωmh

2

0.13

)−1/2(
Ωbh

2

0.02

)(
1 + z

7

)3/2(
nHI

nH

)
, (1.4)

where e is electron charge, me is electron mass, c is speed of light, fα is the oscillator

strength of Lyα, λα is the wavelength of Lyα, H(z) is Hubble parameter, Ωm and Ωb

are density parameters of matter and baryon, respectively, and h is dimension-less

Hubble constant. From the equation, the QSO spectrum is completely attenuated at
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xHi & 10−4. Thus, it is useful to estimate the neutral hydrogen fraction at the end of

epoch of reionization (EoR) by absorption lines in QSO spectra.

Fan et al. (2006) have obtained 19 spectra of QSOs at 5.74 < z < 6.42, which is

found in Sloan Digital Sky Survey (SDSS). They calculate the Gunn-Peterson optical

depth from the absorption line in the QSO spectra, and find that the optical depth

increases rapidly beyond z = 5.5. Based on Equations (1.3) and (1.4), the neutral

hydrogen fraction of the IGM at z ∼ 6 can be estimated. Fan et al. (2006) indicate

xHi ∼ 10−4 at z ∼ 6 suggesting that cosmic reionization has been completed at this

redshift.

1.2.3 Epoch of Reionization Constrained by Cosmic Microwave

Background

After the recombination and decoupling phase, CMB photons transmit through the

IGM in the universe. When the cosmic reionization is taking place, CMB photons

are scattered by electrons which is produced by ionization of neutral hydrogen (i.e.,

Thomson scattering). CMB is observed as the temperature and polarization fluctua-

tion, and the power spectrum of temperature fluctuation is affected by the Thomson

scattering. In the case of instantaneous reionization, which indicates that the neutral

IGM became ionized instantaneously at z = zreion (or t = treion), the optical depth of

Thomson scattering is explained by

τ(zreion) =

∫ t0

treion

ne(t
′)σTdt

′

=

∫ zreion

0

c⟨nH⟩σTfeQHII(z
′)H(z′)(1 + z′)2dz′,

(1.5)

where t0 is the present time (i.e., z = 0), ne(t) is number density of electron, σT is

Thomson scattering cross section, ⟨nH⟩(= XpΩbρc) is comoving number density of

hydrogen atoms (Xp is the primordial mass-fraction of hydrogen, ρc ≡ 3H2
0/(8πG) is

the critical density, H0 is Hubble constant at z = 0, G is the gravitational constant),

fe is the number of free election per a hydrogen nucleus in the ionized IGM, and

QHII(z) is ionized hydrogen fraction in the IGM (see also Robertson et al. 2013).

The temperature fluctuation at the recombination phase reduces by exp(−τ), and

the power spectrum is attenuated by exp(−2τ). Moreover, because this attenuation
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cannot affect the power spectrum beyond the horizon at the EoR, the attenuation

can be occurred at the small angular scale (i.e., large multipole moment) of the

power spectrum. Thus, the Thomson scattering optical depth and the redshift at

which cosmic reionization took place can be measured from the observed temperature

fluctuation power spectrum of CMB.

Because CMB photons are polarized by the Thomson scattering, electrons in

the ionized IGM can also affect the polarization angular power spectrum or the

temperature-polarization cross-power spectrum. In that case, a peak of the angular

power spectra emerges at a multipole moment corresponding to the horizon length at

the EoR. Thus, one can examine when cosmic reionization has took place based on

the position of the peak in the angular power spectra.

Measurements of the polarization of CMB by WMAP constrain the optical depth

of Thomson scattering, τel = 0.081± 0.012, and indicate that the universe would be

reionized at zinstre = 10.1±1.0 for the case of instantaneous reionization (Hinshaw et al.

2013; Bennett et al. 2013). Recent observational studies with Planck show that the

electron scattering optical depth is τel = 0.058 ± 0.009, and that the instantaneous

reionization redshift is zinstre = 8.1± 0.9 (Planck Collaboration et al. 2016).

1.2.4 Hi Fraction Estimated with the Lyα Damping Wing

The Lyα damping wing is the broad absorption at the wavelength of Lyα caused by

quantum-mechanical effect. Here, we formularize the Lyα damping wing profile fol-

lowing Miralda-Escudé (1998) and Totani et al. (2006). We assume that one observes

an object at z = zsource, and there exists the homogeneous neutral IGM with xHi at

zIGM,l < z < zIGM,u (. zsource) between the observer and the object. The scattering

cross section of the Lyα resonance line is given by the Lorentzian profile;

σα(ν) =
3λ2

α fα Λcl,α

8π

Λα (ν/να)
4

4π2 (ν − να)2 + (Λ2
α/4) (ν/να)

6
, (1.6)

where λα, να (= c/λα) are the Lyα wavelength (1215.668Å) and frequency, respec-

tively, fα = 0.4162 is the absorption oscillator strength, Λcl,α = (8π2e2)/(3mecλ
2
α) is

the classical damping constant of the Lyα resonance, Λα = 3 (gu/gl)
−1fαΛcl,α is the

damping constant. Note that for Lyα, the ratio of the statistical weights for the upper

level to lower level is gu/gl = 3. The scattering cross section of the Lyα resonance
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line has a broad distribution as a function of frequency, and thus, the Lyα resonance

scattering can be occurred at a wavelength redder than that of Lyα. Because we are

interested in the profile far from the Lyα wavelength (i.e., |ν− να| ≫ Λα), the second

term in the denominator of Equation (1.6) can be negligible. The optical depth of

the neutral IGM at a wavelength of λobs > (1 + zIGM,u)λα is given by

τIGM(λobs) =

∫ zIGM,u

zIGM,l

dz c

(
dz

dt

)−1

nH,0(1 + z)3σα[(1 + z)νobs], (1.7)

where nH,0 is the comoving number density of neutral hydrogen in the IGM. Based

on Equations (1.6) and (1.7), we obtain

τIGM(λobs) =
Rα τGP(xHI, zsource)

π

(
1 + zobs
1 + zsource

)3/2

×
[
I

(
1 + zIGM,u

1 + zobs

)
− I

(
1 + zIGM,l

1 + zobs

) ]
, (1.8)

where (1 + zobs) and Rα are defined by (1 + zobs) ≡ λobs/λα and Rα ≡ Λαλα/(4πc),

respectively. The Gunn-Peterson optical depth, τGP(xHI, zsource), in Equation (1.8) is

given by

τGP(xHI, z) = xHI
3fαΛcl,α λ3

α ρc Ωb(1− Yp)

8π mp H0 Ω
1/2
m

(1 + z)3/2, (1.9)

where Yp is the primordial helium mass fraction in the total cosmic baryon, and mp

is the proton mass. The function I(x) in Equation (1.8) is defined by

I(x) =
x9/2

1− x
+

9

7
x7/2 +

9

5
x5/2 + 3x3/2 + 9x1/2 − 9

2
ln

1 + x1/2

1− x1/2
. (1.10)

From Equation (1.8), one obtains a spectrum of the object at z = zsource, which is

attenuated by exp(−τIGM), and can estimate the neutral hydrogen fraction of the

IGM at zIGM,l < z < zIGM,u from the spectrum.

The xHi estimate with the Lyα damping wing is adopted in spectra of the gamma-

ray bursts (GRBs) and QSOs. Totani et al. (2006) estimate xHi with the shape of Lyα

damping wing absorption found in the optical afterglow spectrum of GRB 050904 at

z ∼ 6.3, and obtain xHi < 0.17 (68% confidence level) at this redshift. In the recent

study with a GRB, the unprecedentedly bright optical afterglow spectrum of GRB
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130606A at z ∼ 5.9 suggests xHi = 0.1 − 0.5 (Totani et al. 2014), which shows

relatively high neutral hydrogen fraction at z ∼ 6 (see Section 1.2.2). Mortlock et al.

(2011) report observations of a QSO at z = 7.085, ULAS J1120+0641, and claim xHi

> 0.1 at this redshift from the near-zone transmission profile. Bolton et al. (2011)

use radiative transfer simulations with model absorptions of the inhomogeneous IGM

around ULAS J11201+0641, and obtain xHi & 0.1.

The neutral hydrogen fraction of the IGM would be constrained by the evolution

of the Lyα LF at the epoch of xHi ∼ 0.1 − 1.0 (Malhotra & Rhoads 2004; Hu et al.

2005; Iye et al. 2006; Kashikawa et al. 2006, 2011; Ota et al. 2008, 2010; Ouchi

et al. 2010; Shibuya et al. 2012; see also Section 1.1.3), since the Lyα damping wing

of neutral hydrogen in the IGM around galaxies attenuates Lyα photons from the

galaxies significantly. The evolution of the Lyα luminosity density (LD) between

z = 5.7 and 6.6 suggests xHi = 0.2± 0.2 at z = 6.6 that is corrected for the intrinsic

UV luminosity evolution effect with the cosmic star formation rate density change

(Ouchi et al. 2010). A Lyα emitting fraction of UV-continuum selected galaxies is

similarly used for a probe of cosmic reionization. Previous studies report that the

Lyα emitting fraction of Lyman break galaxies (LBGs) decreases from z ∼ 6 to 7

in contrast to the increase of the Lyα emitting fraction from z ∼ 3 to 6, and claim

that the neutral hydrogen fraction increases from z ∼ 6 to 7. (Pentericci et al. 2011;

Schenker et al. 2012; Ono et al. 2012; Treu et al. 2012; Caruana et al. 2012, 2014;

Pentericci et al. 2014; Schenker et al. 2014). By the comparison with theoretical

models, these studies suggest xHi & 0.5 at z ∼ 7.

1.3 Open Questions about Lyα Luminosity Functions

As we overview the observational characteristics of Lyα LFs in Section 1.1.2, the

shape of Lyα LFs has been poorly constrained. For instance, there is no studies

that the faint-end slope of Lyα LFs, α, is strongly determined with no assumptions.

Furthermore, it has not been clearly concluded whether or not (faint) AGNs are

dominated in the bright end of Lyα LF.

The intermediate redshift range of z ∼ 2−3 is the best for investigating faint- and

bright-end Lyα LFs. This is because z ∼ 2− 3 is the lowest redshift range where Lyα

emission falls in the optical observing window, which allows us to identify very faint

LAEs as well as a large number of bright LAEs by fast optical surveys. Moreover,
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because the number densities of AGNs peak at z ∼ 2 − 3, the effect of faint AGNs

would clearly appear at the Lyα LF bright end. By these reasons, in the past few

years, various surveys have been conducted to study LAEs at z ∼ 2 − 3. Although

the Lyα LFs at z ∼ 3 are well determined (e.g. Gronwall et al. 2007; Ouchi et al.

2008), those at z ∼ 2 are derived with uncertainties larger than those at z ∼ 3 due

to difficulties of U -band observations at ∼ 3000− 4000Å to which Lyα emission lines

of z ∼ 2 objects are redshifted. Thus, the evolution of Lyα LFs from z ∼ 2 to 3 is

under debate. Nilsson et al. (2009) first claim that there is a possible evolution of

LAE number densities between z = 2.25 and ∼ 3 albeit with the large uncertainties

originated from the small sample. Subsequent studies have identified z ∼ 2 LAEs by

narrowband imaging and spectroscopic observations, and discussed the evolution of

Lyα LFs and the integrations of Lyα LFs, LDs, at z = 2−3. Cassata et al. (2011) and

Blanc et al. (2011) have carried out blank-field spectroscopy for LAEs at 2 < z < 6.6

and 1.9 < z < 3.8, respectively, and concluded no evolution of the Lyα LDs from

z = 2 to 3. On the other hand, Ciardullo et al. (2012) show that the Lyα LF evolves

from z = 2.1 to 3.1 significantly by the narrowband imaging surveys in ECDF-S (see

also Guaita et al. 2010). Because the z ∼ 2 LAE samples of these studies are limited

in the LAE numbers (that are equal to or less than several hundreds), the survey

areas (less than 1000 arcmin2), and the Lyα luminosity dynamic range (that is a

factor of ∼ 10), these discrepancies may be raised by the sample variances and the

differences of Lyα luminosity coverages.

Evolution of Lyα LFs at z . 2− 3 is also discussed extensively. Deharveng et al.

(2008) claim that there is a substantial drop in the Lyα LFs from z ∼ 3 to ∼ 0.3

(see also Cowie et al. 2010, 2011; Barger et al. 2012; Wold et al. 2014). A similar

evolutionary trend can be found in the Lyα escape fraction at z ∼ 0− 6 (e.g., Hayes

et al. 2011, Blanc et al. 2011, Zheng et al. 2013) that is defined by the ratio of

the observed to the intrinsic Lyα fluxes. The physical origin of the rapid evolution

may be dust attenuation within galaxies. From the observations of UV-continuum

slope of LBGs, dust extinction, E(B − V ), decreases toward higher redshift (e.g.,

Bouwens et al. 2015). Because the Lyα escape fraction clearly depends on E(B− V )

(e.g., Kornei et al. 2010; Atek et al. 2014), dust extinction would explain the rapid

evolution of the Lyα LF and Lyα escape fraction. To understand the major physical

mechanisms related to the Lyα escape processes at high-z and its dependence on

redshift, determining Lyα LFs at z ∼ 2 is important.
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While we describe the Lyα LF evolution at 0 < z < 7 in Section 1.1.3, a large

number of systematic narrowband imaging surveys have been carried out for LAEs

at z ∼ 7 (Iye et al. 2006; Ota et al. 2008, 2010; Shibuya et al. 2012) and beyond z ∼ 8

(Willis & Courbin 2005; Cuby et al. 2007; Willis et al. 2008; Sobral et al. 2009; Hibon

et al. 2010; Tilvi et al. 2010; Clément et al. 2012; Krug et al. 2012; Matthee et al.

2014). In these studies, it is under debate whether the Lyα LF evolves from z = 6.6

or not, while no evolution of the Lyα LF in z = 3.1 − 5.7 (Ouchi et al. 2008) and

a decrease from z = 5.7 to 6.6 (Kashikawa et al. 2006, 2011; Ouchi et al. 2010; Hu

et al. 2010) have been identified. Hibon et al. (2010), Tilvi et al. (2010) and Krug

et al. (2012) conclude that there is no evolution of the Lyα LF from z = 6.6 to 7.7.

On the other hand, Clément et al. (2012) place the upper limit on the Lyα LF based

on their result of no detection of z = 7.7 LAE, and rule out no evolution of the Lyα

LF in z = 6.6− 7.7. Moreover, the observations for z = 7.0 and 7.3 LAEs have been

conducted by Ota et al. (2010) and Shibuya et al. (2012), and these studies find that

the number density and the Lyα LD decrease from z = 5.7 to 7.0−7.3. However, they

cannot clearly find whether the Lyα LF evolves from z = 6.6 to 7.0− 7.3 due to the

large uncertainties of their LF measurements. Their large uncertainties are originated

from the relatively shallow imaging that just reaches the bright Lyα luminosity limit

of L(Lyα) ∼ 1043 erg s−1. The contradicted results of the Lyα LF evolution may

be caused by small statistics and systematic uncertainties such as contamination

and cosmic variance. To reliably investigate the evolution of the Lyα LF at z & 7,

one needs an ultra-deep narrowband imaging survey in large areas down to the Lyα

luminosity limit comparable to those of z ≤ 6.6 LAE samples.

In Section 1.2, we describe some observational results to constrain cosmic reion-

ization history with QSOs, CMB, GRBs, and LAEs. However, the history of cosmic

reionization has been poorly understood. Although the CMB observations rule out

the instantaneous reionization at a late epoch, it is difficult to understand how the

reionization proceeds in the cosmic history. As illustrated in Figure 23 of Ouchi et al.

(2010), there are large uncertainties of the xHi estimates from the previous obser-

vational studies, and one cannot distinguish between various models of reionization

history. A redshift of ∼ 7 is the observational limit of optical instruments that enable

us to conduct a deep and wide-field imaging survey. The differences of reionization

history in models are relatively large at z & 7 (see Figure 23 of Ouchi et al. 2010).

Because the Gunn-Peterson trough in QSO spectra will be saturated at xHi & 10−4,
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the xHi estimate with Gunn-Peterson trough is not useful at z & 7, where xHi ≫ 10−4.

The Lyα damping wing appeared in QSOs and GRB afterglow will be useful to con-

strain the xHi value at z & 7. However, the number density of QSOs and the event

rate of GRBs are quite small at z & 7. On the other hand, previous studies have

found LAEs in such high-z universe, and the number of LAEs is larger than those

of QSOs and GRBs at z & 7. Thus, a measurement of the Lyα LF at z ∼ 7 with a

good statistical accuracy is useful to constrain xHi near the observational limit and

to address this issue of cosmic reionization history. Moreover, even at z . 7, the xHi

constraint from the Lyα LF evolution is poor due to the small statistics of LAEs. As

described in Section 1.2.4, Ouchi et al. (2010) estimate xHi = 0.2 ± 0.2 at z = 6.6

based on 207 LAEs at the redshift. To understand the cosmic reionization history

accurately, it is also important to constrain the xHi value with z ∼ 6−7 LAE samples

larger than those of previous studies, and to check the consistency between the xHi

evolution and the Thomson scattering optical depth of CMB.

In summary, we have three open questions about galaxy evolution;

• The shape of Lyα LFs is poorly determined. How steep are the faint ends of

Lyα LFs? Is the bright end of Lyα LFs dominated by AGN?

• The evolution of Lyα LF is not clearly concluded not only at z = 2− 3 but also

at z & 7.

• What is the physical mechanisms of the Lyα LF evolution at z = 0− 6?

and two questions about cosmic reionization;

• What is the neutral hydrogen fraction xHi at z & 7?

• How do xHi values evolve at z ∼ 6 − 7? Is the cosmic reionization history

extended? Is the xHi evolution consistent with the Thomson scattering optical

depth of CMB?

1.4 Goals of the Thesis

To address the issues mentioned in Section 1.3, one needs wide-area and deep narrow-

band imaging survey to construct LAE samples larger than those of previous studies,
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and to derive Lyα LFs with the wide Lyα luminosity range. We have carried out

deep large-area narrowband imaging surveys with Subaru/Suprime-Cam (Miyazaki

et al. 2002) for z = 2.2 and 7.3 LAEs, and with Subaru/Hyper Suprime-Cam (HSC;

Miyazaki et al. 2012) for z = 5.7 and 6.6 LAEs. Because z ∼ 2 is the lowest redshift

range where Lyα emission fall in the optical observing window, we can identify very

faint LAEs as well as a large number of bright LAEs by fast optical surveys. Based

on the z = 2.2 LAE sample, we examine the bright- and faint-end of Lyα LF, and

the evolution of Lyα LF at z = 2− 3. Furthermore, from the Lyα LFs derived by the

samples of z = 2.2 and 5.7 LAEs, we investigate the evolution of Lyα LFs at z ∼ 0−6

to study physical mechanisms of the Lyα LF evolution. As mentioned in Section

1.2.4, the neutral hydrogen fraction at z = 6.6 is xHi = 0.2 ± 0.2 constrained by the

evolution of Lyα LFs at z = 5.7 − 6.6 (Ouchi et al. 2010). The uncertainty of the

neutral hydrogen fraction is dominated by the errors of the Lyα LF measurements

due to the small statistics of LAEs. Thus, to reduce the uncertainties, one needs

narrowband images wider than previous studies by using HSC whose field-of view

(FoV) is about seven times larger than that of Suprime-Cam. For observations of

z = 7.3 LAEs, we have developed a new custom narrowband filter, NB101. The filter

transmission of NB101 is centered at λc = 10095Å and NB101 is designed to have

a narrow and sharp FWHM of ∆λ = 90Å. The NB101 filter identifies LAEs in the

redshift range of z = 7.302± 0.037. We show the filter response curve of our NB101

in Figure 1.1. Note that there is a Suprime-Cam narrowband filter, NB1006, at a

similar wavelength (Shibuya et al. 2012). The NB1006 filter has a central wavelength

of λc = 10052Å slightly bluer than that of our NB101 and an FWHM of ∆λ = 214Å

about 2-3 times broader than that of our NB101. Similarly, there is another Suprime-

Cam narrowband filter of NB973 targeting z = 7.0 LAEs with a central wavelength of

λc = 9755Å and an FWHM of ∆λ ∼ 200Å (Iye et al. 2006; Ota et al. 2008, 2010) that

is also much broader than the FWHM of our NB101 filter. Since our NB101 filter

has a significantly narrower/shaper FWHM than the NB1006 and NB973 filters, our

NB101 filter is more sensitive to an emission line than the NB1006 and NB973 filters.

Although the survey volume is smaller for NB101 than for NB1006 and NB973, the

line sensitivity is more important for the observational studies of z & 7 sources whose

LF’s exponential edge is near the observational limit. At z = 7.3, our NB101 filter

allows us to reach a Lyα flux limit faster than the previous Shibuya et al.’s NB1006

surveys by ∼ 160%. Thus, we can reach the Lyα luminosity limit of LAEs much
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fainter than the previous Subaru studies for z ∼ 7 LAEs. From the samples of LAEs

at z = 5.7, 6.6, and 7.3, we estimate the xHi values at z = 6.6 and 7.3, and constrain

the cosmic reionization history.

The outline of the thesis is as follows. We describe the details of our observations

with Suprime-cam (for LAEs at z = 2.2 and 7.3) and HSC (for LAEs at z = 5.7 and

6.6) in Chapter 2. We construct LAE samples at z = 2.2, 5.7, 6.6, and 7.3 in Chapter

3. The sample contains 3,137 LAEs at z = 2.2 with a wide Lyα luminosity range of

41.7 6 logLLyα [erg s−1] 6 44.4, and enables us to examine the faint+bright ends and

the evolution of Lyα LFs. Using the sample of z = 7.3 LAEs, we derive the Lyα LF

with accuracies significantly better than those of previous z & 7 studies. We derive

the Lyα LFs at z = 2.2, 5.7, 6.6, and 7.3, and compare the LFs with those of previous

studies in Chapter 4. We investigate the Lyα LF and LD evolution from z ∼ 0 to

∼ 7 in Chapter 5 and 6, respectively. We finally discuss the physical origins of the

bright-end of our Lyα LFs, and the Lyα LF and LD evolution at z ∼ 0−7 in Chapter

7. We also estimate the neutral hydrogen fraction at z = 6.6 and 7.3, and discuss

the cosmic reionization history with the constraints of the electron scattering optical

depth measurements of CMB in this chapter. We give a summary of the thesis in

Chapter 8.

1.5 Magnitude Systems and Cosmological Parameters

Throughout this paper, we adopt AB magnitudes (Oke 1974):

m = −2.5 log fν − 48.60, (1.11)

where m is the magnitude of objects and fν is the flux of objects in units of erg s−1

cm−2 Hz−1.

The cosmological parameter set in this thesis is (h, Ωm, ΩΛ, σ8) = (0.7, 0.3, 0.7,

0.8), which is consistent with the nine-yearWMAP and Planck 2015 results (Hinshaw

et al. 2013; Planck Collaboration et al. 2015).
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Figure 1.1 Top: Filter response curves for Subaru/Suprime-Cam filter set. The red
lines at the wavelength of ∼ 4000Å and ∼ 10000Å are the transmission curves of
NB387 and NB101, respectively. The blue line represents the response curve of
NB1006. The black solid curves denote the curves for Suprime-Cam broadband filters
(B, V, R, i ′, and z ′), while the black dashed line is that for CFHT/MegaCam u∗ filter.
This u∗ filter is shown as the representative of the U filter. These response curves are
based on actual lab measurements, and include the quantum efficiency of Suprime-
Cam CCDs (the dotted line; Kamata et al. 2008), airmass, transmission+reflection
of instrument, and telescope optics. For clarity, peaks of these curves are normalized
to 1.0. The upper abscissa axis indicates a redshift of Lyα that corresponds to the
wavelength. Note that NB1006 widely covers a redshift range of z = 7.2 − 7.3, and
that NB101 targets a narrow redshift range centered at z = 7.3. Bottom: Same as
the top figure, but for Subaru/Hyper Suprime-Cam filter set of broadbands (g, r, i,
z, and y) and narrowbands (NB816 and NB921 ). The black dotted curve shows the
quantum efficiency of HSC CCDs.



CHAPTER 2

OBSERVATIONS AND DATA REDUCTION

2.1 Observations

2.1.1 Suprime-Cam/NB387, NB101 Observations

We have conducted a deep and large-area narrowband imaging survey for z = 2.2

LAEs with Subaru/Suprime-Cam. For these observations, we have developed a new

narrowband filter, NB387, with a central wavelength, λc, of 3870Å and an FWHM

of 94Å to identify LAEs in the redshift range of z = 2.14 − 2.22. With our NB387

filter, we have observed five independent blank fields, the SXDS field (Furusawa et al.

2008), the Cosmic Evolution Survey (COSMOS) field (Scoville et al. 2007), the Chan-

dra Deep Field South (CDFS; Giacconi et al. 2001), the Hubble Deep Field North

(HDFN; Capak et al. 2004), and the SSA22 field (e.g., Steidel et al. 2000), in 2009

July 20 and December 14 − 16, 19 − 20. The SXDS field is located at 02h18m00s.0,

−05d00′00′′ (J2000) (Furusawa et al. 2008; Ouchi et al. 2008, 2010), and consists of

five subfields of ∼ 0.2 deg2, SXDS-C, -N, -S, -E, and -W (Furusawa et al. 2008).

We cover these five SXDS subfields, COSMOS, CDFS, HDFN, and SSA22 by one

pointing of Suprime-Cam whose field of view is ∼ 0.2 deg2. We thus have NB387

imaging data in a total of nine pointing positions of Suprime-Cam. We summarize

the details of our observations as well as image qualities in Table 2.1. In this study,

we do not use the data of the SXDS-E subfield due to the poor seeing size of ≃ 2′′ in

FWHM of point-spread function (PSF; see Table 2.1). During our observations, we

have taken spectrophotometric standard stars Feige34, LDS749B, and G93-48 (Oke

1990) for photometric calibration. Each standard star has been observed more than

twice under the photometric condition with air masses of 1.1−1.3. In our analysis

and selection for z = 2.2 LAEs, we use archival U - and B -band data as well as our

NB387 images. Here, U generically indicates u∗ or U described below. In the SXDS

field, the u∗- and B -band data are taken with CFHT/MegaCam (S. Foucaud et al.,

in preparation) and Subaru/Suprime-Cam (Furusawa et al. 2008), respectively. The

u∗- and B -band images in the COSMOS field are obtained with CFHT/MegaCam

(McCracken et al. 2010) and Subaru/Suprime-Cam (Capak et al. 2007), respectively.

We use VLT/VIMOS U -band (Nonino et al. 2009) and MPG 2.2m Telescope/WFI

B -band (Hildebrandt et al. 2006) images in CDFS (see Kusakabe et al. 2015 for

17
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more details), and KPNO 4m Telescope/MOSAIC prime focus camera U -band and

Subaru/Suprime-Cam B -band images in HDFN (Capak et al. 2004). In SSA22 field,

we use the u∗-band data of CFHT/MegaCam and B -band data of Subaru/Suprime-

Cam (Hayashino et al. 2004). The properties of these optical broadband data are

also summarized in Table 2.1. Note that in CDFS, Nakajima et al. (2013) do not use

the VLT/VIMOS U -band image, but only the MPG 2.2m Telescope/WFI U -band

image (Gawiser et al. 2006; Cardamone et al. 2010) that is significantly shallower

than the VLT/VIMOS U -band data. The deep VLT/VIMOS U -band image al-

lows us to remove foreground contamination efficiently, although the area coverage of

VLT/VIMOS U -band data is smaller than that of MPG 2.2m Telescope/WFI U -band

data. We thus use the deep VLT/VIMOS U -band image.

With our new NB101 filter (see Section 1.4), we observed two independent fields,

the SXDS and COSMOS fields. We choose a field of ∼ 0.2 deg2 to cover the southern

half of SXDS-C and the northern half of SXDS-S, where bright stars do not exist

and HST CANDELS (Grogin et al. 2011; Koekemoer et al. 2011), UKIRT UKIDSS

(Lawrence et al. 2007), Spitzer SpUDS (PI: J. Dunlop), and SEDS (PI: G. Fazio)

data are also available (see Figure 2 in Ota et al. 2010). The target field of COSMOS

is an area of ∼ 0.2 deg2 centered at 10h00m28s.6, +02d12′21.′′0 (J2000) (Scoville et al.

2007). In the COSMOS field, there exist CANDELS and UltraVISTA (PI: J. Dunlop)

imaging data. Each of the SXDS and COSMOS field is covered by one pointing of

Suprime-Cam. Our observations were conducted in 2010 − 2013. The total on-

source integration time is 106 hours where 36.3 and 69.5-hour data were obtained

in the SXDS and COSMOS fields, respectively. We summarize the details of our

observations as well as image qualities in Table 2.2. In addition to these NB101

images, we use archival data of deep broadband (B, V, R, i ′ and z ′) images of the

SXDS and COSMOS projects (Furusawa et al. 2008 and Capak et al. 2007 for SXDS

and COSMOS fields, respectively). The properties of these broadband-data are also

listed in Table 2.2.

2.1.2 Hyper Suprime-Cam/NB816, NB921 Observations

In our sample construction for z = 5.7 and 6.6 LAEs, we use narrowband (NB816,

NB921 ) imaging data as well as broadband (g, r, i, z, y) imaging data, which are

taken with Subaru/HSC. The narrowband filters, NB816 and NB921, have central
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wavelengths of 8170 Å and 9210 Å, and FWHMs of 113 Å and 134 Å to identify

LAEs in the redshift range of z = 5.67− 5.77 and z = 6.52− 6.63, respectively. These

narrow- and broad-band images are obtained in our ongoing HSC legacy survey under

the Subaru Strategic Program (SSP; PI: S.Miyazaki, see also M. Takada et al., in

preparation and M. Tanaka et al., in preparation). The HSC SSP has been allocated

300 nights over 5 years, and started in March 2014. The HSC-SSP survey has three

layers with different sets of area and depth, the Wide, Deep, and Ultradeep layers.

These layers will cover the sky area of ∼ 1400, ∼ 30, and ∼ 4 deg2, and will reach the

5σ limiting magnitudes (in r band) of ∼ 26, ∼ 27, and ∼ 28 mag, respectively. While

broadband images are taken in all three layers, narrowband images are obtained

in the Deep and Ultradeep layers. We use early datasets of the HSC-SSP survey

taken from March 2014 to April 2016 (S16A). With our NB816 filter, the HSC-

SSP collaboration has observed two blank fields in the Deep layer, the D-DEEP2-3

(23h30m00s, +00d00′00.′′0) and D-ELAIS-N1 (16h10m00s, +54d00′00.′′0) fields, and two

blank fields in the Ultradeep layer, the UD-COSMOS (10h00m29s, +02d12′21.′′0) and

UD-SXDS (02h18m00s, +05d00′00.′′0) fields. For NB921 filter, a blank field of the

D-COSMOS (10h00m29s, +02d12′21.′′0) field in the Deep layer has been also observed

as well as four fields described above. Each field in the Deep layer is covered by three

or four pointing positions of HSC, and in the Ultradeep layer, each field is covered by

one pointing of HSC. The details of our HSC-SSP survey is listed in Table 2.3.

2.2 Data Reduction

Our narrowband data of NB387 and NB101 are reduced with the Suprime-Cam Deep

field REDuction package (SDFRED; Yagi et al. 2002; Ouchi et al. 2004). In this

reduction process, we perform bias subtraction, flat-fielding, distortion+atmospheric-

dispersion correction, sky subtraction, image alignments, and stacking. Before the

image alignments, we mask out areas contaminated by spurious signals and me-

teor+satellite trails. We remove cosmic rays with a rejected-mean algorithm. For

NB387 data, we use LA.COSMIC (van Dokkum 2001) to reject cosmic rays because

cosmic rays cannot remove by the stacking due to the small number of imaging shot.

For NB101 data, we make composite images from each one-night data set. Then, we

stack all of these one-night composite images with weights based on signal-to-noise

ratios of these images to make the final images. To obtain the weights, we measure
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the photometric-zero point and the limiting magnitude for each one-night composite

image.

After the stacking process, we align the reduced NB387 and NB101 images with

the broadband images based on hundreds of bright stellar objects commonly detected

in the NB387 (NB101 ) and broadband images. We calculate photometric zero points

of the NB387 images from the standard-star data (see Section 2.1.1). We estimate the

errors in the photometric zero points based on colors of stellar objects in the two-color

diagram of NB387 and two adjacent broadbands in the blue and red sides of NB387

(e.g., u∗−NB387 and B−NB387 in SXDS). We compare the colors of stellar objects

and the template 175 Galactic stars (Gunn & Stryker 1983), and regard the offsets

as the uncertainties. The inferred uncertainties are . 0.05 mag, which are negligibly

small for our study. We match the PSF sizes of broadband and NB387 images in each

field, referring to these stellar objects. We also calculate the photometric-zero points

of the NB101 images from our standard star data. Estimating the photometric-zero

points, we took data of spectrophotometric standard stars of G191-B2B and GD153

(Bohlin et al. 1995) with NB101. We check these photometric-zero points with stellar

sequences of observed stellar objects in our fields and 175 Galactic stars of Gunn &

Stryker (1983) on a two-color diagram of z ′ − NB101 vs. i ′ − z ′. After the check of

the photometric-zero points, we estimate the limiting magnitudes of our images.

All of the NB387 images, except for the SXDS-E data, have the PSF FWHM of

0.′′7−1.′′2, and reach the 5σ limiting magnitudes of 24.9−26.5 in a 2.′′0-diameter circular

aperture. We summarize the qualities of these reduced NB387 images in Table 2.1.

We mask out the imaging regions that are contaminated with halos of bright stars,

CCD blooming, and the low signal-to-noise ratio pixels near the edge of the images.

After the masking, the total survey area is 5,138 arcmin2, i.e. ≃ 1.43 deg2. If we

assume a simple top-hat selection function for LAEs whose redshift distribution is

defined by the FWHM of NB387, this total survey area corresponds to the comoving

volume of ≃ 1.32× 106 Mpc3.

The final NB101 images of SXDS and COSMOS have the seeing size of ≃ 0.′′8,

and reach the 5σ magnitude of ≃ 25.0 mag. We summarize the qualities of our final

NB101 images in Table 2.2. We use pixels of the imaging data neither contaminated

with halos of bright stars, CCD blooming, nor low signal-to-noise ratio region near

the edge of Suprime-Cam field of view. These low-quality regions are masked out,

and the effective survey areas are 7.9 × 102 and 8.4 × 102 arcmin2 in the SXDS
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and COSMOS fields, respectively. Thus, our total survey area is 1.6 × 103 arcmin2,

i.e. ≃ 0.5 deg2. If we assume a simple top-hat selection function for LAEs whose

redshift distribution is defined by the FWHM of NB101, these effective survey areas

correspond to the comoving survey volumes of 1.2× 105 and 1.3× 105 Mpc3 for the

SXDS and COSMOS fields, respectively.

The HSC data are reduced by the HSC-SSP collaboration with hscPipe (J. Bosch

et al., in preparation), which is a branch of the Large Synoptic Survey Telescope

pipeline (Ivezic et al. 2008; Axelrod et al. 2010; Jurić et al. 2015). This HSC pipeline

performs CCD-by-CCD reduction, calibrates astrometry, mosaic-stacking, and pho-

tometric zeropoints, and generates catalogs for sources detected and photometrically

measured in the stacked images. The photometric and astrometric calibrations are

based on the data from Panoramic Survey Telescope and Rapid Response System 1

imaging survey (Schlafly et al. 2012; Tonry et al. 2012; Magnier et al. 2013). In the

stacked images, we mask regions contaminated with diffraction spikes and halos of

bright stars by using the mask extension outputs from the HSC pipeline. After the

masking, the total effective survey areas in S16A data are 13.8 deg2 and 21.2 deg2

for NB816 and NB921, respectively. These survey areas are ∼ 2− 50 and ∼ 4− 100

times larger than those of previous studies for LAEs at z = 5.7 (e.g., Shimasaku

et al. 2006; Ouchi et al. 2008; Santos et al. 2016) and 6.6 (e.g., Ouchi et al. 2010;

Kashikawa et al. 2011; Matthee et al. 2015), respectively. Under the assumption of a

simple top-hat selection function for LAEs whose redshift distribution is defined by

the FWHM of a narrowband filter, these survey areas correspond to comoving vol-

umes of ≃ 1.16×107 Mpc3 and ≃ 1.91×107 Mpc3 for NB816 and NB921, respectively.

The narrowband images reach the 5σ limiting magnitudes in a 1.′′5-diameter circular

aperture of 24.9−25.3 in the Deep layer, and 25.5−25.7 in the Ultradeep layer. Note

that the PSF sizes of the HSC images are typically 0.′′8, which is sufficiently smaller

than the aperture diameter of 1.′′5 (see also M. Tanaka et al., in preparation). We

summarize the qualities of NB816 and NB921 images in Table 2.3.
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Table 2.1. Summary of Suprime-Cam/NB387 Observations and Data

Band Field Exposure Time PSF sizea Areab mlim
c Date of Observations Referenced

(hr) (arcsec) (arcmin2) (mag)

NB387 SXDS-C 3.2 0.88 587 25.7 2009 Dec 14−16 (1), (2)
SXDS-N 2.5 0.70 409 25.6 2009 Dec 16 (1), (2)
SXDS-S 2.5 0.85 775 25.7 2009 Dec 16 (1), (2)
SXDS-Ee 3.3 1.95 · · · · · · 2009 Dec 19, 20 (1), (2)
SXDS-W 1.8 1.23 232 25.1f 2009 Dec 16, 19 (1), (2)
COSMOS 4.5 0.97 845 26.1 2009 Dec 14−16 (2)
CDFS 8.0 0.85 577 26.4 2009 Dec 14−15 (2), (3)
HDFN 9.3 0.90 913 26.5 2009 Dec 14−16 (2)
SSA22 1.0 0.91 800 24.9 2009 Jul 20 (2)
Total 36.1 · · · 5138 · · · · · · · · ·

Archival Broadband Data
U SXDS-C 0.85 26.9 (4)

SXDS-N 0.85 26.9 (4)
SXDS-S 0.85 26.9 (4)
SXDS-E 0.85 26.9 (4)
SXDS-W 0.85 26.9 (4)
COSMOS 0.90 27.2 (5)
CDFS 0.80 28.0 (6)
HDFN 1.29 26.4f (7)
SSA22 1.00 26.3 (8)

B SXDS-C 0.80 27.5 (9)
SXDS-N 0.84 27.8 (9)
SXDS-S 0.82 27.8 (9)
SXDS-E 0.82 27.5 (9)
SXDS-W 0.78 27.7 (9)
COSMOS 0.95 27.5 (10)
CDFS 0.97 26.9 (11)
HDFN 0.77 26.3f (7)
SSA22 1.02 26.7 (8)

a We homogenize the PSF sizes of broadband and narrowband images in each field (see Section 2.2).

bThe effective area for the z = 2.2 LAE selection. The effective areas of SXDS-C, -N, -S, -E, and -W are limited by
the u∗ image which covers 77% of SXDS (see Nakajima et al. 2012 for details). The area of CDFS is constrained by
the deep U -band image taken with VLT/VIMOS (Nonino et al. 2009).

cThe 5σ limiting magnitude in a circular aperture with a diameter of 2.′′0.

d(1) Nakajima et al. (2012); (2) Nakajima et al. (2013); (3) Kusakabe et al. (2015); (4) S. Foucaud et al., in
preparation (see also Nakajima et al. 2012); (5) McCracken et al. (2010); (6) Nonino et al. (2009); (7) Capak et al.
(2004); (8) Hayashino et al. (2004); (9) Furusawa et al. (2008); (10) Capak et al. (2007); (11) Hildebrandt et al. (2006).

eWe do not use the NB387 image of SXDS-E since the PSF FWHM is relatively large.

fWe use 2.′′5 and 3.′′0 diameter apertures for NB387 of SXDS-W and UB of HDFN, respectively, due to bad seeings.
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Table 2.2. Summary of Suprime-Cam/NB101 Observations and Data

Field Band Exposure Time PSF sizea Area mlim
b Date of Observations

(hr) (arcsec) (arcmin2) (5σ AB mag)

SXDS NB101 16.0 0.78 24.6 2010 Dec 29−2011 Jan 1
NB101 20.3 0.86 24.3 2012 Dec 11−14

NB101 (Final) 36.3 0.80 7.9× 102 24.9 —
COSMOS NB101 23.2 0.72 24.8 2010 Dec 29−2011 Jan 2

NB101 17.0 0.99 23.7 2012 Dec 11−14
NB101 29.3 0.90 24.4 2013 Feb 9−12

NB101 (Final) 69.5 0.77 8.4× 102 25.1 —

Archival Broadband Datac

SXDS B 0.84 7.9× 102 28.1
V 0.84 27.7
R 0.84 27.6
i ′ 0.84 27.3
z ′ 0.80 26.9

COSMOS B 0.95 8.4× 102 27.7
V 1.32 26.4
R 1.05 26.9
i ′ 0.95 26.6
z ′ 0.84 26.8

aThe FWHM value of PSF.

bThe 5σ limiting magnitude in a circular aperture with a diameter of 2× PSF FWHM.

cThe Broadband images are archival data presented in Furusawa et al. (2008) for SXDS and Capak et al. (2007) for
COSMOS. The SXDS and COSMOS z ′ data include the images taken by the Subaru intensive program conducted in
2009− 2011 (PI: H. Furusawa).
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Table 2.3. Summary of HSC/NB816 and NB921 Observations and Dataa

Band Field Areab mlim
c

(arcmin2) (5σ AB mag)

NB816 UD-COSMOS 7087 25.7
UD-SXDS 6941 25.5
D-DEEP2-3 15737 25.2
D-ELAIS-N1 19998 25.3

NB921 UD-COSMOS 7368 25.6
UD-SXDS 7260 25.5
D-COSMOS 19099 25.3
D-DEEP2-3 20740 24.9
D-ELAIS-N1 21892 25.3

g UD-COSMOS 26.9
UD-SXDS 26.9
D-COSMOS 26.5
D-DEEP2-3 26.6
D-ELAIS-N1 26.7

r UD-COSMOS 26.6
UD-SXDS 26.4
D-COSMOS 26.1
D-DEEP2-3 26.2
D-ELAIS-N1 26.0

i UD-COSMOS 26.2
UD-SXDS 26.3
D-COSMOS 26.0
D-DEEP2-3 25.9
D-ELAIS-N1 25.7

z UD-COSMOS 25.8
UD-SXDS 25.6
D-COSMOS 25.5
D-DEEP2-3 25.2
D-ELAIS-N1 25.0

y UD-COSMOS 25.1
UD-SXDS 24.9
D-COSMOS 24.7
D-DEEP2-3 24.5
D-ELAIS-N1 24.1

aThe narrowband and broadband data are obtained in
the HSC-SSP survey.

bThe total effective areas of NB816 and NB921 are
49,763 and 76,359 arcmin2, which correspond to 13.8 and
21.2 deg2, respectively.

cThe 5σ limiting magnitude in a circular aperture with a
diameter of 1.′′5.



CHAPTER 3

PHOTOMETRIC SAMPLES OF LYα EMITTERS

3.1 Photometric Samples of Lyα Emitters at z = 2.2 and 7.3

with Suprime-Cam

Our source detection and photometry in NB387 images are performed with SExtrac-

tor (Bertin & Arnouts 1996). We use the PSF-homogenized images (Section 2.2) to

measure colors of objects. We identify sources that are made of contiguous > 5 pixels

whose counts are above the > 2σ brightness of the background fluctuations in our

NB387 images. We obtain a circular aperture magnitude of SExtractor’s MAG APER

with an aperture’s diameter of 2.′′5 in the SXDS-W field, 3.′′0 in the HDFN field, and

2.′′0 in the other fields, and define a 5σ-detection limit magnitude with the aperture

size in each field. The different aperture diameters are applied, because the PSF

sizes of the homogenized images in the SXDS-W and HDFN are large, 1.′′23 and 1.′′29,

respectively. We use the aperture magnitudes to calculate colors of the sources, and

adopt MAG AUTO of SExtractor for our total magnitudes. All magnitudes of the sources

are corrected for Galactic extinction of E(B − V ) = 0.020, 0.018, 0.008, 0.012, and

0.08 in the SXDS, COSMOS, CDFS, HDFN, and SSA22 fields, respectively (Schlegel

et al. 1998). We thus obtain source catalogs that contain 42995 (SXDS), 31401 (COS-

MOS), 24451 (CDFS), 36236 (HDFN), and 8942 (SSA22) objects with the aperture

magnitudes brighter than the 5σ-detection limit magnitudes.

We select z = 2.2 LAE candidates based on narrowband excess colors of U−NB387

and B−NB387, in the same manner as Nakajima et al. (2012) who present the first

results of the NB387 observations in the SXDS field. Figure 3.1 presents two color

diagrams of B−NB387 versus U−NB387. In this figure, we plot colors of model

galaxies and Galactic stars to define the selection criteria for z = 2.2 LAE candidates.

These tracks of model galaxies slightly change among the survey fields, because the

transmission curves of U - and B -bands are different among the using telescopes (see

Section 2.1.1). Based on Figure 3.1, we apply the color criteria (Nakajima et al. 2012,

2013; Kusakabe et al. 2015)

U − NB387 > 0.5 and B− NB387 > 0.2 (3.1)

25
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to obtain z = 2.2 LAE candidates whose EW0 are EW0 & 20− 30Å. After the visual

inspection to remove spurious sources, such as ghosts, bad pixels, surviving cosmic

rays (see Nakajima et al. 2012 for more details), we identify 3137 LAE candidates

in our survey fields. The sample of these LAE candidates is referred to as the full

sample. This is so far the largest LAE sample in the large area field surveys (cf. 187

and 250 LAEs at z ≃ 2.2 with EW0 > 20Å observed by Nilsson et al. 2009 and Guaita

et al. 2010, respectively). We summarize the details of the full sample in Table 3.1.

We make a subsample with the uniform criterion of Lyα EW0 > 60Å to compare

the Lyα LF at z = 3.1 of Ouchi et al. (2008) (see Sections 5.1 and 6.1), and refer to

the subsample as the EWgt60 sample. We apply the color criteria of

u∗ − NB387 > 0.9 and B− NB387 > 0.2

in SXDS, COSMOS, and SSA22, (3.2)

U− NB387 > 0.8 and B− NB387 > 0.2

in CDFS, (3.3)

U− NB387 > 1.0 and B− NB387 > 0.2

in HDFN (3.4)

for the EWgt60 sample. After the visual inspection, we obtain 985 LAE candidates

for the EWgt60 sample that is summarized in Table 3.1.

Similarly, we identify sources on NB101 images with SExtractor. We conduct

the source detection in our NB101 images, and obtain the broadband photometry

at the positions of the sources. We detect a total of 69387 objects in the SXDS and

COSMOS fields down to the 5σ limits of aperture magnitudes that are NB101 = 24.9

(SXDS) and 25.1 (COSMOS). Here, we define the aperture magnitude of MAG APER of

SExtractor with an aperture size of 2× PSF FWHM, and use the aperture magnitude

for measuring colors of objects. For total magnitude estimates, we apply an aperture

correction value of 0.3 to the aperture magnitudes. Because MAG AUTO of SExtractor

gives biased magnitude measurements for faint objects around the detection limits,

we use this aperture correction technique. Ono et al. (2012) study z -dropout galaxies

at z ∼ 7 using Subaru/Suprime-Cam data, and derive the aperture correction value

of ∼ 0.3 mag. We apply the same aperture correction value as Ono et al. (2012)

because the PSF FWHM of the Ono et al’s data (∼ 0.′′8 − 0.′′9) is similar to that of
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our NB101 data. The reliability of this technique is investigated below.

We isolate z = 7.3 LAE candidates from all of the objects detected above based

on a narrowband excess of Lyα emission and no detection of blue continuum flux.

Figures 3.2 and 3.3 show the color-magnitude diagrams of the NB101 magnitude

and the narrowband excess color, z′− NB101, for the objects detected in SXDS and

COSMOS fields. The detected objects have a color of z′−NB101 ≃ +0.2 on average

in the magnitude range of 22 < NB101 < 24. To determine the z′− NB101 color

criterion for our LAE candidate selection, we assume a model spectrum of z = 7.3

LAE that has a Lyα line and a flat ultraviolet (UV) continuum (i.e., fν = const.)

with an IGM absorption (Madau 1995). Based on the model spectrum, we adopt the

criterion that z′ − NB101 > 3.0, which corresponds to LAEs with EW0 & 0Å, which

is similar to the criterion adopted by Shibuya et al. (2012). Note that this small limit

of the EW0 criterion gives a chance to select high-z dropout galaxies and foreground

red objects, due to photometric errors, which are the potential contamination sources.

Because this EW0 limit gives a more complete sample, we apply this EW0 limit. We

discuss the effect of this small EW0 limit in Section 5.2.

Adding other criterion of no detectable continuum flux bluer than Lyα, we define

the selection criteria of z = 7.3 LAEs:

NB101 < NB1015σ and B > B3σ

and V > V3σ and R > R3σ and i′ > i′3σ (3.5)

and [(z′ − NB101 > 3.0) or (z′ > z′3σ)] ,

where the indices of 5σ and 3σ denote the 5σ and 3σ detection limits of the images,

respectively.

We apply these photometric criteria to all of our detected objects, and identify

three and four z = 7.3 LAE candidates in the SXDS and COSMOS fields, respectively.

We show the snapshot images of these LAE candidates in Figure 3.4. In our NB101

ultra-deep survey, we have reached a 5σ limiting flux of ≃ 6.5 × 10−18 erg s−1 cm−2

corresponding to a limiting luminosity of LLyα ≃ 4.1 × 1042 erg s−1 in the SXDS

field, and ≃ 3.8 × 10−18 erg s−1 cm−2 equivalent to LLyα ≃ 2.4 × 1042 erg s−1 in

the COSMOS field. These limiting luminosities are derived from the 5σ limiting

magnitudes of NB101 and the 1σ limiting magnitudes of z′. These are conservative

estimates, because the limiting luminosity values are larger than those calculated with
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the > 1σ limiting magnitudes of z′. In the calculations for the Lyα luminosities, we

assume that Lyα emission is placed at the central wavelength of the narrow band.

Ouchi et al. (2008) derive the Lyα luminosities in the same manner as ours, and

compare these Lyα luminosities with spectroscopic luminosities. They find that both

measurements agree well within the error bars, and that the difference of these values

is small (see Section 4.4 for the effects of the Lyα luminosity uncertainties in Lyα LF

derivation). The NB101 image of COSMOS field is the deepest image in our NB101

data. The 5σ limiting luminosity in the COSMOS field is about 4 times deeper than

previous Subaru studies for LAEs at z ∼ 7 (Ota et al. 2008, 2010; Shibuya et al.

2012). Moreover, the 5σ limiting luminosity is comparable with those of previous

Subaru z = 3.1 − 6.6 LAE surveys (Shimasaku et al. 2006; Kashikawa et al. 2006,

2011; Ouchi et al. 2008, 2010).

We present the photometric properties of our z = 7.3 LAE candidates in Table

3.2. The total magnitudes listed in Table 3.2 are obtained by the aperture-correction

technique explained above. We compare the total magnitude and MAG AUTO of SEx-

tractor for the most luminous LAE candidate that probably includes a negligible bias

in the MAG AUTO estimate, and find that these two magnitudes are consistent within

the errors. Thus, it is reasonable to use the total magnitudes given by the aperture-

correction technique that requires the assumption that z = 7.3 LAEs are point sources

(Ono et al. 2010a, 2012).

We investigate our z = 7.3 LAE candidates in the J and H images of HST

CANDELS fields that are subfields of our COSMOS and SXDS survey areas. Two

out of seven LAE candidates, NB101-COSMOS-37050 and NB101-COSMOS-37548,

fall in the CANDELS field of COSMOS. We detect NB101-COSMOS-37050 both in

the J and H images (Figure 3.4), but NB101-COSMOS-37548 neither in the J nor

H data. We obtain the J and H magnitudes of NB101-COSMOS-37050, and present

the magnitudes in Table 3.2. Because all LAE candidates in the SXDS field exist out

of the CANDELS field of SXDS, there are no counterparts of LAE candidates found

in the CANDELS-SXDS field.

We examine whether z = 7.2 − 7.3 LAEs found by Shibuya et al. (2012) are

identified in our NB101 data. Shibuya et al. (2012) have observed the SXDS subfield

same as our survey area with their NB1006 filter (Section 1.4), and obtained two

photometric LAE candidates, SXDS-NB1006-1 and SXDS-NB1006-2. However, both

of two LAEs of Shibuya et al. (2012) are not detected in our NB101 images. Because
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Shibuya et al. (2012) report that their spectroscopy indicates that one of them, SXDS-

NB1006-2, resides at z = 7.215, the redshift of SXDS-NB1006-2 is out of our survey

redshift range of z = 7.302± 0.037 where NB101 has a sensitivity for a Lyα emission

line. Thus, the reason for no detection of SXDS-NB1006-2 is clear, while the reason for

another object, SXDS-NB1006-1, is unknown. Since SXDS-NB1006-1 is not confirmed

by their spectroscopic follow-up observations, it is possible that the Lyα emission of

SXDS-NB1006-1 also falls in the wavelength where NB101 does not cover. Note that

the FWHM of NB1006 is 214Å, while NB101 is only 90Å (Section 1.4).

3.2 Photometric Samples of Lyα Emitters at z = 5.7 and 6.6

with Hyper Suprime-Cam

We construct z = 5.7 and 6.6 LAE samples from the HSC database in which the source

detection and photometry are performed with the HSC pipeline (hscPipe; see Section

2.2). In this pipeline, there are two procedures of the photometry, the meas and forced

photometry. The meas photometry is performed for each source on individual band

images, and the forced photometry is conducted at the same positions for sources on

all band images. We use the forced photometry for the magnitude measurements of

sources, and apply both the meas and forced photometry for the color calculation of

sources. Note that the forced photometry is similar to that performed with SExtractor

described in Section 3.1. For photometric source measurements, we use the aperture

magnitudes with an aperture diameter of 1.′′5, and the cmodel magnitudes as our

total magnitudes. The cmodel magnitudes are derived by light profile fitting. We

apply both the aperture and cmodel magnitudes for the magnitude measurements,

and choose cmodel magnitudes for the color calculations. The magnitudes for each

source are corrected for Galactic extinction (Schlegel et al. 1998).

We select LAE candidates at z = 5.7 and 6.6 based on narrowband excess colors

by Lyα emission, i − NB816 and z − NB921, respectively, and no detection of blue

continuum fluxes, in the same manner as Ouchi et al. (2008, 2010). We apply the
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following selection criteria to the objects in the HSC database;

(NB816totalforc < NB8165σ or NB816aperforc < NB8165σ)

and (gtotalforc > g3σ or gaperforc > g3σ)

and
(
itotalforc − NB816totalforc > 1.2 or itotalmeas − NB816totalmeas > 1.2

)
(3.6)

and
( [

(rtotalforc < r3σ or raperforc < r3σ) and (rtotalforc − itotalforc > 1.0 or rtotalmeas − itotalmeas > 1.0)
]

or (rtotalforc > r3σ or raperforc > r3σ)
)
,

for z = 5.7 LAEs, and

(NB921totalforc < NB9215σ or NB921aperforc < NB9215σ)

and (gtotalforc > g3σ or gaperforc > g3σ) and (rtotalforc > r3σ or raperforc > r3σ)

and
(
ztotalforc − NB921totalforc > 1.0 or ztotalmeas − NB921totalmeas > 1.0

)
(3.7)

and
( [

(ztotalforc < z3σ or zaperforc < z3σ) and (itotalforc − ztotalforc > 1.3 or itotalmeas − ztotalmeas > 1.3)
]

or (ztotalforc > z3σ or zaperforc > z3σ)
)
,

for z = 6.6 LAEs, where the indices of total and aper represent the cmodel and

aperture magnitude, respectively, and the indices of forc and meas are the forced and

meas photometry, respectively (see also T. Shibuya et al. in preparation). In addi-

tion to the color selection, we use the countinputs parameter, which represents the

number of exposure for each object. We apply countinputs ≥ 3 for the narrowband

images. We also remove objects affected by bad pixels, proximity to bright stars,

or poor photometric measurement by using the following flag; flags pixel edge,

flags pixel interpolated center, flags pixel saturated center, flags pixel

cr center, and flags pixel bad. After the visual inspection for the rejection of

spurious sources and cosmic rays, we identify 1081 and 1273 LAE candidates at

z = 5.7 and 6.6, respectively. The samples of these LAE candidates are referred to

as the HSC full samples. The HSC full samples are ∼ 2− 6 times larger than photo-

metric samples in previous studies (e.g., Ouchi et al. 2008, 2010; Matthee et al. 2015;

Santos et al. 2016). Note that the color selection criterion for z = 5.7 LAEs (i.e.,

i − NB816 > 1.2 in Equation 3.6) corresponds to EW0 & 10Å in the case of fν =

const. with an IGM absorption (Madau 1995). This EW limit is similar to those of

previous studies (EW0 & 10 − 30Å; e.g., Shimasaku et al. 2006; Ouchi et al. 2008;
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Santos et al. 2016). On the other hand, the color criterion of z − NB921 = 1.0 in

Equation (3.7) for z = 6.6 LAEs corresponds to the EW0 limit significantly lower

than those of previous studies (e.g., Ouchi et al. 2010; Matthee et al. 2015). This is

because the relative wavelength position of NB921 to z′ (or z ) band filter is different

between Suprime-Cam and HSC (see Figure 1.1). For the consistency of the z = 6.6

LAE selection between our and previous studies, we adopt a new color criterion of

z − NB921 > 1.8. This criterion corresponds to EW0 > 14Å (fν = const.), which

is the same one of Ouchi et al. (2010). Moreover, for the derivation of Lyα LFs, we

use only the forced photometry for the color selection in Equations (3.6) and (3.7) in

order to apply the photometry similar to that of previous studies using SExtractor.

After adopting the new color criterion and only the forced photometry, we find 880

and 328 LAEs at z = 5.7 and 6.6, respectively. We refer to these LAE samples as the

HSC Lyα LF samples. We use the HSC Lyα LF samples to derive Lyα LFs at z = 5.7

and 6.6 in Sections 4.4.2 and 4.4.3. Our samples of LAE candidates at z = 5.7 and

6.6 are listed in Table 3.3.
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Figure 3.1 Two color diagrams for the selection of z = 2.2 LAEs: B−NB387 vs.
u∗−NB387 for SXDS, COSMOS, and SSA22 (top); B−NB387 vs. U−NB387 in
CDFS (bottom left); B−NB387 vs. U−NB387 in HDFN (bottom right). The solid
lines in blue, light blue, light green, and green represent the color tracks of redshifted
model LAE SEDs with Lyα EW0 = 30, 60, 100, and 200Å, respectively. These models
are produced by using the Bruzual & Charlot (2003) population synthesis model
where we adopt a 30 Myr simple stellar population with Salpeter IMF and adding a
Lyα emission. We apply the Madau (1995) prescription to take into account the IGM
absorption. The symbols on these tracks correspond to z = 2.14 (filled triangles), 2.16
(filled squares), 2.18 (filled circles), 2.20 (open squares), and 2.22 (open triangles).
The red and orange curves show the tracks of three elliptical (age of 2, 5, 13 Gyr) and
six spiral (S0, Sa, Sb, Sc, Sd, and Sdm) galaxies from the SWIRE template library
(Polletta et al. 2007), respectively. The purple solid lines indicate six templates of
nearby starburst galaxies (Kinney et al. 1996). These elliptical, spiral and starburst
template galaxies are redshifted from z = 0.0 up to 2.0 with a step of ∆z = 0.001.
The yellow star marks are 175 Galactic stars given by Gunn & Stryker (1983). The
black solid and dashed lines represent the color criteria to select our z = 2.2 LAE
candidates whose Lyα EWs are larger than 20− 30Å and 60Å, respectively.
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Figure 3.2 Color-magnitude diagram of z′ − NB101 vs. NB101 for objects detected
in the SXDS field. The black dots show all of the detected objects. The blue-dashed
and magenta-solid lines indicate the 1σ limit of the z′ magnitude and the 3σ error
of the z′ − NB101 color, respectively. The red line represents the z′ − NB101 color
criterion for the selection of our z = 7.3 LAEs.
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Figure 3.3 Same as Figure 3.2, but for the COSMOS field.
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Figure 3.4 Snapshots of our z = 7.3 LAE candidates. The size of each image is 6′′×6′′.
North is up and east is to the left.



36

Table 3.1. Photometric Sample of z = 2.2 LAEs

Field All LAE samplea X-ray detectionb UV detectionc Radio detectiond Culled samplee

The full sample
SXDS-C 277 3 [3] 3 [3] 0 [0] 274
SXDS-N 239 4 [4] 5 [4] 0 [0] 234
SXDS-S 374 5 [3] 5 [4] 1 [1] 367
SXDS-Wf 44 0 [0] 0 [0] 0 [0] 44
COSMOS 642 20 [10] 10 [10] 7 [5] 619
CDFS 423 6 [4] · · · 6 [4] 415
HDFN 967 7 [1] 11 [1] · · · 950
SSA22 171 · · · 3 [· · · ] · · · 168
Totalg 3137 (1576) 45 37 14 3071 (1538)

The EWgt60 sample
SXDS-C 103 2 [2] 2 [2] 0 [0] 101
SXDS-N 69 0 [0] 0 [0] 0 [0] 69
SXDS-S 129 1 [0] 1 [0] 0 [0] 127
SXDS-Wf 6 0 [0] 0 [0] 0 [0] 6
COSMOS 194 9 [4] 4 [4] 3 [3] 184
CDFS 142 3 [2] · · · 2 [2] 139
HDFN 298 2 [0] 0 [0] · · · 296
SSA22 44 · · · 1 [· · · ] · · · 43
Total 985 17 8 5 965

aThe numbers of z = 2.2 LAE candidates after the color selection and rejection of spurious objects.

bThe numbers of z = 2.2 LAE candidates detected in the X-ray data. The values in square brackets
represent the numbers of objects that are also detected in the UV and/or radio data.

cThe numbers of z = 2.2 LAE candidates detected in the UV data taken by GALEX. The values in square
brackets show the numbers of objects that are also detected in the X-ray and/or radio data.

dThe numbers of z = 2.2 LAE candidates detected in the radio data. The values in square brackets show
the numbers of objects that are also detected in the X-ray and/or UV data.

eThe numbers of z = 2.2 LAE candidates with no counterpart detection(s) in multiwavelength data of
X-ray, UV, and radio.

f The numbers of LAEs are small in SXDS-W. This is because the limiting magnitude in SXDS-W is
brighter than those in the other fields by ∼ 0.5 mag, and the effective area of SXDS-W is smaller than those
of the other fields by a factor of ∼ 3 (Table 2.1). The combination of the bright limiting magnitude and the
small area reduces the number of LAEs in SXDS-W.

gThe total numbers of z = 2.2 LAE candidates. The values in parentheses indicate the total numbers of
LAEs found in the SXDS and COSMOS fields.
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Table 3.2. Our z = 7.3 LAE Candidates

ID B V R i′ z′ NB101a NB101(total)b Ja Ha L(Lyα)

(1042 erg s−1)

NB101-SXDS-2904 > 28.6 > 28.3 > 28.1 > 27.8 > 27.4 24.50+0.16
−0.14 24.20+0.12

−0.11 — — 9.68

NB101-SXDS-46782 > 28.6 > 28.3 > 28.1 > 27.8 > 27.4 24.84+0.23
−0.19 24.54+0.17

−0.15 — — 5.72

NB101-SXDS-59407 > 28.6 > 28.3 > 28.1 > 27.8 > 27.4 24.80+0.22
−0.18 24.50+0.16

−0.14 — — 6.13

NB101-COSMOS-5156 > 28.3 > 27.0 > 27.4 > 27.2 > 27.3 24.98+0.21
−0.18 24.68+0.16

−0.14 — — 3.82

NB101-COSMOS-37050 > 28.3 > 27.0 > 27.4 > 27.2 > 27.3 24.84+0.19
−0.16 24.54+0.14

−0.12 25.42+0.05
−0.05 25.39+0.06

−0.05 5.11

NB101-COSMOS-37548 > 28.3 > 27.0 > 27.4 > 27.2 > 27.3 25.03+0.23
−0.19 24.73+0.17

−0.14 > 27.6 > 27.5 3.39

NB101-COSMOS-103966 > 28.3 > 27.0 > 27.4 > 27.2 > 27.3 25.07+0.23
−0.19 24.77+0.17

−0.15 — — 3.01

.

aThe magnitudes with the 1σ error measured with an aperture whose diameter is 2× PSF FWHM.

bThe total magnitudes which are obtained by the aperture-correction technique explained in Section 3.1
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Table 3.3. Photometric Sample of z = 5.7 and 6.6 LAEs

Field HSC full samplea HSC Lyα LF sampleb

The z = 5.7 LAE sample

UD-COSMOS 202 193
UD-SXDS 224 205
D-DEEP2-3 423 328
D-ELAIS-N1 232 154

Total 1081 880

The z = 6.6 LAE sample

UD-COSMOS 435 154
UD-SXDS 60 28
D-COSMOS 249 52
D-DEEP2-3 178 39
D-ELAIS-N1 351 55

Total 1273 328

aThe numbers of LAE candidates after the color selection
(Equations 3.6 and 3.7) and rejection of spurious objects.

bThe numbers of LAE candidates after the selection of only
the forced photometry and a new color criterion for z = 6.6
LAEs (see text for details).



CHAPTER 4

LUMINOSITY FUNCTIONS

4.1 Contamination

4.1.1 Contamination of Suprime-Cam LAEs at z = 2.2 and 7.3

We investigate the contamination sources of our z = 2.2 LAE samples that are low-z

emitters whose emission lines are redshifted to the bandpass of NB387. The major

strong emission that enters into the NB387 bandpass is [Oii]λ3727. However, our

survey area of 5,138 arcmin2 (Section 2.2) corresponds to the comoving volume of

1.22 × 103 Mpc3 for [Oii] emitters at z = 0.04, which is three orders of magnitude

smaller than the survey volume of our z = 2.2 LAEs (1.32×106 Mpc3). Moreover, the

color criterion defined by Equation (3.1) corresponds to a relatively large rest-frame

EW limit of & 70Å for z = 0.04 [Oii] emitters. Ciardullo et al. (2013) examine [Oii]

LFs and EW distributions at z ∼ 0.1 and find that the [Oii] EW distribution has an

exponential scale of 8.0Å, which is significantly smaller than our selection criterion

for [Oii] emitters (i.e., EW0 ∼ 70Å). Based on our survey parameters (see Sections

2.2 and 3.1) and the Ciardullo et al.’s [Oii] LF and EW distribution, the expected

number of [Oii] emitters at z = 0.04 in our full sample is ∼ 3 × 10−2. Therefore,

the probability of the [Oii] emitter contamination would be very small. We further

discuss the possibility that our bright sources would include Civλ1548 and Ciii]λ1909

emitters at z ∼ 1.5. These Civ and Ciii] emitters should be mostly AGNs, because

these emitters have to have a Civ or Ciii] EW greater than 30Å to pass our selection

criterion. This EW value is significantly larger than the one of the star-forming

galaxies. Because in Section 7.2, we find that our AGN UV LF is consistent with the

previous SDSS measurements, only a negligibly small fraction of the z ∼ 1.5 AGNs

include our sample.

Nevertheless, spectroscopic follow-up observations for our LAEs have been con-

ducted with Magellan/IMACS, MagE, and Keck/LRIS by Nakajima et al. (2012),

Hashimoto et al. (2013), Shibuya et al. (2014) and M. Rauch et al., in preparation. A

total of 43 LAEs are spectroscopically confirmed. These spectroscopic observations

find no foreground interlopers such as [Oii] emitters at z = 0.04 that show [Oiii]5007

emission at 5200Å (see e.g. Nakajima et al. 2012). We note that these spectroscopic

redshift confirmations are limited to the bright LAEs with NB387 . 24.5, and that

39
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the number of the faint LAEs confirmed by spectroscopy is small. However, the

contamination rate at the faint end is probably not high. This is because the EW cri-

terion of our selection corresponds to ∼ 70Å for the major foreground faint emitters

of z = 0.04 [Oii] emitters. Most of these potential contamination sources do not pass

this large EW limit, as discussed above. Thus, the effects of contamination sources

are negligibly small in our LAE samples.

We also investigate the contamination of our z = 7.3 LAE sample. The sources of

possible contamination are spurious objects, transients, and foreground interlopers.

First, our NB101 images of the SXDS and COSMOS fields are taken in 2010−2012

and 2010−2013, respectively (see Table 2.2). We stack NB101 data of SXDS field

observed in 2010−2011 and 2012, and obtain NB101 images for the two epochs.

Similarly, we make three NB101 stacked images of COSMOS field at three epochs,

2010−2011, 2012, and 2013. The 5σ limiting magnitudes of these epoch images are

summarized in Table 2.2. The results of independent photometry at the different

epochs of our observations are shown in Table 4.1. All of the magnitudes of our LAE

candidates in the multi-epochs are consistent within the ≃ 95%-significance levels of

the photometric errors. The UV continuum fluxes of AGNs (or QSOs) are variable

(e.g., de Vries et al. 2005). However, we find no variable signatures of AGNs (or

QSOs) in our LAEs. Because our LAEs are selected from narrowband images taken

over 3-4 years, a fraction of transient contamination (e.g., supernovae) in our LAE

sample is very small. Similarly, all of our LAEs, except for NB101-SXDS-46782 and

NB101-COSMOS-37050, are detected at the > 3 sigma levels in the ≥ 2 epoch images.

Thus, our LAEs, except for NB101-SXDS-46782 and NB101-COSMOS-37050, are not

spurious sources. NB101-SXDS-46782 and NB101-COSMOS-37050 are found only at

the ≃ 2σ levels in the 2012 and 2012-2013 epoch images, respectively. However,

we have identified the sources of NB101-SXDS-46782 and NB101-COSMOS-37050 in

these epoch images by visual inspection. It is likely that NB101-SXDS-46782 and

NB101-COSMOS-37050 are also not spurious sources. Second, spectroscopic follow-

up observations for one of our candidates, NB101-SXDS-2904, were conducted with

Keck/NIRSPEC, LRIS and MOSFIRE, and a single emission line that is probably

Lyα is clearly detected from this object by all of these Keck spectroscopic observations

(M. Ouchi et al. in preparation). Although only one LAE in our sample is observed

by spectroscopy, no foreground interlopers are, so far, found by spectroscopic obser-

vations. Note that in Section 5.2, we discuss our sample biases due to the choice of
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Lyα EW0 limit.

4.1.2 Contamination of HSC LAEs at z = 5.7 and 6.6

We investigate the contamination sources in our z = 5.7 and 6.6 LAE samples. Spec-

troscopic follow-up observations for some LAE candidates in our HSC full samples

have been conducted with Subaru/FOCAS (PI: T. Shibuya). A total of 16 LAE can-

didates at z = 5.7 and 6.6 with NB = 22.0− 24.0 have been observed, so far, and 11

out of 16 objects have been confirmed as LAEs. The other 5 objects will be low-z

emitters, which show Hα, [Oiii]λ5007, or [Oii]λλ3726, 3729 emission (see T. Shibuya

et al. in preparation). Thus, we find that the contamination rate, fcont, in our LAE

samples is fcont ≃ 30% (= 5/16). This fcont value is similar to that obtained in Ouchi

et al. (2008, 2010) and Kashikawa et al. (2011), who conduct the Subaru/Suprime-

Cam imaging survey for LAEs at z ∼ 3 − 7. Here, we adopt the fcont value for the

contamination correction of the Lyα LF measurements (see Section 4.4).

4.2 Detection Completeness

4.2.1 Suprime-Cam images

We estimate detection completeness as a function of the NB387 (NB101 ) magnitude

by Monte Carlo simulations. We distribute a number of pseudo LAEs with various

magnitudes in our NB387 (NB101 ) images, and detect the pseudo LAEs in the same

manner as our source extraction for real sources with SExtractor (Section 3.1). Here,

we assume that high-z LAEs are point sources whose profiles are obtained by the

stack of bright point sources in our narrowband images. We define the detection

completeness as the fraction of the numbers of the extracted pseudo LAEs to all of

the input pseudo LAEs, and obtain the detection completeness presented in Figures

4.1 and 4.2. We find that the detection completeness is typically & 90% for luminous

sources with NB387 < 24.5 (or NB101 . 24.5) and nearly 50% at around the 5σ

limiting magnitude of narrowband images (see Tables 2.1 and 2.2).
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4.2.2 HSC images

We use the SynPipe software (S. Huang et al. in preparation) in order to estimate

detection completeness in HSC/NB816 and NB921 images by Monte Carlo simula-

tions. The SynPipe software can add synthetic objects in HSC images, and perform

source detection and photometry. These source detection and photometry are the

same procedures as the HSC pipeline (hscPipe; see Section 2.2). Using the SynPipe

software, we distribute ∼ 18000 pseudo LAEs with various magnitudes in NB816 and

NB921 images. These pseudo LAEs have a Sérsic profile with the index of n = 1.5,

and the half-light radius of re ∼ 0.9 kpc. These values are similar to the average ones

of z ∼ 6 LBGs with LUV = 0.3− 1L∗
z=3 (Shibuya et al. 2015). We detect these input

objects with SynPipe, and calculate the detection completeness whose definition is

shown in Section 4.2.1. Figure 4.3 shows the detection completeness for HSC/NB816

and NB921 images. We find that the detection completeness is typically & 80% for

objects with NB . 24.5, and ∼ 40% at the 5σ limiting magnitudes of narrowband

images. These results are similar to those for Suprime-Cam data (Section 4.2.1). We

note that for bright objects (NB . 24.5), the detection completeness of Suprime-

Cam images reaches ∼ 100%, while the detection completeness of HSC images is

only ∼ 80 − 90%. The difference of detection completeness is caused by that of the

procedures for distributing pseudo LAEs between Suprime-Cam and HSC images. In

Suprime-Cam images, we distribute pseudo LAEs in the blank region where real ob-

jects do not exist. On the other hand, we allow pseudo LAEs to be distributed near

(or on) real objects in HSC images. Thus, the detection completeness of HSC images

is slightly lower than that of Suprime-Cam images. We estimate the Suprime-Cam

and HSC survey volumes (Section 2.2) based on the areas in which we distribute

pseudo LAEs.

4.3 Cosmic Variance

To include field-to-field variation in the error bar of our Lyα LFs, we calculate the

dimensionless cosmic variance uncertainty, σg, with

σg = bgσDM(z, R), (4.1)
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where bg and σDM(z, R) are the bias parameter of galaxies and the density fluctuation

of dark matter in a sphere with a radius R at a redshift z, respectively. We estimate

σDM(z, R) with the growth factor, following Carroll et al. (1992) with the transfer

function given by Bardeen et al. (1986) (see also Mo & White 2002). Because our

survey volume for z = 2.2 LAEs is 1.32 × 106 Mpc−3 (Section 2.2), the radius at

z = 2.2 is R = 68 Mpc. The value of σDM(z, R) at z = 2.2 is estimated to be 0.055.

Since Guaita et al. (2010) find the bias parameter of bg = 1.8±0.3 from the clustering

analysis of z = 2.1 LAEs in the ECDF-S field, we adopt this value for bg in Equation

(4.1). We thus obtain the cosmic variance uncertainty of σg ≃ 0.099 at z = 2.2.

Similarly, the radius at z = 7.3 is R = 39 Mpc, and the value of σDM(z, R) at z = 7.3

is estimated to be 0.041. Because the bias parameter of bg = 3.6 ± 0.7 is obtained

for z = 6.6 LAEs (Ouchi et al. 2010), we adopt bg ≃ 4 for z = 7.3 LAEs under the

assumption that bg does not significantly evolve at z = 6.6−7.3. With this procedure,

we estimate the cosmic variance uncertainty to be σg ≃ 0.16. Note that the cosmic

variance uncertainties at z = 5.7 and 6.6 will be negligibly small, because the survey

areas of NB816 and NB921 are significantly large (13.8 and 21.2 deg2, respectively;

see Section 2.2). Thus, we do not calculate the cosmic variance at these redshifts.

4.4 Lyα Luminosity Functions and Comparison with

Previous Studies

In this section, we present Lyα LFs at z = 2.2, 5.7, 6.6, and 7.3 based on LAE

samples shown in Sections 3.1 and 3.2. Here, we first describe the procedures for the

Lyα LF calculation. Because our Lyα LFs are derived with procedures common to

all redshifts, one expects no systematic errors raised by the analysis technique for

the comparison of the Lyα LF measurements. We calculate the Lyα EW0 of LAEs

from the aperture magnitudes of narrowband and broadband, and estimate the Lyα

luminosities of LAEs with these EW0 and the total magnitudes of narrowband. In the

calculation of Lyα luminosities, we use (NB, BB) filter sets of (NB387, B), (NB816,

z ), (NB921, z ), and (NB101, z′) for LAEs at z = 2.2, 5.7, 6.6, and 7.3, respectively.

For the errors of the Lyα luminosities, we carry out Monte Carlo simulations under

the assumption that the spectrum of LAEs has a Lyα line and fν = const. with the

IGM absorption of Madau (1995), following the methods applied in Shimasaku et al.

(2006); Ouchi et al. (2008, 2010). In the calculations for the Lyα luminosities, we
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assume that Lyα emission is placed at the central wavelength of the narrow band.

We derive the Lyα LFs of z = 2.2, 5.7, 6.6 and 7.3 LAEs in the same manner as Ouchi

et al. (2008, 2010). We calculate the volume number densities of LAEs in each Lyα

luminosity bin, dividing the numbers of observed LAEs by our survey volumes based

on a top-hat filter transmission curve assumption. We correct these number densities

for the detection completeness estimated in Sections 4.2.1 and 4.2.2. The error bars

of the Lyα LF at z = 2.2 and 7.3 include uncertainties from Poisson statistics and

cosmic variance obtained in Section 4.3. For the Poisson errors, we use the values in

columns “0.8413” in Table 1 and 2 of Gehrels (1986) for the upper and lower limits

of the Poisson errors, respectively. These values in columns “0.8413” correspond to

the 1σ confidence levels for Gaussian statistics. We include only the Poisson errors

in the Lyα LFs at z = 5.7 and 6.6, because the survey areas at these redshifts are

very large (see Section 4.3). This procedure of Lyα LF derivation is known as the

classical method. Note that there are two uncertainties of the Lyα LFs derived by

the classical method. (1) A Lyα flux of an LAE at the fixed narrowband magnitude

varies by the LAE’s redshift. (2) A redshift distribution of LAEs depends on a Lyα

EW. In order to evaluate such uncertainties, Shimasaku et al. (2006) and Ouchi et al.

(2008) perform Monte Carlo simulations. In these simulations, they generate a mock

catalog of LAEs with a set of Schechter parameters (ϕ∗, L∗, α) and a Gaussian σ for a

probability distribution of Lyα EW0, and uniformly distribute the LAEs of the mock

catalog in a comoving volume over the redshift range that a narrowband covers. They

“observe” these LAEs with the narrow and broad bands to be the same as the real

band response. They select LAEs using the same criteria as was used for selecting

the actual LAEs and derive the number densities and color distributions from the

mock catalog. By comparing the results of these simulations with the observational

results, they find the best-fit Schechter parameters of Lyα LFs (see Shimasaku et al.

2006; Ouchi et al. 2008, for more details of the simulations). They confirm that the

LFs estimated from the simulations are consistent with those derived by the classical

method.

To parameterize our Lyα LFs, we fit a Schechter function (Schechter 1976) to our

z = 2.2, 5.7, 6.6, and 7.3 Lyα LFs by minimum χ2 fitting. The Schechter function is

defined by Equation (1.1) in Section 1.1.2. In the calculations for the χ2 values, we

adopt an upper error as 1σ in the case that models are beyond the data point of our

LF. Similarly, a lower error is adopted in the case that models are below the data point
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of our LF. We determine three parameters of the Schechter function simultaneously

for our z = 2.2 Lyα LFs, while we fix the faint-end slope, α in Equation (1.1), for the

Lyα LFs at z = 5.7, 6.6, and 7.3. Because, except at z = 2.2, the Lyα LFs do not

reach a Lyα luminosity limit fainter than ∼ L∗
Lyα at z ∼ 2 − 6, we cannot strongly

constrain the α values of our z = 5.7, 6.6, and 7.3 Lyα LFs. Thus, in the fitting of the

Schechter function to Lyα LFs at z = 5.7−7.3, we fix the faint-end slope of α = −1.8,

which is consistent with that obtained with our z = 2.2 Lyα LF (see Section 4.4.1).

We summarize best-fit Schechter parameters of Lyα LFs at z = 2.2, 5.7, 6.6, and 7.3

in Table 4.2. From next subsections, we describe the details of our Lyα LFs at each

redshift.

4.4.1 Redshift 2.2

We derive the Lyα LFs at z = 2.2 from the full and EWgt60 samples, adopting

the classical method of the Lyα LF derivation (Ouchi et al. 2010) whose accuracy is

confirmed by Monte Carlo simulations (Shimasaku et al. 2006; Ouchi et al. 2008), as

described above.

The top panel of Figure 4.4 presents the best estimate of our Lyα LF at z = 2.2

from the full sample. We also plot the Lyα LF measurements derived from each-field

data. The best estimate Lyα LF covers a Lyα luminosity range of logLLyα [erg s−1]

= 41.7 − 44.4. Our Lyα luminosity limit of logLLyα [erg s−1] = 41.7 (5.0 × 1041 erg

s−1) is one order of magnitude fainter than the L∗
Lyα values at z = 3−6 (logL∗

Lyα,z=3−6

[erg s−1] ∼ 42.8; Shimasaku et al. 2006; Gronwall et al. 2007; Ouchi et al. 2008).

For our fitting with the Schechter function, we use Lyα LF measurements from

the studies of ours, Blanc et al. (2011), and Cassata et al. (2011). We do not in-

clude the results from the other studies, because there exist unknown systematics

that is discussed below. We determine three parameters of the Schechter function

simultaneously, and obtain the best-fit Schechter parameters of α = −1.75+0.10
−0.09,

L∗
Lyα = 5.29+1.67

−1.13 × 1042 erg s−1 and ϕ∗
Lyα = 6.32+3.08

−2.31 × 10−4 Mpc−3. This is the

first time to determine three Schechter function parameters with no fixed parame-

ter(s), and the faint-end slope of α is reasonably well constrained. Tables 4.2 and 4.3

present these best-fit Schechter parameters. We show the best-fit Schechter function

in the top panel of Figure 4.4, and error contours of the Schechter parameters in

Figure 4.5.
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The top panel of Figure 4.4 shows an excess of the number densities beyond the

best-fit Schechter function at the bright-end of logLLyα [erg s−1] & 43.4. We refer

to this excess as bright-end hump. In our Schechter function fit, we include the

data of the bright-end hump. Because the errors of the Lyα LF at the faint end

are significantly smaller than those at the bright end, the best-fit parameters are not

significantly changed by the inclusion of the bright-end hump data (see footnote of

Table 4.3).

Ouchi et al. (2008) find that there is a possible excess of the Lyα LFs at z = 3.1

and 3.7 similar to the bright-end hump, and claim that 100% of LAEs host AGNs at

the bright ends of logLLyα [erg s−1] > 43.6 and 43.4, respectively, based on the large-

area LAE survey with the multiwavelength data set. Thus, the bright-end hump of

our z = 2.2 Lyα LF may be produced by AGNs. To examine whether our LAEs at the

bright end include AGNs, we use the multiwavelength data of X-ray, UV, and radio

available in the SXDS, COSMOS, CDFS, HDFN, and SSA22 fields. For the X-ray

data, we use the XMM-Newton source catalog in the SXDS field (Ueda et al. 2008),

the Chandra 1.8 Ms catalog in the COSMOS field (Elvis et al. 2009), the Chandra 4

Ms source catalog in the CDFS field (Xue et al. 2011), and the Chandra 2 Ms catalog

in the HDFN field (Alexander et al. 2003). The typical sensitivity limits of these

X-ray data are ∼ 10−16 - 10−15 erg cm −2 s−1 for the SXDS and COSMOS fields, and

∼ 10−17 - 10−16 erg cm −2 s−1 for the CDFS and HDFN fields. We use GALEX FUV

and NUV images for the UV data, and obtain these images from the Multimission

Archive at STScI (see also Zamojski et al. 2007 for the COSMOS field). The GALEX

images reach the 3σ detection limit of ∼ 25 - 26 mag. The Very Large Array 1.4 GHz

source catalogs of Simpson et al. (2006) (SXDS), Schinnerer et al. (2007) (COSMOS),

and Miller et al. (2013) (CDFS) are used for the radio data. These radio data reach

an rms noise level of ∼ 10 µJy beam−1. We find that a majority of our bright LAEs

are detected in the multiwavelength data, and summarize the numbers of these LAEs

in Table 3.1. Under the column of “culled sample” in Table 3.1 , we show the numbers

of LAEs with no counterpart detection(s) in the X-ray, UV, and radio data. As shown

in Table 3.1, the SXDS and COSMOS fields have the data that cover all of the X-

ray, UV, and radio wavelengths. Moreover, the X-ray, UV, and radio data spatially

cover the entire fields of SXDS and COSMOS with the similar sensitivities. We make

a subsample that is composed of all 1576 LAEs found in the SXDS and COSMOS

fields, and refer to this subsample as SXDS+COSMOS/All. We then make another
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subsample consisting of 1538 LAEs with no multiwavelength counterpart detection(s)

in the SXDS and COSMOS fields, which is dubbed SXDS+COSMOS/Culled.

In the bottom panel of Figure 4.4, we plot the Lyα LFs derived from the sub-

samples of SXDS+COSMOS/All and SXDS+COSMOS/Culled. We fit the Schechter

function to these Lyα LFs and the complementary Lyα LF data of Blanc et al. (2011)

and Cassata et al. (2011), and presents the best-fit Schechter parameter sets and the

error contours in Table 4.3 and Figure 4.5, respectively. Comparing the Lyα LF of

the SXDS+COSMOS/All subsample with that of the full sample, in Figures 4.4 and

4.5, we find that the Lyα LF of the SXDS+COSMOS/All subsample is consistent

with that of the full sample within the uncertainties. Figure 4.5 indicates that the

Schechter fitting results of the full sample and the SXDS+COSMOS/All subsample

are very similar with the one of the SXDS+COSMOS/Culled subsample, which are

determined in the wide luminosity range of logLLyα [erg s−1] = 41.7 − 44.4. How-

ever, there are no objects in SXDS+COSMOS/Culled subsample that has logLLyα

[erg s−1] > 43.4. The Lyα LF of SXDS+COSMOS/Culled subsample does not have a

bright-end hump such found in those of the full sample and the SXDS+COSMOS/All

subsample. These comparisons suggest that the bright-end hump of the z = 2.2 Lyα

LF is originated from AGNs that are bright in the X-ray, UV, and/or radio wave-

length(s). We discuss more details of the bright-end hump in Sections 7.1 and 7.2.

We compare our best-estimate Lyα LF with those from previous studies at z ∼
2. In Figure 4.6, we plot the Lyα LFs obtained by narrowband imaging surveys

(Hayes et al. 2010; Ciardullo et al. 2012; see also Guaita et al. 2010) and blank-field

spectroscopic surveys (Blanc et al. 2011; Cassata et al. 2011; Ciardullo et al. 2014).

Hayes et al. (2010) carry out deep imaging with two narrowband filters covering

Lyα and Hα lines, and report the Lyα LF as well as the Lyα escape fraction of

z = 2.2 LAEs. Ciardullo et al. (2012) derive the Lyα LF of z = 2.1 LAEs based

on the narrowband data of Guaita et al. (2010). In both studies, the Lyα EW

criterion of narrowband excess colors is EW0 = 20Å, comparable to our studies. Blanc

et al. (2011) and Ciardullo et al. (2014) obtain the Lyα LFs by the spectroscopic

observations of the Hobby Eberly Telescope Dark Energy Experiment (HETDEX)

Pilot Survey for LAEs at 1.9 < z < 3.8 and 1.90 < z < 2.35, respectively. Cassata

et al. (2011) make a spectroscopic sample of LAEs at 2 < z < 6.6 with the VIMOS

VLT Deep Survey. In these spectroscopic surveys, most of LAEs have a Lyα EW

greater than 20Å. Table 4.4 summarizes the best-fit Schechter parameters (and Lyα
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luminosity ranges of the observations) given by our and the previous studies.

In Figure 4.6 and Table 4.4, we find that our z = 2.2 Lyα LF is generally consistent

with those of the previous studies in the measurement ranges of the Lyα luminosity

overlaps. However, there exist some noticeable differences. The Lyα LF of Ciardullo

et al. (2012) is not similar to ours and Blanc et al. (2011) at the bright end, but

similar to ours and Cassata et al. (2011) at the faint end. In contrast, the Lyα LF

of Ciardullo et al. (2014) is not consistent with ours and Cassata et al. (2011) at the

faint end, but consistent with ours and Blanc et al. (2011) at the bright end. Because

Ciardullo et al. (2012) and Ciardullo et al. (2014) cover the reasonably wide Lyα

luminosity ranges of 42.1 < logLLyα [erg s−1] < 42.7 and 41.9 < logLLyα [erg s−1]

< 43.7, respectively, the origins of these differences at the bright and faint ends are

not clear.

As clarified in Table 4.4, most of the previous studies fit the Schechter function

to their Lyα LFs, assuming a fixed parameter. Hayes et al. (2010) constrain three

Schechter parameters simultaneously, but the uncertainties of these parameters are

large due to small statistics (see also Gronwall et al. 2007 for z ∼ 3). Our study

constrains three Schechter parameters simultaneously, using the large LAE sample of

3137 LAEs covering the wide Lyα luminosity range (logLLyα [erg s−1] = 41.7−44.4).

4.4.2 Redshift 5.7

The blue filled circles in Figure 4.7 represent our z = 5.7 Lyα LF, which is derived

from the Subaru/HSC data. Here, we correct the z = 5.7 Lyα LFs for the fcont value

(Section 4.1.2). Our Lyα LF covers a Lyα luminosity range of logL(Lyα) [erg s−1]

= 42.9 − 43.8. This luminosity range is relatively brighter than those of previous

studies (e.g., Shimasaku et al. 2006; Ouchi et al. 2008; Hu et al. 2010), because bright

LAEs can be efficiently identified by the wide-area survey with Subaru/HSC.

For the fitting of our Lyα LF with the Schechter function, we include the faint-end

Lyα LF of Ouchi et al. (2008). This is because the faint-end Lyα LF of Ouchi et al.

(2008) covers a faint Lyα luminosity range of logL(Lyα) [erg s−1] = 42.4− 42.8 that

we do not reach, and our Lyα LF is derived by following the procedure of Ouchi

et al. (2008). The faint-end Lyα LF data points are also corrected for the fcont

value (Section 4.1.2). Similarly, in our fitting for the z = 6.6 Lyα LF, we include

the faint-end Lyα LF of Ouchi et al. (2010) (logL(Lyα) [erg s−1] = 42.4 − 43.0; see



49

Section 4.4.3). Again, as described above, we fix a power-law slope of α = −1.8 for

the fitting to our z = 5.7 Lyα LF. We obtain the best-fit Schechter parameters of

L∗
Lyα = 8.92+0.99

−0.89 × 1042 erg s−1 and ϕ∗
Lyα = 2.21+0.68

−0.50 × 10−4 Mpc−3 with the fixed

α = −1.8. We list these best-fit parameters in Table 4.2, and show the best-fit

Schechter function in Figure 4.7. Interestingly, from our z = 5.7 Lyα LF data points

and best-fit Schechter function in Figure 4.7, we find no significant bright-end hump

at z = 5.7, although there is such a bright-end hump in our z = 2.2 Lyα LF shown in

Section 4.4.1.

We compare our Lyα LF at z = 5.7 with those obtained by previous studies in

Figure 4.7, and find that our Lyα LF is generally consistent with those of the previous

studies.

4.4.3 Redshift 6.6

In Figure 4.8, the red filled circles show our Lyα LF at z = 6.6 with the contamina-

tion correction, which is derived from the Subaru/HSC data. Our z = 6.6 Lyα LF

covers a bright Lyα luminosity range of logL(Lyα) [erg s−1] = 43.0− 43.8 due to the

Subaru/HSC survey with a wide-field area of 21.2 deg2.

Again, for the fitting of the Schechter function to our z = 6.6 Lyα LF, we include

the faint-end Lyα LF data points (logL(Lyα) [erg s−1] = 42.4 − 43.0) of Ouchi

et al. (2010), which is corrected for the fcont value. We fix a power-law slope of

α = −1.8, as described above, and obtain the best-fit Schechter parameters of L∗
Lyα =

6.42+0.74
−0.59×1042 erg s−1 and ϕ∗

Lyα = 2.51+0.83
−0.68×10−4 Mpc−3. Table 4.2 lists these best-

fit parameters. We present the best-fit Schechter function with the red thick solid

line in Figure 4.8. Comparing our z = 6.6 Lyα LF measurements with the best-fit

Schechter function in Figure 4.8, we find that there is a significant bright-end hump

of the z = 6.6 Lyα LF at logLLyα [erg s−1] & 43.5 at the 4.0σ confidence level. Based

on the results shown in Sections 4.4.1 and 4.4.2, the bright-end hump in Lyα LFs

emerges at z = 6.6, and disappears at z = 5.7. Then, the hump appears again at

z = 2.2. We discuss more details of the bright-end hump found in our z = 6.6 Lyα

LF in Section 7.1.

We compare our Lyα LF at z = 6.6 with those obtained by previous studies in

Figure 4.8, and find that our Lyα LF is generally consistent with those of the previous

studies.
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4.4.4 Redshift 7.3

Figure 4.9 presents the Lyα LF of our z = 7.3 LAEs in the entire fields of SXDS and

COSMOS. In Figure 4.9, we plot the Lyα LFs from two independent fields of SXDS

and COSMOS. Because these Lyα LFs are consistent within the statistical+cosmic

variance uncertainties in these fields, we confirm that our errors of the entire-field

Lyα LF explain the cosmic variance effects based on the real observational data of

SXDS and COSMOS on the independent sky. Here, we correct the Lyα LF at z = 7.3

with the fcont value same as that of z = 5.7 and 6.6 (30%; see Section 4.1.2), because

spectroscopic follow-up observations have not been sufficiently conducted for the LAE

sample. We regard this contamination rate of fcont = 30% as the representative value.

We fit the Schechter function to our z = 7.3 Lyα LF by minimum χ2 fitting.

Again, because the Lyα luminosity range of our LF is not wide, the parameter of α in

the Schechter function cannot be determined. We fix a power-law slope of α = −1.8,

which is derived from our z = 2.2 Lyα LF in Section 4.4.1. We obtain the best-fit

Schechter parameters of L∗
Lyα = 3.23+25.0

−1.63×1042 erg s−1 and ϕ∗ = 1.97+12.3
−1.89×10−4 Mpc3

with the fixed α = −1.8, and present these best-fit values in Table 4.2. The best-fit

Schechter function is shown in Figure 4.9 with the red solid line.

We compare our z = 7.3 Lyα LF with those obtained by previous studies for

LAEs at z = 7.0 − 7.7, assuming that the Lyα LF does not significantly evolve at

z = 7.3± 0.4. In Figure 4.10, we plot the previous Subaru measurements of the Lyα

LF at z = 7.0 (Iye et al. 2006; Ota et al. 2008, 2010) and 7.3 (Shibuya et al. 2012)

that include spectroscopic results. These previous Subaru results are consistent with

the bright-end of our Lyα LF within the uncertainties, while these previous Subaru

studies typically reach L(Lyα) ∼ 1043 erg s−1 that is significantly shallower than our

ultra-deep survey. Similarly, the black solid line of Figure 4.10 presents the upper

limits of the Lyα LF given by the VLT observations that identify no LAEs at z = 7.7

(Clément et al. 2012). These upper limits of the Lyα LF are consistent with our

results.

On the other hand, we find discrepancies between these Subaru+VLT results

including ours and the previous 4m-telescope results of z = 7.7 LAEs that are reported

by Hibon et al. (2010), Tilvi et al. (2010), and Krug et al. (2012). In Figure 4.10,

the number densities of the Lyα LF of the 4m-telescope results are about a factor of

several or an order of magnitude larger than those of the Subaru+VLT results beyond
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the uncertainties. We discuss these discrepancies of z ≃ 7.3 Lyα LF measurements

between the Subaru+VLT and 4m-telescope results. There is a possibility to explain

the discrepancies by the cosmic variance effects. However, all of these 4m-telescope

LF measurements fall above the Subaru+VLT LF estimates. It is difficult to reconcile

all of the 4m-telescope measurements by the chance fluctuations of cosmic variance.

Another possibility is contamination. Clément et al. (2012) mention the results of

the VLT/X-Shooter spectroscopic follow-up observations for the brightest five out of

seven photometric LAE candidates of Hibon et al. (2010), and report that no Lyα

emission lines from these Hibon et al.’s candidates are identified (see J. G. Cuby et al.

in preparation). More recently, Faisst et al. (2014) conduct the spectroscopic follow-

up observations for the brightest two out of four photometric candidates of Krug et al.

(2012), and they detect no Lyα emission line from the Krug et al.’s candidates (see

also Jiang et al. 2013). There is a similar spectroscopic study that reports no detection

of Lyα from z > 7 LAEs whose sample is made with 4m-telescope data (Matthee et al.

2014). Thus, the photometric samples of Hibon et al. (2010) and Krug et al. (2012)

include a significant number of contamination sources that are probably more than

a half of their LAE candidates, which are indicated by the spectroscopic follow-up

studies. Spectroscopic observations for the LAE candidates of Tilvi et al. (2010) have

not been carried out so far. However, it is possible that the Tilvi et al.’s sample

includes a large number of contamination, because of the sample selection from the

4m-telescope data similar to those of Hibon et al. (2010) and Krug et al. (2012). We

conclude that our Lyα LF is consistent with those from the Subaru and VLT studies

whose results are supported by the spectroscopic observations (Iye et al. 2006; Ota

et al. 2008, 2010; Shibuya et al. 2012; Clément et al. 2012), and that our Lyα LF

agrees with the results of the recent deep spectroscopic follow-up observations for the

LAE candidates from the 4m-telescope data (Clément et al. 2012; Faisst et al. 2014;

Jiang et al. 2013).
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Figure 4.1 Detection completeness, fdet, of our NB387 images taken with
Subaru/Suprime-Cam. The symbols represent the completeness in a magnitude bin of
∆m = 0.5 mag for the SXDS-C (squares), SXDS-N (diamonds), SXDS-S (hexagons),
SXDS-W (pentagons), COSMOS (circles), CDFS (inverted triangles), HDFN (trian-
gles), and SSA22 (cross marks) fields. For presentation purposes, we slightly shift all
the points along the abscissa.
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Figure 4.2 Same as Figure 4.1, but for our NB101 images of Subaru/Suprime-Cam.
The filled squares and open circles represent the completeness in the SXDS and
COSMOS fields, respectively.
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Figure 4.3 Same as Figures 4.1 and 4.2, but for the NB816 (top) and NB921 (bottom)
images taken with Subaru/HSC. The open circles in the top and bottom figures
represent the completeness in the D-DEEP2-3 field, where the 5σ limiting magnitudes
of the NB816 and NB921 images are 25.2 and 24.9, respectively.
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Figure 4.4 Top: Lyα LFs of our z = 2.2 LAEs with a luminosity bin of ∆ logLLyα =
0.1. The red filled circles represent the Lyα LF derived from the full sample and
the red solid curve denotes the best-fit Schechter function. The black open sym-
bols show the Lyα LFs in the SXDS-C (squares), SXDS-N (diamonds), SXDS-S
(hexagons), SXDS-W (pentagons), COSMOS (circles), CDFS (inverted triangles),
HDFN (triangles), and SSA22 (cross marks) fields. For clarity, we slightly shift all
the points along the abscissa. The magenta filled circles and orange filled squares
are the results from Cassata et al. (2011) and Blanc et al. (2011), respectively.
Bottom: Lyα LFs at z = 2.2 derived from the SXDS and COSMOS fields. The
blue and black filled circles represent the Lyα LFs from the SXDS+COSMOS/All
and SXDS+COSMOS/Culled subsamples, respectively. The blue and black solid
curves show the best-fit Schechter functions of our best-estimate Lyα LFs using the
SXDS+COSMOS/All and SXDS+COSMOS/Culled subsamples, respectively. The
magenta filled circles and orange filled squares are the same as the top panel of this
figure.
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Figure 4.5 Error contours of Schechter parameters, L∗
Lyα, ϕ

∗
Lyα and α. The red con-

tours represent our best-estimate Lyα LF based on the full sample. The blue and
black contours show our best-estimate Lyα LFs using the SXDS+COSMOS/All and
SXDS+COSMOS/Culled subsamples, respectively. The inner and outer contours de-
note the 68% and 90% confidence levels, respectively. The red, blue and black crosses
are the best-fit Schechter parameters for our best-estimate Lyα LFs based on the full
sample, SXDS+COSMOS/All subsample, and SXDS+COSMOS/Culled subsample,
respectively.
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Figure 4.6 Comparison of our z = 2.2 Lyα LF with the previous measurements of
Lyα LF at z ∼ 2. The red filled circles denote our Lyα LF and the red solid curve
is the best-fit Schechter function, which are the same as the top panel of Figure 4.4.
The magenta filled circles represent the Lyα LF given by Cassata et al. (2011) at
2 < z < 3.2. The orange stars and squares show the LFs by Blanc et al. (2011) based
on the spectroscopic surveys of LAEs at 1.9 < z < 2.8 and 1.9 < z < 3.8, respectively.
The black solid, dashed, and dotted lines are the best-fit Schechter functions obtained
by Hayes et al. (2010), Ciardullo et al. (2012), and Ciardullo et al. (2014), respectively.
Since the previous Lyα LF estimates are limited in the ranges of logLLyα [erg s−1]
= 41.3− 42.9 (Hayes et al. 2010), 42.1− 42.7 (Ciardullo et al. 2012), and 41.9− 43.7
(Ciardullo et al. 2014), we show the black lines within these ranges.
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Figure 4.7 Lyα LFs of z = 5.7 LAEs. The blue filled circles represent our z = 5.7
Lyα LF derived with the Subaru/HSC data, and the blue filled squares denote the
Lyα LF given by Ouchi et al. (2008). The blue open diamonds, triangles, pentagons,
and crosses are the Lyα LFs of Shimasaku et al. (2006), Murayama et al. (2007), Hu
et al. (2010), and Santos et al. (2016), respectively. The best-fit Schechter function
for the Lyα LFs of our and Ouchi et al.’s studies are shown with the blue solid curve.
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Figure 4.8 Lyα LFs of z = 6.6 LAEs. The red filled circles represent our z = 6.6 Lyα
LF derived with the Subaru/HSC data, and the red filled squares denote the Lyα
LF given by Ouchi et al. (2010). The red open pentagons and crosses are the Lyα
LFs of Hu et al. (2010), and Matthee et al. (2015), respectively. The red thin line
is the best-fit Schechter function obtained by Kashikawa et al. (2011). The best-fit
Schechter functions for the Lyα LFs of our and Ouchi et al.’s studies are shown with
the red thick solid curve.
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Figure 4.9 Lyα LFs of our z = 7.3 LAEs. The red filled circles represent the Lyα LF
derived with the data of the entire fields, i.e. both the SXDS and COSMOS fields.
The red open circles and squares denote our Lyα LFs estimated with the data of the
SXDS and COSMOS fields, respectively. In the brightest luminosity bin, we also plot
the upper error of the Lyα LF in COSMOS field. The best-fit Schechter function for
the Lyα LF of the entire fields is shown with the red curve.
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Figure 4.10 Comparison of our z = 7.3 Lyα LF with the previous measurements of
Lyα LF at z = 7.3 ± 0.4. The red circles denote our z = 7.3 Lyα LF, and the red
curve is the best-fit Schechter function. The orange diamonds, square, and triangles
represent the Subaru measurements of the Lyα LF at z = 7.0− 7.3 given by Shibuya
et al. (2012), Iye et al. (2006), and Ota et al. (2010), respectively. The gray region
indicates the parameter space of z = 7.7 Lyα LF ruled out by the VLT observations
(Clément et al. 2012). The black dashed line is the upper limit of the number density
determined by the VLT photometric observations, while the black solid line represents
the upper limits from the combination of the VLT photometric and spectroscopic data
(Clément et al. 2012). The cyan filled pentagons, hexagons, and crosses denote the
4m-telescope estimates of the Lyα LF at z = 7.7 obtained by Hibon et al. (2010),
Krug et al. (2012), and Tilvi et al. (2010), respectively. The cyan open pentagons
and hexagons are the same as the cyan filled pentagons and hexagons, but for the
results of no emission-line detection of the spectroscopic follow-up observations for
the 4m-telescope samples, which are presented in Clément et al. (2012) and Faisst
et al. (2014), respectively.
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Table 4.1. Magnitudes of our z = 7.3 LAE Candidates in the Different Epoch

ID NB101a NB101a NB101a

(2010)b (2012)b (2013)b

NB101-SXDS-2904 24.51+0.22
−0.18 24.38+0.26

−0.21 —

NB101-SXDS-46782 24.74+0.28
−0.22 25.03+0.54

−0.36 —

NB101-SXDS-59407 24.79+0.30
−0.23 24.76+0.40

−0.29 —

NB101-COSMOS-5156 25.03+0.31
−0.24 24.65+0.71

−0.43 24.86+0.40
−0.29

NB101-COSMOS-37050 24.64+0.21
−0.17 24.69+0.75

−0.44 25.48+0.84
−0.47

NB101-COSMOS-37548 25.19+0.37
−0.27 24.07+0.36

−0.27 24.92+0.42
−0.30

NB101-COSMOS-103966 25.11+0.34
−0.26 24.92+1.04

−0.52 24.76+0.35
−0.27

aThe magnitudes with the 1σ error measured with an aperture
whose diameter is 2× PSF FWHM.

bThe values in parenthesis present the epochs of data used for the
stacked images. 2010, 2012, and 2013 indicate the epochs of 2010 −
2011, 2012, and 2013 observing periods, respectively.
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Table 4.2. Best-fit Schechter Parameters of Our Lyα LFs at z = 2− 7

Redshift α L∗
Lyα ϕ∗

Lyα

(1042 erg s−1) (10−4 Mpc−3)

2.2 −1.75+0.10
−0.09 5.29+1.67

−1.13 6.32+3.08
−2.31

5.7 −1.8 (fix) 8.92+0.99
−0.89 2.21+0.68

−0.50

6.6 −1.8 (fix) 6.42+0.74
−0.59 2.51+0.83

−0.68

7.3 −1.8 (fix) 3.23+25.0
−1.63 1.97+12.3

−1.89
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Table 4.3. Schechter Parameters for Full and Culled Samples at z = 2.2

Sample α L∗
Lyα ϕ∗

Lyα

(1042 erg s−1) (10−4 Mpc−3)

Fulla,b −1.75+0.10
−0.09 5.29+1.67

−1.13 6.32+3.08
−2.31

SXDS+COSMOS/Allc −1.87+0.10
−0.08 7.83+3.22

−2.34 2.99+2.26
−1.27

SXDS+COSMOS/Culledd −1.72+0.12
−0.11 4.28+1.47

−0.99 7.33+3.89
−2.83

a The full sample, which is constructed from the SXDS, COSMOS, CDFS,
HDFN, and SSA22 fields.

b In the case that we do not include the data at logLLyα [erg s−1] > 43.4
with the bright-end hump for our fitting, the best-fit Schechter parameters are
α = −1.72 ± 0.09, L∗

Lyα = 4.80+1.21
−0.86 × 1042 erg s−1 and ϕ∗

Lyα = 7.40+2.84
−2.31 ×

10−4 Mpc−3.

c The sample of LAEs found in the SXDS and COSMOS fields.

d The sample of LAEs with no multiwavelength counterpart detection(s) in
the SXDS and COSMOS fields.
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Table 4.4. Schechter Parameters of Previous z ∼ 2 LAE Studies

Study α L∗
Lyα ϕ∗

Lyα logLLyα range

(1042 erg s−1) (10−4 Mpc−3)

This work −1.75+0.10
−0.09 5.29+1.67

−1.13 6.32+3.08
−2.31 41.7− 44.4

Hayes et al. (2010) −1.49± 0.27 14.5+15.7
−7.54 2.34+5.42

−1.64 41.3− 42.9

Blanc et al. (2011) −1.7 (fixed) 16.3+94.6
−10.8 1.0+5.4

−0.9 42.6− 43.6

Cassata et al. (2011) −1.6± 0.12 5.0 (fixed) 7.1+2.4
−1.8 41.2− 43.1

Ciardullo et al. (2012) −1.65 (fixed) 2.14+0.68
−0.52 13.8+1.7

−1.5 42.1− 42.7

Ciardullo et al. (2014) −1.6 (fixed) 39.8+98.2
−16.4 0.36a 41.9− 43.7

a Ciardullo et al. (2014) do not show the errors of ϕ∗
Lyα, although they present the uncertainties

of the total number densities of LAEs integrated down to logLLyα [erg s−1] = 41.5, ϕtot =

9.77+3.11
−2.36 × 10−4 Mpc−3.



CHAPTER 5

EVOLUTION OF LYα LUMINOSITY FUNCTION

5.1 Evolution of Lyα Luminosity Function at z ∼ 0− 6

In this section, we first examine the evolution of Lyα LFs at z ∼ 2 − 3 and then

investigate the evolution from z ∼ 0 to 6 with the compilation of the Lyα LF data

taken from the literature.

For the z ∼ 3 data, we use the Lyα LF of Ouchi et al. (2008) corrected with

the fcont value (Section 4.1.2). This value is consistent with that obtained by their

spectroscopic follow-up observations. The z = 3.1 Lyα LF of Ouchi et al. (2008) is

derived in the same manner as ours (see Sections 4.2–4.4). Because the EW criterion of

Ouchi et al. (2008) is EW & 60Å, we compare the Lyα LF obtained from our EWgt60

sample (Section 3.1). The Lyα LF and the best-fit Schechter function (parameters)

for the EWgt60 sample are presented in the left panel of Figure 5.1 (Table 5.1). The

left panel of Figure 5.1 indicates that the Lyα LFs increase from z ∼ 2 to 3.

To quantify this evolutionary trend, we show the error contours of the Schechter

parameters of our z = 2.2 Lyα LF (red contours) and the z = 3.1 Lyα LF (blue

contours) in the right panel of Figure 5.1. Here, we apply our best-fit z = 2.2 Lyα

LF slope of α = −1.8 (Section 4.4.1) to the z = 3.1 LF result, because α is not

determined in the z = 3.1 Lyα LF. Comparing the z = 2.2 and 3.1 error contours

in the right panel of Figure 5.1, we find that the Lyα LF increases from z = 2.2 to

3.1 at the > 90% confidence level. However, this increase is not large, only within

a factor of ∼ 2 (see Table 5.1). Note that there exist no systematic errors raised by

the analysis technique in the comparison of our z = 2.2 and Ouchi et al.’s z = 3.1

Lyα LFs, because our z = 2.2 Lyα LF is derived in the same manner as Ouchi et al.

(2008) based on the similar Subaru narrowband data (Sections 4.2–4.4).

We extend our investigation of Lyα LF evolution from z = 2−3 to z = 0−6. The

left panel of Figure 5.1 compares our best-estimate Lyα LF at z = 2.2 and 5.7 with

the Lyα LFs at z = 0.3, 0.9, 3.1, 3.7 taken from the literature. The right panel of

Figure 5.1 shows the error contours of our Schechter function fitting, where we fix the

α value to our best-fit slope α = −1.8 of our z = 2.2 Lyα LF. The Lyα LFs at z = 0.3

and 0.9 are derived by the spectroscopic surveys with the GALEX FUV and NUV

grism data, respectively (Cowie et al. 2010; Barger et al. 2012). We show the Lyα
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LF measurements at z = 3.7 given by Ouchi et al. (2008). The Lyα LF at z = 3.7 is

also corrected for the fcont value (Section 4.1.2). We summarize the best-fit Schechter

parameters at z = 0− 6 in Table 5.1. Note that EW0 limits for the selection of LAEs

are EW0 & 10−30Å for all of the samples listed in Table 5.1 except for those of Ouchi

et al.’s z = 3.1 and 3.7 samples and our EWgt60 sample. In the right panel of Figure

5.1, there is a significant increase of Lyα LFs in L∗
Lyα and/or ϕ∗

Lyα from z ∼ 0 to 3,

albeit with the uncertain decrease of ϕ∗
Lyα from z = 0.3 to 0.9, which is first claimed

by Deharveng et al. (2008). The right panel of Figure 5.1 also suggests no significant

evolution of the Lyα LFs at z = 3− 6 that is concluded by Ouchi et al. (2008).

5.2 Decrease in Lyα Luminosity Function at z > 6

In this section, we first investigate the evolution of the Lyα LF at z = 5.7−6.6. Ouchi

et al. (2008, 2010) derive the Lyα LFs at z = 5.7 and 6.6 based on their ∼ 1 deg2

narrowband imaging data taken with Subaru/Suprime-Cam, and find the decrease

of the Lyα LF at z = 5.7 to 6.6. The same results are obtained by other previous

studies (e.g., Kashikawa et al. 2006; Hu et al. 2010; Kashikawa et al. 2011; Santos

et al. 2016). In Figure 5.2, we can find such evolution from our Lyα LFs at z = 5.7 and

6.6, which are obtained from the 13.8 and 21.2 deg2 sky area of narrowband imaging

survey with Subaru/HSC. To evaluate this evolution at z = 5.7− 6.6 quantitatively,

we investigate the error distribution of Schechter parameters. Because we fix the

Schechter parameter of α to −1.8, we examine the error distribution of L∗
Lyα and

ϕ∗
Lyα with the fixed value of α = −1.8. Figure 5.3 presents error contours of the

Schechter parameters of our z = 5.7 and 6.6 Lyα LF shown with cyan and blue ovals,

respectively. From this figure, the Schechter parameters of z = 6.6 LF are different

from those of z = 5.7 Lyα LF, and that the Lyα LF decreases from z = 5.7 to 6.6

at the > 90% confidence level. Moreover, in Figure 5.2, the decrease of the Lyα LF

from z = 5.7 to 6.6 can be seen in a faint Lyα luminosity range of logL(Lyα) [erg

s−1] . 43.4, while there is no evolution of the Lyα LF at the bright end (logL(Lyα)

[erg s−1] & 43.4). This result is related to the emergence of the bright-end hump at

z = 6.6, and is suggested by previous studies (e.g., Santos et al. 2016). The physical

origin of the Lyα LF evolution at z = 5.7− 6.6 will be discussed in Sections 7.1 and

7.4.

We examine whether the Lyα LF evolves from z = 6.6 to 7.3. As described
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in Section 3.1, we reach the Lyα limiting luminosity of 2.4 × 1042 erg s−1 that is

comparable with those of previous Subaru z = 3.1 − 6.6 studies (Shimasaku et al.

2006; Kashikawa et al. 2006, 2011; Ouchi et al. 2008, 2010; Hu et al. 2010). Moreover,

the size of survey area for z = 7.3 LAEs, ≃ 0.5 deg2, is comparable with these Subaru

studies. Our ultra-deep observations in the large areas allow us to perform a fair

comparison of the Lyα LFs at different redshifts. We compare our Lyα LF at z = 7.3

with those at z = 5.7 and 6.6 in Figure 5.4, and summarize the best-fit Schechter

parameters at z = 5.7, 6.6, and 7.3 in Table 4.2. For the z = 5.7 and 6.6 data, we use

our Lyα LF measurements based on the Subaru/HSC data. In Figure 5.4, we find a

significant decrease of the Lyα LFs from z = 6.6 to 7.3 beyond the error bars. In our

z = 7.3 LAE survey, we expect to find ∼ 65 z = 7.3 LAEs in the case of no Lyα LF

evolution from z = 6.6 to 7.3, but identify only 7 z = 7.3 LAEs by our observations

that are about an order of magnitude smaller than the expected LAEs. To quantify

this evolution, we evaluate the error distribution of Schechter parameters. Because

we fix the Schechter parameter of α to −1.8, as described above, we examine the error

distribution of L∗
Lyα and ϕ∗

Lyα with the fixed value of α = −1.8. Figure 5.3 shows error

contours of the Schechter parameters of our z = 7.3 Lyα LF with red ovals as well as

those of our z = 5.7 and 6.6 Lyα LF. Our measurements indicate that the Schechter

parameters of z = 7.3 LF are different from those of z = 6.6 Lyα LF, and that the

Lyα LF decreases from z = 6.6 to 7.3 at the > 90% confidence level. Because our

z = 7.3 Lyα LF is derived with the same procedures as our z = 5.7 and 6.6 Lyα LFs,

one expects no systematic errors raised by the analysis technique for the comparison

of the z = 5.7, 6.6, and 7.3 results. From this aspect, it is reliable that the Lyα LF

declines at z = 5.7−6.6 and z = 6.6−7.3 significantly. Moreover, from Figure 5.3, the

Lyα LF evolution from z = 5.7 to 7.3 is dominated by L∗
Lyα evolution rather than ϕ∗

Lyα

evolution. The same discussion is also described in Section 6.2. Here, we also discuss

the possibility of the LF decrease mimicked by our sample biases. In Section 3.1, we

define the selection criterion of the rest-frame Lyα equivalent width of EW0 & 0Å for

our z = 7.3 LAEs. This criterion of the EW0 limit is slightly different from that of

the LAEs for the z = 6.6 Lyα LF estimates. However, the EW0 limit for the z = 6.6

LAEs is EW0 & 14Å (see Section 3.2) that is larger than our EW0 limit of z = 7.3

LAEs. Because our EW0 limit gives more z = 7.3 LAEs to our sample than that of

z = 6.6 LAEs, the conclusion of the Lyα LF decrease from z = 6.6 to 7.3 is unchanged

by the EW0 limit.
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Figure 5.1 Left : Evolution of Lyα LF from z = 0 to 6. The red filled circles are our
z = 2.2 Lyα LF of the EWgt60 sample, and the blue filled circles denote the LF at
z = 3.1 derived by Ouchi et al. (2008). The orange, magenta, red, blue, cyan, and
green curves show the best-fit Schechter functions of the Lyα LFs at z = 0.3 (Cowie
et al. 2010), 0.9 (Barger et al. 2012), 2.2 (this work), 3.1, 3.7 (Ouchi et al. 2008),
and 5.7 (this work), respectively. These Schechter functions are derived with a fixed
slope value of α = −1.8 that is the best-fit value of our z = 2.2 Lyα LF. Right : Error
contours of Schechter parameters, L∗

Lyα and ϕ∗
Lyα. The orange, magenta, red, blue,

cyan, and green contours represent the error contours of the Schechter parameters at
z = 0.3, 0.9, 2.2, 3.1, 3.7, and 5.7, respectively. The inner and outer contours indicate
the 68% and 90% confidence levels, respectively.
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Figure 5.2 Evolution of Lyα LF at z = 5.7 and 6.6. The blue and red filled circles are
our z = 5.7 and 6.6 Lyα LF measurements, respectively, which are derived from the
Subaru/HSC data. The blue and red filled squares denote the z = 5.7 and 6.6 Lyα
LF measurements with the Subaru/Suprime-Cam data given by Ouchi et al. (2008)
and Ouchi et al. (2010), respectively. The best-fit Schechter function for the Lyα LF
at z = 5.7 (6.6) is shown with the blue (red) solid curve.
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Figure 5.3 Error contours of Schechter parameters, L∗
Lyα and ϕ∗

Lyα. The red contours
represent our Lyα LF at z = 7.3 derived with Subaru/Suprime-Cam, while the cyan
and blue contours denote the ones at z = 5.7 and 6.6, respectively, obtained from
the Subaru/HSC survey. The inner and outer contours indicate the 68% and 90%
confidence levels, respectively. The cyan, blue, and red crosses show the best-fit
Schechter parameters for the Lyα LFs at z = 5.7, 6.6, and 7.3, respectively.
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Figure 5.4 Evolution of Lyα LF at z = 5.7 − 7.3. The red filled circles are the best
estimates of our z = 7.3 Lyα LF from the data of entire fields. The red open circles
and squares denote our z = 7.3 Lyα LFs derived with the data of two independent
fields of SXDS and COSMOS, respectively. The red curve is the best-fit Schechter
function for the best estimate of our z = 7.3 Lyα LF. The cyan and blue curves are
the best-fit Schechter functions of our Lyα LFs at z = 5.7 and 6.6 derived from the
Subaru/HSC data, respectively.
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Table 5.1. Best-fit Schechter Parameters and Lyα Luminosity Densities

Redshift L∗
Lyα ϕ∗

Lyα ρLyαobsa Reference

(1042 erg s−1) (10−4 Mpc−3) (1039 erg s−1 Mpc−3)

0.3 0.71+0.32
−0.29 1.12+2.45

−0.61 0.055+0.019
−0.014 Cowie et al. (2010)

0.9 9.22+15.6
−3.80 0.12+0.18

−0.09 0.165+0.067
−0.050 Barger et al. (2012)

2.2 5.29+1.67
−1.13 6.32+3.08

−2.31 5.93+0.23
−0.22 This work (Best estimate)

2.2 4.87+0.83
−0.68 3.37+0.80

−0.66 2.17+0.13
−0.13 This work (EWgt60 sample)

3.1 8.49+1.62
−1.41 2.73+0.86

−0.62 4.92+0.41
−0.40 Ouchi et al. (2008)

3.7 9.16+2.03
−1.67 2.31+1.00

−0.69 4.57+0.68
−0.61 Ouchi et al. (2008)

5.7 8.92+0.99
−0.89 2.21+0.68

−0.50 4.23+0.65
−0.54 This work

6.6 6.42+0.74
−0.59 2.51+0.83

−0.68 3.19+0.59
−0.54 This work

7.3 3.23+25.0
−1.63 1.97+12.3

−1.89 1.03+1.85
−0.57 This work

Note. — For z = 2.2 (Best estimate), the best-fit Schechter parameters are determined with the full
sample (Section 3.1), while for the other cases, L∗

Lyα and ϕ∗
Lyα are derived with a fixed value of α = −1.8,

which is consistent with the best-fit value for our Lyα LF at z = 2.2. Note that EW0 limits for the selection
of LAEs at z = 0.3, 0.9, 2.2 (Best estimate), 2.2 (EWgt60 sample), 3.1, 3.7, 5.7, 6.6, and 7.3 are EW0 = 15,
20, ∼ 20− 30, 60, ∼ 60, ∼ 40, ∼ 30, ∼ 10, and ∼ 0, respectively.

aLyα luminosity densities obtained by integrating the Lyα LF down to logLLyα [erg s−1] = 41.41.



CHAPTER 6

EVOLUTION OF LYα LUMINOSITY DENSITY

6.1 Lyα Luminosity Density Evolution at z ∼ 0− 6

We calculate the Lyα LDs,

ρLyαobs =

∫ ∞

LLyα
lim

LLyαϕLyα(LLyα)dLLyα, (6.1)

at z = 0 − 8 with the Lyα LFs shown in Sections 5.1–5.2, where LLyα
lim is the Lyα

luminosity limit for the Lyα LD estimates. We choose the common Lyα luminosity

limit of logLLyα
lim [erg s−1] = 41.41 that corresponds to 0.03L∗

Lyα,z=3. Here, for the Lyα

LD calculation, we use the Lyα LFs at z = 5.7 and 6.6 derived from Ouchi et al.

(2008) and Ouchi et al. (2010), respectively, since the Lyα LDs of Ouchi et al. (2008,

2010) are consistent with those derived from the Subaru/HSC survey data. Note that

these Lyα LFs of Ouchi et al. (2008, 2010) do not contain contamination sources, and

thus are not corrected with a contamination rate.

There are two systematic uncertainties for estimates of the Lyα LDs. One uncer-

tainty is the choice of Lyα luminosity limits. The Lyα luminosity limit can be lower

than logLLyα
lim [erg s−1] = 41.41 to estimate representative Lyα LDs. However, we

confirm that the estimated Lyα LDs are not largely different even if we integrate the

Lyα LFs down to a fainter luminosity of logLLyα [erg s−1] = 40.0. The largest Lyα

LD difference of ∼ 0.4 dex is found at z = 0.3, because the L∗
Lyα value at z = 0.3 is

significantly smaller than those at the other redshifts. Another uncertainty is Lyα

EW limits for selection of LAEs. Lyα LDs are based on LAE samples selected with a

Lyα EW limit (i.e., EW0 & 10− 30Å). Ouchi et al. (2008) estimate Lyα LDs for all

(EW > 0Å) LAEs and find that the Lyα LDs are slightly larger than those for their

EW-limited LAE samples (EW0 & 10− 30Å ) by ∼ 0.1 dex at most. These levels of

differences do not change the results of the Lyα LD evolution in this section that is

at the level of an order of magnitude. For these Lyα LDs, we do not correct the Lyα

flux attenuation by neutral hydrogen (Hi) in the IGM. The Lyα LDs represent the

amount of Lyα photons escaping not only from ISM of galaxies, but also from the Hi

IGM.

For comparison, we also use UV LDs taken from the literature (Bouwens et al.
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2015). The UV LD is defined by

ρUV
obs =

∫ ∞

LUV
lim

LUVϕUV(LUV)dLUV, (6.2)

where LUV
lim is the UV luminosity limit for the UV LD estimates, and ϕUV(LUV) is

the best-fit Schechter function for the UV LF measurements. Here, the value of

LUV
lim is 0.03L∗

UV,z=3 (MUV = −17.0 mag). The upper panel of Figure 6.1 presents

the evolution of the Lyα LDs as a function of redshift whose data are summarized

in Table 5.1. In the upper panel of Figure 6.1, we also plot the UV LDs of dust-

uncorrected and -corrected UV LDs obtained by Bouwens et al. (2015). Similar to

the evolutionary trends of Lyα LFs described in Section 4.1, we find the significant

increase of Lyα LDs from z ∼ 2 to 3 beyond the measurement errors. Moreover, there

is an rapid increase of Lyα LDs by nearly two order of magnitudes from z ∼ 0 to 3,

and a plateau of Lyα LDs between z ∼ 3 and 6. The decrease of Lyα LDs at z & 6 is

also found. For more details, see Section 4.1 and the literature (e.g. Deharveng et al.

2008; Ouchi et al. 2008; Cowie et al. 2010, 2011; Ciardullo et al. 2012; Barger et al.

2012; Wold et al. 2014).

The Lyα LD evolution is different from the UV LD evolution in the upper panel

of Figure 6.1. There is an increase of UV LDs from z ∼ 0 to 3, but the increase is

only about an order of magnitude that is not as large as the one of Lyα LDs. At

z ∼ 3−6, the UV LDs show a moderate decrease and no evolutionary plateau like the

one found in the Lyα LD evolution. At z & 6, the decrease of Lyα LDs is faster than

the one of UV LDs toward high z. We discuss the physical origins of these differences

in Section 7.3.2.

6.2 Accelerated Evolution of Lyα Luminosity Function at

z & 7

Figure 5.4 implies that the decrease of the Lyα LF from z = 6.6 to 7.3 is larger than

that from z = 5.7 to 6.6, i.e., there is an accelerated evolution of the Lyα LF at

z = 6.6 − 7.3. To evaluate this evolution quantitatively, we calculate the Lyα LDs

down to the limit of logLLyα [erg s−1] = 41.41, as described above. Figure 6.2 presents

the evolution of ρLyαobs , and Table 5.1 summarizes the values of these Lyα LDs at each

redshift. Here, we use log(1 + z) for the abscissa in Figure 6.2, because we compare
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the evolution of ρLyαobs with that of UV LDs, ρUV, derived by Oesch et al. (2013) who

use log(1 + z) (see Section 7.4). In this figure, we find a rapid decrease of the Lyα

LD at z = 6.6− 7.3. To quantify this evolution, we calculate ratios of ρLyαz2
/ρLyαz1

that

are shown in Table 6.1, where z1 and z2 are redshifts. We fit the evolution of ρLyαz to

the power-law function,

ρLyαz ∝ (1 + z)k, (6.3)

and obtain k = −2.2 ± 0.2 at z = 5.7 − 6.6 and k = −12.9 ± 12.4 at z = 6.6 − 7.3.

These results suggest that the Lyα LF evolves acceleratingly at z & 7, although these

values of k are consistent within the uncertainties.

We also investigate pure-luminosity and number density evolution cases to test

whether this rapid Lyα LF evolution is dominated by a L∗ or ϕ∗ decrease. These

evolution cases are examined by the minimum χ2 fitting. For example, to evaluate

the pure-luminosity evolution from z = 6.6 to 7.3, we take a set of three parameters of

L∗
z=6.6, L

∗
z=7.3/L

∗
z=6.6, and ϕ∗, where L∗

z=6.6 and L∗
z=7.3/L

∗
z=6.6 are a Schechter parameter

of L∗ at z = 6.6 and a ratio of z = 7.3 L∗ to z = 6.6 L∗, respectively. Here,

ϕ∗ is a common value in z = 6.6 and 7.3, and the Schechter parameter of α is

fixed to −1.8. We prepare Schechter functions at z = 6.6 and 7.3 with the sets of

three parameters, and search for the best-fit parameters that minimize χ2 by the

simultaneous fit of Schechter functions to z = 6.6 and 7.3 Lyα LFs. In this way, we

obtain the best-fit parameter of L∗
z=7.3/L

∗
z=6.6 that corresponds to a fraction of L∗

for the pure-luminosity evolution between z = 6.6 and 7.3. Similarly, we estimate

L∗
z=7.3/L

∗
z=5.7 and L∗

z=6.6/L
∗
z=5.7 at the redshift ranges. We also evaluate the pure-

number density evolution with the ratios of ϕ∗ in the same manner. We summarize

the best-fit parameters for these pure-luminosity and number density evolutions in

Table 6.2. Figure 6.3 shows the evolutions of the L∗ and ϕ∗ ratios from z = 5.7 to

a redshift of z. In Figure 6.3, the shaded area denotes the L∗ (and ϕ∗) evolution at

z = 5.7− 6.6 with the measurement uncertainties, and indicates the extrapolation of

this evolutionary trend to z = 7.3. We find that the ratios of L∗ and ϕ∗ drop from

z = 6.6 to 7.3 below the shaded area. Similar to Equation (6.3), we approximate the

pure L∗ and ϕ∗ evolutions by power laws whose indices are l and m:

L∗
z ∝ (1 + z)l

ϕ∗
z ∝ (1 + z)m.

(6.4)
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We summarize the best-fit l and m values in Table 6.2. In either case of the pure-

luminosity or number density evolution, the indices of l or m at z = 6.6 − 7.3 is

significantly smaller than those at z = 5.7 − 6.6. These results are consistent with

our conclusion of the accelerated evolution of the Lyα LF at z & 7. The χ2 values are

comparable for the pure-luminosity and number density evolution cases (see Table

6.2), although the χ2 values of the pure-luminosity evolution are slightly smaller than

those of the pure-number density evolution. The available Lyα LF data do not have

accuracies to discuss the dominant component of the evolution at z = 5.7 − 7.3.

Nevertheless, if we assume the Lyα LF evolution is dominated by a pure L∗ evolution

whose χ2 values are smaller than those of a pure ϕ∗ evolution, we find that, in the

pure L∗ evolution, the decreases of the Lyα LF are 25% (= [1−L∗
z=6.6/L

∗
z=5.7]× 100)

and 70% (= [1−L∗
z=7.3/L

∗
z=5.7]× 100) at z = 5.7− 6.6 and z = 5.7− 7.3, respectively.

In other words, the typical LAE has gotten brighter by 1.3 times from z = 6.6 to 5.7

and 3.3 times from z = 7.3 to 5.7.
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Figure 6.1 Top: Evolution of Lyα LDs and UV LDs as a function of redshift. The
red circle at z = 2.2 shows the Lyα LD obtained by this study. The red pentagon
at z = 0.3 and hexagon at z = 0.9 are the Lyα LDs derived by Cowie et al. (2010)
and Barger et al. (2012), respectively. The red squares at z = 3.1, 3.7, 5.7, and 6.6
denote the results of Ouchi et al. (2008, 2010), and the red circle at z = 7.3 is the
measurement given by this study. The blue symbols and shaded area represent the
evolution of the dust-uncorrected UV LDs. The blue pentagons at z = 0 − 2 and
squares at z = 2 − 3 are the UV LDs obtained by Schiminovich et al. (2005) and
Reddy & Steidel (2009), respectively. The blue circles and pentagon show the UV
LDs given by Bouwens et al. (2015) for z = 3.8, 4.9, 5.9, 6.8, and 7.9, and Ellis et al.
(2013) for z = 9.0, respectively. The orange symbols and shaded area are the same
as the blue ones, but for the dust-corrected UV LDs. The gray shaded area denotes
the evolutionary tendency of the dust-corrected UV LDs scaled to the Lyα LD at
z ∼ 3 for comparison. Bottom: Evolution of Lyα escape fraction, fLyα

esc , as a function
of redshift. The red filled symbols show the Lyα escape fractions derived from the
observed Lyα LDs and dust-corrected UV LDs (Equation 7.2). The red open symbols
represent our Lyα escape fraction values corrected for an IGM absorption using the
relation of Madau (1995). The blue open symbols indicate the Lyα escape fractions
corrected for dust extinction in the case of no Lyα resonance scattering (Equation
7.6). The magenta solid line is the best-fit function for our Lyα escape fraction
evolution from z = 0 to 6 (fLyα

esc = 5.0 × 10−4 × (1 + z)2.8), while the black dashed
line is the best-fit function derived by Hayes et al. (2011). The magenta dotted line
represents the extrapolation of the magenta solid line to z > 6.
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Figure 6.2 Evolution of Lyα and UV LDs at z & 6. The red circles are the Lyα LDs
obtained by this study, Ouchi et al. (2010), and Ouchi et al. (2008) for z = 7.3, 6.6,
and 5.7, respectively. The blue circles are the UV LDs given by Bouwens et al. (2015)
for z = 5.9, 6.8, 7.9, and 10.4, and Ellis et al. (2013) for z = 9.0. The left ordinate
axis is referred for the Lyα LDs, and the right ordinate axis is for the UV LDs. The
Lyα LD starts evolving acceleratingly at z ∼ 7, while the UV LD rapidly decreases
at z ∼ 8 and beyond. The ρLyα and ρUV knees are indicated with the arrows.
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Figure 6.3 L∗
Lyα and ϕ∗ as a function of redshift for the cases of pure-luminosity

evolution (left panel) and pure-number density evolution (right panel). For the both
cases, the values of z = 5.7 are used for the normalization. The gray shades denote
the L∗ or ϕ∗ evolution at z = 5.7− 6.6 with the uncertainties, and these evolutionary
trends are extrapolated to z = 7.3.
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Table 6.1. Lyα Luminosity Density Evolution

Redshift Range ρLyα Evolutiona

z = z1 − z2 ρLyαz2 /ρLyαz1 kb

z = 5.7− 6.6 0.75± 0.10 −2.2± 0.2
z = 6.6− 7.3 0.32± 0.07 −12.9± 12.4
z = 5.7− 7.3 0.24± 0.04 −6.6± 5.5

aBest-fit values of Lyα LD ratio, ρLyαz2 /ρLyαz1 , where
the indices of z1 and z2 denote redshifts.

bPower-law slope k defined with Equation (6.3).
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Table 6.2. Best-Fit Parameters for Pure-Luminosity and Number Density
Evolution Cases

Redshift Range L∗
Lyα Evolutiona ϕ∗ Evolutiond

z1 − z2 L∗
z2
/L∗

z1
χ2(L∗)b lc ϕ∗

z2
/ϕ∗

z1
χ2(ϕ∗)e mf

z = 5.7− 6.6 0.75+0.02
−0.02 29.7 −2.3± 0.2 0.47+0.04

−0.04 33.9 −6.0± 0.7

z = 6.6− 7.3 0.40+0.06
−0.07 21.9 −10.5± 1.6 0.16+0.06

−0.08 22.1 −20.9± 3.6

z = 5.7− 7.3 0.30+0.04
−0.06 7.8 −5.6± 0.6 0.11+0.04

−0.05 8.2 −10.3± 1.5

aBest-fit value of L∗
z2
/L∗

z1
, where the indices of z1 and z2 indicate redshifts.

bχ2 for the best-fit L∗
z2
/L∗

z1
.

cPower-law slope l of Equation (6.4) for pure-luminosity evolution case.

dBest-fit value of ϕ∗
z2
/ϕ∗

z1
.

eχ2 for the best-fit ϕ∗
z2
/ϕ∗

z1
.

fPower-law slope m of Equation (6.4) for pure-number density evolution case.



CHAPTER 7

DISCUSSION

7.1 Bright-end Hump of the Lyα Luminosity Function at

z = 2.2 and 6.6

In Sections 4.4.1 − 4.4.3, we find bright-end humps in our Lyα LFs at z = 2.2 and

6.6, while there is no such bright-end hump in our z = 5.7 Lyα LF. Here, we discuss

the physical origins of the bright-end humps found at z = 2.2 and 6.6.

In the upper panel of Figure 4.4, we find the bright-end hump of our z = 2.2

Lyα LF at logLLyα [erg s−1] & 43.4. The objects in the bright-end hump have UV

continuum magnitudes of MUV & −25. There are two possibilities to explain this

hump at z = 2.2. One possibility is the existence of AGNs which have a strong Lyα

emission line (e.g., Ouchi et al. 2008). Another possibility is the magnification bias

(e.g., Wyithe et al. 2011; Mason et al. 2015). The gravitational lensing of foreground

massive galaxies increases luminosities of LAEs at z = 2.2 that make the hump at the

bright end LF. The lower panel of Figure 4.4 shows that all galaxies brighter than

logLLyα [erg s−1] = 43.4 have (a) bright counterpart(s) in X-ray, UV, and/or radio

data, suggesting that these galaxies have AGNs. If we remove these galaxies from our

sample, the shape of the Lyα LF is explained by the simple Schechter function with

no hump (see the black solid line and black filled circles in the lower panel of Figure

4.4). These results indicate that the bright-end hump is almost fully explained by

AGNs that have magnitudes of MUV & −25. These AGNs are significantly fainter

than QSOs, and regarded as faint AGNs. The magnification bias would exist, but

it is very weak. The major physical mechanism of the bright-end hump is not the

magnification bias.

In Figures 4.7, 4.8, and 5.2, we find a bright-end hump at z = 6.6, but no such

hump found in our z = 5.7 Lyα LF. If this hump at z = 6.6 is caused by the

magnification bias described above, such hump will emerge also in the Lyα LF at

z = 5.7. Thus, the magnification bias cannot explain the bright-end hump at z = 6.6.

There are two possibilities for the emergence of the bright-end hump at z = 6.6. One

possibility is the existence of AGNs, which is same as the origin of the bright-end

hump at z = 2.2. Another possibility is the formation of large ionized bubbles in the

IGM around bright LAEs during the EoR. Firstly, we discuss the possibility of AGN.
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Although the number densities of AGNs rapidly decrease from z ∼ 3 toward higher

redshift (e.g., Haardt & Madau 2012), some previous studies suggest the existence

of (faint) AGNs at z & 6 (e.g., Willott et al. 2010; Mortlock et al. 2011; Kashikawa

et al. 2015; Giallongo et al. 2015; Jiang et al. 2016; Matsuoka et al. 2016; Bowler

et al. 2016). Thus, AGNs may explain the bright-end hump of our z = 6.6 Lyα LF at

logLLyα [erg s−1] & 43.5. We regard z = 5.7 and 6.6 LAEs brighter than logLLyα [erg

s−1] = 43.5 as AGNs, and calculate the number densities of these AGNs at z = 5.7

and 6.6. The numbers of the AGNs at z = 5.7 and 6.6 are 10 and 13, respectively,

and these AGNs have a UV magnitude of MUV & −21. The survey volumes for

z = 5.7 and 6.6 LAEs are 1.16× 107 and 1.91× 107 Mpc−3, respectively (see Section

2.2). We simply divide the numbers of the AGNs by the survey volumes, and derive

the AGN number densities of 8.6 × 10−7 and 6.8 × 10−7 Mpc−3 at z = 5.7 and 6.6,

respectively. Comparing our AGN number densities with QSO UV LFs at z ∼ 6 of

previous studies (e.g., Willott et al. 2010; Kashikawa et al. 2015; Jiang et al. 2016),

we find that our AGN number densities at z = 5.7 and 6.6 are consistent with the

QSO UV LFs at z ∼ 6. This result indicates that bright LAEs (logLLyα [erg s−1]

& 43.5) at z = 5.7 and 6.6 would be AGNs. Note that our near-infrared spectroscopic

follow-up observations for the bright LAEs at z = 5.7 and 6.6 imply no signature of

AGNs such as strong metal lines (e.g., Nv and Civ) and broad emission line (see

also T. Shibuya et al. in preparation). Thus, we cannot clearly conclude that bright

LAEs at z & 6 are AGNs.

Secondly, we discuss the possibility of large ionized bubbles. Because bright LAEs

will emit a large amount of ionizing photons, the size of ionized bubbles around the

bright LAEs will be very large. In that case, Lyα photons from the bright LAEs can

easily escape through the IGM. On the other hand, faint LAEs will have the small size

of ionized bubbles, and Lyα emission from the faint LAEs is attenuated by the Lyα

damping wing of the neutral IGM. Thus, the decrease of Lyα LFs at EoR (i.e., z & 6)

is mainly caused at the faint end rather than at the bright end of the Lyα LFs (see

also Figure 8 of Matthee et al. 2015). To quantify the size of ionized bubbles around

LAEs at z = 6.6, we use the analytic models of Furlanetto et al. (2006). As we will

describe in Section 7.4.1, we estimate the neutral hydrogen fraction at z = 6.6 of xHi =

0.15±0.15 from the Lyα LF evolution at z = 5.7−6.6. Based on the xHi value and the

top panel of Figure 1 of Furlanetto et al. (2006), we obtain the typical size of ionized

bubbles at z = 6.6 of ∼ 30 (comoving) Mpc. This size is comparable to that estimated
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by Ouchi et al. (2009), who examine the sky distribution of dropout galaxies at z ∼ 7.

Thus, if bright LAEs at z = 6.6 form the ionized bubbles larger than ∼ 30 (comoving)

Mpc, the bright-end hump will emerge from the z = 6.6 Lyα LF. Note that the bright

LAEs at z = 6.6 typically have a UV magnitude of MUV & −21, as described above.

Haiman (2002) formularizes the radius of the ionized bubble around a source at

z = 6.6, and gives RS = 0.8 × (SFR/10 M⊙ yr−1)1/3(t∗/100 Myr)1/3[(1 + z∗)/7.56]
−1

(proper) Mpc.1 From this equation and the UV fluxes of the bright LAEs at z = 6.6

(i.e., MUV & −21), we calculate the size of the ionized bubbles of RS . 7 (comoving)

Mpc.2 This size is smaller than that estimated from the analytic model of Furlanetto

et al. (2006) (∼ 30 comoving Mpc). This result implies that LAEs may be clustered

around bright LAEs, and form such large ionized region by overlapping each ionized

bubble around an LAE.

In summary, the bright-end hump of our z = 2.2 Lyα LF can be explained by

AGNs. At z = 6.6, there are two possibilities to explain the bright-end hump; the

existence of AGNs and the emergence of large ionized bubbles. It is also likely that

the combination of AGNs and ionized bubbles makes the bright-end hump at z = 6.6,

but we cannot clearly conclude which possibility is correct at present.

7.2 Faint AGN UV Luminosity Function at z ∼ 2

In Section 7.1, we discuss that the bright-end hump at z = 2.2 is made of faint

AGNs (logLLyα [erg s−1] > 43.4), most of which have the counterpart(s) in the X-

ray, UV, and radio data. Using the abundance and the UV continuum magnitudes

(MUV & −25) of these faint AGNs, we derive faint AGN UV LFs. These faint

AGN UV LFs complement the bright AGN UV LFs obtained by cosmological large

scale surveys such as SDSS. To estimate the faint AGN UV LFs, we measure i -

band magnitudes at the positions of the faint AGNs. Here, we choose the i -band

magnitudes for UV continuum magnitude estimates, because we compare our results

with the SDSS AGN study of Ross et al. (2013) who use i -band magnitudes to

1In this equation, Haiman (2002) considers an ionizing source at a given redshift (z∗) with a

constant SFR and a Salpeter IMF (the 0.1− 120M⊙ mass range). Haiman (2002) assumes that the

source produces ionizing photons during the lifetime (t∗).
2From Equation (7.4), the SFR corresponding to MUV = −21 is 13.6 M⊙ yr−1. We estimate

the ionized bubble size under the assumption that these bright LAEs have a constant SFR of

13.6 M⊙ yr−1, and emit ionizing photons during their age of 100 Myr.
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derive their AGN UV LF. All of our faint AGNs are detected at the > 5σ levels

in our i -band images. Note that the 5σ limiting magnitudes of our i -band images

correspond to MUV = −17.9, −18.6, −20.2, −19.7, and −18.5 mag for the faint AGNs

at z = 2.2 in the SXDS, COSMOS, CDFS, HDFN, and SSA22 fields, respectively.

We calculate the volume number densities of the faint AGNs in a UV-continuum

magnitude bin, dividing the number counts of faint AGNs by our comoving survey

volume (≃ 1.32 × 106 Mpc3). Figure 7.1 presents these UV LFs of our faint AGNs

with black open circles that we call raw UV LFs. The errors of the raw UV LFs are

the Poisson errors for small number statistics (Gehrels 1986).

Because AGNs do not always have Lyα emission that can be identified by our

narrowband observations, the raw UV LFs are incomplete. The raw UV LFs are

regarded as the lower limits of the AGN UV LFs. To evaluate the incompleteness,

we use the relation of Lyα EWs and UV-continuum magnitudes (the Baldwin effect)

given by Dietrich et al. (2002). Dietrich et al. (2002) obtain the median values of

Lyα EWs at a given UV-continuum magnitude bin based on 744 AGNs at z ∼ 0− 5,

where a negligibly small fraction (∼ 10%) of damped Lyα systems and low quality

data is removed from their AGN sample. Note that we do not take into account UV

continuum indices of AGNs, because our sample is too small to make statistically

useful subsamples with the additional parameter of the UV continuum indices. In

Figure 7.2, we plot the median values with the black filled diamonds. Because no

PDFs of Lyα EWs are presented in Dietrich et al. (2002), the errors of the black filled

diamonds represent the measurement uncertainties of Lyα EWs. Figure 7.2 shows

a correlation, indicating that UV-continuum faint AGNs have large Lyα EWs. The

red and blue lines in Figure 7.2 represent our selection limits of logLLyα [erg s−1]

> 43.4 (for the objects in the bright-end hump) and the EW0 & 20 − 30Å (for our

LAE sample), respectively. In Figure 7.2, we find that these selection limits (red

and blue lines) are far below the median values (black diamonds) at MUV . −22.5.

Thus, the faint AGN UV LFs at MUV . −22.5 can be determined with reasonable

completeness corrections. Because the Lyα EW PDFs are not given in Dietrich

et al. (2002), one cannot simply estimate the incompleteness. However, all of the

median values at MUV . −22.5 are placed above the selection limits. The maximum

correction factor is ∼ 2 in the most extreme case that the Lyα EW PDF has the

bottom heavy distribution. This is because about a half of the AGNs at maximum

could fall below our selection limits, which can keep the median values as high as
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those obtained by Dietrich et al. (2002). For our faint AGNs at MUV . −22.5,

we correct the raw UV LFs for the incompleteness with the maximum correction

factor, and plot the maximally-corrected UV LFs with the open squares in Figure

7.1. Because the real UV LFs should be placed between the raw UV LFs and the

maximally-corrected UV LFs, we define the best-estimate UV LFs by the average

of the raw and maximally-corrected UV LFs with the conservative error bars that

completely cover the 1σ uncertainties of these two UV LFs. The red circles in Figure

7.1 represent the best-estimate UV LFs. In Figure 7.1 , we also present the AGN UV

LFs at z ∼ 2.2 derived with the SDSS DR9 data (the blue circles; Ross et al. 2013)

and the 2dF-SDSS LRG and QSO survey data (the green circles; Croom et al. 2009).

There is a magnitude-range overlap of our, Ross et al.’s, and Croom et al.’s AGN

UV LF estimates at MUV ≃ −24.8. The number densities from our, Ross et al.’s,

and Croom et al.’s studies agree very well within the uncertainties at the overlap

magnitude, indicating that our AGN UV LF estimates are reliable. We also confirm

that the AGN UV LF in our study is also consistent with that in Jiang et al. (2006).

We fit a double power-law function to the AGN UV LFs of ours, Ross et al. (2013),

and Croom et al. (2009). The double power-law function for the AGN number density,

ϕAGN(MUV), is defined by

ϕAGN(MUV)

=
ϕ∗
AGN

100.4(αAGN+1)(MUV−M∗
AGN) + 100.4(βAGN+1)(MUV−M∗

AGN)
, (7.1)

where ϕ∗
AGN andM∗

AGN are the characteristic number density and magnitude of AGNs,

respectively. The parameters of αAGN and βAGN determine the faint- and bright-end

slopes of the AGN UV LFs. We obtain the best-fit parameters of ϕ∗
AGN = 1.8± 0.2×

10−6 Mpc−3, M∗
AGN = −26.2± 0.1, αAGN = −1.2± 0.1, and βAGN = −3.3± 0.1, and

present the best-fit function with the red line in Figure 7.1. Our results suggest that

the faint-end slope αAGN is moderately flat at MUV ≃ −23 - −25.

Ross et al. (2013) and Croom et al. (2009) show the faint-end slopes at z ∼ 2.2

are αAGN = −1.3+0.7
−0.1 and −1.4± 0.2, respectively, that are consistent with our result.

Because relatively steep faint-end slopes (αAGN ≃ −1.5 - −1.8) are obtained for

z = 4− 6.5 AGNs (Ikeda et al. 2011; Giallongo et al. 2015), our moderately flat faint-

end slope at z ∼ 2.2 would suggest that the faint-end slope steepens toward high

z. Figure 7.1 displays the two models of a pure luminosity evolution (PLE) model
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and a luminosity evolution and density evolution (LEDE) model that are introduced

by Ross et al. (2013). Comparing these two models, we find that the LEDE model

explains our AGN UV LFs better than the PLE model. This comparison suggests

that the AGN UV LF evolution involves both luminosities and densities.

7.3 Lyα Escape Fraction Evolution and the Physical Origins

7.3.1 Evolution of Lyα Escape Fraction at z ∼ 0− 8

In Section 6.1, we compare the evolution of the Lyα and UV LDs, and conclude that

the evolutions of Lyα and UV LDs are different. To understand the physical origins of

the differences between Lyα and UV LD evolutions, we investigate evolution of Lyα

escape fractions, fLyα
esc . The Lyα escape fraction evolution is investigated by previous

studies (e.g., Hayes et al. 2011; Blanc et al. 2011). In this study, we revisit the Lyα

escape fraction evolution, because there are significant progresses on the estimates of

Lyα LDs from recent Subaru, VLT, and HETDEX pilot surveys (e.g., Cassata et al.

2011; Ciardullo et al. 2014) and UV LDs from HST UDF12, CANDELS, and HFF

programs (e.g., Bouwens et al. 2015).

The cosmological volume-averaged Lyα escape fraction is defined by

fLyα
esc = ρobs,LyαSFRD /ρint,UV

SFRD , (7.2)

where ρobs,LyαSFRD is the star formation rate densities (SFRDs) estimated from the ob-

served Lyα LDs. The variable of ρint,UV
SFRD represents SFRDs calculated from the intrin-

sic UV LDs that are UV LDs corrected for dust extinction. Note that the contribution

from AGN luminosities to Lyα LDs and UV LDs are negligibly small due to the low

AGN abundance, and that we regard these Lyα and UV photons are produced by

star formation.

We use the Lyα LDs shown in Figure 6.1 (Section 6.1), and derive ρobs,LyαSFRD . In the

estimation of SFRs from the Lyα luminosities, we apply

SFR (M⊙ yr−1) = LLyα (erg s−1)/(1.1× 1042), (7.3)

that is the combination of the Hα luminosity-SFR relation (Kennicutt 1998) and

the case B approximation (Brocklehurst 1971). For ρint,UV
SFRD values, we use the dust-
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extinction corrected SFRDs derived by Bouwens et al. (2015). The SFRDs are esti-

mated from the UV LDs that are integrated values of UV LFs down to 0.03L∗
UV,z=3

(Section 6.1). The SFRs are estimated from UV luminosities with the equation

(Madau et al. 1998),

SFR (M⊙ yr−1) = LUV (erg s−1 Hz−1)/(8× 1027), (7.4)

where LUV is the UV luminosity measured at 1500 Å. The dust extinction values are

evaluated from the UV-continuum slope measurements with the relation of Meurer

et al. (1999). The UV LDs corresponding to these SFRDs are presented in Figure

6.1. Note that a Salpeter IMF with the mass range of 0.1 − 100M⊙ is assumed in

Equations (7.3) and (7.4).

From these SFRDs, we estimate Lyα escape fractions with Equation (7.2). The

bottom panel of Figure 6.1 presents the Lyα escape fractions at z ∼ 0 − 8. We

fit a power-law function of ∝ (1 + z)n to these Lyα escape fraction estimates at

z ∼ 0 − 6, where n is the power law index. We obtain the best-fit function of

fLyα
esc = 5.0 × 10−4 × (1 + z)2.8. The best-fit function is shown in the bottom panel

of Figure 6.1. The best-fit function indicates a large increase of Lyα escape fractions

from z ∼ 0 to 6 by two orders of magnitude, although the data points of z & 6

depart from the best-fit function. This trend is similar to the one claimed by Hayes

et al. (2011). We compare the results of Hayes et al. (2011) with this study in the

bottom panel of Figure 6.1. Although the general evolutionary trend is the same

in Hayes et al.’s and our results, there is an offset between these two results. This

offset is explained by the differences of the Lyα and UV luminosity limits for deriving

the Lyα and UV LDs from Lyα and UV LFs, respectively. In fact, we obtain Lyα

escape fractions consistent with those of Hayes et al. (2011), if we calculate the Lyα

escape fractions with the Lyα and UV luminosity limits same as those of Hayes et al.

(2011). In other words, the choice of Lyα and UV luminosity limits moderately

change the Lyα escape fraction estimates, but the two-order-of-magnitude evolution

of Lyα escape fractions is significantly larger than these changes. It should be noted

that, if we calculate fLyα
esc with our Lyα LF and the Sobral et al.’s Hα LFs at z = 2.2,

we obtain fLyα
esc = 0.013 that is consistent with our original estimate with the UV LFs

(fLyα
esc = 0.011). Thus, there are no significant systematics in fLyα

esc estimates for the

choices of UV and Hα LFs. Recently, Matthee et al. (2016) obtain the fLyα
esc value at
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z = 2.2 from the Lyα/Hα flux measurements of their 17 Hα emitters. They obtain a

median value of fLyα
esc = 0.016± 0.005 that is also consistent with ours.

At z & 6, there exist the departures of the Lyα escape fraction estimates from the

best-fit function (the bottom panel of Figure 6.1). Moreover, the departure becomes

larger toward high z. There is a decrease of Lyα escape fractions from z ∼ 6 to 8 by a

factor of ∼ 2. Because the redshift range of z & 6 corresponds to EoR, this decrease

of Lyα escape fractions at z & 6 is explained by the increase of Lyα scattering of

Hi in the IGM at EoR. In other words, it is likely that the physical origin of the

fLyα
esc decrease at z & 6 is cosmic reionization. This result is in the different form of

the previous results that claim the signature of cosmic reionization based on the Lyα

luminosity function decrease at z > 6 (e.g. Kashikawa et al. 2006; Ouchi et al. 2010;

Kashikawa et al. 2011; Shibuya et al. 2012; Jiang et al. 2013) and the Lyα-emitting

galaxy fraction decrease at z > 6 (e.g. Pentericci et al. 2011; Ono et al. 2012; Treu

et al. 2013; Schenker et al. 2014).

7.3.2 Physical Origins of the Lyα Escape Fraction Evolution

Here, we discuss the physical mechanism of the large, two-order-of-magnitude increase

of fLyα
esc from z ∼ 0 to 6. Note that fLyα

esc is defined as the ratio of the Lyα LD to the UV

LD of star-forming galaxies. Since these LDs are mainly contributed by continuum

faint galaxies with MUV & −19, majority of which show Lyα in emission (Stark et al.

2010), we regard LAEs as a dominant population of high-z star-forming galaxies in

the following discussion.

There are four possible physical mechanisms for the large fLyα
esc increase from z ∼ 0

to 6: evolutions of stellar population, outflow, dust extinction, and Lyα scattering of

Hi in the galaxy’s ISM. It should be noted that the IGM absorption of Lyα becomes

strong from z ∼ 0 to 6, and that the evolution of the IGM absorption suppresses fLyα
esc

(see below for the quantitative arguments), which cannot be a physical mechanism for

the fLyα
esc increase toward high z. For the possibility of stellar population evolution,

the estimates of the fLyα
esc would increase, if more ionizing photons for a given SFR

are produced in galaxies that have very massive stars found in the early stage of

star-formation. However, the average/median stellar ages of LAEs for a constant

star-formation history are 10 − 300 Myr at z = 2 − 6 (e.g., Gawiser et al. 2006;

Pirzkal et al. 2007; Lai et al. 2008; Ono et al. 2010a,b; Guaita et al. 2011), which
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are comparable with those at z ∼ 0 (e.g., Cowie et al. 2011; Hayes et al. 2014).

Because there are no systematic differences in stellar ages by redshift, the difference

of stellar population does not explain the large increase of fLyα
esc . For the possibility

of outflow, it is likely that gas outflow of galaxies helps Lyα photons’ escape from

the ISM, because the Lyα resonance wavelength of the ISM is redshifted by the bulk

gas motion of outflow. If there is a systematic difference in outflow velocities, the

fLyα
esc values change. Because the typical outflow velocities of LAEs are 50− 200 km

s−1 that show no systematic change over the redshift range of z ∼ 0− 6 (Hashimoto

et al. 2013; Wofford et al. 2013; Erb et al. 2014; Shibuya et al. 2014; Stark et al. 2015;

Rivera-Thorsen et al. 2015)3, the galaxy outflow would not be a major reason of the

large fLyα
esc increase. For the possibility of dust extinction evolution, it is thought that

the amount of dust in galaxies decreases from z ∼ 0 to 6, and that galaxies with

small dust extinction have large fLyα
esc values. Because the dust attenuation of Lyα is

enhanced by the resonance scattering of Hi in the galaxy’s ISM that depends on the

Hi density, we first obtain crude estimates of dust extinction effects with no resonance

scattering. We estimate the luminosity averaged stellar extinction, E(B − V )⋆, from

the dust-corrected and uncorrected UV LDs by the equation,

ρint,UV
SFRD = 100.4×E(B−V )⋆×kUV × ρuncorr,UV

SFRD , (7.5)

where ρuncorr,UV
SFRD is the dust-uncorrected UV SFRDs (Section 6.1) calculated with

Equation (7.4). The value of kUV is the extinction coefficient at 1500 Å, which is

derived with the Calzetti’s extinction law (Calzetti et al. 2000), kUV = 10.3. We thus

obtain E(B − V )⋆ values over z ∼ 0− 6. From these E(B − V )⋆ values, we estimate

fLyα
esc,dust with

fLyα
esc,dust = 10−0.4×k1216×E(B−V )gas , (7.6)

where k1216 is the extinction coefficient at 1216Å, k1216 = 12.0, estimated with the

Calzetti et al.’s law. Here we adopt E(B − V )gas = E(B − V )⋆/0.44 (Calzetti et al.

2000). The blue open symbols in Figure 6.1 present the Lyα escape fraction values

corrected for dust extinction, fLyα
esc /fLyα

esc,dust, in the case of no resonance scattering. The

3These outflow velocity measurements are obtained for UV-continuum bright galaxies, except for

a few lensed galaxies. Because the outflow velocities of LAEs are similar to those of LBGs (150-200

km s−1; e.g., Hashimoto et al. 2013; Erb et al. 2014; Shibuya et al. 2014), UV-continuum faint

galaxies would have the outflow velocity comparable to that of UV-bright galaxies.
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dust-corrected Lyα escape fractions are nearly unity at z ∼ 6, while these fractions

significantly drop from z ∼ 4 to z ∼ 0. At z ∼ 0, the dust-corrected Lyα escape

fraction is about an order of magnitude smaller than unity. There is a clear redshift

dependence. We find that the large evolution of Lyα escape fraction can be partly

explained by dust extinction with no resonance scattering, but that there still remains

the large discrepancy at z < 4. Thus, the large fLyα
esc evolution requires the evolution

of Lyα scattering of Hi in the galaxy’s ISM from z ∼ 0 to 6 that enhances the dust

attenuation. Due to the resonance nature of the Lyα line, an increase of the Hi

density provides longer path lengths that strengthen the effects of the ISM scattering

with a small amount of dust. Indeed, several studies suggest that the high Hi density

of star-forming galaxies largely scatter Lyα photons (Shapley et al. 2003; Pentericci

et al. 2007; Verhamme et al. 2008; Atek et al. 2009; Pardy et al. 2014).

Here, we estimate the Hi column density, NHi, of ISM that needs to explain the

large fLyα
esc increase from z ∼ 0 to 6 with the non-resonant extinction values obtained

by the observational data. We use the 3D Lyα Monte Carlo radiative transfer code,

MCLya of Verhamme et al. (2006) and Schaerer et al. (2011). The MCLya code

computes the Lyα radiative transfer in an expanding homogeneous shell of ISM Hi

and dust that surrounds a central Lyα source. The dust extinction effects are self-

consistently calculated for the resonance line of Lyα. The MCLya code has four

physical parameters to describe the physical properties of the shell: NHi, the nebular

dust extinction E(B − V )gas, the radial expansion velocity vexp, and the Doppler

parameter b that includes both thermal and turbulent gas motions within the shell.

At each redshift shown in Figure 6.1, we derive the best-estimate NHi value, using

the E(B − V )gas values obtained above. We set b = 12.8 km s−1 that is a fiducial

value, although the b parameter negligibly changes our results. For vexp, we adopt

the average outflow velocity of galaxies at z ∼ 0 − 6, vexp = 150 km s−1 (Jones

et al. 2012; Hashimoto et al. 2013; Shibuya et al. 2014; Stark et al. 2015; Rivera-

Thorsen et al. 2015). Because the outflow velocity measurements, available to date,

have large uncertainties, we allow the moderately large range of outflow velocities,

vexp = 50− 200 km s−1, that includes most of outflow velocity measurements for the

low-z and high-z LAEs and LBGs so far obtained (Jones et al. 2012; Hashimoto et al.

2013; Shibuya et al. 2014; Stark et al. 2015; Rivera-Thorsen et al. 2015).

We obtain the best-estimate NHi values with the three fixed parameters for the

MCLya code, calculating the Lyα escape fractions that agrees with those of the
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observational estimates. For the observational estimates of the Lyα escape fractions,

we use the Lyα escape fraction that is corrected for the IGM absorption, fLyα
esc /fLyα

esc,IGM

(red open symbols in the bottom panel of Figure 6.1), where fLyα
esc,IGM is the Lyα escape

fraction contributed only by the IGM Hi Lyα absorption. We estimate fLyα
esc,IGM with

the formalism of Madau (1995)4, assuming no effects of Lyα damping wing absorption

that is negligible in the redshift range of z = 0 − 6 after the cosmic reionization. In

Figure 7.3, we show the best-estimate NHi values for the average outflow velocity of

vexp = 150 km s−1. We fit a function of NHi = n∗(z∗/ exp(z))p exp(− exp(z)/z∗)/z∗ to

these NHi estimates at z = 0− 6, where p, n∗, and z∗ are free parameters. We obtain

the best-fit parameters of n∗ = 1.25 × 1021 cm−2, p = 0.52, and z∗ = 329. In Figure

7.3, the black solid curve represents the best-fit function, and the gray shaded area

exhibits the NHi range of the best-fit function that is allowed in the outflow velocity

range of vexp = 50−200 km s−1. Figure 7.3 indicates that NHi decreases from z ∼ 0 to

6, and the best-estimate NHi values at z ∼ 0, 2, and 6 are ∼ 7× 1019, ∼ 3× 1019, and

∼ 1× 1018 cm−2, respectively. Our NHi estimates agree with the one obtained by the

independent approach of Pardy et al. (2014), which is presented in Figure 7.3. Pardy

et al. (2014) measure NHi of star-forming galaxies at z ∼ 0.1 with the Hi imaging and

spectroscopic data of the 100m Green Bank Telescope. Hashimoto et al. (2015) also

estimate NHi with Lyα line profiles of galaxies at z ∼ 2 based on the high resolution

spectra, and these NHi estimates are similar to those of our study. The agreements

between our results and these studies suggest that our NHi estimates are reasonably

reliable. In Figure 7.3, we find that the NHi decrease with dust extinction of Lyα

resonant scattering can explain the large fLyα
esc increase at z ∼ 0− 6, even if we allow

the uncertainty of the outflow velocity measurements. The picture of the NHi decrease

is consistent with the increase of the ionization parameter toward high z suggested by

Nakajima & Ouchi (2014). Because high-z galaxies with a high ionization parameter

may have density-bounded nebulae (see Figure 12 of Nakajima & Ouchi 2014), a

large fraction of Hi in ISM is ionized, which shows a small NHi. The NHi decrease

is also consistent with the picture that the ionizing photon escape fraction increases

toward high z (e.g., Inoue et al. 2006; Ouchi et al. 2009; Dijkstra et al. 2014; Nakajima

& Ouchi 2014). Our results suggest that the large fLyα
esc increase is self-consistently

explained by the decreasing NHi, which weakens the ISM dust attenuation through

the Lyα resonance scattering. If we assume the expanding shell models, the typical

4We extrapolate the Madau (1995) formalism at z ∼ 2− 4 to z ∼ 6 (cf. Inoue et al. 2014).
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NHi decreases from ∼ 7× 1019 (z ∼ 0) to ∼ 1× 1018 cm−2 (z ∼ 6).

7.4 Implications from the Accelerated Evolution of

Lyα Luminosity Function at z > 7

In Section 6.2, we find that the Lyα LF shows the accelerated evolution at a redshift

beyond z ∼ 7. We refer to the redshift starting the rapid decrease of the Lyα LDs as

“ρLyα knee” that is indicated in Figure 6.2. In contrast with this evolution of the Lyα

LF, there is no such a rapid decrease in the UV LF at z ∼ 7, but only at z > 8, if any

(Oesch et al. 2013; Bouwens et al. 2015). Figure 6.2 compares the evolution of ρLyα

(red symbols) and ρUV (blue symbols). Although the rapid decrease of the UV LF

at z > 8 is still an open question (see, e.g., Ellis et al. 2013; Robertson et al. 2013),

we refer to the redshift starting this possible rapid decrease of the UV LF as “ρUV

knee”. Again, there is a significant redshift difference between ρLyα and ρUV knees

(Figure 6.2). Because the evolution of ρUV correlates with the cosmic SFR history,

the accelerated evolution of the Lyα LF found at z ∼ 7 is not originated from a rapid

decrease of the SFRD. To explain this accelerated evolution of the Lyα LF, there

should exist physical mechanisms related to the Lyα production and escape processes.

The simple interpretation of the Lyα LF decrease is that the Lyα damping wing of

the IGM given by cosmic reionization absorbs Lyα of galaxies strongly toward high

redshifts. To investigate this simple scenario of cosmic reionization, we first estimate

the neutral hydrogen fraction, xHi, at z = 6.6 and 7.3 in Section 7.4.1. We estimate

xHi value at z = 6.6 from our Lyα LFs at z = 5.7 and 6.6, which are derived with the

Subaru/HSC data. We compare our xHi estimates with Thomson scattering optical

depth obtained by WMAP and Planck in Section 7.4.2.

7.4.1 Constraints on xHi at z = 6.6 and 7.3

In Sections 7.4.1-7.4.2, we discuss the simple scenario of cosmic reionization that con-

tributes to the accelerated evolution of the Lyα LF at z & 7. We define T IGM
Lyα,z as a Lyα

transmission through the IGM at a redshift of z, and first calculate T IGM
Lyα,z=7.3/T

IGM
Lyα,z=5.7

to estimate xHi at z = 7.3. Because cosmic reionization has been completed at z = 5.7

(Fan et al. 2006), the Lyα damping wing absorption of the IGM is negligible at z = 5.7.

Section 6.2 presents the estimates of the Lyα LDs from the Lyα LFs of this study
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at z = 5.7 and 7.3 (Table 5.1). With the values shown in Table 5.1, we obtain

ρLyα,totz=7.3 /ρLyα,totz=5.7 = 0.24.

Because the Lyα LF evolution is made not only by cosmic reionization, but also

by the SFR change of galaxy evolution, we subtract the effect of the SFRD evolution

from the Lyα LD evolution. An SFR of galaxy is correlated with the UV luminosity.

The UV luminosity of z = 7.3 LAE in principle can be estimated by the subtraction

of the Lyα line flux from the z′-band flux. However, we cannot derive the reliable UV

luminosities from our data. This is because there exist the large uncertainties of the

z′-band magnitude and the contamination of unknown amount of the IGM absorption

that make a significant bias in the estimate of the UV continuum as demonstrated

in the simulations of Shimasaku et al. (2006). To derive a reliable UV LF of z & 6

LAEs, one needs deep near-infrared data, such as J and H images, which cover the

continuum emission longward of the Lyα line for most of LAEs, but no such data

are available for LAE studies, to date. Since we cannot derive a reliable UV LF of

z = 7.3 LAE from our data, we quantify ρUV at z = 5.7 − 7.3 given by the other

observations. We use ρUV measured with the samples of dropout galaxies (Bouwens

et al. 2009, 2011), and estimate ρUV at z = 5.7 and 7.3 by the interpolation of this

evolution. We, thus, obtain ρUV
z=7.3/ρ

UV
z=5.7 = 0.70.

Following the procedure of Ouchi et al. (2010), we estimate T IGM
Lyα,z=7.3/T

IGM
Lyα,z=5.7

and xHi. The value of ρLyα is given by

ρLyα = κ T IGM
Lyα f esc

Lyα ρUV, (7.7)

where κ is a factor converting from UV to Lyα luminosities, which depends on stellar

population. f esc
Lyα is a fraction of Lyα emission escape from a galaxy through the ISM

absorption including galactic neutral hydrogen and dust attenuation. With Equation

(7.7), T IGM
Lyα,z=7.3/T

IGM
Lyα,z=5.7 is written as

T IGM
Lyα,z=7.3

T IGM
Lyα,z=5.7

=
κz=5.7

κz=7.3

f esc
Lyα,z=5.7

f esc
Lyα,z=7.3

ρLyαz=7.3/ρ
Lyα
z=5.7

ρUV
z=7.3/ρ

UV
z=5.7

. (7.8)

Assuming that the stellar population of LAEs is the same at z = 5.7 and 7.3 (i.e.,

κz=5.7/κz=7.3 = 1), and the physical state of ISM is not evolved at z = 5.7− 7.3 (i.e.,



96

f esc
Lyα,z=5.7/f

esc
Lyα,z=7.3 = 1), we obtain

T IGM
Lyα,z=7.3

T IGM
Lyα,z=5.7

=
ρLyαz=7.3/ρ

Lyα
z=5.7

ρUV
z=7.3/ρ

UV
z=5.7

. (7.9)

From the ratios of the Lyα and UV luminosity densities described above, we estimate

T IGM
Lyα,z=7.3/T

IGM
Lyα,z=5.7 to be 0.34.

We use theoretical models to constrain xHi at z = 7.3 with our estimates of

T IGM
Lyα,z=7.3/T

IGM
Lyα,z=5.7 = 0.34. In the analytic model of Santos (2004), the Lyα trans-

mission fraction of the IGM is related to xHi in two cases of no galactic wind and

a galactic outflow that give shifts of Lyα line from a systemic velocity by 0 and

360 km/s, respectively. The value of T IGM
Lyα,z=7.3/T

IGM
Lyα,z=5.7 = 0.34 corresponds to xHi

∼ 0.0 and ∼ 0.7 in the former and the latter case, respectively. Because recent studies

have reported that the Lyα line emission of LAE at z = 2.2 is redshifted by ∼ 200

km/s (Hashimoto et al. 2013; Shibuya et al. 2014), we take xHi ∼ 0.5 that is the xHi

value interpolated by the Lyα velocity shift in Figure 25 of Santos (2004). McQuinn

et al. (2007) predict Lyα LFs for various xHi values with radiative transfer simula-

tions. By the comparison of our Lyα LF with these simulation results in Figure 4 of

McQuinn et al. (2007), we obtain xHi ∼ 0.7. In the models of Dijkstra et al. (2007a,b),

the Lyα transmission fraction of the IGM is related to the size of typical ionized bub-

bles, and Furlanetto et al. (2006) predict xHi from the size of the ionized bubble with

the analytic model. Based on Figure 6 of Dijkstra et al. (2007b), our estimates of the

Lyα transmission fraction of the IGM at z = 5.7 − 7.3 suggest that the typical size

of the ionized bubble is very small, ∼ 3 comoving Mpc, and the estimated neutral

hydrogen fraction is ∼ 0.6 from the top panel of Figure 1 of Furlanetto et al. (2006).

Based on these results of xHi, we conclude the neutral hydrogen fraction is relatively

high, xHi = 0.3 − 0.8 at z = 7.3 that includes the uncertainties of the various model

predictions and the Lyα transmission fraction estimated from the observations.

Similarly, we obtain ρLyα,totz=6.6 /ρLyα,totz=5.7 = 0.75 based on our z = 5.7 and 6.6 Lyα

LFs in Sections 4.4.2 and 4.4.3, and ρUV
z=6.6/ρ

UV
z=5.7 = 0.74 from the UV LF measure-

ments of Bouwens et al. (2015). Under the assumption of κz=5.7/κz=6.6 = 1 and

f esc
Lyα,z=5.7/f

esc
Lyα,z=6.6 = 1, we calculate T IGM

Lyα,z=6.6/T
IGM
Lyα,z=5.7 = 1.0 from Equation (7.9).

Using the ratio of the IGM transmission at z = 6.6 to at z = 5.7 and simple theoretical

models described above, we estimate xHi = 0.0 − 0.3 at z = 6.6, which includes the
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uncertainties of both the LD calculations and the various model predictions.

In Figure 7.4, we plot our estimates of xHi at z = 6.6 and 7.3, and compare them

with those from the previous studies. The measurements of the Lyα LF imply xHi

< 0.63 at z = 7.0 (Ota et al. 2010), and this result is consistent with our estimates

of xHi = 0.0 − 0.3 at z = 6.6 and xHi = 0.3 − 0.8 at z = 7.3. The studies of Lyα

emitting fraction by Pentericci et al. (2011), Schenker et al. (2012), Ono et al. (2012),

Treu et al. (2012), Caruana et al. (2012, 2014), Pentericci et al. (2014), and Schenker

et al. (2014) indicate xHi & 0.5 at z ∼ 7, and these estimates are also comparable

with ours within the uncertainties. Moreover, the Lyα damping wing absorption of

QSO continuum suggests xHi & 0.1 at z = 7.1 (Mortlock et al. 2011; Bolton et al.

2011) that is, again, consistent with our estimates.

In Section 5.2, we find that the decrease of the Lyα LF at z = 6.6− 7.3 is larger

than that at z = 5.7− 6.6. This accelerated evolution could be also found in Figure

7.4, albeit with the large uncertainties, by the comparison of our z = 6.6 and 7.3

results (red filled circles). While we find that the Lyα LF decreases from z = 6.6 to

7.3 at the > 90% confidence level, the difference of the xHi estimates between z = 6.6

and 7.3 is only within the 1σ level that is less significant than the Lyα LF evolution

result. This is because the error bar of xHi at z = 7.3 is not only from the uncertainties

of the Lyα LF estimates, but also from the errors of the UV LF measurements and

the variance of the theoretical model results.

It is implied that the amount of the IGM neutral hydrogen may increase accel-

eratingly at z ∼ 7. However, the results of the xHi evolution are based on various

assumptions that should be examined carefully. In this section, for example, we as-

sume f esc
Lyα,z=5.7/f

esc
Lyα,z=7.3 = 1. In Section 7.3.1, we show that the Lyα escape fraction

of LAEs increases from z ∼ 0 to ∼ 6, i.e., f esc
Lyα,z=0/f

esc
Lyα,z=6 < 1 (see also Ouchi et al.

2008; Ono et al. 2010a; Hayes et al. 2011). If this trend continues to z = 7.3, the in-

trinsic Lyα escape fraction with no IGM absorption would be f esc
Lyα,z=5.7/f

esc
Lyα,z=7.3 < 1.

In this case, we obtain the value of T IGM
Lyα,z=7.3/T

IGM
Lyα,z=5.7 is smaller than our estimate

above (see Equation 7.8) and an xHi estimate higher than our result of xHi = 0.3−0.8

at z = 7.3.
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7.4.2 Comparison with Thomson Scattering Optical Depth

Measurements

In this section, we investigate whether the cosmic reionization history derived by our

xHi estimates at z = 6.6 and 7.3 can explain the Thomson scattering optical depth,

τel, measurements given by WMAP and Planck. Because one needs to know xHi

evolution at z = 0 − 1100 to derive τel, we use three models of the xHi evolution

(Choudhury et al. 2008) that cover typical scenarios of the early and relatively-late

cosmic reionization history. We refer to these three xHi evolution models as models A,

B, and C corresponding to the minimum halo masses for reionization sources that are

∼ 109, ∼ 108, and ∼ 5 × 105 M⊙, respectively, at z = 6 in the semi-analytic models

of Choudhury et al. (2008). We present the xHi evolution of models A, B, and C in

Figure 7.4, and τel as a function of redshift for these models in Figure 7.5. In Figure

7.5, the hatched and gray regions represent the 1σ range of τel measured by WMAP

and Planck, respectively, and the optical depth measured by Planck is significantly

lower than the one of the WMAP measurement.

We first compare our xHi evolution with the τel given by WMAP, and discuss the

physical mechanisms of the accelerated evolution of the Lyα LF at z & 7. While the

model B is consistent with our xHi estimate not only at z = 6.6 but also at z = 7.3

in Figure 7.4, the model B falls far below the τel measurements of WMAP in Figure

7.5. These results require reionization that proceeds at an epoch earlier than the

model B in the case that we apply the τel value measured by WMAP. The model C

is such an early reionization model that just agrees with the lower end of the error of

our xHi estimate at z = 7.3 in Figure 7.4. However, the model C is barely consistent

with the WMAP result within the 1σ error in Figure 7.5. Thus, there is a possible

tension between our estimate of high xHi at z = 7.3 and the CMB measurements of

high τel derived by the nine-year WMAP data. A similar tension between τel and

galaxy observation results is also claimed by Robertson et al. (2010) who discuss

UV luminosities of reionization sources that are based on observational quantities

independent from the Lyα LFs of our study. The physical origin of the accelerated

Lyα LF evolution at z & 7 could be something other than the rapid increase of the

neutral hydrogen at z & 7, because the τel measurement obtained by WMAP has a

tension with the high xHi value at z = 7.3 that is estimated with our Lyα LFs under

the assumption that the Lyα LF evolution is given by the combination of cosmic
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reionization and cosmic SFRD evolution. Similarly, large values of xHi estimates at

z ≃ 6−7 are obtained from the Lyα damping wing absorption techniques with LAEs

(Kashikawa et al. 2006, 2011; Ota et al. 2008, 2010; Ouchi et al. 2010; Shibuya et al.

2012), LBGs (Pentericci et al. 2011; Schenker et al. 2012; Ono et al. 2012; Treu et al.

2012; Caruana et al. 2012, 2014; Pentericci et al. 2014; Schenker et al. 2014), QSOs

(Bolton et al. 2011), and GRBs (Totani et al. 2014). Recent theoretical studies suggest

a few physical pictures that explain the τel measurements byWMAP and the large xHi

estimates given by the Lyα damping wing absorption measurements. The first picture

is the presence of clumpy neutral hydrogen clouds in ionized bubbles at the end of

reionization epoch. Lyα line and UV continuum from objects would be attenuated by

a number of optically thick absorption systems that have large Hi column densities

such as Lyman limit systems (Bolton & Haehnelt 2013; Xu et al. 2014; Kakiichi et al.

2016). The absorption systems of the clumpy Hi clouds do not contribute to the

volume-limited value of xHi significantly, but to the attenuation of Lyα-line and UV-

continuum emitted from objects. Interestingly, recent ALMA observations report a

possible Hi cloud emitting [Cii]158µm near a star-forming galaxy at z = 6.6 (Ono

et al. 2014), supporting this physical picture. If this picture is correct, our finding

of the accelerated Lyα LF evolution indicates that the number of such clumpy Hi

clouds rapidly increases at z & 7. The second picture is the increase of ionizing photon

escape fraction toward high z (Dijkstra et al. 2014). Lyα photons are produced by

recombination following photoionization in ionized gas of a galaxy. The more the

ionizing photons escape from the galaxy, the smaller an amount of recombination is.

Under the significant escape of the ionizing photons, Lyα emission is not efficiently

produced by ionized clouds in a galaxy. This picture reconciles with the increase

of the ionizing photon escape fraction suggested by Nakajima & Ouchi (2014) from

the ionization parameter evolution. If this picture is correct, the accelerated Lyα

LF evolution would suggest either the sudden decrease of the gas covering fraction

of galaxies or the boosting of the ionization parameter that would make density-

bounded clouds in galaxies. However, in this picture, the high xHi values given by

the UV-continuum studies of QSOs and GRBs are not explained. Additional physical

mechanisms would be required for these xHi results of the UV-continuum studies.

Although we have discussed some physical mechanisms to explain the tension

between our rapid xHi evolution and the high τel measurement obtained by WMAP,

the latest results from the Planck observations show that the Thomson scattering
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optical depth measured by Planck becomes τel = 0.058±0.009 (Planck Collaboration

et al. 2016) significantly lower than that obtained by WMAP. From Figure 7.4, the

model B is consistent with our xHi estimates at both z = 6.6 and 7.3, and also

explain the Thomson scattering optical depth obtained by the latest Planck 2016

data in Figure 7.5. Although the model A can explain the τel value, this model is

inconsistent with our xHi estimate at z = 6.6. The model C can barely explain our xHi

values at z = 6.6 and 7.3, but is placed above the τel of Planck beyond the 1σ error

(Figure 7.5). Thus, these results show that the cosmic reionization history such as the

model B can explain both our xHi estimates and the τel value from the latest Planck

data. In this case, the accelerated Lyα LF evolution indicates the rapid increase of

the neutral hydrogen in the IGM at z & 7, albeit with the large uncertainty of the

xHi estimate at z = 7.3.
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Figure 7.1 UV LF of faint AGNs. The red filled circles denote the best-estimate AGN
UV LFs and the black open circles and squares represent the raw and maximally-
corrected AGN UV LFs, respectively (see the text for details). At MUV & −22.5,
we plot only the raw UV LF as lower limits with black arrows, because one cannot
estimate the incompleteness at this range (see the text for details). For display
purposes, we slightly shift the black symbols along the abscissa. The blue and green
circles are the AGN UV LFs at z ∼ 2.2 derived from the SDSS DR9 dataset (Ross
et al. 2013) and the 2dF-SDSS LRG and QSO survey dataset (Croom et al. 2009),
respectively. The red curve shows the best-fit function for the AGN UV LFs of ours,
Ross et al. (2013), and Croom et al. (2009). The black dotted and dashed curves
represent the best-fit functions under the assumptions of the PLE and LEDE models
introduced by Ross et al. (2013), respectively. We also display the UV LF of z = 2
LBGs obtained by Reddy & Steidel (2009) with the cyan circles. The cyan solid curve
represents the best-fit Schechter function of the LBG UV LF within a range of the
observed UV-continuum magnitude (i.e., MUV > −22.8), while the cyan dashed curve
denotes the function extrapolated to MUV < −22.8.
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Figure 7.2 Lyα EW0 as a function of UV-continuum magnitude of AGN. The black
diamonds represent the median values of the observed Lyα EW0 at a given UV-
continuum magnitude, and the black dashed line is a best-fit linear function obtained
by Dietrich et al. (2002). The error bars of the black diamonds indicate the measure-
ment uncertainties of the Lyα EWs. The red solid line shows a locus of the luminosity
for logLLyα [erg s−1] = 43.4, which is a selection criterion for our faint AGNs. The
blue dashed line denotes the EW0 threshold for selection of our z = 2.2 LAEs (i.e.,
∼ 20− 30Å).
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Figure 7.3 Evolution of the Hi column density, NHi, of LAEs, as derived from the
3D Lyα Monte Carlo radiative transfer code, MCLya. The red filled circles show the
best-estimate NHi values for the average outflow velocity of vexp = 150 km s−1 (see
the text). The black solid curve is the best-fit function for these NHi values. The gray
shaded area represents the NHi range of the best-fit function allowed for the outflow
velocity range of vexp = 50 − 200 km s−1. The black open circle denotes the mean
NHi value at z ∼ 0.1 from the radio observations (Pardy et al. 2014).



104

Figure 7.4 Evolution of neutral hydrogen fraction of the IGM. Top and bottom panels
are the same plots, but with the ordinate axes of linear and logarithmic scales, respec-
tively. The red filled circles are the xHi estimates from our Lyα LFs at z = 6.6 and
7.3. The blue filled triangle, square, diamond, and pentagon denote the xHi values
from the Lyα LF evolution presented in Malhotra & Rhoads (2004), Kashikawa et al.
(2011), Ouchi et al. (2010), and Ota et al. (2010), respectively. The blue open dia-
mond and circle indicate the xHi constraints given by the clustering of LAEs (Ouchi
et al. 2010) and the Lyα emitting galaxy fraction (Pentericci et al. 2011; Schenker
et al. 2012; Ono et al. 2012; Treu et al. 2012; Caruana et al. 2012, 2014; Pentericci
et al. 2014; Schenker et al. 2014), respectively. The magenta filled triangles show the
xHi measurements from the optical afterglows of GRBs (Totani et al. 2006, 2014).
The green filled squares and open triangle are the xHi constraints provided from the
GP test of QSOs (Fan et al. 2006) and the size of QSO near zone (Mortlock et al.
2011; Bolton et al. 2011), respectively. The hatched and gray regions represent the
1σ ranges for the instantaneous reionization redshifts obtained by nine-year WMAP
(Hinshaw et al. 2013; Bennett et al. 2013) and Planck (Planck Collaboration et al.
2016), respectively. The doted, dashed and solid lines show the models A, B, and C,
respectively (Choudhury et al. 2008).
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Figure 7.5 Evolution of Thomson scattering optical depth, τel. The hatched and gray
regions indicate the 1σ ranges of the τel measurements of τel= 0.081 ± 0.012 and
τel= 0.058± 0.009 obtained by nine-year WMAP (Hinshaw et al. 2013; Bennett et al.
2013) and the latest Planck data (Planck Collaboration et al. 2016), respectively.
The doted, dashed, and solid curves represent the models A, B, and C, respectively
(Choudhury et al. 2008).



CHAPTER 8

CONCLUSIONS

We have conducted the wide-field (∼ 1 deg2) and ultra-deep Subaru/Suprime-Cam

imaging surveys for z = 2.2 and 7.3 LAEs with our custom narrowband filters, NB387

and NB101, respectively. To identify z = 5.7 and 6.6 LAEs, we have used the Sub-

aru/HSC imaging survey data with the narrowband filters, NB816 and NB921, re-

spectively, whose areas are ∼ 10 − 20 deg2. We make the samples consisting 3137,

1081, 1273, and 7 LAEs at z = 2.2, 5.7, 6.6, and 7.3, respectively. These samples

are the largest ones, to date, and the luminosity ranges of the LAE samples fall in

logLLyα [erg s−1] ∼ 42− 44.

We firstly list our major results about galaxy evolution below:

1. Using our large z = 2.2 LAE sample, we derive the Lyα LFs at z = 2.2 with small

uncertainties including Poisson statistics and cosmic variance errors (Figure

4.6). We fit a Schechter function to our Lyα LF at z = 2.2, and obtain the best-

fit Schechter parameters of L∗
Lyα = 5.29+1.67

−1.13 × 1042 erg s−1, ϕ∗
Lyα = 6.32+3.08

−2.31 ×
10−4 Mpc−3, and α = −1.75+0.10

−0.09 with no priori assumptions in the parameters.

We find a steep faint-end slope of the Lyα LF at z ∼ 2, which is comparable to

that of UV-continuum LFs at z ∼ 2.

2. In our best-estimate Lyα LF at z = 2.2, we find a bright-end hump at logLLyα

[erg s−1] & 43.4, where the Lyα LF significantly exceeds beyond the best-fit

Schechter function (Figure 4.6). We find that a majority of the LAEs at logLLyα

[erg s−1] > 43.4 are detected in the X-ray, UV, or radio band. This result indi-

cates that the bright-end hump is not originated from the gravitational lensing

magnification bias, but AGNs. Based on the LAEs in the bright-end hump, we

derive the AGN UV-continuum LF at z ∼ 2 down to the faint magnitude limit

of MUV ∼ −22.5 (Figure 7.1). We find that our AGN UV LF covers a magni-

tude range fainter than the previous studies with an overlap at MUV ≃ −24.8,

and confirm that our AGN UV LF agrees well with the previous results at the

overlap magnitude. Fitting the double-power law function to the AGN UV LF

data obtained by our and previous studies, we constrain the faint-end slope of

the AGN UV LF at z ∼ 2, αAGN = −1.2 ± 0.1, that is flatter than those at

z = 4− 6.5 (αAGN ≃ −1.5 - −1.8).

106
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3. We identify a moderate but significant increase of the Lyα LF by a factor of

. 2 from z ∼ 2 to 3 (Figure 5.1). We extend our investigation from z = 2 − 3

to z = 0− 6 and present the overall evolutionary trends of Lyα LFs: the large

increase of the Lyα LFs from z ∼ 0 to 3, and no evolution of the Lyα LFs

at z ∼ 3 − 6. A similar evolutional tendency is seen in the Lyα LDs, which

are obtained by the integration of these Lyα LFs. This increase of the Lyα

LDs from z ∼ 0 to 3 is significantly faster than the one of UV-continuum LDs

(Figure 6.1).

4. We estimate fLyα
esc values from the Lyα and UV LDs at z ∼ 0−6 given by our and

previous studies. We find a large fLyα
esc increase from z ∼ 0 to 6 by two orders of

magnitude (Figure 6.1). This large fLyα
esc increase can be explained neither by

stellar population nor outflow because previous studies present no significant

evolutions in stellar population and outflow in LAEs at z ∼ 0−6. Although the

dust extinction with no Lyα resonance scattering can partly explain the fLyα
esc

increase at z ∼ 0−6, there remains a significantly large discrepancy at z < 4. We

use uniform expanding shell models, MCLya, based on the average E(B−V )gas

values for non-resonance nebular lines estimated with the observational data.

Our models suggest that the typical Hi column density decreases from NHi ∼
7 × 1019 (z ∼ 0) to ∼ 1 × 1018 cm−2 (z ∼ 6) to explain the large fLyα

esc increase

(Figure 7.3). Thus, the Lyα resonance scattering in Hi ISM is an important

effect to explain the large fLyα
esc increase.

We secondly list our major results about cosmic reionization below:

1. Fixing the faint-end slope of α = −1.8 that is derived from our z = 2.2 Lyα LF,

we obtain the best-fit Schechter parameters of L∗
Lyα = 8.92+0.99

−0.89 × 1042 erg s−1

and ϕ∗
Lyα = 2.21+0.68

−0.50 × 10−4 Mpc−3 at z = 5.7, and L∗
Lyα = 6.42+0.74

−0.59 × 1042 erg

s−1 and ϕ∗
Lyα = 2.51+0.83

−0.68×10−4 Mpc−3 at z = 6.6. Comparing our Lyα LFs with

these best-fit Schechter functions, we find that a bright-end hump at logL∗
Lyα

[erg s−1] & 43.5 can be seen at z = 6.6, although there is no significant hump

found in our z = 5.7 Lyα LF (Figure 5.2). These results indicate that LAEs

brighter than logL∗
Lyα [erg s−1] & 43.5 are AGNs, which is the same conclusion

as the bright-end hump found in our z = 2.2 Lyα LF. Another possibility is

the emergence of large ionized bubbles in the IGM around bright LAEs, which
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allow Lyα photons to escape from the partly ionized IGM at EoR. Because faint

LAEs reside in small-size ionized bubbles in the IGM, Lyα photons from faint

LAEs suffer the Lyα damping wing absorption. This causes the decrease of the

faint-end Lyα LF at z = 6.6.

2. Although we expect to find a total of ∼ 65 LAEs at z = 7.3 by our survey in the

case of no evolution of Lyα LF from z = 6.6 to 7.3, we detect only seven LAEs

at z = 7.3. We derive the Lyα LF at z = 7.3 with our data, carefully evaluating

uncertainties of Poisson statistics and cosmic variance from the two indepen-

dent blank fields (Figure 4.9). We fit the Schechter functions to our Lyα LF,

and obtain the best-fit Schechter parameters, L∗
Lyα = 3.23+25.0

−1.63 × 1042 erg s−1

and ϕ∗ = 1.97+12.3
−1.89 × 10−4 Mpc−3 with the fixed α = −1.8. We compare our

Lyα LF with the previous measurements of the Lyα LF at z ≃ 7.3. Our

Lyα LF measurements are consistent with those of the previous Subaru and

VLT studies, but significantly smaller than those of the 4m-telescope obser-

vations (Figure 4.10). The significant differences of the Lyα LFs between the

4m-telescope programs and Subaru+VLT studies including ours could not be

explained by cosmic variance. It is possible that the 4m-telescope results are

derived with the highly contaminated LAE samples, as suggested by the recent

spectroscopic follow-up observations that find no emission lines in the LAEs of

the 4m-telescope samples.

3. We confirm the decreases of the Lyα LFs at z = 5.7− 6.6 and 6.6− 7.3 at the

> 90% confidence level (Figure 5.3). Using our Lyα LFs at z = 5.7 − 7.3, we

find the rapid decrease of the Lyα LF indicated by the evolution of the Lyα

LD ratios (Figure 6.2). Approximating the evolution of the Lyα LDs with the

power-law function, (1 + z)k, we obtain k = −2.2 ± 0.2 at z = 5.7 − 6.6 and

k = −12.9 ± 12.4 at z = 6.6 − 7.3. These results indicate that there is the

accelerated evolution of the Lyα LF at z & 7, although these values of k are

consistent within the uncertainties

4. Because no accelerated evolution of the UV-continuum LF or the cosmic star-

formation rate (SFR) is found at z ∼ 7, this accelerated Lyα LF evolution is not

explained by the SFR decreases of galaxies, but related to the Lyα production

and escape in the process of cosmic reionization. We discuss the simple scenario
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of cosmic reionization that contributes to the accelerated evolution of the Lyα

LF. Subtracting the galaxies’ SFR evolution effect from the Lyα LD decrease, we

estimate the ratio of Lyα transmission of the IGM to be T IGM
Lyα,z=6.6/T

IGM
Lyα,z=5.7 =

1.0 and T IGM
Lyα,z=7.3/T

IGM
Lyα,z=5.7 = 0.34. By the comparison of theoretical models, we

obtain xHi = 0.0−0.3 and 0.3−0.8 at z = 6.6 and 7.3, respectively, whose large

uncertainties include the variance of the theoretical model predictions. These

results are consistent with previous z ∼ 7 studies that use the Lyα damping

wing absorption. The xHi evolution can explain the Thomson scattering optical

depth measurements from the latest Planck 2016 data. This suggests that the

physical origin of the accelerated Lyα LF evolution would be the rapid increase

of xHi at z & 7, albeit with ∼ 30% level uncertainties for the xHi determinations.
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Cassata, P., Le Fèvre, O., Garilli, B., et al. 2011, A&A, 525, A143

Cassata, P., Tasca, L. A. M., Le Fèvre, O., et al. 2015, A&A, 573, A24
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