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Abstract 
 

Several modes of shear slip on the fault have been recognized since 
modern research on earthquakes began in Meiji era. Regular earthquakes 
repeatedly brought devastating hazard to Japanese society for many times. 
Geodetic measurements revealed the ground deformation lasting for many 
years after large regular earthquakes, called afterslip. Tsunami sometimes 
hits the coast without large ground shaking, which is categorized as tsunami 
earthquake. Furthermore, recent dense seismic and geodetic observation 
networks revealed a new type of shear slip on the plate interface named slow 
earthquakes, which have a different scaling relation from regular 
earthquakes. Ground deformation lasts for several years accompanying tiny 
seismic signals both in high frequency and low frequency. The discovery of 
slow earthquake in 21st century forced us to realize that shear slip behavior 
on the plate interface is much more diverse than expected. Understanding 
its physical mechanism is important not only for the pure earthquake 
science, but also for the sake of exploring the possibility of probabilistic 
hazard forecasting. For this purpose, I have worked on data analysis of slow 
earthquakes during my PhD course. Many parameters characterizing slow 
earthquake activity have been quantified. Correlations between these 
parameters should provide constraints on the physical mechanism of 
shear-slip diversity. I have also conducted numerical simulation of seismic 
rupture as a first step to construct the unified seismic source model, which 
can explain diverse slip behavior. 

Slow earthquake activity varies among subduction zones and even 
within an individual subduction zone. The spatial heterogeneity of tectonic 
tremor activities, which is a high-frequency seismic signal of slow 
earthquake, has been quantified in various ways mainly in Nankai and 
Cascadia subduction zones. In this thesis, three parameters are focused; 
duration, amplitude, and tidal sensitivity of tectonic tremors. As a result, it 
has been confirmed that tremor occurrence rate is exponentially sensitive to 
tidal stress in the entire slow earthquake zone as observed by previous 
studies, which implies that the plate interface is governed by the rate and 
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state friction law. Furthermore, tidal sensitivity of tremors is higher for 
short-duration tremors. Increases of tidal sensitivity have been also observed 
after large-amplitude tremors occur. Correlations between these parameters 
can be qualitatively explained by a model, which is extended from models 
proposed by previous studies, in which the frictional heterogeneity on the 
plate interface is important. 
 Previous studies showed that the frictionally heterogeneous fault 
model have potential to explain both regular earthquakes and slow 
earthquakes. Therefore, slip behavior of the frictionally heterogeneous 
infinite linear fault governed by the rate and state friction law has been 
examined with numerical simulations to investigate how it changes with the 
frictional heterogeneity. Results show that slip behavior transits according 
to the spatial average of a-b value on the fault. When the spatially averaged 
a-b is positive, seismic slip is limited within a velocity-weakening zone on the 
fault. On the other hand, when the spatial average of a-b value is negative, 
the entire fault including velocity-strengthening zones slip seismically. At 
this transition where the spatial average of a-b is close to zero, slower 
deformation dominates during seismic events, which may correspond the 
slow earthquakes. 
 The seismicity of regular earthquakes, such as the maximum 
earthquake size or statistical parameter, has been compared among 
subduction zones in the field of comparative subductology. Quantifications of 
tremor activities made by the first half of this study enable this comparison 
of comparative subductology for slow earthquakes. As a result of 
comparisons, the constraint for the source model of slow earthquake has 
been obtained. The latter half of this thesis models the frictionally 
heterogeneous fault, which could qualitatively explain the observation of 
data analysis, revealing the slower deformation dominated by complex 
interactions between seismic slip and aseismic slip on the fault. Although 
there is still a long way to go, diverse slip behavior on the plate interface may 
be explained by the frictional heterogeneity on the fault, which should reflect 
tectonic environments. Construction of this model will provide us a new tool 
to search the relation between tectonic environment and earthquake genesis.  
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1. General Introduction 
 Since the Earth formation, the Earth gets cooler and cooler. The 
internal heat of the Earth is transmitted from the center of the Earth to the 
surface by the mantle convection due to the high Rayleigh number of the 
Earth’s mantle (Holmes, 1931; Turcotte and Schubert, 2002). It is very 
unique that plate tectonics occurs on the Earth. In the theory of plate 
tectonics, every individual plate on the Earth moves in different directions, 
as confirmed by geodetic observations (e.g., Christodouridis et al., 1985). 
Divergence of plate motion is accommodated by upwelling of mantle, which 
forms a new oceanic plate. In contrast, convergence of plate motions is 
accommodated by plate subduction. An important point is that the Earth 
surface is so soft for some reason that plates can be subducted into the 
mantle. Otherwise, the internal heat is transported by conduction at the 
surface (stagnant-lid convection), as in Mars and Venus. Plate tectonics 
contributes to stabilize the climate by removing carbon from the surface 
(Walker et al., 1981). Hence, the Earth is habitable. 
 The human society has been suffered from severe damage by 
devastating earthquakes and resultant tsunamis for long time. We hope that 
there were no earthquakes on the Earth. However, seismic hazards are 
prices for the existence of plate tectonics. When an oceanic plate is subducted 
beneath a continental plate, a frictional force acts between two plates. Strain 
is accumulated in subduction zone while the plate interface is locked by 
frictional force (e.g., Savage, 1983), and a frictional force finally reaches a 
frictional strength of the plate interface. At the moment, slip velocity on a 
plate interface is accelerated, which we call an earthquake. An earthquake 
results transient and permanent deformation around the source area 
including radiations of seismic waves (e.g., Aki and Richards, 2002). With 
seismological and geodetic measurements of such deformation, we can 
analyze source process of earthquakes. For a long time, we know only 
“regular” earthquakes, which sometimes bring us disastrous damage, such 
as 1995 Kobe earthquake and 2011 Tohoku-oki earthquake. However, recent 
seismic and geodetic observations revealed more complex situation. A new 
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type of slip behavior of the fault, which we call “slow earthquake”, has been 
discovered in the beginning of 21st century (e.g., Dragert et al., 2001; Obara, 
2002). Source areas of slow earthquakes adjoin to source areas of regular 
earthquakes in some subduction zones (Dragert et al., 2001; Obara, 2002). 
Whereas, source areas of slow earthquakes and regular earthquakes seem to 
overlap in other subduction zones (Ito et al., 2013). An earthquake science in 
the new era has to understand the physical mechanism of slip diversity on 
the fault. 
 A final goal of my study is to understand the physical mechanism of 
slip diversity. This thesis tries to constrain the physical mechanism of slow 
earthquake by analyzing seismic signals of slow earthquake. Results are 
qualitatively interpreted by extending one of pre-existed models explaining 
diversity of slip behavior. In this model, frictional heterogeneity on the fault 
is important to explain slip diversity on the fault. Then, slip behavior of the 
fault with the simplest frictional heterogeneity is also investigated with 
numerical simulations to explore the possibility that frictional heterogeneity 
is a key to reach a unified seismic source model of various slip behavior on 
the fault. In this chapter, first of all, observations and models of diverse slip 
behavior by previous studies are reviewed. 
 
 
1.1. Diversity of Slip Behavior on the Fault 
 Japanese people have recognized regular earthquakes for more than 
a thousand years. Severe damage by strong ground shaking and related 
tsunamis are documented in many ancient texts, including Chronicles of 
Japan established in 720 (Ishibashi, 1999). However, ancient people didn’t 
understand what brings such disaster. Instead, they sometimes believed 
that an earthquake occurs when a catfish under the ground run wild. 
Modern research on regular earthquake has begun in Meiji era. In 1880, 
Yokohama earthquake occurred, which surprised many foreigners hired by 
the Meiji government, including John Milne. He established the first 
seismological society of Japan (SSJ) as the vice president to investigate 
earthquakes, and made great effort to design seismometers. In 1891, Nobi 
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earthquake, which is the largest inland earthquake ever in Japan, hits the 
central Japan. After Nobi earthquake, the Japanese government established 
Disaster Prevention Committee, and instead first SSJ was dissolved in 1892. 
In 1896, Meiji Sanriku earthquake has occurred. Although the ground 
shaking of this earthquake was not much strong, very high tsunami hit the 
Pacific coast of Tohoku region. Such strange earthquake is called tsunami 
earthquake (Kanamori, 1972). In 1923, Kanto earthquake hits Tokyo, which 
caused more than a hundred thousand deaths. After Kanto earthquake, 
Disaster Prevention Committee was dissolved and Earthquake Research 
Institution was established. Since then, many disastrous earthquakes hit 
Japan again and again. Disastrous earthquakes have been also occurred in 
various places around the world. Modern seismic and geodetic 
measurements have been conducted for those earthquakes. Geodetic 
measurements revealed transient deformation (Smith and Wyss, 1968), 
which is now called afterslip. The theory of seismology has been developed in 
20th century analyzing those data. It was understood that earthquakes are 
caused by rapid slip on the fault, which can be expressed by the 
double-coupled moment in elastodynamics (Maruyama, 1963). In 1995, Kobe 
earthquake has occurred, which was the most disastrous earthquake in 
Japan since 1923 Kanto earthquake. After this earthquake, seismic and 
geodetic observations were drastically improved constructing Hi-net, F-net, 
Kik-net (Okada et al., 2004), and GEONET (Sagiya, 2004) all over Japan. 
These new observation networks enable us to see the new slip phenomena 
called slow earthquakes (Obara, 2002). After the 2011 Tohoku earthquake, 
which was the largest earthquake recorded in Japan, new ocean bottom 
network S-net is also being constructed. Now in 21st century, we need to 
understand the physical mechanism of diverse slip behavior on the fault. In 
this section, important characteristics of diverse slip behaviors are reviewed. 
 
1.1.1. Regular earthquake 
 Regular earthquakes are characterized by rapid shear slip on the 
fault at about 1 m/s. Its rupture propagates at about shear wave velocity (e.g., 
Andrews, 1976). An individual regular earthquake can be characterized by 
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several parameters. To characterize the size of an earthquake, it is 
convenient to use slip, rupture area, or the duration of earthquake. However, 
there are two physical quantities representing the size of an earthquake. 
One is the seismic moment defined as the slip integrated over the fault 
multiplied by the rigidity (Aki, 1966). Because dynamic behaviors of an 
earthquake, such as slip velocity during an earthquake, are not included in 
its definition, the seismic moment measures the static nature of an 
earthquake. The other is the seismic radiation energy, which measures the 
dynamic nature of an earthquake (e.g., Rudnicki and Freund, 1981). It is 
defined as the energy radiated by an earthquake. It can be calculated by 
integrating the power spectrum of velocity seismogram calibrated for the 
seismic attenuation and the site amplification. Basic characteristics of the 
power spectrum are explained by the omega-square model of Brune (1970). 
In the model, the power spectrum of displacement seismogram is constant 
below the specific frequency, which is called a corner frequency. Above a 
corner frequency, the power spectrum falls by f-2, where f is frequency. A 
corner frequency is inversely proportional to the size of rupture area divided 
by the shear wave velocity. 
 An earthquake releases accumulated strain and decreases stress on 
the fault. A parameter called the stress drop characterizes the stress 
decreases on the fault. If the slip distributions on the fault can be resolved by 
seismic and geodetic observations, stress drop can be calculated in the 
elastodynamics (Ide and Takeo, 1997). If not, stress drop can be estimated 
assuming a circular crack model, such as Eshelby (1957), in which the length 
scale of circular crack is estimated from the corner frequency of the event. 
 Considering the energy budget of an earthquake, the strain energy, 
which is released by an earthquake, is converted to friction energy, radiation 
energy, and fracture energy (Kostrov, 1974; Dahlen, 1977). Friction energy is 
consumed by frictional sliding during an earthquake. However, it is very 
difficult to estimate its absolute value because the absolute stress cannot be 
estimated from seismic observations. To estimate the amount of friction 
energy, direct observations of the fault after an earthquake measuring 
temperature on and around the fault is required (Kano et al., 2006). Fracture 



 10 

energy is consumed to break the cohesion at the fault tip during the seismic 
rupture propagation (Barenblatt, 1959). Because the summation of the 
seismic radiation energy and the fracture energy can be estimated from the 
history of stress and slip during an earthquake, the fracture energy can be 
also evaluated from the seismological observations (Ide and Takeo, 1997). 
 Although characteristics of events vary for earthquakes, some 
statistical natures exist among them. The first statistics is the power law 
statistics in the size-frequency distributions of earthquakes, so-called 
Gutenberg-Richter law (GR law; Gutenberg and Richter, 1944). The number 
of earthquakes N larger than the moment magnitude M, which is defined 
using the seismic moment, is represented by 
log10 N = a− bM . (1.1) 
The lower limit, to which GR law can be applied, is usually determined by 
the detectability of observation networks. It is confirmed that GR law can be 
applied down to micro-earthquakes (M-4) in the mine (Kwiatek et al., 2010). 
At large magnitude, it is suggested that the size-frequency distribution is 
tapered by Gamma distribution (Kagan, 1993). b-value is usually close to 1, 
though it seems to vary with stress state around earthquake source region 
(Mogi, 1962; Schorlemmer et al., 2005). It is relatively smaller for 
thrust-type events (higher stress), and larger for normal-type events (lower 
stress). It is also observed that b-value changes with the age of subducting 
plate (Nishikawa and Ide, 2014). Temporal decrease of b-value just before 
large earthquake is sometimes observed as well (Tanaka et al., 2002a). It 
may be related to the preparation process of large earthquakes. 
 Power law statistics can be observed in the conventional size 
representation of earthquakes as well. The seismic moment is proportional 
to the cube of the length or width of rupture area (Mai and Beroza, 2000). 
The seismic moment is also proportional to the cube of the duration (Houston, 
2001). This power-law statistics is observed in the dynamic process of 
earthquake growth as well. At the initial part of earthquakes, the seismic 
moment increases with the cube of time from the rupture initiation 
regardless of the final size of events (Uchide and Ide, 2010). They observed 
complex slip behavior during small earthquakes, as observed in large 
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earthquakes. Fractal heterogeneity is observed in slip distributions of 
various earthquakes (Mai and Beroza, 2002). The fracture energy of 
earthquakes also seems to obey power law. The fracture energies estimated 
from the seismic observations (~1 MJ/m2; Beroza and Spudich, 1988; 

Abercrombie and Rice, 2005) are much larger than those estimated in rock 
experiments (1-10 kJ/m2; Scholz, 2002; Ohnaka, 2003). 

In contrast, some parameters are scale-invariant. The scaled energy, 
which is a ratio of the radiation energy to the seismic moment, is almost 
constant for the wide range of the magnitude from -3 in the mine to 7 on a 
natural fault (Ide and Beroza, 2001), though there has been debates that the 
scaled energy weakly depends on the magnitude (e.g., Mayeda and Walter, 
1996). It is also known that the stress drop of earthquakes is also constant 
for the wide range of the magnitude (Abercrombie and Rice, 2005; Allmann 
and Shearer, 2009). Rupture propagation velocity is usually about constant 
at about shear velocity, though sometimes super-shear ruptures are reported 
(Archuleta, 1984). These power-law statistics and scale-invariant 
parameters suggest that the earthquake generating process has self-similar 
nature. 

When looking at earthquakes as a group, statistical nature is 
observed in the seismicity. That is summarized as the Epidemic-Type 
Aftershock Sequence (ETAS) model (Ogata, 1988). In this model, seismicity 
is considered as a point process governed by non-stationary Poisson process. 
The probability where an earthquake occurs is expressed as a summation of 
ambient triggering by the tectonic loading and aftershock-triggering by 
previous earthquakes. The occurrence rate of aftershocks is inversely 
proportional to the time from the mainshock, which is known as the Omori’s 
law (Omori, 1894; Utsu, 1970). We observe power-law statistics here again. 
ETAS model fits the observed seismicity very well. However, the swarm-type 
activity cannot be explained by ETAS model with parameters estimated for 
mainshock-aftershock-type seismicity because earthquakes in swarm 
activities would be triggered by background process such as transient slip or 
fluid migrations, which is not considered in ETAS model (Ogata, 1992).  

Although the earthquake generating process seems to be random in 
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the time domain, seismicity does not seem to be random in the space domain. 
An extreme example is repeating earthquakes (Nadeau and McEvilly, 1997). 
Repeating earthquakes are defined as earthquakes, which occur at the 
almost same place and show high waveform similarities (usually 
cross-correlation coefficient larger than 0.9). Repeating earthquakes are 
interpreted as seismic ruptures occurring at almost the same locked region, 
which we usually call asperity, surrounded by the ductile area. An 
interesting feature of repeating earthquakes is that they obey their unique 
scaling law between recurrence intervals and the seismic moment (Nadeau 
and Johnson, 1998). Moderate examples will be the slip distributions of M7 
class earthquakes in Tohoku subduction zones. Several M7 class 
earthquakes have been recorded and analyzed off Tohoku and Hokkaido so 
far. Although each earthquake has its own unique slip distribution, the area 
where large slip occurred were roughly overlapped (Yamanaka and Kikuchi, 
2004; Okada et al., 2005). Geodetic observations during an inter-seismic 
period describe the locked plate interface around such region (Suwa et al., 
2006). These observations imply the existence of some spatial structure on 
the plate interface, which is related to the earthquake generating process. 
 
1.1.2. Tsunami earthquake 
 Tsunami earthquakes occur at the shallow plate interface and 
generate great tsunamis, such as 1899 Meiji Sanriku earthquake. They are 
earthquakes, which have larger seismic moment than expected from the 
body-wave magnitude (Kanamori, 1972). That is, some part of deformation is 
so slow that it does not radiate large high-frequency seismic waves. The 
duration of tsunami earthquakes is longer than those of regular earthquakes 
with the same seismic moment, and it is a common feature of shallow 
regular earthquakes near the trench (Bilek and Lay, 2002). Longer duration 
of seismic events may be attributed to a frictional difference due to the 
unconsolidated sediment on the shallow plate interface (Marone and Scholz, 
1988). Hence, tsunami earthquakes are considered to be similar to regular 
earthquakes. 
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1.1.3. Afterslip 
 Even after the regular earthquakes finish, surface deformation 
continues for a long time (Smith and Wyss, 1968). This deformation is 
usually proportional to logarithm of lapse time from the mainshock 
(Bucknam et al., 1978). Slip on the fault during regular earthquakes releases 
accumulated stress in the slip area. On the other hand, stress in surrounding 
aseismic area is invoked due to the seismic slip. Increased stress is 
accommodated by the transient slip, called afterslip, which generates 
long-lasting surface deformation. Its slip velocity is so low that it does not 
generate any seismic radiations and tsunamis. Instead, afterslip transmits 
stress to the surrounding area, and triggers aftershocks. Temporal 
expansions of aftershock area are sometimes observed (Mogi, 1968), which is 
interpreted as the reflection of temporal expansions of afterslip area (Kato, 
2007).  
 
1.1.4. Slow earthquake 
 Slow earthquakes are the group of slip behavior on the fault newly 
discovered in the begging of 21st century. Recent dense seismic and geodetic 
observations enable us to observe faint signals of slow earthquakes. Signals 
of slow earthquakes are differently named according to their frequency range. 
Geodetic signal, which lasts usually more than a week, is called slow slip 
event (SSE; Dragert et al., 2001). Seismic signal of 10-200 s frequency range 
observed by broadband seismometers is called very low frequency 
earthquakes (VLFEs; Ito et al., 2007). Seismic signal of 1-10 Hz frequency 
range is called non-volcanic tremors or tectonic tremors (Obara, 2002). 
Among tectonic tremors, which have ambiguous arrivals of P- and S- waves, 
short-period signals with clearer P-wave arrival are sometimes observed, 
which is called low frequency earthquakes (LFEs; Katsumata and Kanaya, 
2003). Shelly et al. (2007a) showed that tectonic tremor is a swarm of LFEs. 
Although there seems to be frequency gaps between tectonic tremors and 
VLFs and between VLFs and SSEs, in which signals of slow earthquake 
have not been observed, these gaps corresponds to observational gaps (Ide, 
2014). At the beginning of slow earthquake study, SSEs and tectonic tremors 
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have been identified at the deeper extension of locked zone in Nankai and 
Cascadia subduction zones (Rogers and Dragert, 2003; Obara et al., 2004). 
Afterwards, VLFEs have been identified in Nankai subduction zone, and 
recently in Cascadia subduction zone (Ito et al., 2007; Ghosh et al., 2015). 
Because all of these phenomena have low-angle thrust focal mechanism 
(Dragert et al., 2001; Ito et al., 2007; Ide et al., 2007a), and because tectonic 
tremors are located on a thin line above intra-slab regular earthquakes 
(Shelly et al., 2006), slow earthquakes are interpreted to represent shear slip 
on the plate interface. Every component of slow earthquakes are usually 
synchronized each other (recently exception is reported by Hutchison and 
Gosh, 2016) with relatively constant recurrence intervals. Hence, their 
activities are called episodic tremor and slip (ETS; Rogers and Dragert, 2003; 
Obara et al., 2004). Now, slow earthquakes have been identified not only in 
Nankai and Cascadia subduction zones, but also in various subduction zones 
and transform faults around Pacific, and even in inland faults (e.g., 
Schwartz and Rokosky, 2007; Beroza and Ide, 2011; Obara, 2011; Chao and 
Obara, 2016). Slow earthquakes have been identified on the shallower plate 
interface in subduction zones as well (e.g., Obara and Ito, 2005). Because 
slow earthquakes are usually located at the along-dip transition zones from 
locked zone to the stable slip zone on the fault, slow earthquakes are 
interpreted as brittle-ductile transitional phenomena. However, in some 
subduction zones, such Boso peninsula in Japan and Hikurangi subduction 
zone in New Zealand, swarm activities of regular earthquakes, instead of 
tectonic tremors, have been observed synchronizing with SSEs (Ozawa et al., 
2003; Wallace et al., 2012). SSEs are also observed in the source area of 2011 
Tohoku-oki earthquake before the mainshock (Ito et al., 2013) accompanying 
small regular earthquakes (Kato et al., 2012). In such subduction zones, the 
source area of regular earthquakes seems to be mixed or overlapped with 
that of slow earthquakes. Because similar swarm activities of regular 
earthquakes are observed in many subduction zones (Holtkamp and 
Brudzinski, 2011), SSEs may exist in wider tectonic environment than VLFs 
and tectonic tremors, though validation is difficult due to the limited 
observation network. Furthermore, some of SSEs, which are called long-term 
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SSEs with long recurrence intervals, are seismically silent, such as in Bungo 
Channel and Tokai in Nankai subduction zone, though they activate nearby 
tectonic tremors.  
 Slow earthquake can be characterized with the same parameters as 
regular earthquakes, such as the seismic moment, the seismic radiation 
energy, and the stress drop. The size-frequency distributions of slow 
earthquakes have not been clarified enough yet. The seismic moments of 
SSEs are reported to obey power law (i.e., GR law) with b-value of 1, as 
regular earthquakes, in Cascadia subduction zone (Wech et al., 2010). On the 
other hand, the size distributions of tectonic tremors or VLFEs are 
controversial. Watanabe et al. (2007) showed that distributions of 
displacement amplitude of tectonic tremors obey exponential law, not the 
power law. Aso et al (2013) estimated b-value for LFEs, and found that 
b-value is pretty high around 3, though magnitude distributions have cutoff 
around 0.5. They mentioned that power law is not appropriate to describe 
the size distributions of LFEs. In contrast, Bostock et al. (2015) insisted that 
the seismic moment distribution of LFEs can be described by the power law, 
but b-value is about 5, which is pretty higher than that for regular 
earthquakes. The moment magnitude of SSEs usually ranges from 5.5 to 7.5 
(e.g., Schwartz and Rokosky, 2007). VLFs have magnitudes about 3-4 (Obara 
and Ito, 2005; Ito et al., 2007). Although the estimation of magnitudes of 
LFEs is difficult, it is estimated to be about 0-2 from the amplitude of LFEs 
(Aso et al., 2013; Bostock et al., 2015). Comparing those magnitudes with 
their duration, it has been revealed that slow earthquakes have a very 
different scaling relation from regular earthquakes (Ide et al., 2007b), 
though the revised scaling relation is proposed by Ide (2008) and Gomberg et 
al. (2016). As explained above, magnitudes of regular earthquakes are 
proportional to the cube of their duration (Houston, 2001). Meanwhile, 
magnitudes of slow earthquakes are linearly proportional to their duration, 
i.e., the moment rate of slow earthquakes are almost constant at 1012-1013 
Nm/s. Therefore, the duration of slow earthquake is much longer than that of 
regular earthquakes with the same magnitude. That is, the deformation by 
slow earthquakes is, as its name suggests, slower than regular earthquakes. 
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This means that slow earthquakes are not self-similar, which is the 
fundamental characteristic of regular earthquakes. On the other hand, the 
scaled energy and the stress drop are constant for slow earthquake as well. 
However, the scaled energy of slow earthquake is about 10-10 (Ide et al., 
2008), which is much smaller than that of regular earthquakes at 10-5 (Ide 
and Beroza, 2001). The stress drop of slow earthquake is estimated about 10 
kPa (Ide et al., 2007b), which is also much smaller than that of regular 
earthquakes at about 3 MPa (Abercrombie and Rice, 2005). 
 Fourier spectrum of displacement seismogram of slow earthquake 
falls inversely proportional to the frequency in high frequency (Ide et al., 
2007b). This is different from that of regular earthquakes, which can be 
explained by the omega-square model. The constant moment rate function 
observed in the scaling relation (Ide et al., 2007b) can explain this f-1 
spectrum. However, f-1 spectrum cannot continue to the infinite frequency, 
unless the seismic radiation energy becomes infinite. Zhang et al. (2011) 
stacked array data located at Cascadia subduction zone to improve signal to 
noise ratio, and observed that Fourier spectrum decays by f-2 as regular 
earthquakes at high frequency around 10-20 Hz. Combined with the 
observation of Shelly et al. (2007a) that tectonic tremors is a swarm of LFEs, 
slow earthquake can be considered as a swarm of very tiny seismic events 
with the lower stress drop. 
 Tectonic tremors in ETS sometimes show migrations both in 
along-strike and along-dip directions (Obara, 2002; Houston et al., 2011; 
Peng et al., 2015). Migration speed varies with the scale we look at, which 
can be characterized as the diffusive migration pattern (Ide, 2010a). 
Analysis combined seismic and geodetic data shows that migration of 
tectonic tremors manifests the migration of SSEs (Hirose and Obara, 2010). 
Considering the constant moment rate of slow earthquakes with this 
migration of slow earthquakes, the essential nature of slow earthquakes may 
be the propagation of slip pulse at slow slip velocity, which cannot accelerate 
to fast slip velocity for some reason, instead of self-similarity.   
 As it is for regular earthquakes, slow earthquakes also show 
spatially unique characteristics. Precise hypocentral locations of tectonic 
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tremors or LFEs have revealed that the spatial distribution of them is not 
random, but has some spatial structure. Such spatial structure of LFE 
hypocenters is preserved among different SSEs (Peng et al., 2015; Peng and 
Rubin, 2016), which suggests the similarity to repeating earthquakes. 
Several lineaments of tremor hypocenters have been identified in western 
Shikoku. Directions of those lineaments are consistent with current or past 
plate motion directions (Ide, 2010a). Therefore, spatial structure of tremor or 
LFE hypocenters should be related to some property on the plate interface. 
Furthermore, activities of slow earthquake are separated into segments. A 
preferable along-strike migration direction seems to exist in each segment 
(Obara, 2010). The time invariant segment boundary invokes its relation to 
some spatial characteristics of the plate interface. 
 Further difference between slow earthquakes and regular 
earthquakes is the sensitivity to small stress perturbations. Various stress 
perturbations exist on the fault, such as tidal stress and transient stress by 
the passing surface wave. Tidal triggering of regular earthquakes was the 
controversial topic in seismology. Although tidal triggering can be 
statistically verified in some specific tectonic setting or conditions, their 
correlation is generally statistically very weak for regular earthquakes (e.g., 
Tsuruoka, et al., 1995; Cochran et al., 2004). However, tectonic tremors are 
highly sensitive to tidal stress (Shelly et al., 2007b). Tectonic tremors are 
triggered by the passage of surface waves as well (Miyazawa and Mori, 2005). 
Because slow earthquakes lie adjacent to the locked zone on the plate 
interface, and because slow earthquakes are very sensitive to small stress 
changes, it is suggested that stress accumulation process in the locked zone 
may influence slow earthquake activities (e.g., Obara and Kato, 2016). For 
example, an activation of tectonic tremors has been reported in San Andreas 
Fault three weeks before M6 earthquake (Nadeau and Guilhem, 2009). If it 
is true, monitoring slow earthquake will be helpful for earthquake 
forecasting, though further physical understanding is definitely necessary.  
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1.2. Models for Diverse Slip on the Fault 
 As reviewed in the previous section, diverse modes exist in the 
shear slip behavior on the plate interface. Understanding the physical 
mechanism of this diversity is inevitable to understand the whole seismic 
cycle in subduction zones because these diverse slips occur side-by-side on 
the same plate interface interacting each other. Many previous studies have 
tried to model slip diversity. In this section, various models constructed by 
previous studies are reviewed. 
 
1.2.1. Rate and state friction model 
 Many previous studies numerically simulated shear-slip behavior 
on the fault using rate and state friction (RSF) law. RSF law is empirically 
derived based on rock experiments (Dieterich, 1979), which defines the 
relation between stress and slip velocity on the fault as 
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In Equation (1.2), σ is the normal stress on the fault. τ and V represent shear 
stress and slip velocity on the fault, respectively. τ0 is ambient shear stress 
on the fault when the fault slips at the reference slip velocity V*. The second 
term on the right-hand side of Equation (1.2) is called the direct effect, which 
increases stress with increasing slip velocity. The direct effect reflects 
rheological resistivity of the fault. θ in Equation (1.2) is called the state 
variable, which represents the strength of coupling on the fault (e.g., 
Nakatani, 2001). θ* is a reference state variable when the fault steadily slips 
at the reference slip velocity V*. The third term on the right-hand side of 
Equation (1.2) decreases stress on the fault with the weakening of the fault 
coupling (decreasing state variable). Temporal changes of the state variable 
are empirically derived in many ways. Popular formulations are the aging 
law (Dieterich, 1979) 
dθ
dt

=1−Vθ
Dc

, (1.3) 

and the slip law (Ruina, 1983) 
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where Dc is the characteristic slip distance. With those laws, the reference 
state variable θ* can be expressed as  

θ* =
Dc

V*
. (1.5) 

RSF parameters a and b are dependent on the tectonic environment, 
such as rock types, temperature and pressure (e.g., Blanpied et al., 1991). In 
the single spring-block system, the fault shows velocity-strengthening (VS) 
behavior, which results in stable slip, when a-b value is positive. When a-b is 
negative, the fault shows velocity-weakening (VW) behavior in the steady 
state, which results in stick-slip behavior if the system stiffness is small 
enough. 
 RSF law can reproduce shear slip behavior on the fault at relatively 
low slip velocity around 10-6-10-3 m/s. On the other hand, the strength of the 
fault decreases rapidly contrary to the prediction by RSF law at seismic slip 
velocity (Di Toro et al., 2004). This is called the dynamic weakening effect. 
Various mechanisms have been proposed to reduce frictional strength at 
seismic slip velocity, such as thermal pressurization (Sibson, 1973) and flash 
melting (Tsutsumi and Shimamoto, 1997). 
 Shear slip behavior of a strike-slip fault governed by RSF law is 
numerically simulated by Tse and Rice (1986). They considered 
depth-dependent a-b values on the fault based on a temperature profile 
along the fault. In rock experiments results, a-b values are negative at lower 
temperature (i.e., shallower fault), which cause stick-slip behavior. On the 
other hand, a-b values are positive at higher temperature (i.e., deeper fault). 
Therefore, in their numerical calculations simulating seismic cycles, regular 
earthquakes occur at the shallower fault, whereas afterslip occurs at the 
deeper fault following shallower regular earthquakes. Many studies have 
been done based on their study with various developments, such as inclusion 
of a realistic bending plate interface (e.g., Hori et al., 2004), interacting 
several seismic patches (e.g., Kato 2003, 2007), and considering various 
dynamic-weakening effects (e.g., Noda and Lapusta, 2013).  
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 After the discovery of slow earthquake, RSF models are used to 
explain the diversity of slip behavior. When the size of VW zone (VWZ) is 
tuned such that it is close to the nucleation size (Rubin and Ampuero, 2005; 
Ampuero and Rubin, 2008), the fault shows aseismic stick-slip events, which 
is similar to SSE (Figure 1.1; e.g., Liu and Rice, 2005, 2007; Ariyoshi et al., 
2009, 2012; Mitsui 2015). Because a-b value transits from a negative value to 
a positive value with increasing depth, the nucleation size of VWZ may 
increases at this transition, which could realize this tuning. However, Rubin 
(2008) pointed out that RSF-parameter range generating aseismic stick-slip 
is wide enough with the aging law, whereas it is too narrow with the slip law.  
 To reproduce the co-existence of various sizes of regular 
earthquakes on the same plate interface in the numerical simulation, 
cascade up model has been also proposed (Figure 1.1; Ide and Aochi, 2005; 
Hori and Miyazaki, 2010; Noda et al., 2013). In this model, various sizes of 
slip-weakening or VW patches are distributed on the fault with critical slip 
distance scaled by its size. Because larger seismic patches have longer 
critical distance, larger earthquakes occur less frequently, though it is not 
clarified in the model why the critical slip distance varies with the size of 
seismic patches. This model can explain the scaling of the initial moment 
growth as well (Ide and Aochi, 2005). 
 

 
Figure 1.1: A schematic figure of RSF model. Circles are VWZ on the fault. 
Arrows represent the nucleation size of VWZ. In the hierarchical asperity 
model, colors of circles and arrows are corresponding. 
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1.2.2. Rate and state friction model with cut-off velocity 
 In the shear deformation experiments of halite, velocity-dependence 
of stress in the steady state (VW or VS behavior) has been changed with slip 
velocity (Shimamoto, 1986). In this experiment, VW behavior was observed 
at the lower slip velocity, whereas VS behavior was observed at the higher 
slip velocity. This behavior cannot be explained by the original RSF law. 
Shibazaki and Iio (2003) modeled such behavior by modifying RSF law with 
the cut-off velocity as 
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Figure 1.2: An example of velocity dependence of stress in the steady state 
of RSF law with cut-off velocity. Following parameters are used for the 
calculation; a=0.004, b=0.006, V1=10-1 m/s, V2=10-7 m/s. 
 
Here, V1 and V2 are cut-off velocity for the direct effect and the fault 
weakening. When V2 << V1 and a-b < 0 is assumed, the fault shows VW 
behavior at V < V2 in the steady state. At V2 < V < V1, the fault changes its 
behavior to VS. At V1 < V, stress becomes constant regardless of slip velocity 
(Figure 1.2). Hence, using this frictional law, it is possible that the stick slip 
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initiated at low slip velocity is in reversal decelerated at higher slip velocity, 
resulting in aseismic stick-slip events (i.e., SSEs). Shibazaki and Shimamoto 
(2007) simulated seismic cycle in subduction zones including both shallower 
regular earthquake and deeper slow earthquakes assuming the depth 
dependence of cut-off velocity. 
 
1.2.3. Dilatant hardening model 
 

 
Figure 1.3: A schematic figure of the thermal pressurization and the 
dilatant hardening. The pore fluid (light blue) is heated by the slip. Heated 
pore fluid (orange) increases its volume. Slip also creates new pore space.  
 
 Some models decelerate slip velocity on the fault through a process 
called the dilatant hardening (e.g., Suzuki and Yamashita, 2009; Liu and 
Rubin, 2010; Segall et al., 2010; Yamashita and Suzuki, 2011). It is expected 
that pore fluid exists around the plate interface due to the dehydration of 
subducted minerals (Hacker et al., 2003). When the fault slips, frictional 
heating raise temperature of the pore fluid, which increases pore-fluid 
pressure on the fault. Higher pore-fluid pressure decreases the effective 
normal stress, which weakens the shear strength. As a result, seismic slip is 
enhanced. This process is called the thermal pressurization (Figure 1.3; 
Sibson, 1973). On the other hand, the pore space is also considered to 
increase by slip on the fault due to the dilatancy of rocks. When the pore 
space is increased, pore-fluid pressure decreases because the pore fluid 
escapes to the created pore space, which suppresses the slip on the fault. 
This process is called the dilatant hardening (Figure 1.3; Rice, 1975). When 
the thermal pressurization is dominant in the slip process, the fault shows 
seismic slip. In contrast, if the dilatant hardening is dominant, slip on the 
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fault and its rupture propagation are suppressed at slow velocity. Because 
the efficiency creating pore space with slip can be influenced by the tectonic 
environment, such as temperature and pressure, this model has also 
potential to explain the diversity in shear-slip behavior on the fault. 
 
1.2.4. Frictionally heterogeneous fault model 
 A series of studies by Ando et al. (2010, 2012) and Nakata et al. 
(2011) have constructed slow earthquake model with the frictional 
heterogeneity on the fault. In their model, slip-weakening friction law with 
Newtonian rheology has been utilized instead of RSF law. Brittle patches, 
which generate seismic events, are embedded on the ductile background, on 
which stress diffuses to surroundings. When slow slip on the background 
reaches a brittle patch, a small seismic event occurs by breaking the brittle 
patch. Accumulated stress on the brittle patch is released, and it diffuses 
into surroundings, which accelerate background slow slip, though 
background cannot be accelerated up to seismic slip velocity due to the 
Newtonian viscosity. Accelerated background slow slip successively ruptures 
brittle patches, resulting in the boxcar shape of total moment rate function, 
which reproduces f-1 decay of displacement spectrum (Ide et al., 2007b). 
Newtonian viscosity reproduces diffusive migration pattern of tectonic 
tremors (Ide, 2010a) as well. Faster migrations of tectonic tremors in short 
time scale (rapid tremor reversals or RTRs; Houston et al., 2011) can be also 
reproduced as the rupture of brittle patches with higher frictional strength. 
 Nakata et al. (2011) has shown that this frictionally heterogeneous 
fault model is also useful to explain the diversity of slip behavior on the fault. 
They conducted numerical simulations of several frictionally heterogeneous 
faults with different density of brittle patches. As a result, some fault with 
low or medium density of brittle patches show slow-earthquake like slip 
behavior. In contrast, when the density of brittle patches is high, ductile 
background is also accelerated to seismic slip velocity. A total moment rate 
function is a triangular shape and its spectrum has f-2 decay, corresponding 
to regular earthquakes.  
 Skarbek et al. (2012) also explored the frictionally heterogeneous 
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fault model to explain the transition from regular earthquakes to slow 
earthquakes. In their model using RSF, VWZ and VS zone (VSZ) are divided 
into pieces smaller than the nucleation size of VWZ. They have investigated 
the shear slip behavior of the fault in such condition with various density 
and a-b value of VSZ. As a result, they have found that the entire fault 
including VSZ shows seismic slip behavior when a-b in VSZ is close to zero. 
On the other hand, when a-b value in VSZ is high, the fault shows aseismic 
stick-slip behavior (SSEs). 
 Dublanchet et al. (2013) also modeled the frictionally heterogeneous 
fault with RSF. In their model, VWZ, which generate regular earthquake, 
are distributed randomly on the infinite fault plane with cyclic boundary 
condition. Then, they have investigated shear-slip behavior of the fault with 
various proportions of VW zone on the fault and with various a-b values in 
VS zone. As a result, they have found that seismic events are restricted only 
within VWZ when a-b in VSZ is high, whereas the entire fault slips 
seismically when a-b value in VSZ is close to zero. 
 These studies suggest that the frictionally heterogeneous fault 
model can also be a candidate of the unified seismic source model explaining 
diverse seismic slip behavior (Figure 1.4). 
 

 

Figure 1.4: A schematic figure of the frictional heterogeneity model. Black 
color represents brittle patches. White color represents ductile region on the 
fault. Macroscopic shear slip behavior on the fault changes with the portion 
of brittle patches on the fault. 
 
1.2.5. Mathematical model 
 Statistical properties of seismicity are sometimes modeled by a 
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mathematical model, in which the physical background is not necessarily 
clear. For regular earthquakes, ETAS model (Ogata, 1988) is well-known 
statistical model explaining the mainshock-aftershocks sequence. ETAS 
model regards seismicity of regular earthquakes as time-dependent Poisson 
process as 

λ t( ) = µ +
K exp β Mi −Mc( )"# $%

t − ti + c( )pti<t
∑ . (1.7) 

Probability generating earthquakes λ at time t is the summation of 
background seismicity rate due to tectonic stress accumulation µ and 
triggering effect by previous earthquakes occurred at time ti. Triggering 
effect is inversely proportional to the exponent p of the lapse time from the 
event with delay time c (Omori law; Omori, 1894; Utsu, 1970), and is 
exponential to the magnitude of the event Mi. K and β are constant model 
parameters. Mc is the complete magnitude of an earthquake catalog. 
Although the relation to the physical mechanism is unclear, ETAS model can 
characterize seismicity very well. Seismic swarms are characterized 
differently from regular seismicity as higher background seismicity rate with 
weak triggering effect. It implies that regular earthquakes in seismic 
swarms are triggered by other physical mechanisms than 
mainshock-aftershock triggering, such as fluid migrations or SSEs. 
 Brownian walk model is proposed for the seismicity of slow 
earthquake (Ide, 2008, 2010b). In this model, a parameter related to the 
length scale of rupture area is fluctuated by the random process called 
Orstein-Uhlenbeck process (Uhlenbeck and Ornstein, 1930). Though this 
model can explain various characteristics of slow earthquake, such as the 
scaling relation (Ide et al., 2007b), the displacement spectrum (Ide et al., 
2007b), and exponential distributions of tremor amplitude (Watanabe et al., 
2007), the relation to the physical mechanism on the fault is unclear. 
 Ben-Zion (2012) has constructed non-continuum fault model, in 
which a parameter related to the stress drop decreases with increasing the 
depth. At the shallower plate interface, the size-frequency distribution obeys 
power law with the characteristic earthquake, in which seismic slip occurs 
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on the entire fault. Because this model is in non-continuum limit, every 
discretized grid can slip seismically alone. GR law of resultant seismicity 
comes from this non-continuity of the model. The scaling relation between 
the duration and the seismic moment of the shallow seismicity obeys that of 
regular earthquakes. On the other hand, the characteristic earthquakes do 
not occur in the deeper fault where the stress drop is close to zero. Although 
the size-frequency distributions obey the power law as well, the seismic 
moment is proportional to the square of the duration when the seismic 
moment is small, and is linearly proportional to the duration when the 
seismic moment is large, as predicted by the Brownian walk model of Ide 
(2008, 2010b). However, how to relate this model to the continuum model is 
not still clear. 
 
 
1.3. My Research Projects 
 Since I have started my research activity in 4th-year undergrad, my 
research goal has been to understand the physical mechanism of slip 
diversity on the fault. To reach this goal, I have done several research 
projects and published six papers as a first author and five papers as a 
co-author in international peer-reviewed journals. In this section, those 
papers excluded from this thesis are briefly reviewed. 
 
1.3.1. Depth of tectonic tremors 

The location of events is the basic and fundamental information for 
the analysis and the interpretations. However, it is difficult to estimate the 
precise locations, especially the depth, of tectonic tremors because of the 
invisible P-wave and the ambiguous S-wave. Therefore, there were 
controversies about their location in the early stage of slow-earthquake 
study (Kao et al., 2005). To overcome this problem, LFE signals among 
tectonic tremors are usually investigated because LFEs have relatively 
clearer P-wave and S-wave arrival. However, this method is not applicable 
where LFEs have not been identified. Therefore, a new method to estimate 
the depth of tectonic tremors has been constructed. This work was published 
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in Earth and Planetary Science (Yabe and Ide, 2013). 
Measurements of arrival time differences between P-wave and 

S-wave are very useful to constrain the depth of events. Because the incident 
angle of seismic waves should be close to vertical due to the shallow 
low-velocity structure, P-wave should be mainly included in the vertical 
seismograms, though it is not visible due to its small signal and due to 
overlapping with S-waves of previous events. Whereas, S-wave should be 
included both in the vertical and horizontal seismograms. Therefore, the 
cross-correlation between vertical and horizontal seismograms will provide 
us information of S-P times. La Rocca et al. (2009) used seismic array data, 
and they stacked cross-correlation functions within the array. As a result, 
the peak corresponding to the S-P time is emphasized, which enabled them 
to locate tremors precisely. Their method has been modified to apply this 
method to the non-array data, because array data is not widely available. 
Instead of stacking within an array, cross-correlation functions are stacked 
for adjacent time windows at one station while tectonic tremors occur at 
similar hypocenter. S-P times are successfully measured with this new 
method, and tectonic tremors in east Kyushu Island are located around the 
plate interface estimated by Yagi and Kikuchi (2003). 
 
1.3.2. Relation to thermal structure 
 Deep tectonic tremors have been usually observed in subduction 
zones where relatively young oceanic plate is subducted, such as Nankai, 
Cascadia, Mexico, and South Chile. In contrast, deep tectonic tremors have 
not been identified in Tohoku subduction zone, where the very old oceanic 
plate is being subducted (Muller et al., 2008). Because hotter subduction 
zones enhance the dehydrated reaction of subduting hydrated minerals at 
shallower plate interface (Hacker et al., 2003), and because the existence of 
high pressured pore fluid is expected from the sensitivity of slow earthquake 
to small stress perturbations (Miyazawa and Mori, 2005; Shelly et al., 2007b) 
and from the seismic velocity structure around the source area of deep 
tectonic tremors (Shelly et al., 2006), tectonic tremors are considered to be 
hosted at hotter subduction zones. However, deep tectonic tremors have been 
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identified in Hikuranki subduction zones in New Zeland, where the old 
oceanic plate is subducted (Taylor, 2006). Tectonic tremors in Hikurangi 
subduction zone show strong along-strike variation in the depth (Fry et al., 
2011; Kim et al., 2011; Ide, 2012). The relation between the thermal 
structure and tremor depth has been tested, which was published in Earth 
and Planetary Science (Yabe et al., 2014a). 
 In the northeast part of Hikurangi subduction zone, SSEs and 
tectonic tremors occur at very shallow depth around 2-20 km (Wallace and 
Beavan, 2010; Kim et al., 2011; Wallace et al., 2016). On the other hand, 
SSEs and tectonic tremors occur at very deep depth around 30-70 km in the 
southwest part (Wallace and Beavan, 2010; Fry et al., 2011; Ide, 2012). 
Observed heat flow, which reflects the thermal structure under the ground, 
also shows the along-strike variation, high in northeast part and low in 
southwest part (Pollack et al. 1993; Townend 1997; Allis et al. 1998). The 
thermal structure of Hikurangi subduction zone is modeled with 
two-dimensional numerical simulations constructed by Yoshioka and 
Sanshadokoro (2002) and Torii and Yoshioka (2007). Frictional heating on 
the plate interface has been varied to fit the heat flow data on the surface. As 
a result, we reached the conclusion that it is possible that tremor depth 
changes according to the along-strike variation of thermal structure on the 
plate interface. However, it has been also recognized that uncertainty of 
thermal structure estimation is very large due to the limited number of heat 
flow observations.  
 
1.3.3. Amplitude variations of tectonic tremors 
 Although the seismic radiation energy is an important parameter to 
characterize the seismic event, its estimation for slow earthquakes has been 
conducted in a few limited cases (Ide et al., 2008; Maeda and Obara, 2009). 
Because slow earthquakes show diverse activities among subduction zones 
and even within an individual subduction zone, uniform estimations of the 
seismic radiation energy are needed for various places. To estimate the 
seismic radiation energy, evaluations of the seismic attenuation is also 
important (Ide et al., 2003). In this project, the seismic attenuation has been 
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estimated using seismic signals of tectonic tremors. Using the estimated 
seismic attenuation, the seismic radiation energy is widely estimated for 
tectonic tremors in Nankai, Cascadia, Mexico, and South Chile subduction 
zones. Results were published in Bulletin of the Seismological Society of 
America (Yabe et al., 2014b) and in Journal of Geophysical Research (Yabe 
and Ide, 2014). 
 Some of subduction zones, such as Nankai and Cascadia, have a 
large locked zone on the plate interface. Almost no earthquakes occur during 
an inter-seismic period on the plate interface. Hence, in such subduction 
zones, it is difficult to estimate an attenuation of seismic waves with regular 
earthquakes on the plate interface. Instead, such subduction zones usually 
host deep tectonic tremors, which radiate small seismic signals from the 
deep plate interface. This study utilized seismic signals of tectonic tremors to 
estimate the seismic attenuation. The seismic attenuation is estimated as a 
function of hypocentral distance. Because the shallow structure around a 
seismic station also affects amplitude of seismograms, site effects are also 
estimated. The seismic radiation energy of tectonic tremors is estimated by 
calibrating observed energy with the estimated seismic attenuation and site 
effects. Amplitude of tectonic tremors is defined as the seismic radiation 
energy divided by the duration of tectonic tremors. Amplitude of tectonic 
tremors obeys exponential law, rather than the power law. Tremor activity 
usually initiates at the down dip edge of tremor zone, where amplitude of 
tremors is low. Small tremor activities during an inter-SSE period are 
limited within the small-amplitude area. When the large-amplitude area is 
activated after the initiation of tremor activity in the small-amplitude area, 
ETS starts long migration in the along-strike direction. During migrations of 
tectonic tremors, RTRs are observed with relatively larger-amplitude 
tremors. The large slip area of SSEs is also consistent with the 
high-amplitude area of tectonic tremors. These observations suggest that 
amplitude of tectonic tremors is related to the strength of local coupling on 
the fault. That is, lower-amplitude tremors represent weaker coupling, 
which can be activated frequently. Higher-amplitude tremors represent 
stronger coupling, which can endure higher stress with infrequent ruptures. 
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1.3.4. Universal existences of VLFEs 
 In Nankai subduction zone, where slow earthquakes have been 
discovered at the earliest stage of slow earthquake study, tectonic tremors 
and SSEs have been widely identified (Obara, 2002; Nishimura et al., 2013). 
On the other hand, VLFEs have been identified only in the limited part of 
Nankai subduction zone (Ito et al., 2007). If tectonic tremors, VLFEs, and 
SSEs are manifestations of the same slip on the plate interface observed in 
different frequency ranges, those phenomena should be co-located. Hence, 
the existence of VLFEs is explored by Ide and Yabe (2014), published in 
Geophysical Research Letter. A case study in Taiwan is also published in 
Geophysical Research Letter (Ide et al., 2015). 
 Assuming that VLFEs are synchronized with tectonic tremors, 
seismograms band-passed between 0.02-0.1 Hz are stacked aligned by the 
hypocentral time of tectonic tremors. As a result, clear signals of VLFEs 
become visible at every point where tectonic tremors occur (e.g., Takeo et al., 
2010). Focal mechanisms are estimated using the stacked waveform of 
VLFEs. Estimated focal mechanisms are low-angle thrust, consistent with 
the subduction. More precisely, slip vectors are parallel to the direction of 
plate motion of subducting Philippine Sea plate (Miyazaki and Heki, 2001). 
The normal vectors of fault planes are consistent with the local plate models 
(Ide et al., 2010). The magnitudes of VLFEs are estimated to be about M2-3. 
The averaged moment rate, the seismic moment divided by the duration of 
VLFEs, is linearly proportional to the averaged radiation energy rate 
estimated by Yabe and Ide (2014). The scaled energy is 10-10-10-9, which is 
consistent with Ide et al. (2008), and much smaller than that of regular 
earthquakes (10-5; Ide and Beroza, 2001). 
 
1.3.5. Recurrence intervals of tectonic tremors 
 Idehara et al. (2014), published in Earth, Planets and Science, 
uniformly quantified the characteristic recurrence interval of tectonic 
tremors in various subduction zones. The recurrence interval of tremor 
activities is expected to reflect the stress accumulation process and the 
strength of the coupling. They showed that the recurrence intervals tend to 
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be shorter for deeper tectonic tremors, as already pointed out by Obara et al. 
(2010) and Wech and Creager (2011). Deeper tremor zone should have 
shorter recurrence intervals because stable slip occurs at the deepest 
subduction zone accumulating stress on the plate interface. They have also 
shown that recurrence intervals positively correlate with the duration of 
tectonic tremors. 
 
1.3.6. Tidal modulation of seismicity 

As shown by previous studies (Thomas et al., 2012; Beeler et al., 
2013; Ide and Tanaka, 2014; Houston, 2015), and also shown in this thesis 
(Chapter 2), tectonic tremors are non-linearly sensitive to tide. If tidal 
sensitivity of tectonic tremors represents the modulation of slip velocity on 
the background plate interface, stress perturbations on the deep plate 
interface will influence the stress accumulation of locked zone on the 
shallower plate interface as well. Tanaka et al. (2015), published in Earth, 
Planets and Science, evaluate the effect of non-tidal stress perturbations due 
to the long-term variation of ocean height, and then temporal stress 
perturbations are compared with the seismicity. Ide et al. (2016), published 
in Nature Geoscience, investigated the relation between b-value of GR law 
and tidal stress. They showed that when the tidal stress enhances the slip on 
the plate interface, it is expected that the earthquakes are more likely to be 
larger, that is b-value is smaller.  
 
 
1.4. Composition of This Thesis 
 In my research project so far, spatial heterogeneities of various 
parameters characterizing slow earthquake activities have been investigated, 
including duration, amplitude and recurrence intervals of tectonic tremors 
and the seismic moment of VLFEs. In the first part of this thesis, another 
parameter has been examined. That is tidal sensitivity of tectonic tremors. 
Because the scaled energy rate is constant for slow earthquake, occurrences 
of tectonic tremors are expected to represent a slow slip on the background 
plate interface. Therefore, tidal sensitivity of tectonic tremors reflects the 
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relation between slip or slip velocity and tidal stress (i.e., friction law). The 
correlations between those parameters will also constrain source process of 
slow earthquake. Based on the result of the analysis, a qualitative model for 
slow earthquake has been constructed, following the model of Ando et al. 
(2010, 2012) and Nakata et al. (2011). 
 In the proposed model, frictional heterogeneities on the fault play 
an important role to make tremor activities diverse. Some previous studies 
(Nakata et al., 2011; Skarbek et al., 2012) show that a class of frictionally 
heterogeneous fault model may explain the transition from regular 
earthquakes to slow earthquakes as well. To explore such possibilities 
further, numerical simulations of seismic rupture on the fault with frictional 
heterogeneities have been conducted in the latter half of this thesis. To 
understand the basic physics of seismic rupture on frictionally 
heterogeneous fault, the simplest situation is considered; a linear fault in 2D 
elastic medium. RSF law is used as a friction law based on results of 
tidal-sensitivity analysis. It has been found that slip behavior of 
heterogeneous fault changes with the proportion of VWZ or spatially 
averaged a-b value on the fault. The result of this numerical simulation 
implies that frictionally heterogeneous fault model has potential to explain 
the diversity of seismic phenomena. 
 This thesis is organized as follows. In Chapter 2, tidal sensitivity of 
tectonic tremors has been investigated, which is published in Journal of 
Geophysical Research (Yabe et al., 2015). In Chapter 3, numerical 
simulations of seismic ruptures on an infinite frictionally heterogeneous 
fault in the simplest situation have been conducted, which is published in 
Journal of Geophysical Research (Yabe and Ide, 2017). In Chapter 4, some 
examples of numerical simulations of shear-slip behavior on a finite planar 
fault with frictional heterogeneities have been presented, which is not 
published yet. In Chapter 5, the importance of constructing frictionally 
heterogeneous fault model has been discussed in terms of understanding 
diverse seismicity, followed by conclusions in Chapter 6. 
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2. Tidal sensitivity Analysis 
 This chapter is modified from Yabe et al. (2015), published in 
Journal of Geophysical Research. 
 
2.1. Introduction 
 Tidal sensitivity of regular earthquakes has been a long debate in 
the field of seismology since 19th century. An early work was done by 
Schuster (1897), who showed that there are no statistical correlations 
between seismicity and the Earth tide. Since then, many studies reported no 
correlations between the Earth tide and regular earthquakes, whereas other 
studies reported significant correlations between them. For example, Heaton 
(1975) argued that tidal sensitivity of regular earthquakes located at 
shallower than 30 km depth with oblique-slip or dip-slip focal mechanism is 
statistically significant. Tsuruoka et al. (1995) also reported significant tidal 
sensitivity for normal-fault earthquakes. Tanaka et al. (2002b) and Cochran 
et al. (2004) found tidal correlations for reverse-fault earthquake as well. On 
the other hand, Vidale et al. (1998) concluded that tidal sensitivity is 
statistically insignificant for earthquakes on San Andreas Fault. Discussions 
on tidal triggering of regular earthquakes seem to reach a consensus that it 
cannot be observed globally, though weak sensitivity could be observed for a 
selected group of seismicity (for example, focal mechanism). Stress 
perturbations due to tidal stress are only about 1 kPa, which is much smaller 
than the stress drop of regular earthquakes (~3 MPa; Abercrombie and Rice, 
2005). Hence, tidal stress is generally considered to be too small to trigger 
regular earthquakes, which is why regular earthquakes show only very weak 
tidal sensitivity. However, a series of studies by Tanaka et al. (2002a, 2006) 
and Tanaka (2010, 2012) provided interesting observations about temporal 
variations of tidal sensitivity of regular earthquakes. Those studies showed 
that tidal sensitivity increases before large earthquakes. It could be 
interpreted that even small tidal stress might influence regular earthquakes 
if the stress state on the plate interface is built up close to failure of large 
earthquakes. 
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 Tidal sensitivity of slow earthquakes has been investigated soon 
after its discovery in the beginning of 21st century. Surprisingly, slow 
earthquakes are quite sensitive to tidal stress. It is first recognized by the 
12.4 hr periodicity of tremor catalog (e.g., Shelly et al., 2007b; Rubinstein et 
al., 2008). Although tidal stress has various periodicities in its temporal 
variation, its dominant component has 12.4 hr periodicity, which is called 
M2 tide. The power spectrum of tremor catalog has a peak corresponding to 
M2 tide, as shown in Figure 2.1. In Figure 2.1, the power spectrum of tremor 
catalog detected by Yabe and Ide (2014) with the envelope correlation 
method is plotted. Tectonic tremors at 33.3-33.5ºN and 132.7-132.9ºE 
between April 2004 and March 2009 are considered. The tremor catalog is 
regarded as a sequence of delta function δ(t-ti), where t is time and ti is the 
timing of i-th tremor. The Fourier spectrum amplitude at frequency f is 
calculated as 

P f( ) = 1
N

exp 2πifti( )
i
∑ . (2.1) 

The largest amplitude in Figure 2.1 is located at the period of ~0.518 day 
(~12.4 hr), corresponding to the period of M2 tide. The second largest peak is 
located around the period of just 1 day. It might be due to an artificial effect 
of the human activity. Minor peaks are located at the period of S2, K1, and 
O1 tides, though its significance is not clear.  

Focusing on the spectrum amplitude at M2 tidal period, spatial 
variations of tidal sensitivity of tectonic tremors can be evaluated (Ide, 2010a, 
2012). In Figure 2.2, spatial distributions of spectrum amplitude at M2 tidal 
period of tremor catalog by Yabe and Ide (2014) is shown in Shikoku region. 
Spectrum amplitude at M2 tidal period is calculated every 0.1º grids with a 
bin size of 0.2º. Within each bin, 100 events are randomly selected and 
spectrum amplitude at M2 tidal period (Equation (2.1)) is calculated for 100 
times. A mean value of 100 calculations is plotted at each grid. 
 Now it is interpreted that the tidal stress can trigger slow 
earthquake because the stress drop of slow earthquake is much smaller (~10 
kPa; Ide et al., 2007b) than that of regular earthquakes due to near 
lithostatic pore-fluid pressure (e.g., Shelly et al., 2006; Audet et al., 2009). In 
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addition to tidal sensitivity of tectonic tremors, slip velocity of SSEs is 
modulated by tidal stress as well (Hawthorne and Rubin, 2010). We also 
recognized that the source of stress perturbations is not only the Earth tide. 
For example, triggering of tectonic tremors due to passing surface wave from 
distant earthquakes is reported (e.g., Miyazawa and Mori, 2005; Rubinstein 
et al., 2007). SSEs also seem to be triggered by small stress perturbations 
due to passing typhoons in Taiwan (Liu et al., 2009).  
 

 
Figure 2.1: The power spectrum of tremor catalog (Equation (2.1)) 
constructed by Yabe and Ide (2014) at 33.3-33.5ºN and 132.7-132.9ºE 
between April 2004 and March 2009. 
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Figure 2.2: Spatial variations of spectrum amplitude at M2 tidal period 
(12.4 hr) in Shikoku region. 
 
 Because tidal sensitivity of tremors represents slip responses of the 
plate interface to stress perturbations, tidal sensitivity should be related to 
frictional properties on the fault. Hence, spatial variations of tidal sensitivity, 
such as Figure 2.2, would reflect spatial variations of frictional properties on 
the deep plate interface. However, quantitative evaluations of frictional 
properties are difficult based on the periodicity of tremor catalog. Instead, 
quantitative calculations of tidal stress enable us to estimate frictional 
properties on the plate interface. Nakata et al. (2008) explained the phase 
delay of tremor activities to tidal stress by RSF law (Dieterich, 1979), and 
estimated frictional parameters of RSF law. Thomas et al. (2009) estimated 
an effective frictional coefficient with the assumption that maximum tidal 
sensitivity should be realized, and showed that an effective frictional 
coefficient is very small (<0.1). Recent studies (Thomas et al., 2012; Beeler et 
al., 2013; Ide and Tanaka, 2014; Houston, 2015) found an exponential 
relation between tremor rate and tidal stress. Assuming that tremor rate is 
proportional to the background slip rate, this exponential relation means slip 
velocity is proportional to exponential of stress. Thomas et al. (2012) and 
Beeler et al. (2013) investigated tectonic tremors in San Andreas Fault, and 
found an exponential relation between tremor rate and tidal shear stress. 
Beeler et al. (2013) examined dislocation creep, dislocation glide, and RSF 
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law to explain the relation, and interpreted this exponential relation as the 
direct effect of RSF. Ide and Tanaka (2014) investigated an isolated tremor 
cluster in Nankai subduction zone, which is very sensitive to tide, and found 
an exponential relation between tremor rate and tide level recorded at 
nearby tide gauge. They interpreted this relation as the RSF-type 
rate-strengthening friction law. Houston (2015) investigated tremors in large 
ETS episodes in Cascadia subduction zone, and found that tremors in the 
early and intermediate stage of ETS do not show tidal sensitivity, whereas 
tremor rate in the later stage of ETS is an exponential function of the 
calculated tidal stress. She interpreted that this relation as Weibull-type 
friction law, and that temporal change of tidal sensitivity is due to the slip 
weakening of plate interface by SSE. 
 This study investigates the tidal sensitivity of tectonic tremors in 
Nankai, Cascadia, and Mexican subduction zones. We particularly focus on 
the spatial variations of tidal sensitivity because previous studies were 
spatially limited or averaged. The estimation of spatial variations of tidal 
sensitivity enables comparison with the spatial variations of tremor duration 
and amplitude, which were estimated by Yabe and Ide (2014). The spatial 
variations of the two latter properties should also reflect the heterogeneity 
on the plate interface. Hence, comparison of these characteristics will be 
helpful to constrain the source physics of slow earthquakes. In Section 2.2, 
methodology is first presented, including tidal stress calculations, the 
categorization of tremors into “initiation”, “front”, and “later” groups, and the 
tidal sensitivity estimation using the maximum likelihood method. In 
Section 2.3, spatial distributions of the estimated tidal sensitivity are shown, 
and they are compared with spatial variations of duration and amplitude. 
Finally, we discuss how a frictional property can be estimated from tidal 
sensitivity of tremors, and present a qualitative physical model of slow 
earthquakes in Section 2.4, followed by conclusions in Section 2.5. 
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2.2. Analysis Method 
2.2.1. Tidal stress calculation 
 In the tidal stress calculation, both body tide and ocean tide are 
estimated (e.g., Tsuruoka et al., 1995). First of all, we calculate Green’s 
function for body tide and ocean tide. Then, tidal stress by body tide and 
ocean tide are calculated respectively, by multiplying driving force 
(gravitational potential change for body tide and ocean height change for 
ocean tide) with the calculated Green’s function. 
 We calculate the Green’s function for a spherical earth for the sake 
of tidal stress calculation. Here, we assumed that physical properties of the 
Earth change only in the radial direction, and used PREM structure 
(Dziewonski and Anderson, 1981). To obtain Green’s function, we solve the 
following equation of motion (Takeuchi and Saito, 1972) 

∇⋅τ( )r −∇r ρgu( )− ρ∇rΦ+ g


∇⋅ρ
s( )− 1r τθθ +τφφ( ) =ω 2ρu
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φ
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&
'

(

)
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where τ is stress tensor, ρ is density before reformation, g is initial gravity, Φ 
is gravity potential change, 

s = (u,v,w)  is displacement vector, and ω is 
frequency of tidal loading. The gravity potential change is related to density 
by, 

∇2Φ = 4πG

∇⋅ρ
s    (2.3) 

where G is gravitational constant. We also need constitutive equation 
between traction and displacement, assuming complete elasticity and 
isotropy, 

τ rr = λε + 2µ
∂u
∂r  

τθθ = λε + 2µ
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To solve Equations (2.2)-(2.4), we expand it using Legendre polynomial like 
Equation (2.5). 

u = Un (r)Ynm θ,φ( )
m=−n

n

∑
n=0

∞

∑
 

v = Vn (r)
∂Ynm θ,φ( )

∂θm=−n

n

∑
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∞

∑
 

w = Vn (r)
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sinθ ∂φm=−n

n
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  (2.5) 
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τθθ , τθφ  and τφφ  can be constructed using u, v, τrr and τrθ if they are given. 

Gravity potential is also expanded by Legendre polynomial as follows. 

Φ = Ψn r( )Pn cosθ( )
n=0

∞

∑
  (2.6) 

We also introduce new parameter Qn defined below. 

Qn =
∂Ψn

∂r
− 4πGρUn +

n+1
r

Ψn
  (2.7) 
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Then Equations (2.2)-(2.4) to be solved are re-written as a first order system 
of differential equations with six variables as follows (Takeuchi and Saito, 
1972). 
∂Un
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The problem is solved with two kinds of boundary condition according to 
body tide and ocean tide. For body tide, the boundary condition is Equation 
(2.9), and that for ocean tide is Equation (2.10) (Tsuruoka et al., 1995). 

 

Un (0) = 0
Vn (0) = 0
Tn
rr (a) = 0

Tn
rθ (a) = 0

Ψn (0) = 0

Qn (a) =
2n+1
a    (2.9) 

Un (0) = 0
Vn (0) = 0

Tn
rr (a) = − (2n+1)g

4πGa
Tn
rθ (a) = 0

Ψn (0) = 0

Qn (a) =
2n+1
a    (2.10) 

Here, a is the radius of the Earth. These differential equations are solved 
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with the code of Okubo and Tsuji (2001) with Runge-Kutta method, which 
consider attenuation effect as well. 
 Tidal stresses due to body tides are generated by the deformation of 
the solid Earth produced by the gravitational potential change due to the 
relative motions of the Moon, Sun, and Earth. The gravitational potential 
can be expanded in the Legendre polynomials, and only the second and third 
terms are important in the deformation of the Earth because the distance 
between the Earth and the Moon or the Sun is sufficiently greater than the 
radius of the Earth (e.g. Tsuruoka et al., 1995). Body tides can be calculated 
as follows using Green’s function calculated in the previous section. 

τ rr (r,θ,φ, t) = Ψbody
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In each mode of the polynomial, the temporal change of the gravitational 

potential Ψn
body (r,θ,φ, t) can be expressed as the summation of various tidal 

constituents, whose frequency can be represented by the combination of six 
fundamental frequencies, whose coefficient is called Doodson’s number. In 
our calculation, tidal potential listed in Tamura (1987) is used. Calculated 
green function for body tide (Un r( ) , Vn r( ) , Tnrr r( )  and Tnrθ r( )  in Equation 
2.8 or 2.11) is shown in Figure 2.3. 
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Figure 2.3: Depth distribution of calculated Green’s functions for body tide. 
(a) Green’s functions of radial (Un r( ) ; red) and tangential displacement 
( Vn r( ) ; green) for n=2. (b) Green’s function of Tnrr r( )  (red) and Tnrθ r( )  
(green) for n=2. (c) Same as (a), except for n=3. (d) Same as (b), except for 
n=3. 
 
 Tidal stresses due to ocean tides are generated by the mass loading 
of ocean water on the Earth’s surface. The gravitational potential change, 
which causes the body tides, also triggers the movement of ocean water, 
which then produces the stress change in the solid Earth. The Temporal 
change of sea surface height is predicted from oceanography. SPOTL (Agnew, 
2012) calculates such time series using a given ocean model. We used ocean 
models listed in Table 1 as an input for SPOTL. We used major ten tidal 
constituents (K1, K2, M2, N2, O1, P1, Q1, S2, mf, mm), eight of which are 
short period tides and the remainder long period tides. By multiplying the 
sea surface height change with the Green’s function for point mass loading at 
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the surface and integral over the surface, we obtain the tidal stress due to 
ocean tide, as in Equation (2.12).  

τ ij (r,θ,φ, t) = H ( !θ , !φ , t)ρ( !θ , !φ )Rijkl (θ,φ, !θ , !φ ) !τ kl (r,θ,φ, !θ , !φ )∫ d !θ d !φ  (2.12) 

where H !θ , !φ , t( )  and ρ !θ , !φ( )  are the ocean height change and the density 

of ocean water, Rijkl (θ,φ, !θ , !φ )  is a rotation tensor to change coordinates, and 
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where ϑ (θ,φ, !θ , !φ )  is an angular distance between (θ,φ)  and ( !θ , !φ ) . To 
calculate infinite summations in Equation (2.13) accurately, we divide the 
infinite summation into two parts as in Okubo (1988). An example for !τ rr  in 
the case of r < a  is shown below. 
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In the numerical calculation, we calculate Nn  up to n=45,000, and N∞  is 
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replaced by N45,000 . Generating function is substituted in 
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The second term in Equation (2.14) is summed up to n=45,000. Calculated 
Green’s function for ocean tide (Equation (2.13)) is shown in Figure 2.4 and 
2.5. 
 

 

Figure 2.4: Calculated Green’s function of displacement for ocean tide. (a) 
Radial displacement at 10km (red), 20km (green), 30km (blue), 40km 
(magenta), and 50km (light blue) depth by 1kg load at the surface is plotted. 
(b) Same as (a), except for tangential displacement. 
 
For the integration of Equation (2.12), we used finer mesh (~0.5km x 
~0.5km) around the origin, where tidal stress is calculated, and coarser mesh 
(~20km x ~20km) if further than 100 km from the origin. Ocean height 
change is calculated using the SPOTL program (Agnew, 2012) with ocean 
models in Table 2.1 for ocean tide. Land-sea distribution is distinguished 
with 1/64º grid in SPOTL program. We integrate ocean loads over 500 km 
from the origin.  
 Because slow earthquakes occur on the plate interface (e.g., Dragert 
et al., 2001; Ide et al., 2007a; Ito et al., 2007; Shelly et al., 2007a), we 
calculate the tidal stress tensor on the inferred plate interface. We used the 
plate model by Baba et al. (2002), Nakajima and Hasegawa (2007), and 
Hirose et al. (2008a) for Nankai subduction zone, McCrory et al. (2012) for 
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Cascadia, and Pardo and Suarez (1995) for Mexican subduction zone. We 
interpolate these models into 0.01º grids and calculate strike and dip of the 
fault on each grid. We calculate tidal stress tensor at every 0.1º grid points. 
To convert the stress tensor to traction (normal stress, slip-parallel shear 
stress, and slip-orthogonal shear stress) on the plate interface, we need the 
strike, dip and rake of the slip vector on the plate interface. We calculate 
strike and dip from the interpolated plate models. Rake is calculated so as 
that the horizontal components of a slip vector on the plate interface are 
consistent with the motion vector of the subducting oceanic plate at that 
location. Relative plate motion is calculated using DeMets et al. (2010). 
 

 
Figure 2.5: Calculated Green’s function of stress for ocean tide. (a) Same as 
Figure 2.4a, except for !τ rr . (b) Same as Figure 2.4a, except for !τ rθ . (c) Same 
as Figure 2.4a, except for !τθθ . (d) Same as Figure 2.4a, except for !τφφ .  
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Table 2.1: List of ocean model used as an input for SPOTL. 
Region Short-period constituents Long-period constituents 
Nankai Guo et al. (2010) 

Matsumoto et al. (2000) 
Matsumoto et al. (2000) 

Cascadia Egbert and Erofeeva (2002) 
Savcenko and Bosch (2012) 

Savcenko and Bosch (2012) 

Mexico Savcenko and Bosch (2012) Savcenko and Bosch (2012) 
 
 To validate calculated tidal stress, tidal stress calculations in this 
study are compared with the tidal stress calculated with the method of 
Tanaka et al. (2002b) in Figure 2.6. In Figure 2.6, comparison is conducted at 
two different places. One is at Iwate prefecture (39.03ºN, 140.88ºE, 8km 
depth), where body tide is dominant (Figure 2.6a, 2.6b). The other is in 
Shikoku (33.92ºN, 133.72ºE, 30km depth), where ocean tide also plays an 
important role (Figure 2.6c, 2.6d). Results in both places are consistent with 
each other both for shear stress and normal stress. 
 In Figure 2.7, spatial distributions of RMS amplitudes of tidal shear 
stress and normal stress calculated for 10 years from April 2004 are shown 
for Nankai and Cascadia subduction zones. Because both subduction zones 
have an inland sea, where tidal sea level change is much larger than the 
outer Pacific Ocean, tidal stress distribution is highly heterogeneous. In 
Nankai SZ, the bending plate geometry (Figure 2.8) also contributes to the 
complication of tidal stress distribution. The amplitude of normal stress is 
usually larger than shear stress beneath the sea, but comparable beneath 
land. In general, tidal shear stress and tidal normal stress are correlated at 
offshore regions and anti-correlated at onshore regions (Figure 2.7c and 2.7f). 
Around the coastline, the relation between them is complex. 
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Figure 2.6: Comparison of calculated tidal stress between this study 
(green) and the method of Tanaka et al. (2002b) (red). (a) Tidal shear stress 
in Iwate (39.03ºN, 140.88ºE, 8km depth, Strike: 209º, Dip: 39º, Rake: 101º) 
from the begging of June 2008 (JST). (b) Same as (a), except for tidal normal 
stress. (c) Same as (a), except for Shikoku region (33.92ºN, 133.72ºE, 30km 
depth, Strike: 250º, Dip: 10º, Rake: 100º) from the begging of May 2005 (JST). 
(d) Same as (c), except for tidal normal stress. 
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Figure 2.7: Map view of calculated tidal stress in Nankai and Cascadia 
subduction zones. (a) Shear stress distribution in Nankai subduction zone. 
The color represents the RMS amplitude of tidal shear stress on the plate 
interface. The color scale is common for (a), (b), (d), and (e). The distributions 
of detected tremor events used for analysis are shown by black dots. (b) Same 
as (a), but for tidal normal stress. (c) The correlation coefficient between tidal 
normal stress and tidal shear stress is shown. They are correlated in offshore 
regions, while they are anti-correlated in onshore regions. (d) Same as (a), 
but for Cascadia subduction zone. (e) Same as (b), but for Cascadia 
subduction zone. (f) Same as (c), but for Cascadia subduction znoes. 
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2.2.2. Tremor clustering 
 In this study, tremor catalogs constructed by Yabe and Ide (2014) 
with the envelope correlation method are utilized in Nankai and Cascadia 
subduction zones. The duration of tremors ranges from 10 s to 300 s. The 
period of catalog is from April 2004 to March 2009 in Nankai subduction 
zone and from January 2005 to December 2009 in Cascadia subduction zone. 
Houston (2015) analyzed tremors in large ETSs in Cascadia subduction zone, 
and found that tidal sensitivity appears in tremors in the later stage of ETSs. 
Hence, this study also categorizes tremors in large tremor activities into 
“initiation”, “front”, and “later” tremors. 
 First, tremors in the catalogs are grouped into clusters by 
connecting tremor pairs within 2 days and 20 km. These values are adopted 
based on the typical duration and length of minor tremor activities. We only 
look at large clusters within which more than 200 events are contained, and 
call them ETSs in this study. There were 107 and 13 such ETSs in Nankai 
and Cascadia subduction zone, respectively. In Figure 2.8, all tremors in the 
catalogs and selected tremors in ETSs defined above are shown. 
 Then, tremors in ETSs are divided into three categories. Here, we 
define the along-strike coordinate as the curvilinear coordinate along 30 km 
depth of the slab model (Figure 2.8). In each along-strike bin of 10 km width, 
we measure the number of events per day every 0.1 days. We define the 
“front” stage of ETS as 24 hours starting when tremor rate first exceeds 20 
events per day in the bin. This rate is determined empirically so as that 
tremors increasing their amplitude after the initiation of ETS are 
categorized into front tremors. Tremors within this 1-day period are 
categorized as “front” tremors. “Initiation” tremors are defined as tremors 
occurring before the front stage, and “later” tremors occur after the front 
stage. The “initiation” and “front” stages in this study are analogous to the 
“initial” stage in Houston (2015). An example of categorization of tremors in 
the Shikoku region is shown in Figure 2.9. 
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Figure 2.8: Map and time plot of detected tremor events in Nankai and 
Cascadia subduction zones. (a) Tremor distributions in Nankai subduction 
zone detected by Yabe and Ide (2014) is shown in map view. Gray dots are all 
tremors in the catalog, and red dots are tremors used in the analysis. Plate 
model by Baba et al. (2002), Nakajima and Hasegawa (2007), and Hirose et 
al. (2008a) are also shown. (b) Same as (a) for Cascadia subduction zone. 
Plate model is by McCrory et al. (2012). (c) Time plot of tremors in Nankai 
subduction zone. The horizontal axis is along-strike distance, which is 
calculated using curvilinear coordinate along 30 km depth of plate model 
(red line in (a)). Gray dots are all tremors in the catalog, and colored dots are 
tremors used in the analysis, which are color-coded by along-dip distance, 
which is also measured from 30 km depth contour. (d) Same as (c) for 
Cascadia subduction zone. 
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Figure 2.9: An example of tremor categorization in Shikoku region. A 
portion of time plot of tremors (Figure 2.8a) in Shikoku region is shown. (a) 
Colors of dots represent the type of tremors (blue: “initiation”, green: ”front”, 
and red: “later”). (b) The same time plot as (a), but colors of dots represent 
seismic energy rate (amplitude) estimated by Yabe and Ide (2014). 
 
2.2.3. Tidal sensitivity estimation 
 We investigate the spatial distributions of tidal sensitivity of tremor, 
for every 0.1º grid point in latitude and longitude. Tremors with epicenters 
within 20 km from each grid point are considered. We compare tremor 
activity only with tidal shear stress because previous studies suggest that 
friction coefficient is very small in the tremor region and insensitive to 
normal stress (e.g., Thomas et al., 2009; Thomas et al., 2012; Houston, 2015). 
We also assume here that the relation between tremor rate and tidal shear 
stress is exponential as 

R τ( ) = R0 exp ατ( )   (2.15) 
because such a relation is suggested by observational studies (Thomas et al., 
2012; Beeler et al., 2013; Ide and Tanaka, 2014; Houston, 2015) and 
theoretical analysis of simple spring-block system with RSF (Ader et al., 
2012). In Equation (2.15), R is tremor rate, R0 is a reference tremor rate 
when tidal shear stress is zero, τ is tidal shear stress, and the parameter α 
represents tidal sensitivity. We estimate this parameter α using maximum 
likelihood method. 
 The Maximum likelihood method for this problem is formulated as 
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follows. Tremor rate is proportional to the probability of tremor occurrence 
per unit time, obeying exponential law as, 

P(t)∝R(τ (t))∝ exp(ατ (t)) .  (2.16) 
The probability of tremor occurrence at tidal stress τ can be expressed as, 

P(τ ) =QT (τ )exp(ατ ) ,  (2.17) 

where T(τ) is time distribution density function, and Q is normalized factor, 
which is expressed as, 

Q−1 = T (τ )exp(ατ )dτ
τmin

τmax

∫ .  (2.18) 

τmin and τmax in Equation (2.18) is the minimum and maximum of tidal shear 
stress at the location. In the observed data, N tremors occurred when tidal 
stress is τ1, …, τN, respectively. Such probability can be expressed as follows, 
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Likelihood L of Equation (2.19) becomes its maximum when the parameter α 
satisfy 
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  (2.20) 

We solve Equation (2.20) numerically to estimate the parameter α. After 
estimating α, R0 in Equation (2.15) can be calculated as NQ/T0, where T0 is 
total period of tremor activity. 
 The uncertainty in the estimated parameter α can be assessed from 
Equation (2.19). When the likelihood at its maximum, ∂ log(L) /∂α is zero, 
but ∂2 log(L) /∂α 2  is not. Because  corresponds to the 95% 
confidence interval for a Gaussian distribution, the uncertainty in the 
estimated parameter α can be expressed as follows. 

Δα = 2 ∂
2 log(L)
∂α 2

−1/2

  (2.21)  

 
 

Δ log(L) = 2
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Figure 2.10: Example of tidal sensitivity analysis in Okayama tremor 
cluster. (a) Time history of tidal shear stress (blue) at 34.6ºN, 134.2ºE and 
the timing of tremors (red). (b) Histogram of the number of tremors (top) and 
the cumulative duration (bottom) at each tidal stress level. (c) Tremor rate at 
each tidal stress (blue) and estimated exponential curve (green). 
 
 In Figure 2.10, example of analysis procedure is shown. As an 
example, we conduct analysis for tremor cluster in Okayama prefecture, 
which has high tidal sensitivity as demonstrated by Ide and Tanaka (2014). 
For this analysis, clustering of tremor catalog has not been done because of 
the small number of tremors in the catalog. First of all, tremor activity is 
compared with time history of tidal shear stress, and tidal shear stress at the 
timing of tremor occurrence is calculated (Figure 2.10a). Second, time 
histories of tidal shear stress and tremors are divided into bins of tidal shear 
stress making histogram of Figure 2.10b. These histograms are used for the 
calculation of integrations in Equation (2.20). By solving Equation (2.20) 
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numerically, tidal sensitivity α is estimated. Estimated relation of Equation 
(2.15) is compared with data, which is obtained by dividing red histogram by 
blue histogram in Figure 2.10b (Figure 2.10c). Exponential relation of 
Equation (2.15) can fit data well. In Okayama tremor cluster, tidal 
sensitivity shows very high value around 3 kPa-1. Exponential relation of 
Equation (2.15) can be confirmed in other tremor region in Nankai and 
Cascadia regions, though tidal sensitivity is lower than that of Okayama 
tremor cluster (Figure 2.11). 
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Figure 2.11: Observed and estimated tidal sensitivity of tremor rate to 
tidal shear stress. For several locations in Nankai and Cascadia subduction 
zones where the number of later tremors in a grid exceeds 1000, observed 
tremor rate at each tidal shear stress level is plotted with a blue line. 
Estimated fit of Equation (2.15) is shown with a green curve. Estimated tidal 
sensitivity (α value) and its uncertainty are given in each panel. Left, middle, 
and right panels shows the result of initiation, front, and later tremors, 
respectively. 
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Figure 2.11(continued) 
 
2.3. Estimated Tidal Sensitivity 
 In Figure 2.12 and 2.13, spatial distribution of tidal sensitivity is 
shown for Nankai and Cascadia subduction zones, respectively, for initiation, 
front and later tremors. These are selected reliable estimations with small 
uncertainty (Δα < 0.3 kPa-1). We can identify some regions of high sensitivity, 
such as in western Shikoku, where Shelly et al. (2007b) found strong 
sensitivity, and in eastern Shikoku. Sensitivity is relatively low in Kii region 
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of Nankai subduction zone. These features are consistent with the spatial 
variation of tidal sensitivity in Figure 13 of Ide (2012), who investigated tidal 
sensitivity of tremors using a frequency-based method, without categorizing 
initiation, front, and later tremors. In Cascadia subduction zone, sensitivity 
is generally lower than Nankai subduction zone. However, there are some 
regions with locally high sensitivity, such as around 48.5ºN, 124ºW and 
around 47.8ºN, 123.2ºW. The former is consistent with the result of Ide 
(2012). In Figure 1 of Houston (2015), both regions are observed as 
high-consistency regions where large portion of tremors occur when tidal 
stress is positive (i.e., tidal sensitive regions). The latter area is also roughly 
consistent with the initiation area of ETSs (Houston, 2015). Royer et al. 
(2015) also investigate tidal sensitivity of many families of LFEs detected in 
Cascadia subduction zone. They describe LFE families around 48.5ºN, 124ºW 
as tidal sensitive ones, which is consistent with our result. However, tidal 
sensitivity of LFE families is not so high around 47.8ºN, 123.2ºW. Rather, in 
their study, LFE families around 48.0ºN, 123.2ºW show high sensitivity, 
where our result shows relatively higher sensitivity. 
 Tremor activities in Mexican subduction zone have been also 
investigated. Tremor activities are documented in three parts of Mexican 
subduction zone; Jalisco-Colima (Ide, 2012), Guerrero (Payero et al., 2008), 
and Oaxaca (Brudzinski et al., 2010). In this study, tremor catalog 
constructed by Yabe and Ide (2014) is utilized in Jalisco-Colima region from 
January 2006 to June 2007. In Guerrero region, tremor catalog by Idehara et 
al. (2014) is utilized from January 2005 to June 2007, which used similar 
envelope correlation method for hypocenter locations as Yabe and Ide (2014) 
based on Ide (2010a, 2012). Tremor activities in Oaxaca regions could not be 
investigated because seismograms are not opened to public. In Figure 2.14, 
tremor activities in Mexican subduction zones and spatial distribution of its 
tidal sensitivity are shown. Categorization of three stages in tremor activity 
has not been done in Mexican subduction zone due to the small number of 
tremor detections. 
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Figure 2.12: Spatial distribution of tidal sensitivity in the Nankai 
subduction zone. (a) Upper panel shows tidal sensitivity of initiation tremors 
in map view. Only estimations with uncertainty Δα < 0.3 kPa-1 are shown. 
The color shows tidal sensitivity. Red line represents 30 km depth contour of 
plate model, which is reference line for along-dip distance. Middle panel 
shows tidal sensitivity of each grid point versus along-strike distance (km) at 
the grid point. Blue symbols represent tidal sensitivity of initiation tremors 
at each grid point, while gray symbols show results for all three types of 
tremor. In the lower panel tidal sensitivity of each grid point is plotted 
against along-dip distance in the same manner as middle panel. (b) Same as 
(a), but for front tremors. (c) Same as (a), but for initiation tremors. 
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Figure 2.13: Spatial distribution of tidal sensitivity in the Cascadia 
subduction zone. (a) Upper panel shows tidal sensitivity of initiation tremors 
in map view (North in left). Only estimations with uncertainty Δα < 0.3 kPa-1 
are shown. The color shows tidal sensitivity. Red line represents 30 km 
depth contour of plate model, which is reference line for along-dip distance. 
Middle panel shows tidal sensitivity of each grid point versus along-strike 
distance (km) at the grid point. Blue symbols represent tidal sensitivity of 
initiation tremors at each grid point, while gray symbols show results for all 
three types of tremor. In the lower panel tidal sensitivity of each grid point is 
plotted against along-dip distance in the same manner as middle panel. (b) 
Same as (a), but for front tremors. (c) Same as (a), but for initiation tremors. 
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Figure 2.14: Tremor activity and its tidal sensitivity in Mexican subduction 
zone. (a) Spatial distribution of detected tremors. Black lines represent 
depth contours of subducting plate interface estimated by Pardo and Suarez 
(1995). (b) Time plot of tremor activity as Figure 2.8c. (c) Spatial distribution 
of tidal sensitivity of tremor acitivities as Figure 2.12a. (d) Variation of tidal 
sensitivity in the along-strike direction. (e) Variation of tidal sensitivity in 
the along-dip direction. 
 

Generally, front tremors are less sensitive to tidal stress, which is 
consistent with the observation by Houston (2015). Figure 2.15 compares 
tidal sensitivities for initiation and later tremors. In Nankai subduction zone, 
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initiation tremors also show tidal sensitivity comparable to later tremors. In 
Cascadia subduction zone, initiation tremors in most regions do not show 
tidal sensitivity, whereas later tremors show higher sensitivity. Average 
sensitivities for each stage and each subduction zone are shown in Table 2.2. 
 

 

Figure 2.15: Comparison of tidal sensitivity between initiation and later 
tremors. (a) Tidal sensitivity of initiation tremors (horizontal axis) at each 
grid point is compared with that of later tremors (vertical axis). The color of 
symbols represents the amplitude of front tremors at the grid point, which 
are measured as the median value of seismic energy rate of tremors in the 
grid estimated by Yabe and Ide (2014). (b) Same as (a), but for Cascadia 
subduction zone. 
 
Table 2.2: Average sensitivity a (kPa-1) in Equation (2.15) during each stage 
for each subduction zone 
Stage Definition Nankai Cascadia 
Initiation 
tremors 

Before front period 0.33 0.25 

Front tremors First one day 
exceeding 20 tremors per 
day 

0.08 0.16 

Later tremors After front period 0.41 0.38 
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 In addition to the along-strike variation, we observe along-dip 
variation (Figures 2.12 and 2.13). In Nankai subduction zone, initiation and 
later tremors show higher sensitivity in shallower region, whereas deeper 
tremors are less sensitive. In Cascadia subduction zone, only later tremors 
show higher sensitivity in shallower region. Front tremors are insensitive for 
all depths in both subduction zones. When we apply linear regression 
analysis to confirm theses trends considering the estimation uncertainty of 
tidal sensitivity, we obtain slopes of -6 ± 3 Pa-1 km-1 (3 sigma), -5 ± 2 Pa-1 km-1, 
and -3 ± 2 Pa-1 km-1 for initiation tremors in Nankai subduction zone, later 
tremors in Nankai subduction zone, and later tremors in Cascadia 
subduction zone, respectively, with the assumption that standard variation 
for fitting data is on the same order of uncertainty in the tidal sensitivity 
estimation (0.2 kPa-1). Along-dip dependence of tidal sensitivity can be 
observed in the results of Mexican subduction zone as well. In contrast, 
Thomas et al. (2012) found that tidal sensitivity is higher in deeper LFEs, 
and lower in shallower LFEs in San Andreas Fault. 
 Figure 2.16 compares estimated tidal sensitivity with the duration 
of tremor signals estimated by Yabe and Ide (2014), which is defined as the 
half-value width of tremor envelope (Ide, 2010a, 2012). Typical duration for 
each grid point is defined as the median value of durations of tremors used 
for the tidal sensitivity analysis. Comparing duration of tremors in Nankai 
subduction zone with that in Cascadia subduction zone, Nankai subduction 
zone generally have shorter duration. Initiation and later tremors with 
shorter durations, which are concentrated in Nankai subduction zone, tend 
to have higher sensitivity, and it decreases with duration. Meanwhile, 
tremors with longer duration in Cascadia subduction zone tend to show 
lower sensitivity without dependency to duration of tremors. As a whole, 
there seems to exist tendency that shorter tremors tend to show higher 
sensitivity, and vice versa. This tendency was also suggested by Ide (2010a, 
2012). Along-dip dependency of duration can be confirmed here as well by 
the color scale of Figure 2.16 (also see Figure 2.18a). Duration dependence of 
tidal sensitivity can be confirmed in Mexican subduction zone as well (Figure 
2.17). 
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Figure 2.16: Dependence of tidal sensitivity on tremor duration in Nankai 
and Cascadia subduction zones. Tidal sensitivity at each grid point from 
Figure 2.12 and 2.13 is shown versus duration of tremors, which was defined 
as the median value of durations of tremors in the grid estimated by Yabe 
and Ide (2014). The color of dots represents along-dip distance of the grid 
point. (a) For initiation tremors in Nankai subduction zone. (b) For front 
tremors in Nankai subduction zone. (c) For later tremors in Nankai 
subduction zone. (d) For initiation tremors in Cascadia subduction zone. (e) 
For front tremors in Cascadia subduction zone. (f) For front tremors in 
Cascadia subduction zone. 
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Figure 2.17: Same as Figure 2.16, except for Mexican subduction zone. 
 
 Yabe and Ide (2014) estimated the amplitude of tremors at each grid 
point as the median value of seismic energy rates of tremors. Amplitudes of 
tremors vary spatially, and shallower tremors tend to be larger (Figure 
2.18b; Figure 7 of Yabe and Ide, 2014). As Yabe and Ide (2014) pointed out, 
and can be seen in Figure 2.9, the initiation stage of ETSs begins with 
small-amplitude tremors, followed by a large-amplitude tremor burst with 
high tremor rate in the front stage. The amplitude of tremors in the front 
stage seems to influence the tidal sensitivity of the later stage. Figure 2.19 
compares the energy rate of front tremors with the tidal sensitivity of later 
tremors and along-dip distance at all grid points. On the deeper part of ETS 
zone, only small-amplitude tremors occur in the front stage followed by less 
tidal-sensitive tremors in the later stage. Meanwhile, on the shallower part, 
various amplitude tremors occur in the front stage followed by higher tidal 
sensitive tremors in the later stage (also see Figure 2.18b for along-dip 
dependency of tremor amplitude). Especially in Cascadia subduction zone, 
tidal sensitivity tends to increase from initiation stage to later stage in the 
region where energetic tremors occur in front stage of ETS (Figure 2.15).  
 Tidal sensitivity does not show significant dependence on the 
variation of tidal shear stress measured with RMS amplitude, although a 
weak negative correlation might exist (Figure 2.20). The uncertainty in the 
estimation is large when the stress variation is small. Although some 
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correlations exist among the variability of tidal stress, duration, and 
amplitude of tremors (Figure 2.21), it is not obvious to derive general 
relationships for three stages of tremor in two subduction zones.  
 

 
Figure 2.18. Dependence of tremor durations and amplitudes on along-dip 
distance. (a) Duration of tremors is shown against along-dip distance. Blue, 
green and red symbols represent initiation, front, and later tremors 
respectively. The left panel is for Nankai subduction zone, and the right 
panel is for Cascadia subduction zone. (b) Same as (a), but for amplitude of 
tremors, which is estimated as seismic energy rate of tremors by Yabe and 
Ide (2014).  
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Figure 2.19: Tremor amplitude dependency of tidal sensitivity in Nankai 
and Cascadia subduction zones. Tidal sensitivity of later tremors at each 
grid point from Figure 2.12 and 2.13 is shown versus amplitude of front 
tremors at the grid point, which was defined as the median value of seismic 
energy rate of tremors in the grid estimated by Yabe and Ide (2014). The 
color of dots represents along-dip distance at the grid point. (a) For Nankai 
subduction zone. (b) For Cascadia subduction zone. 
 

 

Figure 2.20: Dependence of tidal sensitivity to amplitude of tide stress in 
Nankai and Cascadia subduction zones. Tidal sensitivity from Figure 2.12 
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and 2.13 is shown along tidal-stress amplitude (Figure 2.7). (a) For initiation 
tremors in Nankai subduction zone. (b) For front tremors in Nankai 
subduction zone. (c) For later tremors in Nankai subduction zone. (d) For 
initiation tremors in Cascadia subduction zone. (e) For front tremors in 
Cascadia subduction zone. (f) For later tremors in Cascadia subduction zone. 
 

 
Figure 2.21:  Dependence of tremor durations and amplitudes on RMS 
amplitude of tidal shear stress. Same as Figure 2.18, but for RMS amplitude 
of tidal shear stress. 
 
2.4. Discussion 
2.4.1. Reliability of tidal sensitivity estimation 

In tremor analysis, some criteria have been used (such as criteria 
for tremor clustering of 2 days and 20 km). Ideally, these clustering and 
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categorizing of tremor activities should be done using the technique of 
seismic statistics (for example, ETAS model for ordinary earthquakes; Ogata, 
1988), which is not done by this study. Hence the uncertainty of the 
estimation might be larger than values estimated in the maximum likelihood 
method. However, we observe common features in spatial distribution of 
tidal sensitivity with previous studies with frequency-based method (Shelly 
et al., 2007b; Ide, 2012). A negative correlation between tidal sensitivity and 
duration of tremor is also observed by Ide (2012). These coincidences suggest 
that the uncertainty in our estimation is not so large that results presented 
here would be changed by the uncertainty. 
 In this analysis, we only compare tidal shear stress with tremor 
activities because frictional coefficient in slow earthquake region seems to be 
very small (e.g., Thomas et al., 2009; Thomas et al., 2012; Houston, 2015). 
Wide area shows positive correlation between tidal shear stress and tremor 
activities, which suggests that our assumption is basically valid. However, in 
some cases, we had better to consider coulomb stress rather than shear 
stress only. For example, wide negative-correlation patch exists in front 
tremors of Kii region. In this region, tidal shear stress roughly 
anti-correlates with tidal normal stress (Figure 2.7c). Therefore, negative 
correlation with tidal shear stress might suggest positive correlation with 
tidal normal stress in this region, although we need further analysis to make 
it clear. 
 
2.4.2. Estimated frictional parameter 
 Tidal effect on the fault is investigated in some previous studies 
(Ader et al., 2012; Beeler et al., 2013; Hawthorne and Rubin, 2013). Ader et 
al. (2012) especially focused on time-period dependency of slip velocity 
response of a spring slider following RSF to harmonic stress perturbations. 
They found that induced velocity changes depend exponentially on the stress 
perturbation if the period falls within two specific ranges related to the 
characteristic timescale for the evolution of the state variable, Tθ. 
Tθ = 2πDc /Vss  where Vss is the steady-state velocity and Dc is the 
characteristic slip distance for friction to evolve between two steady states. If 
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the time period of perturbation is longer than this time scale, state variable 
can change and quasi-steady state is realized. Meanwhile if the time period 
of perturbation is shorter than characteristic time scale, state variable does 
not change, and only direct effect works. In the context of this Ader et al. 
model, because we observe exponential behavior quantified by the sensitivity 
α in our Equation (2.15), one of two situations must pertain: either the 
dominant period of oscillation must lie in a specific period range much larger 
than Tθ in which case V /Vss = exp Δτ / (a− b)σ[ ] , or it must be less than Tθ in 
which case V /Vss = exp Δτ / aσ[ ] . Thus, assuming the exponential relation in 
our observation represents RSF, in the first case our observations of α can 
constrain (a-b)σ, and in the second, aσ.  
 Appropriate values of Vss are not well known for ETSs in the 
slow-slip region and likely decrease as slip accumulates at a point during 
ETS. In the later stage of an ETS, Vss is probably still well above its 
long-term inter-ETS value. We considered a range of values for Vss from 10-8 
to 10-7 m/s based on estimates in Rubin (2011). Nor are appropriate values of 
Dc known for the slow slip environs, or even for natural crustal faults. We 
considered Dc ranging from 2 to 500 µm (Dieterich, 1978; Marone, 1998). 
These values yield Tθ ranging from 0.015 to 3.6 days. The dominant tidal 
period of 12.4 hr falls within that range, so with this model it is not clear 
whether our results for α can be interpreted as α-1 ~ (a-b)σ or α-1 ~ aσ. If we 
assume that a or a-b is of order 0.01, effective normal stress σ would be of 
order 0.3 MPa, which suggests the presence of near-lithostatic fluid 
pressure. 

Note that the frictional parameter inferred in this study represents 
only a macroscopic property of friction. A small region with negative a−b is 
required to accelerate slip and radiate seismic signals. The accelerated slip 
must be decelerated by surrounding VS region so as not to grow further into 
a large earthquake. Thus, as a whole, the frictional property estimated in 
this study suggests velocity strengthening. 
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2.4.3. Implications for physics of slow earthquakes 
 Key features observed in the previous section are: (i) the tremor 
region macroscopically has an exponential-type VS friction law, (ii) 
shorter-duration tremors tend to have higher tidal sensitivity, (iii) ETS 
starts with small amplitude tremors (initiation tremors) followed by large 
amplitude tremors (front / later tremors). Large-amplitude front tremors are 
insensitive to tides, whereas tremors in the later stage of ETS have higher 
tidal sensitivity, and (iv) tidal sensitivity, duration, and amplitude of 
tremors are dependent on down-dip position. These observations can be 
interpreted with the frictionally heterogeneous fault model of Ando et al. 
(2010, 2012) and Nakata et al. (2011), in terms of cluster size and density or 
local strength of VWZ, which characterize the frictional heterogeneity on the 
plate interface, as explained below.  
 In the frictionally heterogeneous fault model, microscopic VWZ are 
embedded in the VS background (Figure 5 of Ando et al., 2012, Figure 2.22a). 
Tremors and slow slips occur as a result of successive breakage of VWZ 
interacting with the surrounding VS background. This heterogeneous 
frictional distribution is statistically characterized by two quantities: cluster 
size and density or local strength of VWZ. Because VWZ cannot interact 
directly beyond the size of cluster, due to their separation by VS background 
region, slip expands slowly compared to seismic slip, and quasi-constant 
moment rate (Ide et al., 2007b), which is a fundamental characteristic of 
slow earthquakes, is reproduced. The density or local strength of VWZ 
within the cluster controls the macroscopic strength of the cluster. The 
variation in the cluster size and density or local strength of VWZ results in 
various characteristics of tremors. For example, larger cluster size and 
higher density or local strength will result in longer duration and larger 
amplitude tremors (Nakata et al., 2011), respectively. The higher density or 
local strength region, which can bear higher stress accumulation, can also 
reproduce local speed up of tremor migrations of RTR (Houston et al., 2011). 
 The first key feature of our observations, the general prevalence of 
VS, is consistent with the assumption of background in frictionally 
heterogeneous fault model. However, Ando et al. (2012) suggested 
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Newtonian-viscosity type of friction law to reproduce diffusive migration of 
tremors, while we obtain an exponential friction law. Further studies will be 
necessary to understand this apparent contradiction. Although we assume 
exponential function as friction law (RSF), and it fits data well (Figure 2.5), 
some other function of Arrhenius-type creep law might be able to explain the 
data as well. Beeler et al. (2013) examined tree types of creep law, 
dislocation creep, dislocation glide, and RSF, to explain the relation between 
tidal stress and LFE rate in San Andreas Fault. They found that only RSF 
could explain the data with plausible physical quantities. 
 The second key feature, a negative correlation between duration 
and tidal sensitivity, could be explained as follows. When cluster size is large, 
slip in a cluster lasts for long duration by successive breakage of VWZ. 
During the inter-SSE period, these regions within cluster size collectively 
behave as a large locked area, which is less sensitive to stress change. The 
opposite is true for short duration tremors. Hence, long duration tremors are 
less sensitive to tides, and high tidal sensitivity is expected only for short 
tremors. 
 Ide et al. (2015) investigated tidal sensitivity of tremors in Taiwan 
using the same method as this study without any categorization of tremors, 
and they found that tidal sensitivity is about 2 kPa-1 in Taiwan tremors, 
which is much higher than that estimated in this study for Nankai and 
Cascadia subduction zone. Tremors in Taiwan have median duration of 
about 18 s. We can also analyze tremors in Okayama prefecture in Nankai 
SZ, which were investigated by Ide and Tanaka (2014). Applying the same 
analysis to their tremor catalog without any categorization of tremors, we 
found that tidal sensitivity is 3 kPa-1 for them. Tremors in Okayama 
prefecture have median duration of 23 s. These two tremor activities with 
high tidal sensitivity have short duration, which is also consistent with the 
second key feature. 
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Figure 2.22: Schematic figure of plate interface in transition zone. (a) 
Conceptual model of tremor patch suggested by Ando et al. (2010, 2012) and 
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Nakata et al. (2011). Each small dot represents microscopic VW patch, which 
is embedded inVS background region. Size of the cluster (tremor patch) 
controls duration of tremors. Density or local strength of microscopic VWZ in 
the cluster controls amplitude of tremors (Nakata et al., 2011). (b) 
Distribution of tremor patches on the plate interface. In shallower part of 
transition zone, duration of tremors is short (i.e., cluster size of tremor patch 
is small). Both small-amplitude “initiation” tremors (lower density) and 
large-amplitude “front” tremors occur. In the later stage of ETS, both 
tremors occur as later tremors. In the deeper part, only long-duration and 
less energetic tremors occur. (c) Schematic relation between tidal sensitivity, 
duration, and amplitude of tremors.  
 
 The third key feature, variation among three stages, has been 
explained by Yabe and Ide (2014) as follows (Figure 2.22b and 2.22c). Since 
the density or local strength of VWZ controls macroscopic strength of the 
cluster, an ETS always starts from a relatively weak region with lower 
density or local strength. Thus initial tremors may be less energetic. Usually 
a high strength region works as a barrier against the slip in background 
region, but it sometimes breaks as well after sufficient tectonic stress 
accumulation. Once broken, a large energetic slip occurs in this region, 
probably changing physical conditions around the plate interface. Hence, 
tidal sensitivity is low during the front stage when strong tremor patch 
mainly breaks. Dilatant hardening may also reduce tidal sensitivity in front 
stage of ETS, then fluid pressure will diffusively recover in the later stage 
(e.g., Segall et al., 2010; Liu, 2013). Alternatively, large stress perturbations 
due to fast slip in the front stage overwhelm tidal stresses making them 
unimportant (Houston, 2015). It is also possible that the large slip velocity in 
the SSE front causes a decrease in the characteristic time scale Ta of Ader et 
al. (2012), over which stress perturbation is compensated by elastic 
deformation, to less than the tidal period, resulting in lower tidal sensitivity 
(Ampuero, 2015, personal communication). Large slip also weakens the plate 
interface and decreases the strength of VWZ, which enhances tidal 
sensitivity in the later stage of ETSs, which is consistent with the 
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interpretation of Houston (2015). Healing is presumed to occur after the ETS 
ends. This study provides further evidence that duration and amplitude of 
tremors are related to the strength of plate interface (i.e., tidal sensitivity). 
 In the later stage of ETS, RTRs are triggered as secondary fronts by 
tidal stress (Houston et al., 2011; Thomas et al., 2013; Royer et al., 2015). 
Peng et al. (2015) observe rapid tremor migrations near main front as well. 
These rapid tremor migrations will be explained as follows in our model. 
While slow slip propagates in the along strike direction, the first front passes 
many tremor patches, which have diverse strength (i.e., diverse amplitude 
and duration). Weaker patches are broken easily, which outline the 
propagating front. Meanwhile, stronger patches are less likely to be broken, 
although it will be broken after some stress accumulation. Once it breaks, it 
releases relatively higher stress, which accelerate slip, resulting in rapid 
tremor migrations. If it happens just after slip pulse reaches the region, it is 
regarded as the main front. Whereas, it happens after the main front has 
passed, it is regarded as RTRs. The amplitude of tremors in the main front 
and RTRs is relatively larger (Thomas et al., 2013; Yabe and Ide, 2014), 
which is consistent with this model. 
 In addition to tidal sensitivity, duration, and amplitude of tremors, 
the recurrence intervals of ETSs are also dependent on along-dip position 
(Obara et al., 2011; Wech and Creager, 2011). This fourth key feature 
suggests that cluster size and density or local strength of VWZ 
characterizing the frictional heterogeneity on the plate interface is governed 
by physical quantities, such as temperature, normal pressure, or fluid 
amount, etc. 

Summarizing these observations and interpretations, our schematic 
model is provided in Figure 2.22. The frictional heterogeneity on the plate 
interface is characterized by the cluster size and density or local strength of 
VWZ (Figure 2.22a). On the shallower plate interface, the cluster size is 
shorter (resulting in short duration), but the density or local strength is more 
likely to be higher (resulting in large tremor amplitude) (Figure 2.22b). 
Large ETSs occur periodically here. They begin with short-duration and 
small-amplitude tremors (initiation tremors) followed by short-duration and 
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large-amplitude tremors (front tremors), which cause larger slip weakening 
and energetic tremors, resulting in increase of tidal sensitivity in the later 
stage of ETSs (Figure 2.22c). Deeper on the plate interface, cluster size is 
longer (long duration), but the density or local strength is lower (small 
tremor amplitude) (Figure 2.22b). Tremors occur more often, but tidal 
sensitivity is low here because it has higher strength due to large cluster size 
(Figure 2.22c).  
 Relatively short duration of tremors (Figure 2.16) and high 
sensitivity in initiation tremors in Nankai subduction zone (Figure 2.12 and 
2.13) suggest that the plate interface in Nankai subduction zone is generally 
weaker than in Cascadia subduction zone. If this is the case, the time scale 
required for healing might be shorter in Nankai subduction zone and the 
strength of plate interface could recover its original state more easily, 
resulting in only a small increase of tidal sensitivity during slip in Nankai 
subduction zone. 
 
2.5. Conclusion 
 Tectonic tremors in subduction zones are sensitive to tidal stress. 
This study investigates the tidal sensitivity of tremors in large tremor 
activities (ETSs) in Nankai, Cascadia, and Mexican subduction zones. 
Tremors are categorized into three types (tremors in the “initiation”, “front”, 
and “later” stage of ETSs). This study focuses on the spatial variation of tidal 
sensitivity of these three types of tremors to compare with the spatial 
variation of duration and amplitude of tremors. These characteristics are 
considered to reflect the heterogeneity on the plate interface. Hence, 
comparisons between these quantities give insights about the frictional 
property on the plate interface and the physics of slow earthquakes. 
 As previous studies suggested, an exponential relation between 
tremor rate and tidal stress is found. We measure the coefficient in the 
exponent with the maximum likelihood method, and define it as tidal 
sensitivity. Assuming that tremor rate is proportional to slip velocity of 
surrounding region and that this exponential relation represents a rate and 
state friction law, the aσ or (a−b)σ value of the law would be related to the 
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tidal sensitivity, considering the period of tidal stressing. Although we 
interpret the observed exponential relationship as RSF, it can also be 
interpreted as resulting from a Weibull-type fracture law as suggested by 
Houston (2015). Tidal sensitivity of tremors is spatially heterogeneous in 
both the Nankai and Cascadia SZs. Tremors in the initiation stage of ETS 
have tidal sensitivity in Nankai (about 0.3 kPa-1 in average, 1 kPa-1 at 
highest, corresponding to 3.3 kPa and 1 kPa for aσ or (a-b) σ value, 
respectively), but not in Cascadia (about 4 kPa in average). Front tremors 
have low sensitivity in both subduction zones. In the later stage of ETS, tidal 
sensitivity is as high as initiation tremors in Nankai subduction zone, 
whereas sensitivity increases over the course of ETS slip in Cascadia 
subduction zone (to about 2.5 kPa in average). Tidal sensitivity depends on 
down-dip position. Tremor has higher tidal sensitivity in the shallower ETS 
zone where short-duration and large-amplitude tremors tend to occur. 
Meanwhile, tidal sensitivity is lower at deeper depths, where 
longer-duration and lower-amplitude tremors occur. 
 Our observations show that deep plate interface generally follows 
an exponential-type VS friction law. The increase of tidal sensitivity when 
large-amplitude tremor occurs suggests that plate interface is slip-weakened 
by SSEs because the energy rate of tremors is proportional to the moment 
rate of slip in the region.  
 Based on the frictionally heterogeneous fault model, we consider 
that the frictional heterogeneity on the plate interface is characterized by 
the cluster size and density or local strength of VWZ. In this context, larger 
cluster size results in longer duration and lower tidal sensitivity, which is 
consistent with observed duration dependency of tidal sensitivity. Higher 
density or local strength represents higher strength of a cluster, resulting in 
larger slip in the front stage of ETS and higher tidal sensitivity in the later 
stage of ETS, which is consistent with observed tremor-amplitude 
dependency. Along-dip dependency of tremor characteristics suggest that 
cluster size and density or local strength characterizing frictional 
heterogeneity on the plate interface are controlled by physical quantities 
affected by depth, such as temperature, normal stress, or fluid amount. 
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3. 2D Numerical Model 
 This chapter is modified from Yabe and Ide (2017), published in 

Journal of Geophysical Research. 

 

3.1. Introduction 

 In the previous chapter, it is suggested that observed correlations 

among duration, amplitude, and tidal sensitivity of tectonic tremors can be qualitatively 

interpreted with the frictionally heterogeneous fault model. Hence, in this chapter, slip 

behavior of the frictionally heterogeneous fault is addressed. A key aspect of this model 

is the heterogeneity in the frictional parameters of the fault surface, which must be 

related to the structure on the actual fault. In most theoretical studies, faults are treated 

as smooth planes, whereas geological field observations show that fault systems are 

complex, comprising kinks, jogs, steps, and branches (e.g., Tchalenko and Berberian, 

1975). The topography of apparently smooth exhumed fault surfaces has a fractal nature 

over length scales from millimeters up to hundreds of kilometers (e.g., Candela et al., 

2012). Field studies also observed that deformation style of mélange in subduction zone 

depends on the fault material, which has heterogeneous distribution (Fagereng and 

Sibson, 2010). Various heterogeneities on the plate interface may cause the frictional 

heterogeneity on the fault in various spatial scales. Many numerical simulations have 

considered the macroscopic heterogeneity of faults (e.g., Rice, 1993; Liu and Rice, 

2007), because macroscopic heterogeneity can be resolved from seismicity. However, 

microscopic heterogeneity should also be considered because it also affects the rupture 

dynamics. Because some previous studies already constructed a seismic source model 

for slow earthquakes with frictional heterogeneity (Ando et al., 2010, 2012; Nakata et 

al., 2011; Skarbek et al., 2012), a brief review of them is provided in this section. 

 In a series of studies by Ando et al. (2010, 2012) and Nakata et al. (2011), 

slow earthquakes are considered as aggregations of small brittle patches embedded in 

the ductile fault surface. Because these patches are separated from each other by the 

ductile background, rupture propagations cannot accelerate to seismic speeds, resulting 

in slow propagation of slip. They used slip weakening friction law and Newtonian 

rheology as a friction law, and they calculated the rupture of small brittle patches 

triggered by the propagating acceleration of background slip rate. As a result, the 
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moment-rate function of the rupture could be temporally about constant, which is 

characteristic of slow earthquakes (Ide et al., 2007b). Furthermore, Nakata et al. (2011) 

has shown that frictionally heterogeneous fault model can explain not only slow 

earthquakes, but also regular earthquakes. When brittle patches are sufficiently dense 

and the barrier effect of the ductile background is weak, ruptures of small brittle patches 

are connected, and a cluster of small brittle patches will rupture as one large seismic 

patch in the frictionally heterogeneous model. This rupture behavior results in a 

triangular moment-rate function (i.e., an ordinary earthquake). The occurrence of 

small-scale frictional heterogeneity in the source areas of slow earthquakes has been 

supported by Zhang et al. (2011), who showed that at high frequencies of around 10–20 

Hz the spectrum of tectonic tremors falls off f-2 as seen for ordinary earthquakes, 

implying that tremor signals are swarms of very small earthquakes with unusually low 

corner frequency. However, as described in the previous chapter, the result of tidal 

sensitivity analysis of tremor activities implies the existence of RSF law (Dieterich, 

1979) on the plate interface, which is different from the assumption of those studies. 

Furthermore, the stress accumulation process is not considered in those studies. Hence, 

it is needed to evaluate how the transition of slip behavior occurs on frictionally 

heterogeneous fault governed by RSF law. 

 Skarbek et al. (2012) considered seismic cycle of frictionally heterogeneous 

fault governed by RSF law. Because their focus is deep slow earthquake, they set a 

no-slip boundary condition at the shallower edge, and a stable-slip boundary condition 

at the bottom edge of linear fault. In their model, the spatial scale of frictional 

heterogeneity is smaller than the nucleation size of VWZ on the fault, which is 

determined by the assumed frictional property. Hence, each VWZ on the fault cannot 

accelerate alone. As a result, the heterogeneous fault shows aseismic stick slip (i.e., 

SSE) when the portion of VWZ on the fault is low or a-b on VSZ is large. Whereas, 

when the portion of VWZ on the fault is large or a-b on VSZ is small, the entire model 

space slips seismically (i.e., regular earthquake). This model can explain the transition 

of slip mode from regular earthquake to slow earthquake with depth. However, this 

model cannot explain the co-existence of SSE and tectonic tremor because tectonic 

tremor represents local accelerations of slip in SSE (Thomas et al., 2016). To model 

such co-existence of aseismic and seismic slip on the fault, the spatial scale of the 

frictional heterogeneity should be larger than the nucleation size of VWZ on the fault. 
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 Dublanchet et al. (2013) considered such frictional heterogeneity on the fault. 

They randomly distribute small VW patch, which can nucleate to seismic event alone, 

on an infinite planar fault. Then, they investigated the slip behavior of the fault with 

cyclic boundary condition by changing the portion of VWZ and a-b of VSZ. As a result, 

they observed that seismic slip is restricted within VWZ when the portion of VWZ is 

low or a-b of VSZ is high, whereas the entire fault experience seismic slip when the 

portion of VWZ is high or a-b of VSZ is low. However, the relation between their 

observations and the mechanism of slow earthquake is not clear. Although interesting 

slip behavior related to slow earthquake is expected around the transition between two 

modes of slip behavior, they did not go into details. 

In the present study, it therefore has been investigated how shear-slip 

behavior varies according to the frictional heterogeneity on the fault governed by RSF 

law (Dieterich, 1979). To facilitate an understanding of the physics of the problem, our 

focus here is restricted to a 2D model with the simplest type of heterogeneity; that is, an 

infinite heterogeneous linear fault where VWZs and VSZs are cyclically distributed 

with a uniform characteristic slip distance. It has been tried to understand why the 

transition occurs and what kind of slip behavior appears around the boundary. In the 

following sections, it has been described how the shear-slip behavior of a heterogeneous 

fault changes as a function of the heterogeneity and stiffness of the system. The model 

setting is described in Section 3.2. In Section 3.3, the shear-slip behavior transition has 

been investigated as a function of the proportion of the fault that is VW when an 

external stress accumulation does not exist. An analytic explanation has been provided 

for the physical mechanism controlling the transition. Then, the shear-slip behavior 

transition has been investigated when an external stress accumulation exists. Parameter 

studies have been conducted to explore how the transition changes with stiffness. In 

addition to these simple simulations, slightly more complex and realistic examples have 

been provided (i.e., faults with a fractal heterogeneity in the distribution of the frictional 

parameters), followed by a discussion of the results in Section 3.4 and conclusions in 

Section 3.5. 

 

 

 

 



 80 

3.2. Method 

To understand how the slip behavior of heterogeneous faults changes with the 

degree of frictional heterogeneity, the present paper focuses on a very simple model, 

consisting of an infinite linear fault in a 2D anti-plane elastic space with spatially 

periodic bimodal distributions of RSF parameters (Figure 3.1). The fault is discretized 

into many sub-faults to calculate the slip evolution using a boundary integral equation 

method. Stress on the i-th sub-fault τi is expressed as 

, (3.1) 

where τ0 is an ambient stress when the fault slips at the plate velocity Vpl, which does 

not affect the slip behavior of the fault in this system. The second term in Equation (3.1) 

represents an external stress accumulation due to constant motion at velocity Vpl at 

a distance W/2 from the fault plane (Figure 3.1) (e.g., Ziv and Rubin, 2003; 

Dublanchet et al., 2013). k0 is the external loading stiffness, t is time, uj is the slip 
distance of the j-th sub-fault, and N is the total number of sub-faults used in the 

calculation. The third term corresponds to stress caused by elastic deformation due to 

fault displacement.  

 

 
Figure 3.1: Model space and distribution of frictional parameters on the fault. (Left) An 

infinite fault is embedded in an anti-plane 2D elastic medium with width W. The elastic 

medium is sheared at the plate velocity Vpl. (Right) The frictional parameters of the RSF 

law have a cyclic bimodal distribution characterized by the length scale L. The η 
parameter characterizes the density of VWZ on the fault. 

 

The static kernel Kij in an infinite elastic medium with a cyclic boundary 

condition originally derived by Ampuero (2002) expresses the stress on the i-th 
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sub-fault induced by unit slip on the j-th sub-fault. The stress rate induced by a static 

deformation in a 2D infinite model space is represented by 

. (3.2) 

Because we assume a cyclic boundary condition with recurrence distance L, Equation 

(3.2) can be rewritten as 

. (3.3) 

Using the identity 

, (3.4) 
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The static kernel Kij is defined as .  

For i ≠ j, Equation (3.6) is integrated to 
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For i = j, the static kernel is 

. (3.9) 

Hence, Equation (3.8) is also valid for i = j. 
Because we use a static kernel in an infinite medium, stiffness  is the 

only physically correct value in this situation. However, the error introduced by using a 

static kernel in an infinite medium rather than an elastic medium of width W is 

acceptably small when the recurrence distance of frictional parameters L is much 

smaller than W (Rice and Ruina, 1983). In our numerical calculations, we test stiffness 

values of k0 = 105, 106, and 107 Pa/m, corresponding to W = 300, 30, and 3 km, 

respectively, using µ = 30 GPa. Geodetic measurements of slow slip events have 
implied that the actual stiffness in deep subduction zone is at 5 x 105 Pa/m (Maury et al., 

2014). The recurrence distance of frictional parameters L is 60 m in our calculations. 

The last term in Equation (3.1) is a radiation-damping term (Rice, 1993) that mimics the 

energy loss by radiating seismic waves to the surrounding elastic material. Vi is the slip 

velocity on the i-th sub-fault, µ is rigidity, and β is the shear wave velocity. 

The RSF law on the i-th sub-fault is expressed as 

, (3.10) 

where ai and bi are the frictional parameters of the RSF law on the i-th sub-fault. In a 

fault with homogeneous frictional property, when !!– !!! < !0, the fault shows VW 
behavior in the steady state, resulting in stick-slip behavior when the system stiffness is 

sufficiently small, whereas if !!– !!! > !0, then VS behavior results and the fault 
undergoes stable slip. We distribute a and b bimodally on the fault with a cyclic spatial 

distribution (Figure 3.1). The parameter η defines the proportion of the fault length that 
is assigned to be VW; herein this value is referred to as the density. In Equation (3.10), 

σ is the effective normal stress, and θi and θpl are state variables on the i-th sub-fault 

and its reference value when the fault slips at the plate velocity, respectively. The state 

variable is related to the frictional strength of the fault (e.g., Nakatani, 2001). Its 

temporal evolution can be expressed empirically in a number of ways. Popular forms 
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are the aging law (Dieterich, 1979) and the slip law (Ruina, 1983); other forms have 

been proposed recently (e.g., Nagata et al., 2012). The present study discusses mainly 

the results obtained using the aging law 

, (3.11) 

where Dc is the characteristic slip distance, because an analytical discussion is possible 

for this law. Following Rubin and Ampuero (2005), we refer to the second term of the 

right-hand side of Equation (3.11) as the “weakening effect”. For completeness, we also 

show the results of numerical simulations calculated using the slip law,  

. (3.12) 

From Equations (3.11) and (3.12), θpl is written as . For simplicity, we 

assume a uniform value of Dc and effective normal stress σ on the fault. The time 
derivatives of Equations (3.1) and (3.10) yield 

. (3.13) 

Using Equations (3.11) and (3.13), or (3.12) and (3.13), we can calculate the temporal 

evolution of slip velocity and the state variables for each sub-fault. Because we use 

cyclic boundary conditions, the convolution in Equation (3.13) can be calculated using a 

fast Fourier transform to accelerate the evaluation of the expression. We use the Runge–

Kutta–Fehlberg method (Fehlberg, 1969) with an adaptive time increment for the 

numerical calculation. Grid discretization of the fault should be smaller than Lb to 

perform the calculation in the continuum limit (Rubin and Ampuero, 2005), where 

. (3.14) 

Therefore, we divided the fault into sub-faults, each with length equal to Lb/8, where Lb 

is calculated with the maximum b value on the fault. The basic parameter values used in 

this study are listed in Table 3.1. Similar values are chosen for a and b as Dublanchet et 

al. (2013). 

From Equation (3.13), when the slip velocity is higher than Vdyn =
2βaσ
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(Rubin and Ampuero, 2005), the radiation-damping term (i.e., the second term on the 

left-hand side) is more important than the direct effect of RSF (i.e., the first term on the 

left-hand side). Hence, we use this velocity as a threshold for “seismic” slip; for the 

parameters listed in Table 3.1, this seismic slip velocity is 6 × 10�3 m/s. 

 

Parameter Value 

a 0.001 (VW) / 0.002 (VS) 

b 0.002 (VW) / 0.001 (VS) 

Dc 10 µm 

Normal stress σ 30 MPa 

Rigidity µ 30 GPa 

Shear wave velocity β 3 km/s 

Plate velocity Vpl 10�9 m/s 

Lb 5 m 

Sub-fault size Δx 0.625 m 

Recurrence size L 60 m 

Table 3.1. The reference parameter set used for the numerical simulations presented in 

this study. 

 

3.3. Results 

We performed numerical calculations for various values of η, k0, a, b, and L, 

using the aging law and the slip law. The initial conditions for the simulations are 

uniformly set as (Vi, τi) = (0.5Vpl, τ0) for all sub-faults. The initial condition of the state 
variable is set so that Equation (3.10) is satisfied. Because we did not introduce any 

randomness in the heterogeneity of the distribution of frictional parameters or in that of 

the initial conditions, the fault-slip ultimately evolves to stable slip at a uniform velocity, 
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or to a limit cycle of stick-slip behavior after transient behavior, except for when the 

system enters the “entire-stick” regime, as discussed in the next section.  

 

3.3.1. Without an external stress accumulation (k0 = 0) 

 First, we show results for the situation where no external stress accumulation 

exists (i.e., k0 = 0 in Equation (3.13)). We investigate the shear-slip behavior of a 

heterogeneous fault by varying η in increments of 0.05 between 0 and 1, inclusive. The 
other model-parameter values used are as listed in Table 3.1, which we refer to as the 

reference parameter set using the aging law. At this boundary condition, constant 

ambient stress τ0 (the value does not change slip behavior; e.g., Equation (3.13)) is 
applied to the fault, which enables the fault to be deformed. We observed four types of 

shear-slip behavior (Figure 3.2a–d) in these simulations. When η is small (i.e., 0 ≤ η ≤ 

0.2), the fault creeps at a spatially uniform slip velocity (Figure 3.2a), which we term 

the “stable-slip” regime. The VWZ begins to show stick-slip behavior at η = 0.25, 
although the VWZ cannot accelerate to seismic slip velocity in this case (Figure 3.2b); 

we term this the “non-seismic stick-slip” regime. At larger values of η (i.e., 0.3 ≤ η ≤ 
0.45), the VWZ shows stick-slip behavior reaching seismic slip velocity, and the VSZ 

shows delayed acceleration to intermediate slip velocities, that is, afterslip behavior 

(Figure 3.2c). We call this slip behavior the “partial-seismic” regime. However, at η ≥ 
0.5, the entire fault continuously decelerates (Figure 3.2d). In this regime, seismic 

events never occur and the entire fault sticks. We term this regime the “entire-stick” 

regime. 

When the external stress loading does not exist (k0=0), stress is kept at 

ambient stress τ0 at an infinite boundary condition. Hence, energy is inputted into the 

system by the ambient stress. In the case where the fault slips stably, the same amount 

of energy is consumed as frictional energy (radiation energy can be neglected). When 

the fault shows stick-slip behavior in VWZ, less amount of energy is consumed as 

frictional energy than inputted energy by the ambient stress in VWZ. Saved energy is 

used for radiation energy and acceleration of VSZ. 

 Next, we vary some parameters from their reference values to investigate how 

shear-slip behavior changes with the assumed modeling parameters. We observe three 

or four of the four regimes discussed above during this parameter study, although the 

boundaries between the regimes in some cases shift from their reference-parameter-set 
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locations. These results are summarized in Figure 3.2e. 

 

Figure 3.2 (next page): Shear-slip behavior under zero-stiffness (i.e., k0 = 0) conditions. 

(a) Time evolution of slip velocity for the case of η = 0.1 calculated with the reference 
parameter set (Table 3.1) and aging law. Slip velocity averaged over the entire fault is 

shown by the green line; slip velocities at the center of the velocity-weakening zone 

(VWZ) and velocity-strengthening zone (VSZ) are shown by the red and blue lines, 

respectively. This figure represents a typical example of the stable-slip regime. (b) As 

for (a), except with η = 0.25. Because the peak velocity of the VWZ does not reach 

seismic slip velocity (i.e., 6 × 10�3 m/s; see main text for definition), this figure 

represents a typical example of the non-seismic stick-slip regime. The right-hand panel 

of this figure shows a close-up view of the seismic event indicated by the dashed line in 

the left-hand panel. (c) As for (b), except with η = 0.40. Because the peak velocity of 
the VWZ reaches seismic slip velocities, whereas the peak velocity of the VSZ does not 

reach seismic slip velocities (i.e., afterslip), this figure represents a typical example of 

the partial-seismic regime. (d) As for (a), except with η = 0.65. This figure represents a 
typical example of the entire-stick regime because slip velocity is continually 

decelerating, and seismic events never occur. (e) Table summarizing the results of the 

parameter study. The far-left column describes how the modeling parameters differ 

from the reference parameter set (see Table 1); arrows show where each regime shown 

in (a)–(d) exists. 
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Figure 3.2 (continued) 

 



 89 

 When we use (a, b) = (0.0006, 0.002) in the VWZ and (a, b) = (0.002, 0.0006) 

in the VSZ instead of the reference-parameter-set values, that is, when !/! is changed 

from 0.5 to 0.3, we observe all four regimes. The non-seismic stick-slip regime occurs 

at η = 0.15 in this case, and the stable-slip regime and the partial-seismic regime are 

respectively observed below and above this η value. The entire-stick regime is entered 

when η ≥ 0.5; the same threshold is seen with the reference parameter set. When 

L = 120 m is used rather than the reference-parameter-set value (L = 60 m), non-seismic 

stick-slip behavior is not observed. For 0 ≤ η ≤ 0.1, the stable-slip regime is observed. 

Above η = 0.15, the partial-seismic regime is observed. The entire-stick regime again 

appears when η ≥ 0.50. When only the value of a in the VSZ is changed to 0.0015 from 
the reference-parameter-set value of 0.002, the partial-seismic regime is not observed. 

The stable-slip regime is observed when η ≤ 0.20, as also seen for simulations using the 

reference parameter set. The onset of the entire-stick regime shifts to η = 0.35 in this 
case; non-seismic stick-slip behavior is observed between those two regimes. 

 

 
Figure 3.3: Comparison of slip velocity between the aging law and the slip law in the 

non-seismic stick regime. (a) A red and green line show slip velocity at the center of 

VWZ for the aging law and the slip law, in the case of η = 0.25 and a = 0.0015 in VSZ. 

(b) Same as (a), but for η = 0.30. 
 

 In addition to the aging law, we also investigate simulations using the slip law 

as the state-variable evolution law. When the slip law is used with the reference 

parameter set, we observe very similar results to those obtained with the aging law, 

except that non-seismic stick-slip behavior is not observed. Using the slip law while 
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changing the value of a in the VSZ to 0.0015, we observe the same behavior as seen 

with the aging law. However, the maximum slip velocity of the VWZ in the 

non-seismic stick-slip regime is several times higher with the aging law than with the 

slip law (Figure 3.3). 

The transitions between these four regimes can be understood from an 

analytical viewpoint. The boundary between the stable-slip regime and the stick-slip 

regime of the VWZ (i.e., the partial-seismic regime) is determined by the nucleation 

size of the VWZ. When the size of VWZ is smaller than its nucleation size, the entire 

fault including VWZ stably slips. Its slip velocity is at plate velocity Vpl because we set 
the initial stress condition at τ = τ 0 . When the size of VWZ exceeds its nucleation size, 

stick-slip behavior is initiated. The nucleation of the frictionally homogeneous VW fault 

is controlled by the quantities ! − ! and !/! (Rubin and Ampuero, 2005; Ampuero 

and Rubin, 2008). Rubin and Ampuero (2005) noted that in the case of the aging law, 

the weakening effect (the second term on the right-hand side of Equation (3.11)) is 

much larger than unity until the fault reaches instability when !/!! < !0.3781. In this 

case, the nucleation size in the VWZ is Lcr ~ 2.7Lb, though the minimum nucleation size 

can be smaller than this value (Figure 8 of Rubin and Ampuero, (2005)). For !/! 

larger than about 0.5, the weakening effect approaches a constant value of ~1, and the 

nucleation size in the VWZ is given as 

. (3.15) 

In the case of the slip law, Ampuero and Rubin (2008) noted that the nucleation size is 

smaller than that of the aging law and continues to shrink with increasing slip velocity 

when the weakening effect is much larger than unity, until the fault reaches stability. 

When the weakening effect is close to 1 during nucleation, the nucleation zone 

propagates as a pulse. Rubin (2008) and Mitsui and Hirahara (2011) reported that in the 

case of the aging law, stick slip reaches seismic slip velocity when the patch size is 

much larger than its nucleation size, but does not reach seismic slip velocity when the 

patch size is close to its nucleation size. However, in the case of the slip law, stick slip 

almost always achieves seismic slip velocity when the patch size is larger than its 

nucleation size.  

For the simulation runs using the reference parameter set with the aging law, 

!/! = 0.5 and the weakening effect at the center of the nucleation zone is about 10 

Lcr =
2
π

b
b− a
"

#
$

%

&
'
2

Lb



 91 

(Figure 3.4), similar to figure 1d of Rubin and Ampuero (2005). In this case, 

Lcr = 12.7 m, corresponding to ηcr ≈ 0.21. From Figure 3.2e, we see that the stable-slip 

regime ends at η = 0.2 (i.e., a VWZ size of 12 m), and stick slip appears in the VWZ 

above this value, although the non-seismic stick-slip regime exists when η = 0.25 (i.e., a 
VWZ size of 15 m). When !/! is changed to a value of 0.3, the weakening effect at 

the center of the nucleation zone is about 200 during nucleation period, that is, much 

larger than unity (Figure 3.4b), in which case typical nucleation size is Lcr ~ 2.7Lb (13.5 

m), corresponding to ηcr ≈ 0.23, though minimum nucleation size is smaller than that 
value (Rubin and Ampuero, 2005). From Figure 3.2e, the non-seismic stick-slip regime 

is observed at η = 0.15 (i.e., a VWZ size of 9 m), and the partial seismic regime is 

initiated from η = 0.2 (i.e., a VWZ size of 12 m).  
 

 

Figure 3.4: Snapshots of slip velocity and the weakening effect during nucleation in 

VWZ. (a) Snapshots of slip velocity (blue) and weakening effect (red; see the text for 

the definition) for the partial seismic regime (η = 0.40) during the nucleation of seismic 
events, calculated with a reference parameter set (Table 3.1). (b) Same as (a), but for the 

case calculated with a/b = 0.3. 

 

When L is doubled from the reference-parameter-set value, the value of Lcr is 

unchanged at Lcr = 12.7 m, corresponding to ηcr ≈ 0.11. In our numerical simulations, 

the stable-slip regime is observed up to η = 0.10 (i.e., a VWZ size of 12 m) and the 

partial-seismic regime is observed above η = 0.15 (i.e., a VWZ size of 18 m). In this 

case, the non-seismic stick-slip regime falls between η = 0.10 and 0.15, and, as is 

apparent from Figure 3.2e, is not encountered because of the 0.05 increment in η used 
in our parameter study. 
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When a in the VSZ is changed to 0.0015, Lcr again does not change 

(ηcr ≈ 0.21). The non-seismic stick-slip regime starts at η = 0.25 (i.e., a VWZ size of 
15 m), which is consistent with the results obtained with the reference parameter set. In 

this case, the transition to the entire-stick regime shifts to lower η–values, and the 

non-seismic stick-slip regime extends up to η = 0.30 (i.e., a VWZ size of 18 m). The 
boundary of the entire-stick regime is discussed further below. 

When the slip law is used with the reference parameter set, although the 

nucleation size of the VWZ changes with slip velocity (Ampuero and Rubin, 2008), the 

boundary between the stable-slip regime and the partial-seismic regime is the same as 

for the aging-law case, and the non-seismic stick-slip regime is not observed, as 

reported by Rubin (2008) and Mitsui and Hirahara (2011). When a in the VSZ is 

changed to 0.0015 with the slip law, the same results are obtained as for the aging law. 

Because the boundary of the entire-stick regime is closer to the nucleation size in this 

case, the non-seismic stick-slip regime occurs even with the slip law.  

 Next, we consider the boundary between the partial-seismic regime and the 

entire-stick regime. An analytical solution for this boundary can be obtained for the 

aging-law case as follows. Neglecting the radiation-damping term in Equation (3.13), 

the acceleration of the fault during the inter-seismic period is  

. (3.16) 

In this system, elastic deformation due to faster creep in the VSZ than in the VWZ 

accelerates the VWZ, while an increase of the state variable decelerates the fault. 

During inter-seismic periods, the state variable in the VWZ evolves linearly with time 

because weakening effect in Equation (3.11) is much smaller than 1 (Rubin and 

Ampuero, 2005). Hence, we can assume,  
θi
θi
=

1
t + tc

, (3.17) 

where tc is a constant. Considering the functional form of the slip velocity 

Vi =
Ai
t + tc

, (3.18) 

where Ai is the slip-velocity shape function, the time dependency of Equation (3.16) can 

be removed by substituting Equations (3.17) and (3.18) into Equation (3.16) to obtain 

aiσ
Vi
Vi
≅ KijVj

j
∑ − biσ

θi
θi
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KijAj
j
∑ = −ai + bi( )σ  (3.19) 

for i taking values from 1 to N. Taking the average of Equation (3.19) with respect to i 

yield 
1
N

KijAj
i, j
∑ =

1
N

−ai + bi( )σ
i
∑

. 
(3.20) 

Because the left-hand side of Equation (3.20) is zero, as , a solution for the 

shape function Ai exists only when 1
N

ai − bi
i
∑ = 0 . Hence, we can obtain the synthetic 

shape function Ai when the spatial average of ! − ! 

( 1
N

ai − bi
i
∑ =η a− b( )VWZ + 1−η( ) a− b( )VSZ ) is zero, through a zero-mean constraint on 

Ai, because the spatial average of Ai is not constrained by Equation (3.16). 

Above analytic derivations are validated by the comparison with numerical 

results. In Figure 3.5a, the time evolution of weakening effect at the center of VWZ and 

VSZ are plotted. They are temporally constant at values smaller than 1. Hence, state 

variable increases linearly with time (Figure 3.5b), which ensures the assumption of 

Equation (3.17). In Figure 3.5c, the time evolution of slip velocity at the center of VWZ 

and VSZ are shown, which validate that slip velocity falls as t-1 when t>>tc (Equation 

(3.18)). A synthetic shape function Ai, calculated by inverting Equation (3.19) with a 

zero-mean constraint on Ai, is compared with the numerical simulation results in Figure 

3.5d. In Figure 3.5d, the synthetic shape function Ai is shown by the red line. Snapshots 

of slip velocity on the fault multiplied by time from the beginning of the calculation and 

shifted to a zero mean are shown by lines whose color changes from blue to green with 

time for a simulation with η = 0.5 using the reference parameter set, that is, the spatial 
average of ! − ! is zero. Initially, the shape function from the numerical calculation is 

uniform as a result of the initial condition assumed in the numerical model. The 

function shape then evolves after the calculation starts and converges to match the 

synthetic shape function. 

 

Kij
j
∑ = 0
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Figure 3.5: Results of numerical simulations at the critical density (η = 0.50) with a 

reference parameter set (Table 3.1) and the aging law. (a) Time history of weakening 

effect at the center of VWZ (red) and VSZ (blue). (b) Time history of state variables at 

the center of VWZ (red) and VSZ (blue). (c) Time history of slip velocity at the center 

of VWZ (red) and VSZ (blue). Three black lines represents the falloff of slip velocity 

with time as V∝t-0.9, V∝t-1.0, and V∝t-1.1. (d) A comparison of synthetic shape function 
with that of numerical simulations. The horizontal axis represents horizontal position 

along the fault, with the locations of the VWZ and VSZ shown by the black arrows. The 

synthetic shape function of the slip velocity, defined by Equation (3.18), is shown by 

the red line; other lines denote snapshots of simulated slip velocity, which are obtained 

by multiplying by time from the beginning of the numerical calculation and subtracting 

the average value. Snapshots are plotted for every 100.25 times the change in slip 

velocity averaged over the fault. The change in line color from blue to green indicates 

increasing time after the start of the simulation run. 
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 The analytical derivation of slip-velocity shape function shows the existence 

of solutions for slip velocity and state variables that are inversely and positively 

proportional to time at the critical density of VWZ such that the spatial average of 

! − ! is zero. Using aging law, state variable cannot increase faster than linearly with 

time. At the critical density, the deceleration speed of slip velocity is inversely 

proportional to time, which balances with the increasing speed of state variable, 

resulting in the constant weakening effect at a value smaller than 1 (Figure 3.5a). 

Because the weakening of the fault (decrease of state variable) never occurs in this case, 

the nucleation of seismic events never appear. When the spatial average of ! − ! is not 

zero, the above solutions cannot exist. If the spatial average of ! − ! is positive, creep 

on the wider VSZ causes stress to accumulate on the VWZ more rapidly than for the 

critical case. As a result, slip velocity decelerates as V∝t-p, where p<1. Hence, 

weakening effect, which is proportional to the multiplication of slip velocity and state 

variable, will increase with time, and at last exceeds one (Figure 3.6a), resulting in the 

initiation of nucleation of seismic events (Figure 3.2c). In contrast, if the spatial average 

of ! − ! is negative, creep in the narrower VSZ causes stress to accumulate on the 

VWZ more slowly than in the critical case. As a result, slip velocity decelerates as V∝t-p, 
where p>1. In this case, weakening effect keeps decreasing with time (Figure 3.6b). 

Hence, weakening of the fault and resultant seismic rupture never occurs (Figure 3.2d). 

 

 

Figure 3.6: Time evolution of weakening effect in (a) partial seismic regime and (b) 

entire stick regime. Red and blue lines represent the center of VWZ and VSZ, 

respectively. 
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 We note here that this derivation does not depend on the dimensions of the 

model. We neglect the radiation-damping term and use  only because of the 

infinite fault length assumed for this derivation. Therefore, we obtain a general 

analytical prediction that it is critical for the spatial average of ! − ! over the fault to 

be zero for an infinite fault without an external stress loading to exhibit slip-behavior 

transition.  

 The above expressions can explain the location of the boundary between the 

partial-seismic regime and the entire-stick regime in the numerical simulation results 

shown in Figure 3.2e. Although the discussion above is valid only for the aging-law 

case, the results for the slip law are also consistent with these results for the aging law. 

The complex form of Equation (3.12) precludes the derivation of analytical expressions 

for the slip law. 

 In summary, the shear-slip behavior of a heterogeneous fault without an 

external stress loading is controlled by two boundaries. The location of the first 

boundary is determined by the nucleation size of the VWZ. Below the density of the 

first boundary, stable-slip behavior is observed, whereas seismic slip and afterslip are 

respectively observed in the VWZ and VSZ above the density of this first boundary. 

Around the density of the first boundary, non-seismic stick-slip is observed in some 

cases. The second boundary is located at the density where the spatial average of ! − ! 

on the fault becomes zero. Above the density of the second boundary, the entire fault 

(including the VSZ) sticks, and seismic rupture never occurs. 

 

3.3.2. With an external stress accumulation (k0 > 0) 

 In this section, we investigate the shear-slip behavior of a heterogeneous fault 

with a bimodal distribution of frictional parameters when k0 is positive, by changing η 
in increments of 0.05 in the range 0 to 1, inclusive. When an external stress 

accumulation exists, stick-slip events will always occur unless the size of the VWZ is 

smaller than its nucleation size. We observed five types of slip behavior in these 

numerical experiments: (i) the stable-slip regime; (ii) the non-seismic stick-slip regime; 

(iii) the partial-seismic regime where stick-slip events and afterslip occur in the VWZ 

and VSZ, respectively; (iv) transitional behavior between the partial-seismic regime and 

the entire-seismic regime; and (v) the entire-seismic regime where seismic slip occurs in 

Kij
j
∑ = 0
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both the VWZ and the VSZ. 

 To characterize the slip behavior of the fault, we calculated the radiation 

energy consumed by the radiation-damping term of Equation (3.1)  

ER
i = Δx µ

2β
Vi dui∫ , (3.21) 

where Ei
R is the radiation energy on the i-th sub-fault and Δx is the length of grid 

discretization. This value is related to the characteristic deformation rate given by 

Vi =
Vi dui∫
dui∫

, (3.22) 

as 

Vi =
2βER

i

Δxµ dui∫
≈

2β
ΔxµVpl

ER
i

T
, (3.23) 

where T is the duration of long-term calculation. At each time step, we average the 

calculated radiation energy over the VWZ and VSZ as 

ER
VWZ =

ER
i

i∈VWZ
∑
Lη

, (3.24) 

and  

ER
VSZ =

ER
i

i∈VSZ
∑
L 1−η( )

. (3.25) 

Then we estimate the long-term average radiation-energy rate !ER
j  (j=VWZ or VSZ; 

Figure 3.7). The long-term average radiation-energy rate is proportional to the 

characteristic deformation rate averaged in VWZ or VSZ as 

V j ≡

Vi
i∈ j
∑

N j =
2β

µ dui∫

ER
i

i∈ j
∑

ΔxN j ≈
2β
µVpl

ER
j , (3.26) 

where Nj is the number of grids in VWZ or VSZ. Consequently, the long-term average 

radiation-energy rate can be a measure of the rapidity of deformation. By fitting a linear 

function to the temporal evolution of the calculated energy averaged over the VWZ and 

VSZ, the long-term spatially averaged energy rate for both the VWZ and VSZ can be 

evaluated as a slope of cumulative frictional energy (Figure 3.7). To avoid artifacts 
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arising from transient slip episodes at the beginning of the calculation, the linear fit is 

applied to the second half of the modeled time period. 

 

 

Figure 3.7: Time evolution of calculated radiation energy. (a) Radiation energy, 

calculated for η = 0.4 and k0 = 106 using the reference parameter set and aging law, 
plotted against time. The radiation energies averaged over the VWZ and VSZ are shown 

by the red and blue lines, respectively. The green lines denote the least-squares fit to the 

radiation energy in the second half of the calculation period; the slopes of these 

regression lines give the long-term average radiation-energy rate. Green values are 

estimated radiation energy rate. (b) As for (a), except with η = 0.65. 
 

Figure 3.8 shows estimated long-term radiation-energy rates in the VWZ and 

VSZ for k0 = 106 Pa/m, computed using the reference parameter set and the aging law 

for different densities of VWZ (i.e., η values) for the heterogeneous fault. The 
recurrence intervals of seismic events are also plotted in Figure 3.8. We define the start 

time of each seismic cycle as the moment when the slip velocity of any sub-fault 

exceeds the plate velocity; the recurrence interval is then the measured time interval 

between two such occurrences. 

When η is low (i.e., 0 ≤ η ≤ 0.2), radiation-energy rates in the VWZ and VSZ 

are identical and quite low; this behavior represents the stable-slip regime (i). At η = 
0.25, the radiation-energy rate is increasing, but is still very low, representing the 

behavior of the non-seismic stick-slip regime (ii). The location of this regime is 

consistent with the results seen in the k0 = 0 case, because this boundary is controlled by 

the nucleation size of the VWZ. For 0.3 ≤ η ≤ 0.45, the radiation-energy rate in the 
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VWZ is 2–3 orders of magnitude higher than that seen in the VSZ, representing partial 

seismic-slip behavior (iii), whereby seismic events occur in the VWZ and afterslip 

occurs in the VSZ. Example time histories of slip velocities for simulations in these 

regimes are shown in Figure 3.9. Snapshots of slip velocity in the partial-seismic regime 

are also shown in Figure 3.10. 

 

 
Figure 3.8: Radiation-energy rate and recurrence interval plotted against the density of 

velocity-weakening zone on the fault η. The radiation-energy rates in the VWZ and 

VSZ (left axis), calculated for k0 = 106 using the reference parameter set and aging law, 

are shown by the red and blue symbols, respectively. Green symbols represent 

recurrence intervals of seismic events (right axis). The boundaries between, and extents 

of, the slip regimes are respectively indicated by the dashed lines and arrows: (i) the 

stable-slip regime; (ii) the non-seismic stick-slip regime; (iii) the partial-seismic regime; 

(iv) the transitional-slip regime; and (v) the entire-seismic regime. 
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Figure 3.9: Examples of shear-slip behavior with k0 = 106. (a) Time evolution of slip 

velocity for the case η = 0.20 calculated using the reference parameter set (Table 1) and 
aging law. Slip velocity averaged over the entire fault is shown by the green line. Slip 

velocities at the center of the velocity-weakening zone (VWZ) and 

velocity-strengthening zone (VSZ) are shown by the red and blue lines, respectively. 

This figure represents a typical example of the stable-slip regime. (b) As for (a), but 

with η = 0.25. This figure represents a typical example of the non-seismic stick-slip 
regime. The right-hand panel of this figure shows a close-up of view of the seismic 

event indicated by the dashed line in the left-hand panel. (c) As for (b), except with η = 

0.3. This figure represents a typical example of the partial-seismic regime. The 

right-hand panel of the figure shows a close-up view of the seismic event indicated by 

the dashed line in the left-hand panel. 

 

 Radiation energy emitted in the VSZ is comparable to that in the VWZ when 

η ≥ 0.55, that is, the VSZ also slips at seismic velocities during seismic events (Figure 

3.11). We refer to this the “entire-seismic regime” (v). In this regime, seismic rupture 

initiates in the VWZ and propagates into the VSZ. The VSZ is then accelerated to 

seismic velocities soon after rupture of the VWZ, and the entire fault slips seismically. 

 At η = 0.50, where the transition occurs from the partial-seismic regime to the 
entire-stick regime in the k0 = 0 case, the fault shows very complex behavior (Figure 

3.12), in which seismic slip in the VWZ and aseismic slip in the VSZ strongly interact. 
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Seismic rupture initiates in the VWZ and propagates into the VSZ. Slip in the VSZ 

accelerates, but it does not slip seismically with the VWZ as seen in the entire-seismic 

regime. Accelerated slip of the VSZ propagates into the VWZ, and so the VWZ is 

reaccelerated soon after the first rupture. Rupture propagates back and forth between the 

VWZ and VSZ several times. 

 

 

 
Figure 3.10: Snapshots of slip velocity in the case of the partial seismic regime 

(η = 0.30), calculated with a reference parameter set (Table 1) and with the aging law. 
The locations of VWZ and VSZ are shown by black arrows. (a) Nucleation of seismic 

events in VWZ. (b) Rupture propagation into VSZ. (c) Afterslip in VSZ. (d) 

Re-coupling of the fault. Snapshots are plotted for every 100.25 times the change in slip 

velocity averaged over the fault. The change in line color from blue to red indicates 

increasing time in each panel. 
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Figure 3.11: An example of shear-slip behavior with k0 = 106 in the entire-seismic 

regime. (a) Time evolution of slip velocity in the case η = 0.8, calculated using the 

reference parameter set (Table 3.1) and aging law. Colors and lines have the same 

meanings as for Figure 3.9a. Because the peak velocities in both the VWZ and VSZ 

reach seismic slip velocity (i.e., 6 × 10�3 m/s; see main text for definition), this figure 

represents a typical example of the entire-seismic regime. The right-hand panel of this 

figure shows a close-up view of the seismic event indicated by the dashed line in the 

left-hand panel. Periods denoted by (1), (2), and (3) are corresponding to durations of 

snapshots in (b). (b) Snapshots of slip velocity during the seismic events presented in 

(a). The locations of the VWZ and VSZ are shown by the black arrows; the black 

horizontal line denotes the plate velocity. The left-hand panel shows the nucleation of 

seismic events in the VWZ. The middle panel shows the rupture propagation into the 

VSZ and seismic slip on the entire fault. The right-hand panel shows the re-coupling of 

the fault. Snapshots are plotted for every 100.25 times the change in slip velocity 

averaged over the fault. The change in line color from blue to red indicates increasing 

time in each panel. 
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Figure 3.12 (previous page): Example of shear-slip behavior with k0 = 106 in the 

transitional-slip regime. (a) Time evolution of slip velocity for the case η = 0.5, 
calculated using the reference parameter set (Table 3.1) and aging law. Colors and lines 

have the same meanings as for Figure 3.9a. The right-hand panel of this figure shows a 

close-up view of the seismic event indicated by the dashed line in the left-hand panel. 

Because seismic slip is induced several times during one event by the strong and 

complex interaction between slip in the VWZ and VSZ, this figure represents a typical 

example of the transitional-slip regime that separates the partial- and entire-seismic 

regimes. Periods denoted by (1)-(10) are corresponding to durations of snapshots in (b).  

(b) Snapshots of slip velocity during the seismic events seen in (a). Colors and lines 

have the same meanings as for Fig. 3.11b. 

 

To investigate the details of the slip-behavior transition from the 

partial-seismic regime to the entire-seismic regime, we conducted numerical 
simulations using a finer grid discretization  around the critical density, 

changing η in increments of 0.0026 for 0.49 ≤ η ≤ 0.51. In addition, to investigate the 
dependency of slip behavior on stiffness, we tested three values of stiffness: k0 = 105, 

106, and 107 (corresponding to W = 300, 30, and 3 km). In Figure 3.13, the 

radiation-energy rate and recurrence intervals are plotted against η for these stiffness 
values.  

In the partial-seismic regime, recurrence intervals have similar values 

regardless of the value of k0. Recurrence intervals of seismic events are determined by 

the balance between stress accumulation and fault strengthening (increase of state 

variable) in VWZ. As discussed in previous section, the stress accumulation in the 

VWZ is controlled mainly by creep in the VSZ in the partial seismic regime. Although 

the external stress loading term also accumulate stress on VWZ, its effect is small 

compared with stress by elastic deformation because characteristic stiffness of this 

system defined by µ / L ≈ 5×108  is much larger than k0 used in this study. Hence, 

recurrence intervals in the partial seismic regime have similar values regardless of k0. In 

contrast, in the entire-seismic regime, recurrence intervals are strongly dependent on 

stiffness k0, because external stress loading is the main cause of stress accumulation on 

the VWZ in this regime. Around the critical density (η=0.5), the recurrence intervals 
increase markedly, corresponding to the phase transition from the partial-seismic regime 

Δx = Lb / 32
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to the entire-seismic regime, though the phase transition is less sharp for larger stiffness 

values. The radiation-energy rate of the VWZ significantly decreases at the critical 

density whereas that of the VSZ increases, until they eventually converge. Because the 

long-term average radiation-energy rate is proportional to the characteristic deformation 

rate, moderate values of the long-term average energy rate in both VWZ and VSZ 

around the critical density means that slower deformation relatively dominates around 

the critical density. However, this transition is also less sharp at larger stiffness values. 

Larger stiffness k0 results in larger stress drop with slip. Therefore, complex interactions 

between seismic slip in VWZ and aseismic slip in VSZ are stabilized by increasing 

stiffness (Figure 3.14). 

 

 

Figure 3.13: Comparisons of radiation-energy rate and recurrence intervals for different 

stiffness values, plotted against the density of velocity-weakening zone on the fault η. 
(a) Results for k0 = 105 calculated using the reference parameter set (Table 3.1) and 

aging law. Results for Δx = Lb/8 and Δx = Lb/32 are indicated by the diamonds and 
triangles, respectively. Radiation-energy rates averaged over the VWZ and VSZ are 

shown by the red and blue symbols, respectively, with values given on the left axis; 

green symbols show recurrence intervals of seismic events, and correspond to the right 

axis. The bottom panel shows a close-up view of the rectangular region outlined in the 

top figure. (b) As for (a), except with k0 = 106. (c) As for (a), except with k0 = 107. 
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Figure 3.14: Time evolutions of slip velocity for different stiffness in the transitional 

slip regime. (a) A red and blue line show time evolutions of slip velocity at the center of 

VWZ and VSZ, respectively, calculated with the length of sub-faults Δx=Lb/32, k0=105, 

and η = 0.503 using a reference parameter set (Table 3.1) and the aging law. A green 
line shows the time evolution of slip velocity averaged over the fault. The left figure is a 

close up of one seismic event denoted by a black line in the left figure. (b) Same as (a), 

but for k0=106. (c) Same as (a), but for k0=107. 
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Figure 3.15a shows the radiation-energy rate and recurrence intervals of 

seismic events as a function of η when the a value of the VSZ is changed to 0.0015 
from the reference value of 0.002, calculated using the aging law. Numerical 
simulations with  show that the stable-slip regime occurs up to η = 0.20, as 

for the case of k0 = 0. The non-seismic stick-slip regime occurs at 0.25 ≤ η ≤ 0.3. Above 

η = 0.35, where the entire-stick slip regime exists in the k0 = 0 case, the entire-seismic 

regime appears. In this case, the critical density is predicted from the analytical solution 
with k0=0 to be at η = 1/3. Numerical simulations with , in which η is 

varied from 0.323 to 0.344, show that large releases of radiation energy commence at η 

= 0.333. Complex transitional slip behavior is observed around the critical density 

(Figure 3.16). 

When the slip law is used with the reference parameter set instead of the 

aging law, the non-seismic stick-slip regime is not encountered and hence only four 

types of shear-slip behavior are observed (Figure 3.15b). The existence of 

transitional-slip behavior is also confirmed for the slip law via simulation runs around 

the critical density (Figure 3.17). Hence, transitional shear-slip behavior, in which slip 

in the VWZ and VSZ interact strongly and slower deformation dominates, is widely 

observed under the condition that the spatially averaged value of ! − ! is near zero, 

regardless of the chosen evolution law of the state variable. 

 

Δx = Lb / 8

Δx = Lb / 32
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Figure 3.15: Radiation-energy rate and recurrence interval plotted against the density of 

velocity-weakening zone on the fault η. (a) As for Figure 3.13b, except for the case 
when a in the VSZ is changed to 0.0015 from the reference-parameter-set value of 

0.002 (Table 3.1). (b) As for Figure 3.13b, except for the case when the slip law is used 

instead of the aging law. 

 

 
Figure 3.16: Time evolutions of slip velocity in the transitional slip regime for the case 

where a value in VSZ is changed to 0.0015 from 0.002 in a reference parameter set 

(Table 3.1) with the aging law. A red and blue line show time evolutions of slip velocity 

at the center of VWZ and VSZ, respectively, calculated with the length of sub-faults 

Δx=Lb/32, k0=106, and η = 0.503. A green line shows the time evolution of slip velocity 
averaged over the fault. The right and middle panels are a close up of one seismic event 

denoted by a black dash line in the middle and left figure, respectively.  
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Figure 3.17: Time evolutions of slip velocity in the transitional slip regime for the case 

where the slip law is used instead of the aging law. A red and blue line show time 

evolutions of slip velocity at the center of VWZ and VSZ, respectively, calculated with 

the length of sub-faults Δx=Lb/32, k0=106, and η = 0.503. A green line shows the time 

evolution of slip velocity averaged over the fault. The right figure is a close up of one 

seismic event denoted by a black line in the left figure.   

 

3.3.3. Cantor-set distributions 

In this section, we present some examples of slip behavior observed on faults 

with more complex heterogeneity. Here, we consider an infinite fault with cyclic 

Cantor-set distributions of frictional parameters (Figure 3.18). This type of frictional 

heterogeneity is constructed as follows. First, a basic unit of the frictional-parameter 

distribution is prepared, in which the VSZ is flanked by VWZs each of 20 grids (12.5 m 

length). The length of the central VSZ is set as a fraction 1-γ of the total length L0. 
Higher-rank heterogeneities are constructed by sandwiching a VSZ between two 

lower-rank heterogeneities. The length of the central VSZ is also set as a fraction 1-γ of 

the new heterogeneity. The recurrence distance Ln of the frictional parameters becomes 

longer with increasing rank (see Table 3.2), as Ln =
2
γ

!

"
#
$

%
&

n

L0 , where n is the rank. 

Total length of VWZ within a recurrence unit also increases with increasing the rank as 
Ln
VWZ = 2nγL0 . Hence, the portion of the VWZ on the fault changes with increasing rank 

as η = γ n+1 . Therefore, the Cantor-set distribution of frictional parameters is 

characterized by two parameters: γ and the rank. To investigate the dependence of the 
slip behavior of a hierarchical heterogeneous fault on these parameters, we ran 

simulations using γ = 0.80, 0.85, and 0.90 for models using the aging law and the slip 
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law while varying rank from zero to three. The frictional parameters were set at (a, b) = 

(0.0006, 0.002) in the VWZ and (0.0007, 0.0006) in the VSZ so that all model runs 

show behavior in the entire-seismic regime. The length of each VWZ (i.e., 12.5 m) is 

enough long to initiate seismic event (Section 3.3.1, 3.3.2). The stiffness is set at k0 = 

106. The other parameter values used for the simulations are taken from the reference 

parameter set (Table 3.1). For comparison, we also calculate bimodal distributions of 

frictional parameters with the same density and recurrence distance as the Cantor-set 

distributions (Table 3.2). 

 

 
Figure 3.18: Cantor-set distributions of frictional parameters. In the rank 0 distribution, 

bimodal frictional-parameter distribution recurs with distance L0. In the rank 1 

distribution, two rank 0 distributions are separated by VSZ with the length of (1-γ) L1. 
Frictional parameter distribution recurs with distance L1. Higher-rank distributions are 

constructed with the same procedure. 
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γ / rank 0 1 2 3 

0.90 44 (27.5 m) 

η=0.91 

98 (61.25 m) 

η=0.82 

218 (136.25 m) 

η=0.73 

484 (302.5 m) 

η=0.66 

0.85 47 (29.375 m) 

η=0.85 

111 (69.375 m) 

η=0.72 

261 (163.125 m) 

η=0.61 

614 (383.75 m) 

η=0.52 

0.80 50 (31.25 m) 

η=0.80 

125 (78.125 m) 

η=0.64 

313 (195.625 m) 

η=0.51 

783 (489.375 m) 

η=0.41 

 

Table 3.2: The number of grids for the recurrence (corresponding distances) and the 

density of VWZ of frictional parameters for various Cantor-set distributions. 

 

In this section, we focus on the macroscopic parameters describing slip 

behavior on the fault, such as stress drop Δτ, slip, slip-weakening distance Sw, and 
recurrence interval, which are defined as follows (Figure 3.19). Macroscopic stress drop 

is defined as the difference between the maximum and minimum spatially averaged 

stress on the fault during a seismic event. A seismic event is defined as the period for 

which the spatially averaged slip velocity of the fault exceeds the seismic slip velocity 
 (see Section 3.2). Here, we use 3.6 × 10�3 m/s for the seismic slip 

velocity with a = 0.0006. The macroscopic slip is defined as the spatially averaged slip 

distance during seismic events. The macroscopic slip-weakening distance is defined as 

the amount of slip that is needed for the spatially averaged stress on the fault to drop by 

95% of the macroscopic stress drop. Recurrence intervals are defined in the same way 

as in the previous section. 

Figure 3.20a shows the recurrence interval of seismic events plotted against 

rank of the Cantor-set distribution for simulations using the aging law. An example of 

the resulting slip behavior is shown in Figure 3.21. The recurrence interval is shorter 

when the fault has higher-rank distributions of frictional parameters. This behavior is 

observed because the fault can endure less stress accumulation with increasing rank 

because of the lower density of the VWZ for higher-rank distributions. Comparing the 

V = 2βaσ /µ
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Cantor-set distributions and bimodal distributions with the same density and recurrence 

distance, faults with Cantor-set distributions have longer recurrence intervals. For the 

Cantor-set distributions, the VSZ is divided into smaller pieces than for the bimodal 

distributions, resulting in less efficient strain accumulation at the edge of the VWZ.  

 

 
Figure 3.19: A definition of macroscopic stress drop, slip, and slip weakening for slip 

behavior of fractal distributions. Stress averaged over the fault is plotted against the slip 

averaged over the fault in the case of rank 3 of Cantor-set distribution with γ = 0.80. 

Seismic events are defined as period when the spatial average of slip velocity exceeds a 

threshold where radiation-damping term becomes dominant (see the text for details). 

Macroscopic stress drop is defined as the difference between maximum and minimum 

stress averaged over the fault during seismic events. Macroscopic slip of seismic events 

is defined as slip averaged over the fault during seismic events. Macroscopic 

slip-weakening distance is defined as the macroscopic slip required for the macroscopic 

stress to drop 95% of its stress drop. 
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Because all seismic events in these simulations rupture the entire fault, the 

stress drop and slip distance are determined by the seismic-event recurrence intervals 

regardless of the frictional-parameter distribution (Figure 3.20b and 3.20c). The 

macroscopic slip-weakening distance increases with increasing the hierarchy of 

frictional parameter distributions (Figure 3.20d). We also calculate ΔτSw/2.0 as an 
approximation of fracture energy (Figure 3.20e). This value increases with increasing 

portion of VSZ on the fault (i.e., increasing the rank of hierarchy). 

Figure 3.22 shows corresponding results obtained for simulations using the 

slip law. An example of the resulting slip behavior is shown in Figure 3.23. A common 

feature of the aging law and slip law simulation results is that recurrence intervals 

decrease with rank (Figure 3.22a), and the macroscopic stress drop and slip are 

determined by the recurrence interval (Figure 3.22b and 3.22c). The macroscopic 

slip-weakening distance also increases with rank (Figure 3.22d). Approximated fracture 

energy also increases with the portion of VSZ on the fault (Figure 3.22e). Hence, the 

change in slip-weakening distance and approximated fracture energy with 

frictional-parameter distribution is common to all simulations, regardless of which 

state-variable evolution law is chosen.  
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 115 

Figure 3.20 (previous page): Comparison of slip behavior for heterogeneous faults 

obeying the aging law. (a) Recurrence intervals of seismic events plotted against rank of 

heterogeneity (see Figure 3.18). Results for γ = 0.80, 0.85, and 0.90 are shown by the 

blue, red, and green symbols, respectively. Circles denote results obtained for 

Cantor-set distributions, whereas inverse triangles represent results for the equivalent 

bimodal distributions (i.e., having the same density of velocity-weakening zone and 

recurrence distance of frictional-parameter distributions as the Cantor-set distributions). 

(b) Macroscopic stress drops plotted against recurrence intervals of seismic events. 

Symbols are the same as for (a). (c) As for (b), except that macroscopic slip is plotted 

against recurrence interval. (d) As for (a), except for macroscopic slip-weakening 

distance. (e) Approximated fracture energy, calculated as a multiplication of 

macroscopic stress drop and slip weakening distance divided by 2.0, is plotted against 

1-η, which is the portion of VSZ on the fault. The portion of VSZ on the fault increases 
with increasing the rank of hierarchy. 

 

Figure 3.21 (next page): An example of slip behavior of rank 3 Cantor-set distributions 

(γ = 0.80) with the aging law. (a) Time evolutions of slip velocity on the fault. A green 
line shows the slip velocity averaged over the fault, while a red and blue line show the 

slip velocity at the center of the largest VWZ and VSZ on the fault, respectively, which 

are located by stars in (b). The right figure is a close up of one seismic event denoted by 

a black line in the left figure. (b) Snapshots of slip velocity on the fault. Snapshots are 

plotted for every 100.25 times the change in slip velocity averaged over the fault. The 

change in line color from blue to red indicates increasing time in each panel. 
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Figure 3.22: Comparison of slip behavior for heterogeneous faults obeying the slip law. 

Symbols and colors have the same meaning as the corresponding parts of Figure 3.20. 
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Figure 3.23: An example of slip behavior of rank 3 Cantor-set distributions (γ = 0.80) 
with the slip law. (a) Time evolutions of slip velocity on the fault. A green line shows 

the slip velocity averaged over the fault, while a red and blue line show the slip velocity 

at the center of the largest VWZ and VSZ on the fault, respectively, which are located 

by stars in (b). The right figure is a close up of one seismic event denoted by a black 

line in the left figure. (b) Snapshots of slip velocity on the fault. Snapshots are plotted 

for every 100.25 times the change in slip velocity averaged over the fault. The change in 

line color from blue to red indicates increasing time in each panel. 
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3.4. Discussion 

We have shown that when an external stress loading exists, a fault model with 

a simple bimodal distribution of frictional parameters obeying RSF law displays five 

types of slip behavior that may be related to the different types of earthquakes. Nakata 

et al. (2011) reported that the connectivity of ruptures on small, brittle fault patches 

determines whether the rupture of a heterogeneous fault becomes an ordinary 

earthquake or a slow earthquake. In the entire-seismic regime of our study, the VSZ 

around the VWZ is also accelerated to seismic slip velocity during the seismic rupture 

of the VWZ. Seismic ruptures on separate VWZs are therefore connected by seismic 

rupture of the VSZ. In contrast, in the transitional-slip regime, seismic ruptures of the 

VWZs are separated by fast aseismic slip in the VSZ as a result of strong and complex 

interactions between slip in the VWZ and the VSZ. Therefore, the transitional-slip 

regime and the entire-seismic regime correspond to slow earthquakes and ordinary 

earthquakes, respectively, in the sense of their rupture connectivity. 

Experimental studies have shown that the frictional property ! − ! depends 

on pressure and temperature (e.g., Blanpied et al., 1991), and so the frictional behavior 

of subducting rock is expected to change with depth. At shallower parts of the plate 

interface where temperature is low, ! − ! is negative; such area corresponds to the 

seismogenic zone where ordinary earthquakes occur. In contrast, ! − ! is positive at 

deeper parts of the plate interface where temperature is high, and is associated with 

stable slip. Geological studies also reveal that the geometry of the fault surface changes 

with the accumulation of slip (Sagy et al., 2007). Various along-dip heterogeneities in 

the fault zone could raise frictional heterogeneity (including the spatial average of a-b 

and the portion of VWZ on the fault) varying with depth. At the shallower plate 

interface, the spatial average of a-b is negative, and the portion of VWZ on the fault is 

high. Our results show that entire seismic regime occurs in such condition, which may 

be attributed to regular earthquakes. At the deeper plate interface, in contrast, the spatial 

average of a-b is positive and the portion of VWZ on the fault is low. Our results show 

that the partial seismic regime or stable slip regime appears in this condition. 

Transitional slip regime will be appeared between these two conditions. 

From the classical viewpoint of numerical simulation studies, the depth 

dependence of ! − ! corresponds to the occurrence of different types of shear slip on 

the plate boundary (e.g., Liu and Rice, 2007). At shallower parts of the plate interface, 
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! − ! is negative; these areas correspond to the seismogenic zone where ordinary 

earthquakes occur. In contrast, ! − ! is positive at deeper parts of the plate interface, 

and is associated with stable slip. Slow earthquakes occur in the brittle–ductile 

transition zone where ! − ! changes from negative to positive values. Transitional slip 

behavior in our study may correspond to slow earthquakes in that it occurs at similar 

condition where the spatial average of a-b is close to zero. Our results also show that 

transitional-slip behavior becomes more ambiguous for larger stiffness values. Hence, if 

transitional-slip behavior corresponds to a slow earthquake, the difference in stiffness or 

difference in the width of the shear zone may explain the observed variability between 

subduction zones in terms of their capacity for sustaining slow earthquakes.  

 However, results in this study are of the simplest situation of frictional 

heterogeneity with an infinite fault. Slip-behavior transitions of a finite heterogeneous 

fault, where stress is accumulated by the creep of surrounding fault, should be 

investigated in the future work (some examples are presented in the next chapter). 

Furthermore, various characteristics of slow earthquakes remained to be quantitatively 

reproduced with our model. For example, Ando et al. (2012) reported that the diffusive 

migration pattern of tremor activity (Ide, 2010a) can be reproduced with a 

slip-weakening law and a Newtonian rheology, whereas RSF law fails to reproduce 

these diffusive migration patterns. However, frictional law estimated from tidal 

sensitivity of tectonic tremors support the existence of RSF law on the deep plate 

interface. Recently, many studies (Thomas et al., 2012; Beeler et al., 2013; Ide and 

Tanaka, 2014; Houston, 2015; Ide et al., 2015; Yabe et al., 2015) quantitatively 

compared tremor seismicity with tidal stress, revealing that tremor rate (the number of 

tremors per unit time) is exponential to tidal stress. Assuming that tremor rate is 

proportional to background slip velocity, the observed exponential relation means that 

slip velocity is exponential to stress, which implies that VS RSF law exists on the plate 

boundaries in areas where slow earthquakes occur (Ader et al., 2012). Beyond this 

problem, large differences in the stress drop between ordinary earthquakes (~1–10 MPa; 

Abercrombie and Rice, 2005) and slow earthquakes (~10 kPa; Ide et al., 2007b) are also 

not considered in our model. We note that effective normal stress used in our numerical 

calculations is 30 MPa, which may be too large for slow earthquake. We may need to 

consider other factors, such as the existence of high-pressure pore fluid. 

Frictional heterogeneities should also exist in the strike direction. For 
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example, irregular topography such as seamounts or horst–graben structures are in some 

cases observed on the surface of oceanic plates, although their spatial distribution is not 

uniform. Subduction of these irregular geometries is known to influence seismicity (e.g., 

Tanioka et al., 1997; Mochizuki et al., 2008). It has also been suggested that the 

heterogeneous distribution of trench sediments controls the potential for giant 

earthquakes in subduction zones (e.g., Heuret et al., 2012). Various along-strike 

heterogeneities of fault structure could be approximated as the frictional heterogeneity 

on the planar fault in numerical simulations. Such large-scale heterogeneity in frictional 

properties along strike in subduction zones may result in the segmentation of seismicity 

(e.g., Lay and Kanamori, 1981; Obara, 2010). 

Our model also may have potential to explain the scale dependency of 

frictional parameter. For example, the fracture energy of a fault (i.e., the energy 

required to initiate frictionally unstable slip) estimated from laboratory experiments is 

1–10 kJ/m2 (Scholz, 2002; Ohnaka, 2003), which is much smaller than the ~1 MJ/m2 

that is estimated from seismological observations (Beroza and Spudich, 1988; 

Abercrombie and Rice, 2005). Fracture energy is estimated to scale with event size 

(Ohnaka, 2003); that is, it is more difficult for larger earthquakes to occur. The 

hierarchical structure of fracture energy proposed by Ide and Aochi (2005, 2014), Hori 

and Miyazaki (2010), and Noda et al. (2013) is essential to explain the characteristic, 

but also random, nature of earthquakes over a wide range of scales. Ide and Aochi 

(2005) assumed that the slip-weakening distance is proportional to the size of a seismic 

patch, and that the patch size distribution obeys a power law. Such models can 

reproduce complex rupture events with Gutenberg–Richter size–frequency statistics, 

average sub-shear rupture-propagation velocity with regional super-shear acceleration, 

and apparent initial nucleation phases. However, the cause of the scale dependence of 

fracture energy is not obvious. For example, Andrews (2005) demonstrated that energy 

consumption by off-fault damage will result in a scale dependence of fracture energy. 

The development of off-fault damage and the resultant increase in fracture energy have 

also been demonstrated by the crack models of Ando and Yamashita (2007). 

Microscopic frictional heterogeneity introduced in this study may provide another 

explanation for the scale dependence of frictional parameters. In Section 3.3.3, we 

tested how macroscopic parameters (macroscopic stress drop, slip, and slip-weakening 

distance) change with the frictional heterogeneity in the entire seismic regime. In our 
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simple situation with an infinite fault, macroscopic slip decreases with increasing rank 

(increasing characteristics spatial scale Ln) (Figure 3.20abc, 3.22abc). This contradicts 

with natural case, in which slip of earthquake increases with its size. This is because we 

use an infinite fault with cyclic boundary condition in our calculation, which is not the 

case in the actual earthquake. However, our results show that macroscopic slip 

weakening distance or approximated fracture energy increases with increasing 

characteristic size (Figure 3.20de, 3.22de). Because energy is consumed to accelerate 

VSZ up to seismic slip velocity, areal density increase of VSZ on the fault with the size 

of earthquake could explain the increase of fracture energy of regular earthquakes with 

its size (Figure 3.20e, 3.22e). These results imply that some hierarchical structures 

embedded in seismic regions may explain the observed scale dependence of frictional 

parameters. Furthermore, our results show that spatial structure of frictional 

heterogeneity also affects slip behavior even when the spatial average of a-b and 

recurrence distance is the same. To explore this possibility, further investigation with 

more realistic situation (a frictionally heterogeneous finite planar fault) will be 

necessary. 

In this study, we used quasi-dynamic rupture simulation, which does not 

consider the inertial effect of propagating seismic waves. Therefore, these calculations 

are, strictly speaking, not accurate, especially when the slip velocity is so high that the 

radiation-damping term on the left-hand side of Equation (3.13) is dominant. Moreover, 

the RSF law itself is not accurate at high slip speeds. Experimental results show that the 

friction coefficient decreases at seismic slip-speeds, a phenomenon known as dynamic 

weakening, which is not considered in RSF (e.g., Di Toro et al., 2004). At seismic 

speeds, various processes such as thermal pressurization (e.g., Sibson, 1973) and flash 

melting (e.g., Tsutsumi and Shimamoto, 1997) should be considered in numerical 

simulations to reproduce dynamic weakening. Hence, fully dynamic calculations using 

RSF alone are not necessarily correct (e.g., Thomas et al., 2014). If inertial and dynamic 

weakening effects were considered in our simulation, the window where the 

transitional-slip regime can exist would become narrower, as the energy budget at the 

rupture tip would change. However, these modeling limitations do not affect our 

conclusion that transition from the partial-seismic regime to the entire-seismic regime 

occurs when the spatially averaged value of ! − ! is zero, because this transition is 

governed by the stress balance during the inter-seismic period, as discussed in Sections 
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3.3.1 and 3.3.2.  

Dublanchet et al. (2013) investigated the slip behavior of an infinite 

heterogeneous planar fault using the RSF law. They distributed VW patches randomly 

on a VS infinite fault with cyclic boundary condition, and observed that a 

heterogeneous fault shows partially or entirely seismic slip behavior depending on the 

density of VWZs on the fault. Their observations are therefore consistent with the 

partial- and entire-seismic regimes seen in our study. Dublanchet et al. (2013) estimate 

the approximate position of the boundary between these two regimes by considering the 

stress required to accelerate the VSZ to seismic slip velocity as  

, (3.27) 

where Δτ is the stress drop in the VWZ and Vseis is the seismic slip velocity (see 

equation 16 of Dublanchet et al. (2013)). Dublanchet et al. (2013) also showed that 

Equation (3.27) is consistent with their numerical calculations for Δτ = 6 MPa, σ = 100 
MPa, Vseis = 0.01 m/s, and Vpl = 10�9 m/s. Using these values, the coefficient α in 

Equation (3.27) is approximately 0.0037. In the context of our study, the boundary 

between the partial-seismic regime and the entire-seismic regime exists when the 

spatially averaged value of ! − ! is zero. Hence, this boundary can be written as 

, (3.28) 

where Dublanchet et al. (2013) use ! − !  = 0.004 in the VWZ. Therefore, the 

boundary that they estimate is consistent with that obtained using our analytical 

expression and that of Skarbek et al. (2012). In addition, we discovered very complex 

transitional-slip behavior around this boundary, which was not discussed by Dublanchet 

et al. (2013).  

Skarbek et al. (2012) also considered the heterogeneous distribution of RSF 

parameters to explain ordinary earthquakes and slow earthquakes. However, the 

heterogeneity that they used is different to that investigated here. In their finite-fault 

model, the recurrence distance of the frictional parameters is shorter than or comparable 

to Lb. Hence, it is difficult for just a VWZ to be accelerated to seismic slip velocities. 

This is why they do not observe our transitional slip regime in which seismic slip in 

VWZ and aseismic slip in VSZ are complexly interacted. Seismic slip observed in 

Skarbek et al. (2012) will correspond to our entire seismic regime. Slow slip observed 

a− b( )criVS =
Δτ

σ ln Vseis /Vpl( )
η
1−η

≡α
η
1−η

a− b( )criVS = (b− a)VW
η
1−η
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by them does not correspond to any five regimes in our study. In their slow slip, both 

VWZ and VSZ are accelerated to similar aseismic slip velocity (Supplemental 

animation S2 of Skarbek et al. (2012)), which is different from our non-seismic stick 

slip regime. If the heterogeneity of the frictional parameters on the fault arises partly 

from irregularity in the fault geometry, there should be strong heterogeneity in the 

normal stress. Therefore, we consider that it is possible for the nucleation size to be 

much smaller than the recurrence distance. The fact that we observe tectonic tremors in 

the slow-earthquake region also shows that slip velocity can locally accelerate to 

seismic velocities even in the slow-earthquake region (Thomas et al., 2016). Slow slip 

of Skarbek et al. (2012) cannot explain such colocation of tectonic tremors and SSEs. A 

linear stability analysis of spring-slider system made by Skarbek et al. (2012) also 

predicts that slip behavior will change when when the spatial average of a-b is zero in 

the case of k0=0 (e.g., equation 5 of Skarbek et al. (2012)). 

Using a heterogeneous distribution of the strength-change parameter, 

Ben-Zion (2012) successfully modeled two phases of slip behavior on a fault, which 

obey scaling laws for ordinary earthquakes and slow earthquakes (Ide et al., 2007b), 

although their model is in the non-continuum limit. When the strength-change 

parameter is large enough, the rupture of the fault is crack-like, and the slip distribution 

is smooth. The frequency–size distribution becomes a power law at small scales in the 

case of a large characteristic earthquake. The seismic moment of the event is scaled by 

the cube of event duration. When the strength-change parameter is close to zero, the 

rupture of the fault is divided into many patches, and the slip distribution becomes 

fractal. The frequency–size distribution becomes a tapered Gutenberg–Richter law, and 

the seismic moment of an event is scaled by the square of event duration for 

smaller-sized events but is scaled linearly by event duration for larger-sized events. Our 

model and the model by Dublanchet et al. (2013) is a continuum-limit counterpart of the 

model by Ben-Zion (2012), because these studies consider the heterogeneity of 

frictional parameter and the connectivity of small ruptures in their model. Detailed 

exploration of how results changes between continuum calculation and non-continuum 

calculation and how the statistics of frictional heterogeneity affects the statistics of 

seismicity and source parameters is left for future studies. 
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3.5. Conclusion 

The spatial distribution of frictional properties should be heterogeneous on a 

fault. On a frictionally heterogeneous fault where both VWZs and VSZs are distributed, 

VSZs essentially operate as barriers preventing the propagation of seismic ruptures that 

nucleate at VWZs. However, the ability of a VSZ to stop seismic ruptures depends on 

the distribution of heterogeneity. Inspired by Nakata et al. (2011), who showed that a 

heterogeneous fault can be a unified source model for slow earthquakes and ordinary 

earthquakes, this study investigated the slip behavior of heterogeneous faults in detail. 

We conducted a parameter study exploring the dependence of slip behavior 

on the proportion of fault length that is VW and on the stiffness of the plate loading, 

using an infinite linear fault in a 2D anti-plane elastic space with a spatially periodic 

bimodal distribution of RSF parameters. When an external stress accumulation does not 

exist, the fault model displays four types of slip behavior: (i) stable slip; (ii) non-seismic 

stick-slip; (iii) seismic slip at VWZs and afterslip at VSZs (herein referred to as the 

partial-seismic regime); and (iv) the entire-stick regime, where the entire fault keeps 

decelerating and seismic events never occur. The boundary between the stable-slip 

regime and the partial-seismic regime is determined by the nucleation size of the VWZ. 

Around the boundary between these regimes, non-seismic stick-slip behavior is 

observed in some cases, depending on the frictional parameters and evolution law of the 

state variable. The boundary between the partial-seismic regime and the entire-stick 

regime is located at the VWZ density where the spatial average of ! − ! on the fault 

becomes zero. When an external stress loading exists, the fault model displays five 

types of slip behavior: (i) stable slip; (ii) non-seismic stick-slip; (iii) the partial-seismic 

regime; (iv) transitional slip, where slip in the VWZ and VSZ strongly interact; and (v) 

entire-stick slip, where the entire fault including the VSZ slips seismically. The location 

of the boundary between the partial-seismic regime and the entire-seismic regime 

corresponds to that of the boundary of the entire-stick regime for the k0 = 0 case, 

although we observed a transitional regime in a narrow window around this boundary 

for simulations using the aging law and the slip law, in which slower deformation 

dominates in the shear-slip behavior. The sharpness of this transition is affected by the 

stiffness of the external stress loading, with larger stiffness values making the transition 

more diffuse. The transitional regime and the entire-seismic regime may correspond to 

slow-earthquake and ordinary-earthquake behavior, respectively, in terms of the 
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connectivity of seismic rupture in VWZs. 

When the frictional parameters have a cyclic Cantor-set distribution on the 

fault, the macroscopic approximated fracture energy, estimated from the spatially 

averaged stress and slip, increases with increasing the characteristic spatial scale of the 

frictional-parameter distributions. Because the statistics of heterogeneity will change 

with tectonic environment, for example with depth along a subduction interface, a 

heterogeneous fault model may explain the scale dependency of frictional parameter as 

well as the diversity of seismic phenomena observed in subduction zones. 
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4. 3D Numerical Model 
 This chapter has not been published in any peer-reviewed journals. 
 
4.1. Introduction 
 In the previous chapter, the shear-slip behavior of an infinite linear 
fault has been investigated with spatially periodic frictional-parameter 
distributions. It is physically simple, and is useful to understand the 
physical mechanism of slip diversity. However, the assumptions of an 
infinite linear fault and a cyclic boundary condition are unlikely to occur in 
the natural fault. A finite planar fault needs to be considered for the sake of 
a quantitative comparison between numerical simulations and the actual 
seismicity.  
 Dublanchet et al. (2013) has investigated shear-slip behavior of an 
infinite planar fault with spatially periodic frictional heterogeneities. They 
have observed the partial seismic regime and the entire seismic regime, 
according to the frictional heterogeneity, though they have not discussed its 
relation to slow earthquake. Based on the result in the previous chapter, it 
could be expected that the transitional regime between the partial seismic 
regime and the entire seismic regime corresponds to the behavior of slow 
earthquake.  
 Kato (2007) has investigated interactions of many seismic patches 
on the fault. However, their main aim is to investigate an influence of a 
mainshock to surrounding smaller seismic patches (i.e., aftershocks). For 
this purpose, a large seismic patch is located at the center of the model space, 
and many other small seismic patches are distributed around it. The main 
purpose of this study is to investigate how a cluster of similar seismic 
patches behaves as a whole. Hence, the same seismic patches are distributed 
on the fault in this study. Some studies (e.g., Kato, 2004; Kaneko et al., 2010) 
investigated interactions of two seismic patches. However, this study focuses 
on interactions among many seismic patches.  
 In this chapter, some examples of shear-slip behavior on a finite 
planar fault with the frictional heterogeneity have been presented, though 
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the detailed analysis and quantitative reproductions of diverse seismic 
phenomena are left for future studies. It is confirmed that a finite planar 
fault also changes its slip behavior from the partial seismic regime to the 
entire seismic regime according to the frictional heterogeneity. Complex slip 
behavior is also observed between two modes of slip behavior.  

In the next section, the method of numerical simulations is 
explained. Because the basic method is common to the previous chapter, a 
modified part is mainly explained. In Section 4.3, results of numerical 
simulations have been provided. In the discussion section (Section 4.4), it has 
been discussed how the model should be developed in future studies to 
explain diverse seismic phenomena quantitatively.  
 
4.2. Method 
 As is in the previous chapter, we again use quasi-dynamic 
simulation with RSF law (Dieterich, 1979). We consider a planar fault with 
the size of 300 m x 300 m (Figure 4.1). We set the boundary condition that 
surrounding fault slips stably at the plate velocity Vpl. A fault is discretized 
into 1m x 1m sub-faults, each of which has a VW or VS frictional parameter, 
to calculate the time evolution of fault slip using a boundary integral 
equation method. The frictional-parameter distribution is shown in Figure 
4.1. Within the 300 m x 300 m model space, a cluster of VW patches has 150 
m x 150 m size. This region is divided into 25 sub-squares with 30 m x 30 m 
size. Each sub-square has a VW patch with 20 m x 20 m size internally. The 
location of a VW patch is randomly perturbed around the center of each 
sub-square. The same frictional-parameter distribution shown in Figure 4.1 
is used for all calculations in this chapter. Parameters used in calculations 

are listed in Table 4.1. Lb ≡ µDc
bσ  in VWZ is 6 m with parameters in Table 

4.1. Grid discretization of 1 m is smaller enough than Lb. 
 Stress on the i-th sub-fault τi is expressed as 

τ i = τ 0 + Kij uj −Vplt( )
j
∑ −

µ
2β

Vi , (4.1) 

where τ0 is an ambient stress on the fault, Kij is the static kernel of elastic 
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deformation, uj is slip distance at j-th subfault, t is time, µ is rigidity, β is 
shear wave speed, and Vi is slip velocity at i-th subfault. The static kernel Kij 
(Kato, 2003) is expressed as 

Kij =
µ
4π
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(4.2.) 

where, α = λ +µ λ + 2µ  (λ is another Lame’s constant). Δx and Δy is distance 

between the center of i-th and j-th subfaults in the direction of the plate 
movement, and the direction perpendicular to the plate movement. We 
assume λ=µ in this study. 
 The RSF law on the i-th fault is expressed as 

τ i = τ 0 + aiσ log
Vi
Vpl

!

"
##

$

%
&&+ biσ log

θi
θ pl

!

"
##

$

%
&& , (4.3) 

where ai and bi are RSF parameters on i-th sub-fault (Dieterich, 1979). θpl in 
Equation (4.3) is the state variable when the fault slips at plate velocity in 
the steady state. The aging law (Dieterich, 1979) is tested in this chapter, 
dθi
dt

=1−Viθi
Dc

, (4.4) 

where Dc is the characteristic slip distance of RSF law. From Equation (4.4), 

θ pl =
Dc
Vpl

 is derived. The time derivative of Equations (4.1) and (4.3) yields 

aiσ
Vi

+
µ
2β

!

"
#

$

%
&
dVi
dt

= Kij Vj −Vpl( )− biσ
θi

dθi
dti

∑ . (4.5) 

Using Equations (4.4) and (4.5), time evolutions of slip velocity and the state 
variable in every sub-fault can be calculated with the Runge–Kutta–Fehlberg 

method (Fehlberg, 1969) with an adaptive time increment. From Equation (4.5), the 
absolute value of τ0 does not affect slip behavior. A convolution in Equation 
(4.5) is evaluated using a two-dimensional fast Fourier transform. Because a 
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wide VSZ is distributed around a cluster of VWZs (Figure 4.1), an artifact 
due to the use of a fast Fourier transform is small enough.  
 

Parameter Value 

VSZ outside cluster a=0.005, b=0.001 

VWZ a=0.001, b=0.005 

VSZ inside cluster a=variable, b=0.003 

Dc 10 µm 

Normal stress σ 10 MPa 

Rigidity µ 30 GPa 

Shear wave velocity β 3 km/s 

Plate velocity Vpl 10�9 m/s 

Lb 6 m 

Sub-fault size  1 m 

Table 4.1. A list of parameters used in this chapter. 
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Figure 4.1. The frictional-parameter distribution used in this chapter. 
Black squares represent VW patches, which have 20 m x 20 m size each. 
Background white area is VSZ. 
 
4.3. Results 
4.3.1. Partial seismic regime 
 When a-b value of background VSZ is large, the fault shows partial 
seismic regime, as is expected from the result of previous chapter. In Figure 
4.2, a time evolution of slip velocity averaged in a cluster is shown when a-b 
of a background VSZ is 0.003. Snapshots of slip velocity in a cluster are 
shown in Figure 4.3. In this regime, VWZ patches in a cluster are separately 
ruptured at similar timings. Rupture is started at the rim of a cluster 
because of the steady slip of surrounding VSZ (Figure 4.3b, 4.3c). Although 
afterslip occurs around ruptured VWZs, co-seismic rupture cannot propagate 
in background VSZ because the barrier effect of background VSZ is high due 
to high a-b value. Hence, VW patches ruptures one by one. Every VW patch 
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ruptures only once in one event. At the end of rupture of a cluster, the 
central background part of a cluster is accelerated to about 10-8-10-7 m/s by 
afterslip triggered by several VWZ patches (Figure 4.3h, 4.3i).  
 

 
Figure 4.2: Time evolution of slip velocity averaged within a cluster. The 
left panel shows the entire time evolution, and the right panel shows the 
close up figure at stick-slip events. (a)-(j) in the right panel correspond to 
snapshots shown in Figure 4.3. 
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Figure 4.3: Snapshots of slip velocity in a cluster. The time of these 
snapshots are indicated in the right panel of Figure 4.2. 
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4.3.2. Entire seismic regime 
 When a-b value of background VSZ is close to zero, a cluster shows 
the entire seismic regime. In Figure 4.4, a time evolution of slip velocity 
averaged in a cluster is shown when a-b of a background VSZ is 10-6. 
Snapshots of slip velocity in a cluster are shown in Figure 4.5. In this regime, 
two sizes of stick-slip events occur in the calculation. One is the rupture of 
each VW patch in a cluster (for example, Figure 4.5b). The other is the entire 
rupture of a cluster including a background VSZ (Figure 4.5p). After the 
entire rupture occurs, a cluster sticks for a while (Figure 4.5a), and almost 
no aftershocks occur. Then, small stick-slip events, which are ruptures of 
individual VW patches, are initiated from the rim of a cluster (Figure 4.5b-h). 
A series of small ruptures weakens the coupling of a cluster. At last, the 
entire rupture of a cluster occurs (Figure 4.5i-p).  
 

 
Figure 4.4: Time evolution of slip velocity averaged within a cluster. (a)-(q) 
in the figure correspond to snapshots shown in Figure 4.5. 
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Figure 4.5 (previous page): Snapshots of slip velocity in a cluster. The time 
of these snapshots are indicated in the right panel of Figure 4.4. 
 
4.3.3. Transitional slip behavior 
 When a-b value of a background VSZ is moderate, a cluster shows 
transitional slip behavior. In Figure 4.6, a time evolution of slip velocity 
averaged in a cluster is shown when a-b of a background VSZ is 0.0003. 
Snapshots of slip velocity in a cluster are shown in Figure 4.7. In this regime, 
periodicity of seismicity observed in the partial seismic regime and the entire 
seismic regime is less obvious. In an example shown in Figure 4.6, co-seismic 
ruptures of VW patches are interacted each other through a moderate 
acceleration of background VSZ. Several seismic ruptures of individual VW 
patches accelerate slip velocity of a background VSZ up to 10-7-10-6 m/s 
(Figure 4.7d-g). Accelerated background slip trigger next ruptures of VW 
patches, and they accelerate a background VSZ again. Such complex 
interaction between seismic and aseismic slips on the fault keeps 
background slip velocity at about constant for about 100 s. This behavior is 
similar the transitional slip regime in the previous chapter. Another 
example is shown in Figure 4.8. Snapshots of slip velocity in a cluster are 
shown in Figure 4.9. In this event, several (but not all) VW patches ruptures 
seismically at the same time (Figure 4.9g-i). Although no aftershocks occur 
after the largest seismic event in the entire seismic regime (Figure 4.5a), 
aftershocks occur after larger earthquakes in the transitional regime (Figure 
4.9j, 4.9l, 4.9m). 
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Figure 4.6: Time evolution of slip velocity averaged within a cluster. (a)-(h) 
in the figure correspond to snapshots shown in Figure 4.7. 
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Figure 4.7: Snapshots of slip velocity in a cluster. The time of these 
snapshots are indicated in the right panel of Figure 4.6. 
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Figure 4.8: Time evolution of slip velocity averaged within a cluster. (a)-(n) 
in the figure correspond to snapshots shown in Figure 4.9. 
 
 
 
 
 
 
 
 
 
Figure 4.9 (next page): Snapshots of slip velocity in a cluster. The time of 
these snapshots are indicated in the right panel of Figure 4.8. 
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4.4. Discussion 
 It has been confirmed that slip diversity can be observed even with 
a finite planar fault, in a way it has been discussed in a previous chapter. 
When a-b value of a background VSZ is large, every VW patch seismically 
ruptures individually (i.e., the partial seismic regime). Whereas a-b value of 
a background VSZ is close to zero, the entire cluster ruptures seismically at 
the same time without occurrences of aftershocks, though it accompanies 
foreshocks. This behavior can be regarded as the entire seismic regime. In 
the transition from the partial seismic regime to the entire seismic regime 
with moderate a-b value of a background VSZ, complex slip behavior is 
observed, which is not observed in the partial seismic or the entire seismic 
regime, such as a long-lasting aseismic acceleration of VS background 
accompanying successive ruptures of individual VW patches and a 
simultaneous rupture of several (not all) VW patches with surrounding VSZ.  

Then, what to be done in a next step is to develop a model, which 
can quantitatively reproduce the statistics of regular earthquakes and slow 
earthquakes (for example, the scaling relation between the seismic moment 
and duration). A future plan to develop the frictionally heterogeneous fault 
model is discussed in this section. 
 A big issue is how the transitional slip regime described in the 
previous section can be related to slow earthquake. The principle feature of 
slow earthquake is that the seismic moment rate is temporally about 
constant. Although a VS background is accelerated to 10-6-10-7 m/s for a 
while, which is appropriate to reproduce SSEs (Rubin, 2011), overlapping 
seismic rupture in VW patches have too large seismic moment rate to 
represent tremors. How this problem can be solved? Let us consider 
following frictionally heterogeneous cluster on a fault. A VS background is 
accelerated to aseismic slip velocity Va during the transitional slip behavior. 
When a VW patch ruptures, slip velocity in the patch is locally accelerate to 
seismic slip velocity Vs. An area of a cluster is L2, and the portion of a VW 
patch in a cluster is η. The seismic moment of a cluster is written as, 
M = µVsηL

2 +µVa (1−η)L
2 . (5.1) 
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If η ~Va Vs
, the moment rate could be kept at about constant value. That is, 

the size of VW patches should be much smaller than the size of a cluster of 
VW patches (Figure 4.8). However, the calculation cost will be a problem for 
numerical simulations of such sumulations. As explained in the previous 
chapter, the grid discretization should be much smaller than the nucleation 
size of VW patch. Hence, very large number of grids will be necessary to 
represent the fault like Figure 4.10. Some technical improvements of 
calculation algorithm will be required to solve this problem. 
 Simulating diffusive migration pattern of tremors (Ide, 2010a) is 
also problematic. Ando et al. (2012) has argued that it cannot be explained 
with RSF law. It has to be tackled in a future study as well. 
  

 

Figure 4.10: A schematic figure of the frictional heterogeneity, which has a 
potential to reproduce slow earthquake. Black and white areas represent 
VWZ and VSZ, respectively. 
 
 Another big issue should be how to reproduce the constant stress 
drop and the scale dependency of fracture energy in regular earthquakes. As 
implied in the previous chapter, the hierarchical distribution of frictional 
parameters could be a key to solve this problem (Figure 4.11). In such 
distributions, larger earthquake contains larger portion of VSZ within its 
rupture area. Because VSZs consume energy to be accelerated, fracture 
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energy could be scaled by the size of earthquakes. Although higher stress 
drop can occur locally as well, it will be averaged out, and the average stress 
drop becomes lower (e.g., Wang and Bilek, 2014). The calculation cost will be 
a problem for numerical simulations here again. 
 

 
Figure 4.11: A schematic figure of the hierarchical frictional heterogeneity, 
which has a potential to reproduce scaling of regular earthquakes, as is 
Figure 4.10. The right panel is made with a method of Klimes (2002) with a 
fractal dimension of 1.8. 
 
 Summarizing the proposed model, the fault is composed of a 
heterogeneous distribution of RSF parameters, which has the fractal nature. 
The nucleation size of VWZ is tiny, and the rupture connectivity of VW 
patches determines the slip behavior. When connected ruptures of VW 
patches can accelerate VSZ up to seismic slip velocity, the fault shows slip 
behavior of regular earthquakes. Because the frictional parameter 
distribution has fractal nature, regular earthquakes will have self-similarity. 
Afterslip will occur when the seismic rupture of a regular earthquake 
reaches a wide VSZ on the fault. Transmitted stress by afterslip will trigger 
aftershocks. When each VW patch ruptures independently without 
interactions with other VW patches, the fault will show quasi-steady slip 
because a seismic rupture of an individual tiny VW patch is difficult to 
observed from the ground surface. At the transitional regime between 
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regular earthquakes and the quasi-steady slip, the slip behavior of slow 
earthquakes will be observed. In this regime, seismic ruptures of tiny VW 
patches are loosely connected, which accelerate a VS background to some 
extent. A moderate acceleration of a background VSZ is observed as SSE, 
and local accelerations of slip due to VW patches are observed as tectonic 
tremors. Such heterogeneities and values of frictional parameter should vary 
in both along-dip and along-strike direction due to the variation of 
temperature, pressure (e.g., Blampied et al., 1991; Sawai et al., 2016), 
irregularity of fault geometry (e.g., Sagy et al., 2007; Candela et al., 2012), 
material on the fault (e.g., Heuret et al., 2012), etc. Variations of the 
frictional heterogeneity will result diverse types of subduction zones as 
discussed in the comparative subductology, such as Chilean-type and 
Mariana-type subduction zone (Figure 4.12).  

In the process constructing this model, it should be first confirmed 
that this model could explain various statistical feature of regular 
earthquakes and slow earthquakes. The sensitivity of this model to stress 
perturbations, such as tidal stress, should be investigated as well to reveal 
whether observations in Chapter 2 could be explained with this model. When 
this model is recognized as a candidate of the unified seismic source model, 
the prediction of this model have to be explored to prove that this model is 
better than other models. For example, this model could connect statistical 
parameters of frictional-parameter distributions with statistical parameters 
of the seismicity. If the frictional heterogeneity is partly attributed to the 
irregularity of the fault geometry, statistical parameters of fault geometry 
(such as a fractal dimension) should be related to the seismicity. In the rock 
experiment, the fault geometry could be directly observed. Seismicity in the 
experiment could be compared with the prediction of this model. Anyway, 
there is a long way to go. 
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Figure 4.12: A schematic figure of the frictional heterogeneity and 
seismicity in (a) Chilean-type subduction zones and (b) Mariana-type 
subduction zone. In the left panel showing the frictional heterogeneity, black 
dots represents VWZs. A white background represents VSZ. 
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5. General Discussion 
 
5.1. Significance of This Thesis 
 A big goal of this research project is to understand the physical 
mechanism of slip diversity on the plate interface. In Chapter 2 (Yabe et al., 
2015), tremor activities in several subduction zones have been quantified in 
terms of tidal sensitivity. In Yabe and Ide (2014), tremor activities have been 
quantified in terms of duration and amplitude. Quantifications of tremor 
activities enable us to compare tremor activities in different places 
quantitatively. As a result of this comparison, correlations among those 
values are observed. These correlations are the constraint condition, which 
should be reproduced by any slow-earthquake source models, many of which 
are already proposed by previous studies as reviewed in Chapter 1. Among 
several models, it is suggested in Chapter 2 that observed correlations could 
be qualitatively explained by the frictionally heterogeneous fault model. 
 Based on the interpretation in Chapter 2, transitions of slip 
behavior on the frictionally heterogeneous fault have been investigated in 
the simplest situation in Chapter 3 (Yabe and Ide, 2017). The simplest 
situation enables us to derive an analytic solution of the boundary, which 
will enhance the understanding of slip-behavior transitions of the 
heterogeneous fault. As a result, we observe the complex slip behavior with 
slow characteristic deformation rate around the boundary of two slip modes, 
which may correspond to slow earthquake. This model should be developed 
further to quantitatively reproduce features of regular earthquakes and slow 
earthquakes, as the way shown in Chapter 4. Even if the source mechanism 
of slow earthquake is not related to the frictional heterogeneity, an 
understanding of slip behavior on a frictionally heterogeneous fault is 
important because the existence of frictional heterogeneity on the actual 
fault has been confirmed by geologic field survey (Fagereng and Sibson, 
2010). 
 Seismicity on the plate interface should be affected by many 
geological conditions, such as temperature, pressure, pore fluid, and 
materials around the fault. The relation between them has been investigated 
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for long time. Such a study field has been called “comparative subductlogy”, 
which has begun in the 1970’s as reviewed in the next section. When the 
frictionally heterogeneous fault model is successfully developed, this model 
will provide us a new tool to compare diverse seismicity, which includes not 
only regular seismicity but also slow earthquakes, with the geological 
condition, because this model characterize diverse seismicity with a unified 
index of the frictional heterogeneity. Such comparisons will become a new 
“comparative subductology”. Furthermore, understanding the fundamental 
source physics of earthquakes will help us to consider the possibility of 
earthquake forecasting. 
 
5.2. Comparative Subductology 
5.2.1. Classics  
 After the concept of “plate tectonics” was established in the 1970’s, 
various phenomena have been interpreted in its context. For example, 
normal-fault earthquakes at mid-ocean ridges occur due to the tensional 
stress regime where plates are splitting. Thrust-fault earthquakes around 
the Pacific occur due to plate subductions. Dipping seismicity has been 
recognized as Wadati-Benioff zones since the 1920’s (Wadati, 1935). This 
seismicity reflects subducting oceanic plates. Furthermore, it has been 
realized that there are differences in the seismicity among subduction zones. 
Diversity of seismicity in subduction zones has been characterized in terms 
of the maximum earthquake size by Ruff and Kanamori (1980). They have 
reported that the maximum earthquake size in each subduction zone is 
correlated with the age and convergence rate of subducting plate. In a 
subduction zone where the young oceanic plate is subducted with fast 
convergence rate, giant earthquakes occur on the plate interface. An extreme 
example of this type of subduction zone is Chilean subduction zone, where 
the largest recorded earthquake (M9.5) occurred in 1960 (Kanamori, 1977). 
On the other hand, in a subduction zone where the old oceanic plate is 
subducted with slow convergence rate, no great earthquakes had been 
reported. An extreme example is Mariana subduction zone. Uyeda and 
Kanamori (1979) insisted that these two subduction zones are end members 
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of subduction zones in terms of stress field as well (Figure 5.1). In 
Chilean-type subduction zone, an oceanic plate is subducted with the shallow 
dip, which causes compressional stress regime. Whereas in Mariana-type 
subduction zone, an oceanic plate is subducted with the steep dip. 
Furthermore, the back-arc spreading is ongoing in Mariana-type subduction 
zones. These features represent the extensional stress regime in 
Mariana-type subduction zone. Based on these comparisons, tectonic 
environments in subduction zones are attributed to the diversity of the 
maximum size of regular earthquake in the classic comparative 
subductology. 
 

 
Figure 5.1: Schematic figure of (a) Chilean-type subduction zone and (b) 
Mariana-type subduction zone. 
 
5.2.2. Revisit 
 After several giant earthquakes occurred around the Pacific, the 
classic comparative subductology has been revisited. Geodetic, geologic, and 
seismic information are updated, vanishing correlations among them 
observed by Ruff and Kanamori (1980) (Stein and Okal, 2007). Instead, it 
has been insisted that the maximum magnitude could be larger than M9 in 
all subduction zones (McCaffrey, 2008; Kagan and Jackson, 2013). 
 Giant earthquakes sometimes generate devastating tsunami, as 
human society experienced in 2004 Sumatra earthquake and 2011 
Tohoku-oki earthquake. Such large tsunami leaves tsunami deposit on land, 
which is preserved in the geological formation. Hence, we can use tsunami 
deposit to reconstruct history of giant earthquakes (Atwater et al., 1995). 
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Filed observations of tsunami deposits clarified that the recurrence intervals 
of giant earthquakes are on the order of several hundreds years. Hence, now 
seismologists strongly realize that our record of giant earthquakes is not 
statistically complete because the period of our recordings spans at most a 
hundred years, which is much shorter than the timescale of 
giant-earthquake recurrences (McCaffrey, 2008). Therefore, discussions of 
the maximum earthquake size made by the classical comparative 
subductology are really difficult. 
 
5.2.3. New era 
 It seems that the comparative subductology has been denied after 
several giant earthquakes. However, the differences in the seismicity 
actually exist among subduction zones, as is observed around Japan. In 
Figure 5.2, earthquakes recorded in the F-net catalog are shown for Tohoku 
and Nankai subduction zones. In Tohoku subduction zone along Japan 
Trench, various sizes of regular earthquakes from tiny one to 2011 M9 occur 
frequently on the plate interface. On the other hand, the plate interface of 
Nankai subduction zone is highly locked, and regular earthquakes rarely 
occur on the plate interface during an inter-seismic period of large (expected 
about M8) earthquakes (e.g., Ide, 2013). Such difference in the seismicity 
including smaller earthquakes should provide useful information to 
construct new comparative subductology. 

Statistical parameters estimated by ETAS model are useful for this 
purpose. Ide (2013) revealed that background (declustered) seismicity rate 
estimated by ETAS model is proportional to the convergence rate. Because 
plate convergence accumulates strain on the fault, this result is very natural, 
though it has not quantitatively clarified so far. Furthermore, correlations 
between b-value and the plate age of subducted plate and between 
background seismicity rate and bending of subducted plate are shown by 
Nishikawa and Ide (2014, 2015). Such information will provide useful 
constraints on the physical mechanism connecting tectonic environments 
and earthquake genesis. 
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Figure 5.2: Seismicity recorded by F-net catalog in (a) Tohoku and (b) 
Nankai subduction zones. Earthquakes are selected between 
1997/1/1-2011/3/11 (before M9 earthquake). Depth is confined between 
10-50km. Fault plane of selected earthquake is strike: 170-220º (Tohoku) or 
200-250º (Nankai), dip: 0-45º, and rake: 60-120º. Contours represent the 
depth of plate interface at every 10km interval (Baba et al., 2002; Nakajima 
and Hasegawa, 2006, 2007; Hirose et al., 2008a, 2008b; Nakajima et al., 
2009; Kita et al, 2010). 
 

Discovery of slow earthquakes in 21st century also provides new 
information to the comparative subductology. Now, slow earthquakes are 
widely observed in many subduction zones with diverse style. Active deep 
ETS has been observed in Nankai and Cascadia subduction zones (Rogers 
and Dragert, 2003; Obara et al., 2004). However, shallow ETS has been 
detected only in Nankai subduction zones (Obara and Ito, 2005). In 
Tohoku-Hokkaido subduction zone, SSEs with small regular earthquakes 
have been detected within the rupture area of M9 earthquakes (Ito et al., 
2012; Kato et al., 2012). Shallow VLFs have been identified as well (Asano et 
al., 2008).  Below Boso peninsula, SSEs with regular earthquakes have 
been identified as well (Ozawa et al., 2003). In Mexican subduction zones, 
deep tremor activities have been discovered widely along the strike, though 
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they are divided into clusters (Brudzinski et al., 2010; Ide, 2012; Maury et al., 
2016), which is different from Nankai and Cascadia. Hikurangi subduction 
zone in New Zealand hosts large SSEs (Wallace and Beavan, 2010). However, 
deep tremor activities are very weak (Fry et al., 2011; Kim et al., 2011; Ide, 
2012). Regular earthquakes synchronized with SSEs have been identified as 
well (Wallace et al., 2012). In Mariana subduction zone, swarms of regular 
earthquakes have been detected, which implies that SSEs occur in Mariana 
subduction zone as well (Holtkamp and Brudzinski, 2011). Slow earthquakes 
have been identified in various locations including Alaska (Ohta et al., 2006), 
Costa Rica (Brown et al., 2005), Chile (Ide, 2012), Taiwan (Peng and Chao, 
2008), San Andreas Fault (Nadeau and Dolenc, 2005), and Alpine Fault 
(Wech et al., 2012) as well. Therefore, comparison of slow earthquake 
seismicity with tectonic environment should also provide useful information 
as well as the comparison of regular-earthquake seismicity.  

This research project aims to construct a seismic source model, 
which can explain both regular seismicity and slow earthquake seismicity by 
different frictional heterogeneity. In other words, when the model is 
established, diverse seismic phenomena including regular earthquakes and 
slow earthquakes are characterized by a uniform index of the frictional 
heterogeneity. It will enable us to compare diverse seismic phenomena with 
tectonic environment in a unified manner (Figure 5.3). 
 

 

Figure 5.3: A schematic figure of the comparative subductology. 
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5.3. Future Studies 
 Finally, several topics are listed here, which should be addressed in 
future studies, in addition to the development of the frictionally 
heterogeneous fault model discussed in Chapter 4. 
 
5.3.1. Deep slow earthquake vs Shallow slow earthquake 
 In Chapter 2, tremor activities of deep slow earthquake have been 
investigated. However, in some subduction zones, such Nankai and Costa 
Rica, slow earthquake exists at the up-dip part of plate interface (Obara and 
Ito, 2005; Dixon et al., 2014). As temperature is different between the source 
area of shallow and deep slow earthquake, it is very interesting to see 
whether there are any differences in slow earthquake activity. For this 
purpose, quantification of tremor activity as is done in Chapter 2 should be 
very useful. However, the observation of shallow slow earthquake is more 
difficult than that of deep slow earthquake because source area of shallow 
slow earthquake is usually located offshore. Hence, seismic signals of 
shallow tremors are recorded by ocean bottom seismometers (OBSs). 
Because OBS data sometimes have unique noise different from onshore data, 
such as water reverberations, careful analysis will be needed.  
 
5.3.2. Triggering of slow earthquake in various frequencies 
 Tidal sensitivity of tectonic tremors has been investigated in 
Chapter 2. As discussed in Chapter 2, tidal sensitivity is expected to reflect 
frictional parameter on the plate interface because tidal sensitivity of 
tremors represents slip response of the fault to stress perturbations. By the 
way, the source of stress perturbations on the plate interface is not restricted 
to diurnal or semi-diurnal tidal stress. It has been already recognized that 
stress perturbations due to traveling surface wave can trigger tremors 
(Miyazawa and Mori, 2005; Miyazawa, 2012). Atmospheric pressure change 
at the ground surface can also perturb stress on the plate interface, and it is 
discussed that SSE was triggered by typhoon in Taiwan (Liu et al., 2009). 
Amplitudes of diurnal and semi-diurnal tidal stress are modulated by 
spring-neap tide with two-week and one-month periods. Seasonal variation 
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seems to be observed in tremor activity of an isolated Okayama cluster (Ide 
and Tanaka, 2014). Even longer tidal periods also exist (8.85 yr and 18.6 yr; 
e.g., Tanaka, 2014). Non-tidal modulation of ocean height perturbs stress on 
the plate interface as well (Tanaka et al., 2015). How tremor activity or slip 
on the fault reacts to those stress perturbations in different frequencies will 
provide us further information about frictional property on the plate 
interface. According to the analysis of a spring-block system, response of slip 
to stress perturbations changes with the frequency of stress perturbations 
(Ader et al., 2012). Hence comparisons of sensitivity in different frequencies 
will be helpful to constrain the frictional parameter on the fault. 
 
5.3.3. Initial moment growth of slow earthquake 
 Scaling relation of slow earthquakes that the seismic moment is 
proportional to the duration of events (Ide et al., 2007b) is one of the most 
important characteristics of slow earthquake. However, there is possibility 
that this scaling relation is biased due to the noise in seismic observations 
(Ide, 2010b). Seismic moments can be estimated using seismograms as the 
low frequency limit of displacement spectrum. However, because LFEs are 
tiny signals at 2-8 Hz, lower frequency signals are buried below the noise. 
Instead, the amplitude of tectonic tremors is compared with regular 
earthquakes to empirically determine the seismic moment. However, 
because the shape of spectrum is different between slow earthquake and 
regular earthquake, estimated seismic moments of LFEs could be 
underestimations.  

Mathematical models of Ide (2008, 2010b) and Ben-Zion (2012) 
predict the kink of scaling law for slow earthquakes. They predict that the 
seismic moment grows proportional to the square of the event duration when 
the seismic moment is relatively small. When it exceeds some threshold, the 
moment growth becomes linearly proportional to the duration. On the other 
hand, Gomberg et al. (2016) propose the common scaling law for regular 
earthquake and slow earthquake based on the assumption of constant stress 
drop. In their model, the seismic moment grows proportional to the cube of 
duration when the seismic rupture does not feel the boundary of fault. When 
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the rupture approaches the edge of rupture zone in the dip direction, the 
moment growth becomes linearly proportional to the duration. The 
difference in scaling law between regular earthquake and slow earthquake is 
the elongation of duration due to low stress drop and slow rupture 
propagation. 

It is very important to clarify what kind of scaling law should be 
reproduced in the source model. Hence, the scaling law of slow earthquake 
for smaller seismic moments should be constrained through data analysis. 
When the seismic moment of slow earthquake is small, it is difficult to detect 
its signal in GNSS observations. Hence, combination analysis of seismic 
signals (short-period and long-period seismograms), and geodetic signals 
(strain, tilt, and GNSS) should be needed. 
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6. Summary 
 
 Dense and high-sensitivity observation networks in seismology and 
geodesy in the 21st century have revealed diverse style of fault slip on the 
plate interface of subduction zones, including regular earthquakes, afterslips, 
and slow earthquakes. The motivation of this thesis is to understand the 
physical mechanism of such slip diversity. Understanding physical 
mechanism of slip diversity is important to understand the whole seismic 
cycle in subduction zones, including the strain accumulation process of giant 
earthquakes and interactions between slow earthquake and regular 
earthquakes. The first half of this thesis has tried to constrain the physical 
mechanism of slow earthquake through data analysis of slow earthquake, 
which will facilitate the understanding of slip diversity. Then, it has shown 
that a result of data analysis is qualitatively consistent with the frictionally 
heterogeneous fault model. Hence, the slip behavior of a frictionally 
heterogeneous fault has been investigated in the latter half of this thesis. 
Although the model is still preliminary, and it cannot be compared with 
actual seismicity yet, it has been shown that the frictionally heterogeneous 
fault model has a potential to explain slip diversity on the plate interface. 
 As is the seismicity of regular earthquakes, the seismicity of slow 
earthquakes varies among subduction zones and even within an individual 
subduction zone. In Chapter 2, activities of tectonic tremor, which is high 
frequency component of slow earthquake, have been quantified in terms of 
tidal sensitivity in several subduction zones. Spatial variations of tidal 
sensitivity are compared with those of other characteristics (duration and 
amplitude), which have been quantified in a previous study. As a result, 
short-duration tremors tend to show higher tidal sensitivity. It has been also 
observed that tidal sensitivity increases after large-amplitude tremors occur, 
which are not sensitive to tidal stress. Because tidal sensitivity of tectonic 
tremor represents slip response to stress perturbations, it is expected to have 
information of frictional properties on the fault. An exponential relation 
between tremor rate and tidal stress implies the existence of rate and state 
friction law on the plate interface. Spatial variations of tidal sensitivity 
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imply spatial heterogeneities of frictional parameters. Correlations among 
tidal sensitivity, duration, and amplitude of tectonic tremors could be 
qualitatively interpreted with the frictionally heterogeneous fault model. 
 Based on the qualitative model proposed in Chapter 2, slip behavior 
of a linear fault with the simplest frictional heterogeneity governed by rate 
and state friction law has been investigated in Chapter 3. Shear slip 
behavior on the heterogeneous fault varies with the frictional heterogeneity. 
An analytical exploration has revealed that the spatial average of a-b value 
of rate and state friction law is important to determine the slip behavior on 
the frictionally heterogeneous fault. When the spatial average of a-b is 
positive, seismic slip is limited within the velocity-weakening zone where a-b 
is negative. On the other hand, when the spatial average of a-b is negative, 
the entire fault including velocity-strengthening zone, where the spatial 
average of a-b is positive, slips seismically. Complex interactions occur 
between seismic slip in velocity-weakening zone and aseismic slip in 
velocity-strengthening zone at this transition, where the spatial average of 
a-b is close to zero. Slower deformation dominates during seismic events, 
which may correspond to slow earthquakes. It has been also suggested that 
the scale dependency of fracture energy might be explained by hierarchical 
distributions of frictional parameters. In Chapter 4, some examples of 
numerical simulations with the frictional heterogeneity on a finite planar 
fault have been presented. It has been also discussed in Chapter 4 how the 
model should be developed to quantitatively reproduce statistical feature of 
slow earthquakes and regular earthquakes in the frictionally heterogeneous 
fault model. 
 In the 1970’s and the 1980’s, seismicity of regular earthquakes has 
been compared with tectonic environments of subduction zones, which is 
called the comparative subductology. Subduction zones have been 
categorized into Chilean type and Mariana type. In Chilean-type subduction 
zones, a young and hot oceanic plate is subducted with giant earthquakes. 
On the other hand, in Mariana-type subduction zones, where back-arc 
spreading is ongoing, an old and cold oceanic plate is subducted without 
giant earthquakes. Such comparisons have been criticized recently by 
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updating various information. Because the frequency of giant earthquakes is 
very low, our seismic catalogs of giant earthquakes are statistically 
incomplete. Now, uses of seismicity-statistics parameter have been 
suggested for the comparison between seismicity of regular earthquakes and 
tectonic environments because parameters of seismicity statistics can be 
evaluated more robustly using smaller earthquakes. Developments of the 
frictionally heterogeneous fault model as a unified seismic source model will 
provide us a new tool for such comparisons in the comparative subductology. 
The frictionally heterogeneous fault model can uniformly characterize 
diverse seismic phenomena, including regular earthquakes, afterslips, and 
slow earthquakes, in terms of the frictional heterogeneity. Hence, diverse 
seismic phenomena can be uniformly compared with tectonic environments 
with the frictionally heterogeneous fault model. Understanding physical 
mechanism of slip diversity will also contribute to the consideration of the 
possibility of earthquake forecasting. 
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