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#### Abstract

Ionization and dissociation of molecules in intense laser fields are strongly influenced by the waveform of the laser field. The preparation of electronically excited states of molecular cation plays a crucial role in dissociative ionization of molecules in intense laser fields. In this thesis, on the basis of photoelectron emission of atoms and molecules in intense laser fields, (i) I proposed a characterization method of one parameter which represents the waveform of a few-cycle laser pulse, called carrier-envelope phase (CEP), and (ii) I investigated the preparation processes of the electronically excited states in dissociative ionization of methanol $\left(\mathrm{CH}_{3} \mathrm{OH}\right)$.

The basis of ionization of atoms and molecules in intense laser fields and related recent researches are introduced as general introduction in Chapter 1. In Chapter 2, theory of tunnel ionization is summarized. In Chapter 3, the character of few-cycle pulses is introduced. CEP is varied during the propagation of the laser pulse in dispersed media, indicating CEP should be determined at laser-molecule interaction point, defined as absolute CEP. The CEP of a circularly polarized few-cycle pulse represents the direction of the laser electric fields.

In Chapter 4, the absolute CEP is determined by the angle-resolved photoelectron spectra of Ar recorded using intense circularly polarized few-cycle laser pulses. In order to examine the depletion effect of Ar atoms by the ionization and the Coulombic potential effect on the motion of the electrons after tunnel ionization, classical trajectory Monte Carlo simulations are performed. It is found that the absolute CEP can be determined from the asymmetric ejection of high energy photoelectrons without any numerical calculations when the peak laser intensity is in the range between $1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and $5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$.

In Chapter 6~8, I investigate dissociative ionization of $\mathrm{CH}_{3} \mathrm{OH}$ in intense ultraviolet (UV) laser fields by photoelectron-photoion coincidence momentum imaging (PEPICOMI). The detail of PEPICO-MI is described in Chapter 5. From the analysis of the channel-specific photoelectron angular distributions (PADs), it is revealed that $\mathrm{CH}_{3} \mathrm{OH}$ is decomposed into $\mathrm{CH}_{3}{ }^{+}+\mathrm{OH}$ after the five-photon ionization to the second electronically excited $\widetilde{\mathrm{B}}$ state of $\mathrm{CH}_{3} \mathrm{OH}^{+}$, and after the four-photon ionization to the electronic ground $\widetilde{\mathrm{X}}$ state of $\mathrm{CH}_{3} \mathrm{OH}^{+}$followed by further excitation into the electronically excited states by absorbing additional photons. Furthermore, the dependence of the PADs on the orientation of the C-O bond axis with respect to the laser polarization direction is examined. When the four-photon ionization to the $\widetilde{\mathrm{X}}$ state occurs, the photoelectrons are ejected along the direction parallel to the laser polarization direction irrespective to


the orientation, while when the five-photon ionization to the $\widetilde{B}$ state occurs, the direction of the photoelectron emission is sensitive to the orientation. In the case of dissociation into $\mathrm{CH}_{2} \mathrm{OH}^{+}+\mathrm{H}$, the dominant pathway is switched from the four-photon ionization to the vibrationally highly excited states in the $\widetilde{\mathrm{X}}$ state to the five-photon ionization to the $\widetilde{\mathrm{B}}$ state as the laser intensity increases, in addition to the similar pathway as the $\mathrm{CH}_{3}{ }^{+}$ channel, the four-photon ionization to the $\widetilde{\mathrm{X}}$ state followed by subsequent electronic excitation.

This thesis is summarized and the future prospect is discussed in Chapter 9.
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## 1. General introduction

## 1-1. Molecules in intense laser fields

When molecules are irradiated with intense laser pulses, many characteristic phenomena occur [1,2], such as molecular alignment [3], structural deformation [4-7]. Multiphoton and tunnel ionization of atoms and molecules also occur in intense laser fields, followed by dissociation of the molecules and high-order harmonic generation [810].

In order that atoms and molecules are ionized by light, its photon energy needs to exceed the ionization energy. However, when the laser intensity is high, in other words, when the number of photons in the unit volume is large, multiphoton ionization becomes possible. The number of absorbed photons for ionization is not necessarily two or three, but can be more than ten. Furthermore, the number of absorbed photons can exceed the minimum number needed for ionization in the phenomenon called above threshold ionization [11,12].

At the same time, the laser electric field becomes comparable to the Coulombic field between the electrons and the nuclei, leading to tunnel ionization or over-the-barrier ionization. When double or multiple ionization occurs, the multiply-charged molecular ion is decomposed due to Coulomb repulsion, that is, the phenomenon called Coulomb explosion occurs [13-15]. The probability of multiple ionization is enhanced in intense laser fields, by re-collision of ejected photoelectrons to the ion core, that is, nonsequential double ionization [16], or the elongation of the internuclear distances of molecules, that is, enhanced ionization [17].

As above, ionization is a key process to understand the molecular dynamics in intense laser fields.

## 1-2. Ionization processes of intense laser fields

## 1-2-1. Above threshold ionization

## 1-2-1-1. Above threshold ionization in nanosecond laser fields

Above threshold ionization (ATI) is ionization process in which the number of absorbed photons is more than the minimum number needed to exceed the ionization energy $I_{\mathrm{p}}[11,12,18,19]$. The first observation of ATI is in 1979 [11]. Figure 1-1 shows schematic pictures of the photoelectron spectra of Xe by the $1064 \mathrm{~nm}(1.17 \mathrm{eV})$ nanosecond laser pulses. In Fig. 1-1(a), the spectrum exhibits a strong peak at photoelectron energy $E_{\text {elec }}=0.70 \mathrm{eV}$, which is assigned to eleven-photon ionization.

Eleven photons are necessary to exceed the ionization energy of Xe, $I_{\mathrm{p}}=12.12 \mathrm{eV}$. In addition to this peak, the other peaks can also be identified, suggesting that more than eleven photons are absorbed.

In one-photon ionization, the photoelectron energy is given by

$$
\begin{equation*}
E_{\text {elec }}=\hbar \omega-I_{\mathrm{p}}, \tag{1-1}
\end{equation*}
$$

where $\omega$ is the frequency of the light. The energy diagram is shown in Fig. 1-2(a). Similarly, in multiphoton ionization (MPI) or ATI by nanosecond laser pulses, the photoelectron energy can be expressed as

$$
\begin{equation*}
E_{\text {elec }}=(n+s) \hbar \omega-I_{\mathrm{p}}, \tag{1-2}
\end{equation*}
$$

where $n$ is the minimum number of photons needed to exceed $I_{\mathrm{p}}$ and $s(s=0,1,2, \cdots)$ is the number of additional photons. In Fig. 1-1, $n$ is eleven and the peaks corresponding to up to $s=3$ are identified.

As shown in Figs. 1-1(b) and 1-1(c), when the laser intensity $I$ becomes larger, the photoelectron energies at which the peaks are observed in the spectra are not varied.


Electron energy $E_{\text {elec }} / \mathrm{eV}$
Fig.1-1 Schematic pictures of ATI photoelectron spectra of Xe by 1064 nm nanosecond laser pulse. The laser intensity is (a) $1 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$, (b) $1 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ and (c) $3 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. Only ${ }^{2} \mathrm{P}_{3 / 2}$ of $\mathrm{Xe}^{+}$is considered. Relative intensities among the peaks are not estimated quantitatively. However, the peak at $E_{\text {elec }}=0.7 \mathrm{eV}$ disappears in Figs. 1-1(b) and 1-1(c), suggesting channel closing [19] of eleven-photon ionization. In an intense laser field, a photoelectron needs the quiver energy called ponderomotive energy

$$
\begin{equation*}
U_{\mathrm{p}}=\frac{\mathrm{e}^{2} E_{0}{ }^{2}}{4 m_{\mathrm{e}} \omega^{2}}=\frac{e^{2}}{8 \pi^{2} m_{\mathrm{e}} \varepsilon_{0} c_{0}{ }^{3}} \lambda^{2} I \tag{1-3}
\end{equation*}
$$

in addition to the ionization energy, where $E_{0}$ is maximum amplitude, $\lambda$ is the wavelength of a linearly polarized pulse. For example, the ponderomotive energy is calculated as $U_{\mathrm{p}}$ $=6 \mathrm{eV}$ at $\lambda=800 \mathrm{~nm}$ and $I=1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. The ponderomotive energy also acts as a gradient force $\left(-\nabla U_{\mathrm{p}}\right)$ in the focal area of the laser pulse [20,21]. Because a laser pulse remains until the photoelectron escapes from the focal area, the photoelectron acquires the kinetic energy which corresponds to $U_{\mathrm{p}}$ [22]. Therefore, although $I_{\mathrm{p}}+U_{\mathrm{p}}$ is needed to ionize, the final kinetic energy becomes Eq. (1-2). However, when $I>6.6 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$, $11 \hbar \omega$ becomes smaller than $I_{\mathrm{p}}+U_{\mathrm{p}}$, leading to channel closing of eleven-photon ionization.

When the laser intensity is high, the relative intensities among the ATI peaks become comparable to each other. This is contradicting to the expectation from perturbation theory, suggesting that ATI is a non-perturbative phenomenon.

## 1-2-1-2. Above threshold ionization in femtosecond laser fields

On the other hand, when the duration of a laser pulse is not long enough so that the


Fig.1-2 Schematic energy diagram of ionization processes. (a) One-photon ionization. (b) Multiphoton ionization. (c) Above-threshold ionization with $s=1$. (d) Freeman resonance.
laser pulse passes through the focal area before the photoelectron escapes, the photoelectron cannot gain the potential energy $U_{\mathrm{p}}$. In that case, the photoelectron energy can be derived as

$$
\begin{equation*}
E_{\text {elec }}=(n+s) \hbar \omega-I_{\mathrm{p}}-U_{\mathrm{p}} . \tag{1-4}
\end{equation*}
$$

The schematic energy diagram is shown in Figs. 1-2(b) and 1-2(c) for MPI ( $s=0$ ) and ATI ( $s=1$ ), respectively. The energy of a continuum state increases by $U_{\mathrm{p}}$, which can be regarded as AC-Stark shift. Therefore, the photoelectron energy is shifted as $I$ increases [23]. Figure 1-3 shows schematic pictures of the photoelectron spectra of Xe by the $800 \mathrm{~nm}(1.55 \mathrm{eV})$ femtosecond laser pulses. The peaks are shifted to low $E_{\text {elec }}$ and are broadened, as $I$ increases. Furthermore, comparing to the narrow peaks in the case of the nanosecond laser pulse, the peaks are broad. Because the ponderomotive energy is proportional to the laser intensity at the moment of ionization, the energy shift depends on the time when ionization occurs and the position in the focal area, which broaden peaks in a photoelectron spectrum.

Rydberg states are also AC-Stark shifted in the laser field. Figure 1-4 shows the schematic picture of the photoelectron spectrum of twelve-photon ionization of Ar by 800 nm femtosecond laser pulses [24]. The


Fig.1-3 Schematic pictures of ATI photoelectron spectra of Xe by 800 nm femtosecond laser pulse. The laser intensity is (a) $1 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$, (b) $1 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ and (c) $2 \times 10^{13}$ $\mathrm{W} / \mathrm{cm}^{2}$. Only ${ }^{2} \mathrm{P}_{3 / 2}$ of $\mathrm{Xe}^{+}$is considered. Relative intensities among the peaks are not estimated quantitatively.
photoelectron energy of non-resonant twelve-photon ionization is shown as the vertical arrow on the dotted line. However, the actual photoelectron spectrum exhibits the split peak structure, which can be interpreted as the multiphoton resonance to the Rydberg states followed by one-photon ionization. The schematic energy diagram is shown in Fig. 1-2(d). Because the amount of the ACStark shift of the Rydberg state is almost the same as that of the continuum state, the energy difference between the two states is not changed from that without the AC-Stark shift, resulting that the photoelectron energy becomes independent on the laser intensity. This split structure is called Freeman resonance [23]. Because the Freeman resonance can be regarded as one-photon ionization of a Rydberg orbital, the photoelectron angular distribution contains the information about the angular momentum of


Electron energy $E_{\text {elec }} / \mathrm{eV}$
Fig.1-4 Schematic pictures of photoelectron spectrum of Freeman resonance of Ar by 800 nm femtosecond laser pulse. The laser intensity is $3.8 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. Dotted line is non-resonent spectrum. The resonant Rydberg states (4d, 6s, and 5 g ) are chosen according to $[\mathrm{R}$. Wiehle, et al., Phys. Rev. A 67, 063405 (2003).]. Relative intensities among the peaks are not estimated quantitatively. the Rydberg orbital, on the basis of the selection rule of one-photon ionization [24,25].
Furthermore, Freeman resonance of molecules has also been investigated [26]. Because the potential energy surface of a Rydberg state is almost the same as that of the ionic state into which the Rydberg state converges, the vibrational state in the ionic state becomes the same as that in the Rydberg state. Therefore, the photoelectron energy is independent on the vibrational state in the Rydberg state, and the photoelectron spectrum of Freeman resonance exhibits sharp peaks, even if for molecules.

## 1-2-2. KFR theory and ADK theory

The theoretical treatment of ionization in an intense laser field named strong-field approximation (SFA) is developed by Keldysh [27], Faisal [28] and Reiss [29]. This theory is also called KFR theory, named after the name of the three persons. In this theory, the transition amplitude between the initial state and the final state called Volkov state [30] is derived, in contrast to the ordinal calculation of one-photon ionization, in which the final state is the Coulomb wave function. Volkov state is the exact solution of Schrodinger equation of an electron in a laser field. It should be noted that the Coulombic potential of ionized cation is not taken into account in the final state because a strong laser field is assumed to be used.

In Keldysh's paper [27], the derived ionization probability showed that the ionization mechanism can be classified into two by Keldysh parameter

$$
\begin{equation*}
\gamma=\frac{\omega}{\omega_{\mathrm{t}}}=\sqrt{\frac{I_{\mathrm{p}}}{2 U_{\mathrm{p}}}}, \tag{1-5}
\end{equation*}
$$

where $\omega_{\mathrm{t}}$ is tunnel ionization frequency

$$
\begin{equation*}
\omega_{\mathrm{t}}=\frac{\mathrm{e}|\mathbf{E}|}{\sqrt{2 m_{\mathrm{e}} I_{\mathrm{p}}}} . \tag{1-6}
\end{equation*}
$$

This frequency is a reciprocal number of the time when the electron gains the kinetic energy corresponding to the ionization energy by a constant electric field $\mathbf{E}$. When $\gamma \ll 1\left(\omega_{\mathrm{t}} \gg \omega\right)$, tunnel ionization (TI) dominates over MPI because the direction of the laser electric field is kept during the enough time in which TI occurs. Fig. 1-5 shows the schematic picture of TI process. The Coulombic potential of the core is modified following the laser electric field adiabatically because the oscillation of the laser field is slow enough. As a result, the electron can tunnel though the barrier. In contrast, when $\gamma \gg 1\left(\omega_{\mathrm{t}} \ll \omega\right)$, MPI dominates over TI.

In the case of TI, the electric field can be regarded as a constant vector. In Ammosov-Delone-Krainov (ADK) theory [31], tunnel ionization rate of a hydrogen-like atom is derived as

$$
\begin{equation*}
W=\frac{I_{\mathrm{p}}}{\hbar} \frac{2^{2 n^{*}}}{n^{*} \Gamma\left(n^{*}+l^{*}+1\right) \Gamma\left(n^{*}-l^{*}\right)} \frac{2 l+1}{2^{|m|}(|m|)!} \frac{(l+|m|)!}{(l-|m|)!}\left(\frac{2 \sqrt{8 m_{\mathrm{e}} I_{\mathrm{p}}^{3}}}{\hbar e|\mathbf{E}|}\right)^{2 n^{*}-|m|-1} \exp \left(-\frac{2 \sqrt{8 m_{\mathrm{e}} I_{\mathrm{p}}^{3}}}{3 \hbar e|\mathbf{E}|}\right) . \tag{1-7}
\end{equation*}
$$

For the application to molecules, molecular orbital (MO) ADK theory [32,33], in which a MO is decomposed into a linear combination of wavefunctions of a hydrogen-like atom as a one-center wavefunction $\Psi(r, \theta, \varphi)=\sum_{l m} C_{l m} F_{l}(r) Y_{\operatorname{lm}}(\theta, \varphi)$ is known. The ionization rate can be given by

$$
\begin{equation*}
W=\sum_{m^{\prime}} \frac{I_{\mathrm{p}}}{\hbar} \frac{B\left(m^{\prime}\right)^{2}}{2^{\left|m^{\prime}\right|}\left(\left|m^{\prime}\right|\right)!}\left(\frac{2 \sqrt{8 m_{\mathrm{e}} I_{\mathrm{p}}{ }^{3}}}{\hbar e|\mathbf{E}|}\right)^{2 n^{*}-\left|m^{\prime}\right|-1} \exp \left(-\frac{2 \sqrt{8 m_{e} I_{p}{ }^{3}}}{3 \hbar e|\mathbf{E}|}\right), \tag{1-8}
\end{equation*}
$$

where

$$
\begin{equation*}
B\left(m^{\prime}\right)=\sum_{l, m^{\prime}}(-1)^{\frac{m^{\prime}+\left|m^{\prime}\right|}{2}} \sqrt{\frac{2 l+1}{2} \frac{\left(l+\left|m^{\prime}\right|\right)!}{\left(l-\left|m^{\prime}\right|\right)!}} C_{l m} D_{m^{\prime} m}^{l}(\boldsymbol{\Omega}) \tag{1-9}
\end{equation*}
$$

and $D_{m^{\prime} m}^{l}$ is Wigner's rotational matrix element. The angle $\boldsymbol{\Omega}$ represents the Euler angle between the quantization axis of the wavefunctions of a hydrogen-like atom and the laser polarization axis.

## 1-2-3. Simple man's model and re-collision process

After tunnel ionization, which can be described by a quantum picture, a photoelectron
can be regarded as a classical particle. In simple man's model [10,34], the motion of a photoelectron after the tunneling can be derived by solving Newton's equation of motion in a laser electric field as

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{p}_{\mathrm{elec}}(t)}{\mathrm{d} t}=-e \mathbf{E}(t) \tag{1-10}
\end{equation*}
$$

where $\mathbf{p}_{\text {elec }}(t)$ is a momentum of a photoelectron as a function of time $t$. When the tunneling occurs at $t=t_{0}$, the final momentum $\mathbf{p}_{\text {elec }}$ can be derived as

$$
\begin{equation*}
\mathbf{p}_{\text {elec }}=\mathbf{p}_{\text {elec }}(t \rightarrow \infty)=-e \mathbf{A}\left(t_{0}\right), \tag{1-11}
\end{equation*}
$$

where $\mathbf{A}(t)$ is the laser vector potential

$$
\begin{equation*}
\mathbf{A}(t)=-\int_{-\infty}^{t} \mathbf{E}(t) \mathrm{d} t \tag{1-12}
\end{equation*}
$$

Therefore, the final kinetic energy can be obtained as

$$
\begin{equation*}
E_{\text {elec }}=\frac{e^{2}\left|\mathbf{A}\left(t_{0}\right)\right|^{2}}{2 m_{\mathrm{e}}} \tag{1-13}
\end{equation*}
$$

The photoelectrons are ejected towards antiparallel to $\mathbf{E}\left(t_{0}\right)$ by the tunnel ionization as shown in Fig. 1-6(a). However, when a linearly polarized pulse is used, some of the ejected electrons can go back to the ion core, because the laser electric field is oscillating as shown in Fig. 1-6(b). This return of a photoelectron induces many phenomena in intense laser fields. When the photoelectron elastically scattered backward by the ion core (rescattering) as shown in Fig. 1-6(c), the electron can gain more energy than that without rescattering. According to the Newton's equation of motion of a photoelectron in a linearly polarized field, the maximum kinetic energy becomes $10 U_{\mathrm{p}}$ when the electron is back-scattered [34]. Contrary, the maximum value of the kinetic energy of photoelectrons without rescattering, Eq. (1-13), is $2 U_{\mathrm{p}}$. Therefore, the photoelectron spectrum exhibits two cutoff, which is photoelectron energy at which the electron yield suddenly decreases. The first cutoff is at $2 U_{\mathrm{p}}$, which is ascribed to the electrons without rescattering, and the second is at $10 U_{\mathrm{p}}$, which is ascribed to the electrons with rescattering. Between the two
(a) TI

(b) Recollision

(c) Rescattering
(d) HHG
(e) Recollisional
(f) NSDI
(g) FTI


cutoffs, the energy range called plateau [35], where the electron yield is not varied in logarithmic scale, is formed.

When the returning photoelectron and the ion are recombined [10], the energy corresponding to the sum of the ionization energy and the energy of the returning electron is emitted as light as shown in Fig. 1-6(d). Because the spectrum of this light exhibits peaks at the odd harmonics of the fundamental laser pulses, this emission is called highorder harmonic generation (HHG) [8,9]. According to simple mans' model, the maximum photon energy, i.e., cutoff energy, of high-order harmonics becomes $I_{\mathrm{p}}+3.17 U_{\mathrm{p}}$ in a linearly polarized field, suggesting that the emission of vacuum ultraviolet or even softX ray is possible by the laser intensity of $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ with near-infrared laser pulses.

Re-collision of the returning photoelectron also excites, indicating inelastic scattering shown in Fig. 1-6(e), or further ionizes the ion core as shown in Fig. 1-6(f). The latter is called nonsequential double ionization (NSDI) [16]. It is known that the yield of double ionization is larger than that when only sequential double ionization is considered. When the laser intensity is large, sequential double ionization pathway becomes dominant. On the other hand, some returning electrons can be captured by the ion core as a Rydberg electron as shown in Fig. 1-6(g). This phenomenon is called frustrated tunnel ionization (FTI) [36] and Rydberg states are populated after the laser pulse passed.

Actually, probability of re-collision process is very small due to spread of electron wavepacket. In a classical picture, the electron cannot go back to the ion core because of the initial momentum at the moment of the tunneling, which is neglected in simple man's model. However, the re-collision probability is higher than that expected, suggesting that the attractive Coulombic force between the electron and the ion core plays an important role. This phenomenon is called Coulomb focusing [37-39].

Re-collision phenomena occur only with linearly polarized pulse, and not with circularly polarized pulse [35]. Recently, it is realized that orthogonally polarized twocolor pulses [40-45] or counter-rotated circularly polarized two-color pulses [46,47] are able to induce re-collision.

## 1-3. Control of molecular dynamics by intense laser pulses

## 1-3-1. Control by parameters of laser pulse

The ionization of atoms and molecules and the subsequent processes such as dissociation in an intense laser field are dependent on the parameters of the laser electric pulse, such as the laser intensity, the wavelength and the pulse duration $\Delta t$ [48-50]. The dispersion of the laser pulse can also be used for the control of the molecular dynamics [51-59]. Furthermore, the enhancement of a specific chemical bond breaking has been achieved by the closed-loop optimal control [60,61].


Fig.1-7 (a) 800 nm laser electric field. (b) The same as (a). (c) 400 nm laser electric field at $\phi_{\omega-2 \omega}=0^{\circ}$. (d) 400 nm laser electric field at $\phi_{\omega-2 \omega}=90^{\circ}$. (e) The sum of (a) and (c). (f) The sum of (b) and (d).

## 1-3-2. Two-color pulses

When a fundamental linearly polarized laser field and its frequency doubled laser field, whose polarization direction is set to be parallel to that of the fundamental field, are combined, the two-color laser field can be expressed as

$$
\begin{equation*}
\mathbf{E}_{\omega-2 \omega}(t)=E_{0} \hat{\mathbf{x}}\left[\cos \omega t+\cos \left(2 \omega t+\phi_{\omega-2 \omega}\right)\right], \tag{1-14}
\end{equation*}
$$

where $\phi_{\omega-2 \omega}$ is the relative phase between the two fields. Figures 1-7(a) and 1-7(b) show the fundamental laser field, Figs. 1-7(c) and 1-7(d) show the second harmonic laser field and Figs. 1-7(e) and 1-7(f) show the two-color laser field. The two color laser field at $\phi_{\omega-}$ $2_{\omega}=0^{\circ}$, in which Figs. 1-7(a) and 1-7(c) are combined as shown in Fig. 1-7(e), exhibits an asymmetric electric field. On the other hand, the two-color laser field at $\phi_{\omega-2 \omega}=90^{\circ}$, in which Figs. 1-7(b) and 1-7(d) are combined as shown in Fig. 1-7(f), exhibits a symmetric electric field. In this manner, the waveform of the two-color laser field can be controlled by the relative phase $\phi_{\omega-2 \omega}$. This control of the waveform has been applied to control strong field phenomena [62-67]. Similarly, the waveform controls by the relative polarization, e.g., the orthogonally polarized field $[40-44]$ and co-rotated and counterrotated circularly polarized field [46], have also been used to control strong field phenomena. In addition, not only two-color but also three-color or four-color laser field is used to synthesize the laser field and to control strong field phenomena [68].

## 1-3-3. Carrier-envelope phase of a few-cycle pulse

The asymmetric laser field can also be generated by one laser pulse whose pulse duration is extremely short. The electric field of the linearly polarized laser pulse whose envelope function is assumed to be Gaussian function is given by

$$
\begin{equation*}
\mathbf{E}(t)=E_{0} \exp \left[-2(\ln 2)\left(\frac{t}{\Delta t}\right)^{2}\right] \overline{\mathbf{x}} \cos \left(\omega t+\phi_{\mathrm{abs}}\right) . \tag{1-15}
\end{equation*}
$$

The relative phase $\phi_{\text {abs }}$ of the carrier wave with respect to the center of the envelope function is called carrier-envelope phase (CEP) [69-71]. Figures 1-8(a) and 1-8(b) show the electric field of the laser pulses at $\phi_{\text {abs }}=0$ and $90^{\circ}$, respectively, when their pulse durations are $\Delta t=30 \mathrm{fs}$ (full width at half maximum, FWHM) and their wavelengths are $\lambda=800 \mathrm{~nm}$. In Fig. 1-8(c), the magnification view of Fig. 1-8(a) in the range of $t=-10 \sim$ +10 fs is shown, and in Fig. 1-8(d), the magnification view of Fig. 1-8(b) is shown. In general, CEP does not change the overall structure of the electric field waveform, because the variation of the envelope function indicated by the dashed line in Fig. 1-8 is much slower than the oscillation of carrier wave.

Recent advances [72] in the ultrashort laser pulse technologies enabled us to generate a laser pulse which has only a few cycles of the oscillation of the carrier wave within its pulse duration. In the case of this few-cycle pulse, the waveform of the laser electric field is strongly modified by CEP. Figures 1-8(e) and 1-8(f) show the electric field of the laser pulse at $\phi_{\text {abs }}=0$ and $90^{\circ}$, respectively, when their pulse durations are $\Delta t=4 \mathrm{fs}$ and their wavelengths are $\lambda=800 \mathrm{~nm}$. The laser electric fields show that the waveform is "cosinelike" shape at $\phi_{\mathrm{abs}}=0^{\circ}$ and "sine-like" shape at $\phi_{\text {abs }}=90^{\circ}$. Therefore, the CEP dependence of the ionization and the dissociation in intense few-cycle laser fields becomes the attractive research subjects in recent years [69-71,73-85]. For example, the directional $\mathrm{D}^{+}$ ejection from $\mathrm{C}_{2} \mathrm{D}_{2}$ with respect to the laser polarization direction has been controlled by the CEP as shown in Fig. 1-9 [84].

The CEP of each laser pulse is quasi-random shot-by-shot. One of the methods to investigate the CEP dependence is stabilization of the CEP of each laser shot by frequency


Fig.1-8 (a) 800 nm laser pulse whose pulse duration is 30 fs at $\phi_{\mathrm{abs}}=0^{\circ}$. (b) 800 nm laser pulse whose pulse duration is 30 fs at $\phi_{\mathrm{abs}}=90^{\circ}$. (c) Magnification view of (a). (d) Magnification view of (b). a) 800 nm laser pulse whose pulse duration is 4 fs at $\phi_{\mathrm{abs}}=0^{\circ}$. (b) 800 nm laser pulse whose pulse duration is 4 fs at $\phi_{\text {abs }}=$ $90^{\circ}$.


Fig.1-9 Asymmetric $\mathrm{D}^{+}$emission from $\mathrm{C}_{2} \mathrm{D}_{2}$ by few-cycle pulses. [S. Miura, et al., Chem. Phys. Lett. 595596, 61 (2014). Graphical abstract.]
comb technique, that is, $\mathrm{f}-2 \mathrm{f}$ interferometer and the feedback of its result to the laser system in order to lock the CEP [70,86,87]. Another method is CEP-tagging, in which the CEP of each laser shot at an apparatus called a phasemeter is recorded on the basis of CEP dependence of rescattered photoelectron in an intense linearly polarized laser field [73,88]. However, it is difficult to determine the absolute CEP at the laser-molecule interaction point. CEP is varied by the propagation of the laser pulse through dispersed media.

## 1-4. Coulombic potential effect

As the first approximation, the Coulombic field of an atomic or molecular ion generated by strong field ionization has been neglected, compared with the intense laser field. In the theory of SFA described in Sec. 1-2-2, the final state of photoelectrons is assumed to be Volkov state. In the theory of simple man's model described in Sec. 1-2-3, the Newton's equation of motion of a photoelectron only in the laser field is solved. These theories have succeeded in the explanation of many strong field phenomena. However, it is known that the Coulombic potential of the ion core cannot be neglected in some cases, such as Coulomb focusing [37-39] described in Sec. 1-2-3.

One example is Coulomb asymmetry [89], in which four-fold symmetry of a photoelectron angular distribution in elliptically polarized laser field is broken. When the Coulombic field of ion core is not taken into account, the photoelectron angular distributions are symmetric with respect to the major and the minor axes of the laser field. However, the experimental photoelectron angular distributions exhibit a peak at the angle which is deviated from the minor axis.

Recently, low energy photoelectrons unexpected on the basis of SFA and the simple man's model are observed in ionization of atoms by intense mid-infrared laser pulses [ 90,91 ]. In this low energy structure (LES), Coulombic potential is considered to play an important role [92,93].

## 1-5. Effect of molecular alignment

Because of the non-perturbative nature of strong field phenomena, they are strongly dependent on the alignment of molecular axes with respect to the laser polarization direction. For example, the tunnel ionization probability is sensitive to the alignment, indicated by MO-ADK theory.

In order to investigate the alignment effect, two methods are known; (i) molecular alignment by the relatively weak pump pulse [3], and (ii) measurement of the fragment recoil assuming axial recoil approximation [94]. In the case of (i), molecules are forced by the torque induced by the laser electric field, leading to molecular alignment. Alignment of molecular axis has been realized not only within the laser pulse whose duration is longer than the rotational period, but also in field-free condition through the revival of a rotational wavepacket prepared by femtosecond laser pulses. In the case of (ii), the direction of the molecular axis can be derived as the emitting direction of photo ions, assuming the dissociation process is faster than the molecular rotation. These techniques have been applied to investigate alignment-dependent tunnel ionization probability [95,96], photoelectron angular distributions in the molecular-frame [97-99], and polarization-dependence of dissociation dynamics [100].

## 1-6. Ionization to electronically excited states in intense laser fields

According to ADK theory, the ionization probability of strong field ionization is exponentially decreases as the ionization energy increases. This tendency suggests that ionization to electronic ground state, that is, ionization from highest occupied molecular orbital (HOMO) is dominant in intense laser fields. Therefore, by using HHG, imaging methods of HOMO have been proposed [101-105]. However, recently, role of ionization to electronically excited states, that is, ionization from lower-lying orbitals becomes an attractive research subject.

HHG from lower-lying orbitals is expected to produce high energy photons because of cutoff law, suggesting that it can be identified by the enhancement of high energy photons. Consequently, because the alignment dependence and internuclear-distance dependence of tunnel ionization probability are different among the MOs, HHG from lower-lying orbitals has been identified in HHG from aligned molecules [106,107] and vibrational-motion-excited molecules [108]. The electronically excited states of cations prepared by pump laser pulses have also been identified by the probe pulses [109,110]. Tunnel ionization to electronically excited states have also been identified by laser induced fluorescence (LIF) [111-113].
When electronically excited states of molecular ions are prepared, dissociation may
occur. Dissociative ionization of molecules in intense laser fields indicates that electronically excited states are prepared. Recently, dissociative ionization of molecules has been investigated by photoelectron-photoion coincidence (PEPICO) measurements [98,99, 114-118]. Through the investigation of dissociative ionization of ethanol by using PEPICO momentum imaging (MI) [114,115,118], the two pathways to prepare electronically excited states of ethanol cation were revealed; (i) MPI to the electronically excited states, and (ii) MPI to the electronic ground state and subsequent one-photon or multiphoton electronic excitation to the electronically excited states. Subsequent electronic excitation of cations during the laser pulse plays an important role in many recent studies (e.g., [119]).

## 1-7. This thesis

## 1-7-1. Determination of absolute CEP by circularly-polarized few-cycle pulses

In the thesis study, I experimentally demonstrated that absolute CEP at the lasermolecule interaction point can be determined by using circularly polarized few-cycle laser pulses. CEP dependence of angle-resolved energy spectra of the photoelectron generated by tunnel ionization of Ar is investigated by CEP-tagging method. On the basis of ADK theory and simple man's model, absolute CEP can be determined without numerical calculation. The effect of depletion of neutral Ar atoms during the laser pulse and that of Coulombic potential, similar to Coulomb asymmetry, are also examined.

## 1-7-2. Dissociative ionization of methanol in intense UV laser fields

Furthermore, I investigated dissociative ionization of methanol in intense UV laser fields by PEPICO-MI. The electronic states of methanol cation at the moment of the photoelectron emission are identified by channel-specific photoelectron angular distribution. Assuming the axial recoil approximation, orientation-resolved photoelectron angular distribution is also examined.

## 1-7-3. Structure of this thesis

In Chapter 2, I describe theory of tunnel ionization and simple man's model. In Chapter 3 , the character and generation of femtosecond and few-cycle pulses are briefly summarized. Particularly, the propagation of a few-cycle laser pulse in dispersive media, leading to the variation of its CEP and pulse duration, is described.

In Chapter 4, I demonstrate absolute CEP can be determined by angle-resolved photoelectron spectra in circularly polarized few-cycle laser fields.

In Chapter 5, the experimental setup and the data analysis of PEPICO-MI performed in the following chapters are described. In Chapter 6, the ionization and subsequent excitation pathways to electronically excited states of a methanol cation are revealed by
channel-specific photoelectron angular distributions in laboratory-frame and molecularframe. In Chapter 7, the orientation dependence of photoelectron angular distribution is investigated. In Chapter 8, the laser intensity dependence of the ionization and the excitation pathways is clarified by channel-specific photoelectron angular distribution.
In Chapter 9, I summarized this thesis. Throughout this thesis, the SI units system is used unless stated otherwise.

## 2. Theory of tunnel ionization and simple man's model

## 2-1. ADK theory

## 2-1-1. Tunnel ionization rate

Ammosov, Delone and Krainov [31] derived the tunnel ionization rate $W$ of hydrogenlike atoms by a constant DC electric field $\mathbf{E}$. In this section, the derivation $[31,120]$ of the ADK ionization rate is summarized.

The coordinate system is defined so that $z$ axis is parallel to the electric field and the electron is ejected towards $+z$ direction, i.e., $\mathbf{E} \cdot \hat{\mathbf{z}}=-|\mathbf{E}|$. The tunnel ionization rate $W$ can be calculated as

$$
\begin{equation*}
W=\int_{S} \mathbf{j} \cdot \mathrm{~d} \mathbf{S}=\int_{S j_{\mathrm{z}}} \mathrm{~d} S_{\mathrm{z}}, \tag{2-1}
\end{equation*}
$$

where $\mathbf{j}$ is a current density of a wavefunction $\psi$ of the electron

$$
\begin{equation*}
\mathbf{j}=\frac{\mathrm{i} \hbar}{2 m_{\mathrm{e}}}\left(\Psi \nabla \Psi^{*}-\Psi^{*} \nabla \Psi\right)_{, j_{z}}=\frac{\mathrm{i} \hbar}{2 m_{\mathrm{e}}}\left(\Psi \frac{\partial \Psi^{*}}{\partial z}-\Psi^{*} \frac{\partial \Psi}{\partial z}\right) \tag{2-2}
\end{equation*}
$$

and $S$ is a plane perpendicular to the electric field.
Schrodinger equation of an electron whose energy is $-I_{\mathrm{p}}$ in the Coulombic field of the nuclei and the laser field as

$$
\left[-\frac{\hbar^{2}}{2 m_{\mathrm{e}}} \nabla^{2}-\frac{1}{4 \pi \varepsilon_{0}} \frac{Z e^{2}}{r}-e|\mathbf{E}| Z\right] \Psi=-I_{\mathrm{p}} \Psi
$$

is reduced to

$$
\begin{equation*}
\nabla^{2} \Psi+\left[-\frac{\kappa^{2}}{\hbar^{2}}+\frac{2 Z m_{e} e^{2}}{4 \pi \varepsilon_{0} \hbar^{2}} \frac{1}{r}+\frac{2 m_{\mathrm{e}} e|\mathbf{E}|}{\hbar^{2}} z\right] \Psi=0, \tag{2-3}
\end{equation*}
$$

where $\kappa=\sqrt{2 m_{\mathrm{e}} I_{\mathrm{p}}}$ and $Z$ is a charge of an atom after ionization, that is, $Z=1$ when neutral atom is ionized. When the electron is close enough to the ion core to neglect the term including $|\mathbf{E}| z$, the asymptotic solution can be given by

$$
\begin{equation*}
\Psi=R_{n^{*} \|^{*}(r)}\left(Y_{l m}(\theta, \phi) .\right. \tag{2-4}
\end{equation*}
$$

An effective principal quantum number is

$$
\begin{equation*}
n^{*}=\sqrt{\frac{Z^{2} m_{e} e^{4}}{2\left(4 \pi \varepsilon_{0}\right)^{2} \hbar^{2} I_{\mathrm{p}}}}=\frac{Z m_{e} e^{2}}{4 \pi \varepsilon_{0} \hbar \kappa}, \tag{2-5}
\end{equation*}
$$

and an effective angular momentum quantum number is

$$
l^{*}=\left\{\begin{array}{cc}
0, & l \ll n  \tag{2-6}\\
n_{0}^{*}-1, & \text { otherwise }
\end{array}\right.
$$

where $n_{0}{ }^{*}$ is the effective principal quantum number for the ground state, that is, $n_{0}{ }^{*}$ is identical to $n^{*}$ unless ionization from excited state is considered. The normalized radial wavefunction can be expressed by Laguerre polynomials as

$$
R_{n^{*} l^{*}}(r)=\sqrt{\frac{\Gamma\left(n^{*}-l^{*}\right)}{2 n^{*}\left[\Gamma\left(n^{*}+l^{*}+1\right)\right]}}\left(\frac{2 \kappa}{\hbar}\right)^{\frac{3}{2}}\left(\frac{2 \kappa}{\hbar} r\right)^{l^{*}} \mathrm{e}^{-\frac{\kappa}{\hbar} r} L_{n^{*}+l^{*}}^{2 l^{*}+1}\left(\frac{2 \kappa}{\hbar} r\right) .
$$

When the electron is far from the ion core so that the Coulombic force is small, the radial wavefunction is approximated as

$$
\begin{aligned}
R_{n^{*} *^{*}}(r) & \approx \sqrt{\frac{\Gamma\left(n^{*}-l^{*}\right)}{2 n^{*}\left[\Gamma\left(n^{*}+l^{*}+1\right)\right]}}\left(\frac{2 \kappa}{\hbar}\right)^{\frac{3}{2}} \frac{\Gamma\left(n^{*}+l^{*}+1\right)}{\Gamma\left(n^{*}-l^{*}\right)}\left(\frac{2 \kappa}{\hbar} r\right)^{n^{*}-1} \mathrm{e}^{-\frac{\kappa}{\hbar} r} \\
& =\frac{2^{n^{*}}}{\sqrt{n^{*} \Gamma\left(n^{*}+l^{*}+1\right) \Gamma\left(n^{*}-l^{*}\right)}}\left(\frac{\kappa}{\hbar}\right)^{\frac{3}{2}}\left(\frac{\kappa}{\hbar} r\right)^{n^{*}-1} \mathrm{e}^{-\frac{\kappa}{\hbar} r}
\end{aligned}
$$

by taking only the highest order term of Laguerre polynomials. By defining

$$
\begin{equation*}
C_{n^{*} l^{*}}=\frac{2^{n^{*}}}{\sqrt{n^{*} \Gamma\left(n^{*}+l^{*}+1\right) \Gamma\left(n^{*}-l^{*}\right)}}, \tag{2-7}
\end{equation*}
$$

the asymptotic wavefunction (Eq. (2-4)) is rewritten as

$$
\begin{equation*}
\Psi \approx C_{n^{*} l^{*}}\left(\frac{\kappa}{\hbar}\right)^{\frac{3}{2}}\left(\frac{\kappa}{\hbar} r\right)^{n^{*}-1} \mathrm{e}^{-\frac{\kappa}{\hbar} r} \sqrt{\frac{2 l+1}{2} \frac{(l-|m|)!}{(l+|m|)!}} P_{l}^{|m|}(\cos \theta) \frac{(-)^{m+|m|}}{\sqrt{2 \pi}} \mathrm{e}^{i m \phi} . \tag{2-8}
\end{equation*}
$$

The spatial coordinates of the wavefunction is transformed from polar or Cartesian coordinates to parabolic coordinates $(\xi, \eta, \phi)$ as

$$
\begin{align*}
& \xi=r(1+\cos \theta)=\sqrt{x^{2}+y^{2}+z^{2}}+z \\
& \eta=r(1-\cos \theta)=\sqrt{x^{2}+y^{2}+z^{2}}-z  \tag{2-9}\\
& r=\frac{\xi+\eta}{2}, z=\frac{\xi-\eta}{2}, \cos \theta=\frac{\xi-\eta}{\xi+\eta}, \sin \theta=\frac{2 \sqrt{\xi \eta}}{\xi+\eta}
\end{align*} .
$$

In this coordinate system, the Laplacian is expressed as

$$
\begin{equation*}
\nabla^{2}=\frac{4}{\xi+\eta}\left[\frac{\partial}{\partial \xi}\left(\xi \frac{\partial}{\partial \xi}\right)+\frac{\partial}{\partial \eta}\left(\eta \frac{\partial}{\partial \eta}\right)\right]+\frac{1}{\xi \eta} \frac{\partial^{2}}{\partial \phi^{2}} . \tag{2-10}
\end{equation*}
$$

Therefore, Eq. (2-3) is rewritten as

$$
\begin{equation*}
\frac{4}{\xi+\eta}\left[\frac{\partial}{\partial \xi}\left(\xi \frac{\partial \Psi}{\partial \xi}\right)+\frac{\partial}{\partial \eta}\left(\eta \frac{\partial \Psi}{\partial \eta}\right)\right]+\frac{1}{\xi \eta} \frac{\partial^{2} \Psi}{\partial \phi^{2}}+\left[-\frac{\kappa^{2}}{\hbar^{2}}+\frac{4 Z m_{\mathrm{e}} e^{2}}{4 \pi \varepsilon_{0} \hbar^{2}} \frac{1}{\xi+\eta}-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{\hbar^{2}}(\xi-\eta)\right] \Psi=0 . \tag{2-11}
\end{equation*}
$$

By separation of variable of the wavefunction

$$
\begin{equation*}
\Psi=C_{n^{t} t}\left(\frac{\kappa}{\hbar}\right)^{\frac{3}{2}} \varphi(\xi) \chi(\eta) \frac{1}{\sqrt{2 \pi \xi \eta}} \mathrm{e}^{i m \phi}, \tag{2-12}
\end{equation*}
$$

Eq. (2-11) can be transformed as

$$
\begin{aligned}
& \frac{1}{\varphi}\left(\xi \varphi^{\prime \prime}+\frac{\varphi}{4 \xi}\right)+\frac{1}{\chi}\left(\eta \chi^{\prime \prime}+\frac{\chi}{4 \eta}\right)-\frac{m^{2}}{4}\left(\frac{1}{\xi}+\frac{1}{\eta}\right)+\left[-\frac{\kappa^{2}}{4 \hbar^{2}}(\xi+\eta)+\frac{n^{*} \kappa}{\hbar}-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{4 \hbar^{2}}\left(\xi^{2}-\eta^{2}\right)\right]=0 \\
& \frac{\xi \varphi^{\prime \prime}}{\varphi}+\left(-\frac{\kappa^{2}}{4 \hbar^{2}} \xi+\frac{1-m^{2}}{4 \xi}-\frac{m_{\mathrm{e}} e E}{4 \hbar^{2}} \xi^{2}\right)+\frac{\eta \chi^{\prime \prime}}{\chi}+\left(-\frac{\kappa^{2}}{4 \hbar^{2}} \eta+\frac{1-m^{2}}{4 \eta}+\frac{m_{\mathrm{e}} e|\mathbf{E}|}{4 \hbar^{2}} \eta^{2}\right)+\frac{n^{*} \kappa}{\hbar}=0
\end{aligned}
$$

By introducing $\beta_{1}$ and $\beta_{2}$ which satisfy $\beta_{1}+\beta_{2}=\frac{n^{*} \kappa}{\hbar}$, the equations

$$
\begin{align*}
& \varphi^{\prime \prime}+\left(-\frac{\kappa^{2}}{4 \hbar^{2}}+\frac{\beta_{1}}{\xi}+\frac{1-m^{2}}{4 \xi^{2}}-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{4 \hbar^{2}} \xi\right) \varphi=0  \tag{2-13}\\
& \chi^{\prime \prime}+\left(-\frac{\kappa^{2}}{4 \hbar^{2}}+\frac{\beta_{2}}{\eta}+\frac{1-m^{2}}{4 \eta^{2}}+\frac{m_{\mathrm{e}} e|\mathbf{E}|}{4 \hbar^{2}} \eta\right) \chi=0 \tag{2-14}
\end{align*}
$$

are derived. In parabolic coordinates, Eq. (2-8) becomes

$$
\begin{equation*}
\Psi=C_{n^{n}+t}\left(\frac{\kappa}{\hbar}\right)^{\frac{3}{2}}\left(\frac{\kappa}{\hbar} \frac{\xi+\eta}{2}\right)^{n^{n}-1} \mathrm{e}^{-\frac{\kappa}{2 \hbar}(\xi+\eta)} \sqrt{\frac{2 l+1}{2} \frac{(l-|m|) \mid}{(l+|m|)!}} P_{l}^{|m|}\left(\frac{\xi-\eta}{\xi+\eta}\right) \frac{(-)^{\frac{m+m \mid}{2}}}{\sqrt{2 \pi}} \mathrm{e}^{i m \phi} . \tag{2-15}
\end{equation*}
$$

When the electron is close to $z$ axis, the approximation

$$
P_{l}^{|m|}(\cos \theta) \approx \frac{1}{2^{|m|}(|m|)} \frac{(l+|m|) \cdot}{(l-|m|) \cdot} \cdot \theta^{|m|}
$$

is held due to $\theta \approx \sin \theta$. Therefore, the asymptotic wavefunction becomes

$$
\Psi=C_{n^{*} l^{*}}\left(\frac{\kappa}{\hbar}\right)^{\frac{3}{2}}\left(\frac{\kappa}{\hbar} \frac{\xi+\eta}{2}\right)^{n^{*}-1} \mathrm{e}^{-\frac{\kappa}{2 \hbar}(\xi+\eta)} \sqrt{\frac{2 l+1}{2} \frac{(l+|m|)!}{(l-|m|) \cdot}} \frac{1}{2^{|m|}(|m|) \cdot}\left(\frac{2 \sqrt{\xi \eta}}{\xi+\eta}\right)^{|m|} \frac{(-)^{\frac{m+|m|}{2}}}{\sqrt{2 \pi}} \mathrm{e}^{i m \phi} .
$$

Because the electron is assumed to be ejected towards $+z$ direction, and to be close to $z$ axis, $\xi$ and $\eta$ satisfy the relation $\xi \gg \eta$. The asymptotic wavefunction becomes

$$
\begin{align*}
\Psi & =C_{n^{*} l^{*}}\left(\frac{\kappa}{\hbar}\right)^{\frac{3}{2}}\left(\frac{\kappa}{\hbar} \frac{\xi}{2}\right)^{n^{*}-1} \mathrm{e}^{-\frac{\kappa}{2 \hbar}(\xi+\eta)} \sqrt{\frac{2 l+1}{2} \frac{(l+|m|)!}{(l-|m|)!}} \frac{1}{(|m|)!}\left(\frac{\eta}{\xi}\right)^{\frac{|m|}{2}} \frac{(-)^{\frac{m+|m|}{2}}}{\sqrt{2 \pi}} \mathrm{e}^{i m \phi} \\
& =C_{n^{*} l^{*}}\left(\frac{\kappa}{\hbar}\right)^{\frac{3}{2}}\left(\frac{\kappa}{\hbar}\right)^{n^{*}-1}\left(\frac{\xi}{2}\right)^{n^{*}-1-\frac{|m|}{2}} \mathrm{e}^{-\frac{\kappa}{2 \hbar} \xi} \sqrt{\frac{2 l+1}{2} \frac{(l+|m|)!}{(l-|m|)!}} \frac{1}{2^{\frac{|m|}{2}}(|m|)!} \eta^{\frac{|m|}{2}} \mathrm{e}^{-\frac{\kappa}{2 \hbar} \eta \frac{(-)^{\frac{m+|m|}{2}}}{\sqrt{2 \pi}}} \mathrm{e}^{i m \phi} . \tag{2-16}
\end{align*}
$$

By comparing Eqs. (2-12) and (2-16),

$$
\begin{align*}
& \varphi(\xi)=\sqrt{2}\left(\frac{\kappa}{\hbar}\right)^{n^{*}-1}\left(\frac{\xi}{2}\right)^{n^{*}-\frac{|m|+1}{2}} \mathrm{e}^{-\frac{\kappa}{2 \hbar} \xi} \sqrt{\frac{2 l+1}{2} \frac{(l+|m|)!}{(l-|m|)!}} \frac{1}{2^{\frac{|m|}{2}(|m|)!}}  \tag{2-17}\\
& \chi(\eta)=\eta^{\frac{|m|+1}{2}} \mathrm{e}^{-\frac{\kappa}{2 \hbar} \eta} \tag{2-18}
\end{align*}
$$

are obtained. Using Eqs. (2-13) and (2-14), $\beta_{1}$ and $\beta_{2}$ are derived as

$$
\left\{\begin{array}{l}
\beta_{1}=\frac{n^{*} \kappa}{\hbar}-\frac{\kappa}{2 \hbar}(|m|+1)=\frac{\kappa}{2 \hbar}\left(2 n^{*}-|m|-1\right)  \tag{2-19}\\
\beta_{2}=\frac{\kappa}{2 \hbar}(|m|+1)
\end{array} .\right.
$$

On the one hand, using $\rho=\sqrt{x^{2}+y^{2}}, \eta$ is approximated as

$$
\begin{equation*}
\eta=\sqrt{\rho^{2}+z^{2}}-z \approx \frac{\rho^{2}}{2 z} \approx \frac{\rho^{2}}{\xi} . \tag{2-20}
\end{equation*}
$$

Assuming $\xi$ takes a constant value when the electron is on the plane $S$ and is close to $z$ axis, the small area $d S$ in Eq. (2-2) can be expressed as

$$
\begin{equation*}
\mathrm{d} S=\rho \mathrm{d} \rho \mathrm{~d} \phi=\frac{1}{2} \xi \mathrm{~d} \eta \mathrm{~d} \phi . \tag{2-21}
\end{equation*}
$$

Substituting Eq. (2-21) into Eq. (2-2), the current density is rewritten as

$$
\begin{aligned}
j_{z} & =\frac{\mathrm{i} \hbar}{m_{\mathrm{e}}}\left(\Psi \frac{\partial \Psi^{*}}{\partial \xi}-\Psi^{*} \frac{\partial \Psi}{\partial \xi}\right)=\frac{\mathrm{i} \hbar}{m_{\mathrm{e}}} \frac{1}{2 \pi} \frac{\chi^{2}}{\eta}\left[\frac{\varphi}{\sqrt{\xi}} \frac{\mathrm{~d}}{\mathrm{~d} \xi}\left(\frac{\varphi^{*}}{\sqrt{\xi}}\right)-\frac{\varphi^{*}}{\sqrt{\xi}} \frac{\mathrm{~d}}{\mathrm{~d} \xi}\left(\frac{\varphi}{\sqrt{\xi}}\right)\right] . \\
& =\frac{\mathrm{i} \hbar}{2 \pi m_{\mathrm{e}}} \frac{\chi^{2}}{\xi \eta}\left(\varphi \frac{\mathrm{~d} \varphi^{*}}{\mathrm{~d} \xi}-\varphi^{*} \frac{\mathrm{~d} \varphi}{\mathrm{~d} \xi}\right)
\end{aligned}
$$

When the electron is close to $z$ axis, $\eta \approx 0$. Therefore, $\chi(\eta)$ is the same as in the asymptotic range (Eq. (2-18)), resulting in

$$
\begin{align*}
W & =\int_{0}^{\infty} \int_{0}^{2 \pi} j_{z} \frac{1}{2} \xi \mathrm{~d} \eta \mathrm{~d} \phi=\frac{\mathrm{i} \hbar}{4 \pi m_{\mathrm{e}}} C_{n^{*} l^{*}}^{2}\left(\frac{\kappa}{\hbar}\right)^{3}\left(\varphi \frac{\mathrm{~d} \varphi^{*}}{\mathrm{~d} \xi}-\varphi^{*} \frac{\mathrm{~d} \varphi}{\mathrm{~d} \xi}\right) \int_{0}^{\infty} \frac{\chi^{2}}{\eta} \mathrm{~d} \eta \int_{0}^{2 \pi} \mathrm{~d} \phi \\
& =\frac{\mathrm{i} \hbar}{2 m_{\mathrm{e}}} C_{n^{*} \nu^{*}}^{2}\left(\frac{\kappa}{\hbar}\right)^{3}\left(\varphi \frac{\mathrm{~d} \varphi^{*}}{\mathrm{~d} \xi}-\varphi^{*} \frac{\mathrm{~d} \varphi}{\mathrm{~d} \xi}\right) \int_{0}^{\infty} \eta^{|m|} \mathrm{e}^{-\frac{\kappa}{\hbar} \eta} \mathrm{d} \eta \\
W & =\frac{\mathrm{i} \hbar C_{n^{*} \nu^{2}}^{2}}{2 m_{\mathrm{e}}}\left(\varphi \frac{\mathrm{~d} \varphi^{*}}{\mathrm{~d} \xi}-\varphi^{*} \frac{\mathrm{~d} \varphi}{\mathrm{~d} \xi}\right) \frac{(|m|)!}{\left(\frac{\kappa}{\hbar}\right)^{|m|-2}} . \tag{2-22}
\end{align*}
$$

Using WKB approximation with a quasi-momentum

$$
\begin{equation*}
p=\sqrt{\left|\frac{\kappa^{2}}{4 \hbar^{2}}-\frac{\beta_{1}}{\xi}-\frac{1-m^{2}}{4 \xi^{2}}-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{4 \hbar^{2}} \xi\right|}, \tag{2-23}
\end{equation*}
$$

the wavefunction can be expressed as

$$
\varphi(\xi)= \begin{cases}\mathrm{i} \frac{C}{\sqrt{p}} \exp \left(\mathrm{i} \int_{\xi_{0}}^{\xi} p \mathrm{~d} \xi-\mathrm{i} \frac{\pi}{4}\right) & \left(\xi>\xi_{0}\right)  \tag{2-24}\\ \frac{C}{\sqrt{p}} \exp \left(-\int_{\xi_{0}}^{\xi} p \mathrm{~d} \xi\right) & \left(\xi<\xi_{0}\right)\end{cases}
$$

in the $\xi$ range around turning point $\xi_{0}$, i.e., $p=0$. In the range of $\xi>\xi_{0}$,

$$
\frac{\mathrm{d} \varphi}{\mathrm{~d} \xi}=\left(-\frac{1}{2 p} \frac{\mathrm{~d} p}{\mathrm{~d} \xi}+\mathrm{i} p\right) \varphi .
$$

Substituting this into Eq. (2-22), the ionization rate becomes

$$
\begin{equation*}
W=\frac{\mathrm{i} \hbar C_{\left.n^{*}\right|^{*}}^{2}}{2 m_{\mathrm{e}}}\left[\left(-\frac{1}{2 p} \frac{\mathrm{~d} p}{\mathrm{~d} \xi}-\mathrm{i} p\right)-\left(-\frac{1}{2 p} \frac{\mathrm{~d} p}{\mathrm{~d} \xi}+\mathrm{i} p\right)\right]|\varphi|^{2} \frac{(|m|)!}{\left(\frac{\kappa}{\hbar}\right)^{|m|-2}}=\frac{\hbar C_{\left.n^{*}\right|^{*}}^{2}}{m_{\mathrm{e}}^{2}} \frac{|C|^{2}(|m|)!}{\left(\frac{\kappa}{\hbar}\right)^{|m|-2}} . \tag{2-25}
\end{equation*}
$$

In the range of $\xi<\xi_{0}$ and $\frac{z}{\kappa^{2}} \ll \xi \ll \frac{\kappa^{2}}{e|\mathbf{E}|}$, where $\frac{z}{\xi} \ll \kappa^{2}$ and $e|\mathbf{E}| \xi \ll \kappa^{2}$ are satisfied, the quasi-momentum Eq. (2-23) is approximated as

$$
\begin{aligned}
p & =\frac{\kappa}{2 \hbar} \sqrt{\left|1-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{\kappa^{2}} \xi-\frac{4 \hbar^{2} \beta_{1}}{\kappa^{2} \xi}-\frac{\hbar^{2}\left(1-m^{2}\right)}{\kappa^{2} \xi^{2}}\right|} \approx \frac{\kappa}{2 \hbar}\left[\sqrt{1-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{\kappa^{2}}} \xi\left(1-\frac{1}{2} \frac{1}{1-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{\kappa^{2}} \xi} \frac{4 \hbar^{2} \beta_{1}}{\kappa^{2} \xi}\right)\right] . \\
& =\frac{\kappa}{2 \hbar} \sqrt{1-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{\kappa^{2}} \xi-\frac{\hbar \beta_{1}}{\kappa \xi \sqrt{1-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{\kappa^{2}} \xi}}}
\end{aligned}
$$

Thus, Eq. (2-24) becomes

$$
\varphi(\xi)=\frac{C}{\sqrt{\frac{\kappa}{2 \hbar} \sqrt{1-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{\kappa^{2}}} \xi}} \exp \left[-\int_{\xi_{0}}^{\xi}\left(\frac{\kappa}{2 \hbar} \sqrt{1-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{\kappa^{2}} \xi}-\frac{\hbar \beta_{1}}{\kappa \xi \sqrt{1-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{\kappa^{2}} \xi}}\right) \mathrm{d} \xi\right]
$$

By defining $t=\sqrt{1-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{\kappa^{2}} \xi} \approx 1-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{2 \kappa^{2}} \xi$, that is, $\xi=\frac{1-t^{2}}{m_{\mathrm{e}} e|\mathbf{E}| / \kappa^{2}}$,

$$
\int_{\xi_{0}}^{\xi} \frac{1}{\xi \sqrt{1-\frac{m_{\mathrm{e}} e}{\kappa^{2}}|\mathbf{E}|} \xi} \mathrm{d} \xi=\int_{0}^{t} \frac{2 \mathrm{~d} t}{t^{2}-1}=\left[\ln \frac{\mid t-1}{t+1}\right]_{0}^{t} \approx \ln \frac{\frac{m_{\mathrm{e}} e|\mathbf{E}|}{2 \kappa^{2}} \xi}{2-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{2 \kappa^{2}} \xi},
$$

is obtained, resulting that

$$
\begin{align*}
\varphi(\xi) & =\frac{C}{\sqrt{\frac{\kappa}{2 \hbar} \sqrt{1-\frac{m_{\mathrm{e}} e \mathbf{E} \mid}{\kappa^{2}}} \xi}} \exp \left\{-\left[-\frac{\kappa}{2 \hbar} \frac{\kappa^{2}}{m_{\mathrm{e}} e|\mathbf{E}|} \frac{2}{3}\left(1-\frac{m_{\mathrm{e}}|\mathbf{E}|}{\kappa^{2}} \xi\right)^{\frac{3}{2}}\right]_{\xi_{0}}^{\xi}+\frac{\hbar \beta_{1}}{\kappa} \ln \frac{\frac{m_{\mathrm{e}} e|\mathbf{E}|}{2 \kappa^{2}} \xi}{2-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{\kappa^{2}} \xi}\right\} \\
& =\frac{C}{\sqrt{\frac{\kappa}{2 \hbar} \sqrt{\left.1-\frac{m_{\mathrm{e}} e}{\kappa^{2}} \right\rvert\,} \xi}}\left(\frac{\frac{m_{\mathrm{e}} e|\mathbf{E}|}{2 \kappa^{2}} \xi}{2-\frac{m_{\mathrm{e}} e|\mathbf{E}|}{\kappa^{2}} \xi}\right)^{\frac{\hbar \beta_{1}}{\kappa}} \exp \left[\frac{\kappa^{3}}{3 \hbar m_{\mathrm{e}} e|\mathbf{E}|}\left(1-\frac{m_{\mathrm{e}}|\mathbf{E}|}{\kappa^{2}} \xi\right)^{\frac{3}{2}}\right] \\
\varphi(\xi) & \approx C \sqrt{\frac{2 \hbar}{\kappa}\left(\frac{m_{\mathrm{e}} e|\mathbf{E}|}{4 \kappa^{2}} \xi\right)^{n^{*}-\frac{|m|+1}{2}} \exp \left(\frac{\kappa^{3}}{3 \hbar m_{\mathrm{e}} e|\mathbf{E}|}-\frac{\kappa}{2 \hbar} \xi\right)} \tag{2-26}
\end{align*}
$$

is derived.
By comparing the solution (Eq. (2-26)) obtained by WKB approximation and the
asymptotic solution (Eq. (2-17)), $C$ is obtained as

$$
C=\left(\frac{\kappa}{\hbar}\right)^{n^{*}-\frac{1}{2}}\left(\frac{2 \kappa^{2}}{m_{\mathrm{e}} e|\mathbf{E}|}\right)^{n^{n^{-}-\frac{|m|+1}{2}}} \exp \left(-\frac{\kappa^{3}}{3 \hbar m_{\mathrm{e}} e|\mathbf{E}|}\right) \sqrt{\frac{2 l+1}{2} \frac{(l+|m|)!}{(l-|m|) \cdot}} \cdot \frac{1}{2^{\frac{|m|}{2}(m \mid)!}} .
$$

Consequently, from Eq. (2-25), the ionization rate $W$ is derived as

$$
\begin{align*}
& W=\frac{\hbar C_{n^{2} l^{*}}^{2}}{m_{\mathrm{e}}} \frac{(|m|)!}{\left(\frac{\kappa}{\hbar}\right)^{|m|-2}}\left(\frac{\kappa}{\hbar}\right)^{2 n^{*}-1}\left(\frac{2 \kappa^{2}}{m_{\mathrm{e}} e|\mathbf{E}|}\right)^{2 n^{*}-|m|-1} \exp \left(-\frac{2 \kappa^{3}}{3 \hbar m_{\mathrm{e}} e|\mathbf{E}|}\right) \frac{2 l+1}{2} \frac{(l+|m|)!}{(l-|m|) \cdot} \frac{1}{2^{|m|}((|m|) \cdot)^{2}} \\
& =\frac{1}{\hbar} \frac{\kappa^{2}}{2 m_{\mathrm{e}}} C_{n^{*} l^{*} l^{*}}^{2 l+1} 2^{|m|}(|m|)!\cdot\left(\frac{(l+|m|)!}{(l-|m|)!} \cdot\left(\frac{2 \kappa^{3}}{\hbar m_{\mathrm{e}} e|\mathbf{E}|}\right)^{2 n^{*}-|m|-1} \exp \left(-\frac{2 \kappa^{3}}{3 \hbar m_{\mathrm{e}} e|\mathbf{E}|}\right)\right. \\
& W=\frac{I_{\mathrm{p}}}{\hbar} \frac{2^{2 n^{*}}}{n^{*} \Gamma\left(n^{*}+l^{*}+1\right) \Gamma\left(n^{*}-l^{*}\right)} \frac{2 l+1}{2^{|m|}(|m|)!} \frac{(l+|m|)!}{(l-|m|)!} \cdot\left(\frac{2 \sqrt{8 m_{\mathrm{e}} I_{\mathrm{p}}{ }^{3}}}{\hbar e|\mathbf{E}|}\right)^{2 n^{*}-|m|-1} \exp \left(-\frac{2 \sqrt{8 m_{e} I_{p}{ }^{3}}}{3 \hbar e|\mathbf{E}|}\right) \text {. } \tag{2-27}
\end{align*}
$$

2-1-2. Initial transverse momentum distribution for circularly polarized pulses
Delone and Krainov [121] also derived the initial momentum distribution of the electron at the moment of the tunneling within the adiabatic theory.

When the tunneling occurs at $t=0$, the transition amplitude from an initial state $i$ to a final state $f$ can be expressed as

$$
\begin{equation*}
A_{i f}=\exp \left\{\frac{\mathrm{i}}{\hbar} \int_{0}^{t_{0}}\left[\varepsilon_{f}(t)-\varepsilon_{i}(t)\right] \mathrm{d} t\right\} \tag{2-28}
\end{equation*}
$$

by Landau-Dykhne adiabatic approximation [122], where $\varepsilon_{f}$ and $\varepsilon_{i}$ are the energies of states $i$ and $f$, respectively, and $t_{0}$ is turning point at which the relation

$$
\begin{equation*}
\varepsilon_{f}\left(t_{0}\right)=\varepsilon_{i}\left(t_{0}\right) \tag{2-29}
\end{equation*}
$$

is satisfied. The transition probability is derived as

$$
\begin{equation*}
w_{i f}=\exp \left(-\frac{2}{\hbar} \operatorname{Im} S\right), \tag{2-30}
\end{equation*}
$$

where $S$ is an action

$$
\begin{equation*}
S=\int_{0}^{t_{0}}\left[\varepsilon_{f}(t)-\varepsilon_{i}(t)\right] \mathrm{d} t \tag{2-31}
\end{equation*}
$$

The energy of the initial state $i$ is set to be

$$
\begin{equation*}
\varepsilon_{i}\left(t_{0}\right)=-I_{\mathrm{p}} . \tag{2-32}
\end{equation*}
$$

When the Coulombic potential of the ionic core, which is already taken into account in Sec. 2-1-1, is neglected, the energy of the final state $f$ is

$$
\begin{equation*}
\varepsilon_{f}(t)=\frac{1}{2 m_{\mathrm{e}}}[\mathbf{p}+e \mathbf{A}(t)]^{2}, \tag{2-33}
\end{equation*}
$$

where $\mathbf{p}=m_{\mathrm{e}} \dot{\mathbf{x}}(t)-e \mathbf{A}(t)$ is generalized momentum, $\mathbf{x}(t)$ position and $\mathbf{A}(t)$ vector potential
of the laser field. The generalized momentum is considered to be conserved during the tunneling.

Tunnel ionization in the circularly polarized DC laser field

$$
\left\{\begin{array}{l}
\mathbf{E}(t)=|\mathbf{E}|[\widehat{\mathbf{x}} \cos (\omega t+\phi)+\hat{\mathbf{y}} \sin (\omega t+\phi)]  \tag{2-34}\\
\left.\left.\mathbf{A}(t)=-\frac{|\mathbf{E}|}{\omega} \right\rvert\, \widehat{\mathbf{x}} \sin (\omega t+\phi)-\hat{\mathbf{y}} \cos (\omega t+\phi)\right]
\end{array}\right.
$$

is considered. Assuming long wavelength (i.e. $\omega \sim 0$ ), Eq. (2-33) becomes

$$
\begin{align*}
\varepsilon_{f}(t) & =\frac{1}{2 m_{\mathrm{e}}}\left\{\left[p_{\mathrm{x}}-\frac{e|\mathbf{E}|}{\omega} \sin (\omega t+\phi)\right]^{2}+\left[p_{\mathrm{y}}+\frac{e|\mathbf{E}|}{\omega} \cos (\omega t+\phi)\right]^{2}+p_{\mathrm{z}}{ }^{2}\right\} \\
& \approx \frac{1}{2 m_{\mathrm{e}}}\left\{\left[\left.p_{\mathrm{x}}-\frac{e|\mathbf{E}| \sin \phi}{\omega}-e \right\rvert\, \mathbf{E}(\cos \phi) t\right]^{2}+\left[\left.p_{\mathrm{y}}+\frac{e|\mathbf{E}| \cos \phi}{\omega}-e \right\rvert\, \mathbf{E}(\sin \phi) t\right]^{2}+p_{\mathrm{z}}{ }^{2}\right\} \\
\varepsilon_{f}(t) & \approx \frac{1}{2 m_{\mathrm{e}}}\left[e^{2}|\mathbf{E}|^{2} t^{2}-2 e|\mathbf{E}|\left(p_{\mathrm{x}} \cos \phi+p_{\mathrm{y}} \sin \phi\right) t+p_{\mathrm{x}}{ }^{2}+p_{\mathrm{y}}{ }^{2}+p_{\mathrm{z}}{ }^{2}\right. \\
& \left.-\frac{2 e \mathbf{E} \mid}{\omega}\left(p_{\mathrm{x}} \sin \phi-p_{\mathrm{y}} \cos \phi\right)+\frac{e^{2}|\mathbf{E}|^{2}}{\omega^{2}}\right] \tag{2-35}
\end{align*}
$$

Solving Eq. (2-29), the turning point $t_{0}$ is derived as

$$
\begin{equation*}
t_{0}=\frac{p_{\mathrm{x}} \cos \phi+p_{\mathrm{y}} \sin \phi+\mathrm{i} \sqrt{2 m_{\mathrm{e}} I_{\mathrm{p}}+\left(p_{\mathrm{x}} \sin \phi-p_{\mathrm{y}} \cos \phi-\frac{e|\mathbf{E}|}{\omega}\right)^{2}+p_{\mathrm{z}}{ }^{2}}}{e|\mathbf{E}|} \tag{2-36}
\end{equation*}
$$

Substituting Eqs. (2-32) and (2-35) into Eq. (2-31), the action is obtained as

$$
\begin{aligned}
S= & \int_{0}^{t_{0}}\left(\frac { 1 } { 2 m _ { \mathrm { e } } } \left[e^{2}|\mathbf{E}|^{2} t^{2}-2 e \left\lvert\, \mathbf{E}\left(p_{\mathrm{x}} \cos \phi+p_{\mathrm{y}} \sin \phi\right) t+p_{\mathrm{x}}^{2}+p_{\mathrm{y}}^{2}+p_{\mathrm{z}}^{2}-\frac{2 e|\mathbf{E}|}{\omega}\left(p_{\mathrm{x}} \sin \phi-p_{\mathrm{y}} \cos \phi\right)\right.\right.\right. \\
& \left.\left.+\frac{e^{2}|\mathbf{E}|^{2}}{\omega^{2}}\right]+I_{p}\right) \mathrm{d} t \\
= & \frac{1}{2 m_{\mathrm{e}}}\left[\frac{e^{2}|\mathbf{E}|^{2}}{3} t^{3}-e|\mathbf{E}|\left(p_{\mathrm{x}} \cos \phi+p_{\mathrm{y}} \sin \phi\right) t^{2}+\left[p_{\mathrm{x}}^{2}+p_{\mathrm{y}}^{2}+p_{\mathrm{z}}{ }^{2}-\frac{2 e|\mathbf{E}|}{\omega}\left(p_{\mathrm{x}} \sin \phi-p_{\mathrm{y}} \cos \phi\right)\right.\right. \\
& \left.\left.+\frac{e^{2}|\mathbf{E}|^{2}}{\omega^{2}}+2 m_{\mathrm{e}} I_{\mathrm{p}}\right]\right]_{0}^{t_{0}} \\
\operatorname{Im} S & =\frac{1}{2 m_{\mathrm{e}}}\left\{\frac{e^{2}|\mathbf{E}|^{2}}{3}\left[3\left(\operatorname{Re} t_{0}\right)^{2}-\left(\operatorname{Im} t_{0}\right)^{3}\right]-e|\mathbf{E}|\left(p_{\mathrm{x}} \cos \phi+p_{\mathrm{y}} \sin \phi\right) 2 \operatorname{Re} t_{0} \operatorname{Im} t_{0}\right. \\
& \left.+\left[p_{\mathrm{x}}^{2}+p_{\mathrm{y}}{ }^{2}+p_{\mathrm{z}}{ }^{2}-\frac{2 e|\mathbf{E}|}{\omega}\left(p_{\mathrm{x}} \sin \phi-p_{\mathrm{y}} \cos \phi\right)+\frac{e^{2}|\mathbf{E}|^{2}}{\omega^{2}}+2 m_{\mathrm{e}} I_{\mathrm{p}}\right] \operatorname{Im} t_{0}\right\}
\end{aligned}
$$

$$
\begin{equation*}
\operatorname{Im} S=\frac{1}{3 m_{\mathrm{e}} e|\mathbf{E}|}\left[2 m_{\mathrm{e}} I_{\mathrm{p}}+\left(p_{\mathrm{x}} \sin \phi-p_{\mathrm{y}} \cos \phi-\frac{e|\mathbf{E}|}{\omega}\right)^{2}+p_{\mathrm{z}}^{2}\right]^{\frac{3}{2}} \tag{2-37}
\end{equation*}
$$

When the classical momentum $m_{\mathrm{e}} \dot{\mathbf{x}}$ is separated into the components parallel $\left(p_{\| /}\right)$and perpendicular ( $p_{\perp}$ ) to $\mathbf{E}(0)$,

$$
\begin{align*}
& \operatorname{Im} S=\frac{1}{3 m_{\mathrm{e}} e|\mathbf{E}|}\left\{2 m_{\mathrm{e}} I_{\mathrm{p}}+\left[\mathbf{p} \cdot(\overline{\mathbf{x}} \sin \phi-\hat{\mathbf{y}} \cos \phi)-\frac{e|\mathbf{E}|}{\omega}\right]^{2}+p_{\mathrm{z}}{ }^{2}\right\}^{\frac{3}{2}} \\
& =\frac{1}{3 m_{\mathrm{e}} e|\mathbf{E}|}\left(2 m_{\mathrm{e}} I_{\mathrm{p}}+\left\{\left[m_{\mathrm{e}} \dot{\mathbf{x}}(0)-e \mathbf{A}(0)\right] \cdot(\hat{\mathbf{x}} \sin \phi-\hat{\mathbf{y}} \cos \phi)-\frac{e|\mathbf{E}|}{\omega}\right\}^{2}+p_{\mathrm{z}}{ }^{2}\right\}^{\frac{3}{2}} \\
& =\frac{1}{3 m_{\mathrm{e}} e|\mathbf{E}|}\left\{2 m_{\mathrm{e}} I_{\mathrm{p}}+\left[m_{\mathrm{e}} \dot{\mathbf{x}}(0) \cdot(\hat{\mathbf{x}} \sin \phi-\hat{\mathbf{y}} \cos \phi)\right]^{2}+p_{\mathrm{z}}{ }^{2}\right\}^{\frac{3}{2}} \\
& \operatorname{Im} S=\frac{1}{3 m_{\mathrm{e}} e \mathbf{E} \mid}\left(2 m_{\mathrm{e}} I_{\mathrm{p}}+p_{\perp}{ }^{2}\right)^{\frac{3}{2}} \tag{2-38}
\end{align*}
$$

is obtained. From Eq. (2-30),

$$
\begin{equation*}
w\left(p_{\perp}\right)=\exp \left(-\frac{2}{3} \frac{\left.\left(2 m_{\mathrm{e}} I_{\mathrm{p}}+p_{\perp}\right)^{2}\right)^{\frac{3}{2}}}{\hbar m_{\mathrm{e}} e|\mathbf{E}|}\right) \approx \exp \left(-\frac{2 \sqrt{8 m_{\mathrm{e}} I_{\mathrm{p}}{ }^{3}}}{3 \hbar e|\mathbf{E}|}\right) \exp \left(-\frac{1}{\hbar e|\mathbf{E}|} \sqrt{\frac{2 I_{\mathrm{p}}}{m_{\mathrm{e}}}} p_{\perp}{ }^{2}\right) \tag{2-39}
\end{equation*}
$$

is derived. The first factor is the same with the exponential factor of Eq.(2-27) and the second factor is the initial transverse momentum distribution.

## 2-2. Simple man's model

## 2-2-1. Arbitral laser fields

In simple man's model $[10,34]$, the motion of a photoelectron after the tunneling can be obtained by solving Newton's equation of motion in a laser electric field as

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{p}_{\text {elec }}(t)}{\mathrm{d} t}=-e \mathbf{E}(t), \tag{2-40}
\end{equation*}
$$

where $\mathbf{p}_{\text {elec }}(t)$ is a momentum of a photoelectron

$$
\begin{equation*}
\mathbf{p}_{\text {elec }}(t)=m_{\mathrm{e}} \frac{\mathrm{~d} \mathbf{r}(t)}{\mathrm{d} t} . \tag{2-41}
\end{equation*}
$$

In this model, the initial condition at the moment of the tunneling $t=t_{0}$ is set to be

$$
\begin{align*}
& \mathbf{r}\left(t_{0}\right)=0,  \tag{2-42}\\
& \mathbf{p}_{\text {elec }}\left(t_{0}\right)=0 . \tag{2-43}
\end{align*}
$$

Solving Eq. (2-40) under Eq. (2-43), the momentum is obtained as

$$
\begin{equation*}
\mathbf{p}_{\mathrm{elec}}(t)=e\left(\mathbf{A}(t)-\mathbf{A}\left(t_{0}\right)\right), \tag{2-44}
\end{equation*}
$$

where $\mathbf{A}(t)$ is the laser vector potential

$$
\begin{equation*}
\mathbf{A}(t)=-\int_{-\infty}^{t} \mathbf{E}(t) \mathrm{d} t \tag{2-45}
\end{equation*}
$$

The time-average kinetic energy is derived as

$$
\begin{equation*}
\left\langle E_{\text {elec }}(t)\right\rangle=\frac{1}{T} \int_{0}^{T} \frac{\left|\mathbf{p}_{\text {elec }}(t)\right|^{2}}{2 m_{\mathrm{e}}} \mathrm{~d} t=\frac{e^{2}}{2 m_{\mathrm{e}}}\left\{\frac{1}{T} \int_{0}^{T}|\mathbf{A}(t)|^{2} \mathrm{~d} t+\left|\mathbf{A}\left(t_{0}\right)\right|^{2}\right\} . \tag{2-46}
\end{equation*}
$$

The first term of Eq. (2-46) corresponds to the ponderomotive energy

$$
\begin{equation*}
U_{\mathrm{p}}=\frac{e^{2}}{2 m_{\mathrm{e}}} \frac{1}{T} \int_{0}^{T}|\mathbf{A}(t)|^{2} \mathrm{~d} t \tag{2-47}
\end{equation*}
$$

After the laser pulse disappears, the final momentum of Eq. (2-44) becomes

$$
\begin{equation*}
\mathbf{p}_{\text {elec }}=\mathbf{p}_{\text {elec }}(t \rightarrow \infty)=-e \mathbf{A}\left(t_{0}\right), \tag{2-48}
\end{equation*}
$$

which is the second term of Eq. (2-44) called a drift momentum. The final kinetic energy becomes

$$
\begin{equation*}
E_{\mathrm{elec}}=\frac{e^{2}\left|\mathbf{A}\left(t_{0}\right)\right|^{2}}{2 m_{\mathrm{e}}} . \tag{2-49}
\end{equation*}
$$

Solving Eq. (2-41) under Eq. (2-42),

$$
\begin{equation*}
\mathbf{r}(t)=\frac{1}{m_{\mathrm{e}}} \int_{t_{0}}^{t} e\left(\mathbf{A}(t)-\mathbf{A}\left(t_{0}\right)\right) \mathrm{d} t=\frac{e}{m_{\mathrm{e}}}\left[\int_{t_{0}}^{t} \mathbf{A}(t) \mathrm{d} t-\left(t-t_{0}\right) \mathbf{A}\left(t_{0}\right)\right] . \tag{2-50}
\end{equation*}
$$

The time of recollision $t_{\mathrm{n}}$ at which $\mathbf{r}\left(t_{n}\right)=0(n=1,2,3, \cdots)$ is satisfied can be obtained by solving the equation

$$
\begin{equation*}
\int_{t_{0}}^{t_{n}} \mathbf{A}(t) \mathrm{d} t=\left(t_{n}-t_{0}\right) \mathbf{A}\left(t_{0}\right) . \tag{2-51}
\end{equation*}
$$

The returning time $t_{n}$ represents the $n$-th time at which the photoelectron goes back to ion core. The kinetic energy of the retuning photoelectron at $t=t_{n}$ is obtained as

$$
\begin{equation*}
E_{\text {elec }}\left(t_{n}\right)=\frac{e^{2}\left|\mathbf{A}\left(t_{n}\right)-\mathbf{A}\left(t_{0}\right)\right|^{2}}{2 m_{\mathrm{e}}} . \tag{2-52}
\end{equation*}
$$

## 2-2-2. Linearly polarized continuous laser field

When the linearly polarized laser electric field is written as

$$
\begin{equation*}
\mathbf{E}(t)=E_{0} \overline{\mathbf{x}} \cos (\omega t+\phi) \tag{2-53}
\end{equation*}
$$

the intensity of the laser field is given by

$$
\begin{equation*}
\left.I=\left.\varepsilon_{0} c_{0}\langle | \mathbf{E}(t)\right|^{2}\right\rangle=\varepsilon_{0} c_{0} \frac{1}{T} \int_{0}^{T}\left|E_{0} \widehat{\mathbf{x}} \cos (\omega t+\phi)\right|^{2} \mathrm{~d} t=\frac{1}{2} \varepsilon_{0} c_{0} E_{0}^{2}, \tag{2-54}
\end{equation*}
$$

the vector potential

$$
\begin{equation*}
\mathbf{A}(t)=-\frac{E_{0}}{\omega} \widehat{\mathbf{x}} \sin (\omega t+\phi), \tag{2-55}
\end{equation*}
$$

the momentum

$$
\begin{equation*}
\mathbf{p}_{\text {elec }}(t)=-\frac{e E_{0}}{\omega} \tilde{\mathbf{x}}\left[\sin (\omega t+\phi)-\sin \left(\omega t_{0}+\phi\right)\right], \tag{2-56}
\end{equation*}
$$

the ponderomotive energy

$$
\begin{equation*}
U_{\mathrm{p}}=\frac{e^{2}}{2 m_{\mathrm{e}}} \frac{1}{T} \int_{0}^{T}\left|\frac{E_{0}}{\omega} \widehat{\mathbf{x}} \sin (\omega t+\phi)\right|^{2} \mathrm{~d} t=\frac{e^{2} E_{0}{ }^{2}}{4 m_{\mathrm{e}} \omega^{2}}=\frac{e^{2}}{8 \pi^{2} m_{\mathrm{e}} \varepsilon_{0} c_{0}{ }^{3}} \lambda^{2} I, \tag{2-57}
\end{equation*}
$$

and the final momentum

$$
\begin{equation*}
\mathbf{p}_{\text {elec }}=\frac{e E_{0}}{\omega} \widehat{\mathbf{x}} \sin (\omega t+\phi) . \tag{2-58}
\end{equation*}
$$

The final kinetic energy becomes

$$
\begin{equation*}
E_{\text {elec }}=2 U_{\mathrm{p}} \sin ^{2}\left(\omega t_{0}+\phi\right), \tag{2-59}
\end{equation*}
$$

suggesting that the maximum kinetic energy is $2 U_{\mathrm{p}}$, when $\omega t_{0}+\phi= \pm \pi / 2$. Equation (2-50) becomes

$$
\begin{equation*}
\mathbf{r}(t)=\frac{e E_{0}}{m_{\mathrm{e}} \omega^{2}} \widehat{\mathbf{x}}\left[\cos (\omega t+\phi)-\cos \left(\omega t_{0}+\phi\right)\right]+\frac{e E_{0}}{m_{\mathrm{e}} \omega}\left(t-t_{0}\right) \widehat{\mathbf{x}} \sin \left(\omega t_{0}+\phi\right) . \tag{2-60}
\end{equation*}
$$

Here, the first term represents the oscillation with the amplitude called quiver radius

$$
\begin{equation*}
\alpha_{0}=\frac{e E_{0}}{m_{\mathrm{e}} \omega^{2}}, \tag{2-61}
\end{equation*}
$$

and the second term represents the translational motion by the drift momentum. Because of the oscillatory motion of the electron, recollision is possible in the specific range of $t_{0}$. The time of recollision $t_{\mathrm{n}}$ can be obtained by solving

$$
\begin{equation*}
\left[\cos \left(\omega t_{n}+\phi\right)-\cos \left(\omega t_{0}+\phi\right)\right]+\omega\left(t_{\mathrm{n}}-t_{0}\right) \sin \left(\omega t_{0}+\phi\right)=0 . \tag{2-62}
\end{equation*}
$$

Therefore, the energy of the returning electron can be obtained as

$$
\begin{equation*}
E_{\text {elec }}\left(t_{n}\right)=2 U_{\mathrm{p}}\left[\sin \left(\omega t_{n}+\phi\right)-\sin \left(\omega t_{0}+\phi\right)\right]^{2} \tag{2-63}
\end{equation*}
$$

The maximum energy of Eq. (2-63) becomes $3.17 U_{\mathrm{p}}$, by solving Eq. (2-50) numerically.

## 2-2-3. Elliptically polarized continuous laser field

When the elliptically polarized electric laser field with ellipticity $\varepsilon(-1 \leq \varepsilon \leq 1)$ is written as

$$
\begin{equation*}
\mathbf{E}(t)=E_{0}[\widehat{\mathbf{x}} \cos (\omega t+\phi)+\hat{\mathbf{y}} \varepsilon \sin (\omega t+\phi)], \tag{2-64}
\end{equation*}
$$

the intensity of the laser field can be derived as

$$
\begin{equation*}
\left.I=\left.\varepsilon_{0} c_{0}\langle | \mathbf{E}(t)\right|^{2}\right\rangle=\frac{1+\varepsilon^{2}}{2} \varepsilon_{0} c_{0} E_{0}^{2}, \tag{2-65}
\end{equation*}
$$

and the vector potential becomes

$$
\begin{equation*}
\mathbf{A}(t)=-\frac{E_{0}}{\omega}[\hat{\mathbf{x}} \sin (\omega t+\phi)-\hat{\mathbf{y}} \varepsilon \cos (\omega t+\phi)] . \tag{2-66}
\end{equation*}
$$

Because the inner product of two vectors $\mathbf{E}(t) \cdot \mathbf{A}(t)$ is proportional to $1-\varepsilon^{2}$, when the linearly polarized laser field is used, i.e., $\varepsilon=0$, the two vectors are parallel to each other, while when the circularly polarized laser field is used, i.e., $\varepsilon= \pm 1$, the two vectors are perpendicular. The momentum is obtained as

$$
\begin{equation*}
\mathbf{p}_{\text {elec }}(t)=-\frac{e E_{0}}{\omega}\left\{\hat{\mathbf{x}}\left[\sin (\omega t+\phi)-\sin \left(\omega t_{0}+\phi\right)\right]-\hat{\mathbf{y}} \varepsilon\left[\cos (\omega t+\phi)-\cos \left(\omega t_{0}+\phi\right)\right]\right\}, \tag{2-67}
\end{equation*}
$$

and the ponderomotive energy becomes

$$
\begin{equation*}
U_{\mathrm{p}}=\frac{e^{2} E_{0}^{2}}{4 m_{\mathrm{e}} \omega^{2}}\left(1+\varepsilon^{2}\right)=\frac{e^{2}}{8 \pi^{2} m_{\mathrm{e}} \varepsilon_{0} c_{0}{ }^{3}} \lambda^{2} I . \tag{2-68}
\end{equation*}
$$

Therefore, the relation between the ponderomotive energy $U_{\mathrm{p}}$ and the laser intensity $I$ is independent on the ellipticity. The final momentum becomes

$$
\begin{equation*}
\mathbf{p}_{\text {elec }}=\frac{e E_{0}}{\omega}\left[\hat{\mathbf{x}} \sin \left(\omega t_{0}+\phi\right)-\hat{\mathbf{y}} \varepsilon \cos \left(\omega t_{0}+\phi\right)\right], \tag{2-69}
\end{equation*}
$$

and the final kinetic energy becomes

$$
\begin{equation*}
E_{\text {elec }}=\frac{2}{1+\varepsilon^{2}} U_{\mathrm{p}}\left[\sin ^{2}\left(\omega t_{0}+\phi\right)+\varepsilon^{2} \cos ^{2}\left(\omega t_{0}+\phi\right)\right] . \tag{2-70}
\end{equation*}
$$

Therefore, when the circularly polarized laser field is used, the kinetic energy always becomes $U_{\mathrm{p}}$. On the other hand, the position of the electron becomes

$$
\begin{align*}
\mathbf{r}(t)= & \frac{e E_{0}}{m_{\mathrm{e}} \omega^{2}}\left\{\hat{\mathbf{x}}\left[\cos (\omega t+\phi)-\cos \left(\omega t_{0}+\phi\right)\right]+\hat{\mathbf{y}} \varepsilon\left[\sin (\omega t+\phi)-\sin \left(\omega t_{0}+\phi\right)\right]\right\},  \tag{2-71}\\
& +\frac{e E_{0}}{m_{\mathrm{e}} \omega}\left(t-t_{0}\right)\left[\hat{\mathbf{x}} \sin \left(\omega t_{0}+\phi\right)-\hat{\mathbf{y}} \varepsilon \cos \left(\omega t_{0}+\phi\right)\right]
\end{align*},
$$

resulting that the probability of the recollision decreases as the ellipticity increases.

## 2-3. Tunnel-exit

The tunnel-exit $r_{0}$ is the distance between an electron and an ion core just after the tunneling, and can be derived as the turning point of an electron whose energy is $-I_{\mathrm{p}}$ in the Coulombic potential modified by the laser field. Adopting field-direction model, in which the electron is ejected along $z$ axis, the equation is given by

$$
\begin{equation*}
-e|\mathbf{E}| r_{0}-\frac{1}{4 \pi \varepsilon_{0}} \frac{Z e^{2}}{r_{0}}=-I_{\mathrm{p}} . \tag{2-72}
\end{equation*}
$$

Solving Eq. (2-72), the tunnel-exit can be obtained as

$$
\begin{equation*}
r_{0}=\frac{I_{\mathrm{p}}+\sqrt{I_{\mathrm{p}}^{2}-\frac{Z e^{3}}{\pi \varepsilon_{0}}|\mathbf{E}|}}{2 e|\mathbf{E}|}, \tag{2-73}
\end{equation*}
$$

under the condition

$$
\begin{equation*}
|\mathbf{E}| \leq \frac{I_{\mathrm{p}}{ }^{2}}{Z e^{3} /\left(\pi \varepsilon_{0}\right)}, \tag{2-74}
\end{equation*}
$$

that is, the ionization process can be regarded as not over-the-barrier ionization but tunnel ionization.

However, in this field-direction model, the motion of an electron is restricted to onedimensional coordinates. As shown in Sec. 2-1-1, the Schrödinger equation of an electron in the laser field and Coulombic field of an ion core is separable in the parabolic coordinates (Eq. (2-9)) [123,124]. From Eq. (2-13), the equation for the turning point is expressed as

$$
\begin{equation*}
-\frac{\hbar^{2} \beta_{1}}{2 m_{\mathrm{e}} \xi_{0}}+\frac{e|\mathbf{E}|}{8} \xi_{0}=-\frac{I_{\mathrm{p}}}{4} . \tag{2-75}
\end{equation*}
$$

In Eq. (2-75), the term including $\xi^{-2}$ is neglected, because the electron is far enough from the origin. Solving Eq. (2-75), the outer turning point is obtained as

$$
\begin{equation*}
\xi_{0}=\frac{I_{\mathrm{p}}+\sqrt{I_{\mathrm{p}}^{2}-\frac{4 \hbar^{2} e \beta_{1}}{m_{\mathrm{e}}}|\mathbf{E}|}}{e|\mathbf{E}|} \tag{2-76}
\end{equation*}
$$

From Eq. (2-19), the tunnel-exit is derived as

$$
\begin{align*}
r_{0} & =\frac{\xi_{0}}{2}=\frac{I_{\mathrm{p}}+\sqrt{I_{\mathrm{p}}^{2}-\frac{4 \hbar^{2} e}{m_{\mathrm{e}}}\left[\frac{n^{*} \kappa}{\hbar}-\frac{\kappa}{2 \hbar}(|m|+1)\right]|\mathbf{E}|}}{2 e|\mathbf{E}|} \\
& =\frac{I_{\mathrm{p}}+\sqrt{I_{\mathrm{p}}{ }^{2}-\frac{4 \hbar^{2} e}{m_{\mathrm{e}}}\left[\frac{Z m_{\mathrm{e}} e^{2}}{4 \pi \varepsilon_{0} \hbar^{2}}-\frac{\sqrt{2 m_{\mathrm{e}} I_{\mathrm{p}}}}{2 \hbar}(|m|+1)\right]|\mathbf{E}|}}{2 e|\mathbf{E}|} \\
r_{0} & =\frac{I_{\mathrm{p}}+\sqrt{I_{\mathrm{p}}{ }^{2}-\left[\frac{Z e^{3}}{\pi \varepsilon_{0}}-2 \hbar e \sqrt{\frac{2 I_{\mathrm{p}}}{m_{\mathrm{e}}}}(|m|+1)\right]|\mathbf{E}|}}{2 e|\mathbf{E}|} . \tag{2-77}
\end{align*}
$$

Compared with the tunnel-exit derived by the field direction model (Eq. (2-77)), the tunnel-exit in the parabolic coordinate system becomes long.

## 3. Femtosecond and few-cycle laser pulses

## 3-1. Introduction

Development in intense ultrashort laser technologies [125] has played an important role in investigation of molecules in intense laser fields. Chirped-pulse amplification (CPA) [126] and Ti:Sapphire mode-locked laser [127] offer us to use intense femtosecond pulses whose peak intensity at the focal point can be above $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. Through the pulse compression by a rare-gas filled hollow-core fiber [72], femtosecond laser pulses with a few optical cycles within their pulse duration can be generated. Few-cycle pulses thus obtained have been applied to probe the ultrafast phenomena such as nuclear wavepacket motion of molecules by pump and probe experiments [128,129], and to investigate CEP dependent phenomena.

In both generation and application of femtosecond and few-cycle laser pulses, understanding of their characteristics owing to their broad bandwidth and high laser intensity is necessary. Particularly, the effect of group velocity dispersion is crucial in few-cycle laser pulses. In this short chapter, the effect of propagation of laser pulses in dispersive and nonlinear media, and generation method of femtosecond and few-cycle laser pulses are briefly summarized. Furthermore, the CEP effect in a circularly polarized few-cycle laser pulse is also described.

## 3-2. Propagation of femtosecond laser pulse

## 3-2-1. Spectral phase

The complex amplitude of the Gaussian laser pulse can be written as

$$
\begin{equation*}
\widetilde{E}(\omega)=E_{0} \exp \left[-2(\ln 2)\left(\frac{\omega-\omega_{0}}{\Delta \omega}\right)^{2}+\mathrm{i} \phi(\omega)\right], \tag{3-1}
\end{equation*}
$$

where $\omega_{0}$ is a central frequency, $\Delta \omega$ is a spectral bandwidth (FWHM), and $\phi(\omega)$ is a spectral phase. When the spectral phase is expanded into Taylor series of $\omega$ as

$$
\begin{equation*}
\phi(\omega)=\sum_{n} \frac{1}{n!} \phi_{n}\left(\omega-\omega_{0}\right)^{n}=\phi_{0}+\phi_{1}\left(\omega-\omega_{0}\right)+\frac{1}{2} \phi_{2}\left(\omega-\omega_{0}\right)^{2}+\frac{1}{6} \phi_{3}\left(\omega-\omega_{0}\right)^{3}+\cdots, \tag{3-2}
\end{equation*}
$$

the inverse Fourier transformation of Eq. (3-1) is given by

$$
\begin{aligned}
E(t) & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} E_{0} \exp \left[-2(\ln 2)\left(\frac{\omega-\omega_{0}}{\Delta \omega}\right)^{2}+\mathrm{i} \sum_{n} \frac{1}{n!} \phi_{n}\left(\omega-\omega_{0}\right)^{n}-\mathrm{i} \omega t\right] \mathrm{d} \omega \\
& =\frac{1}{\sqrt{2 \pi}} \exp \left(-\mathrm{i} \omega_{0} t\right) \int_{-\infty}^{\infty} E_{0} \exp \left[-2(\ln 2)\left(\frac{\omega-\omega_{0}}{\Delta \omega}\right)^{2}+\mathrm{i} \sum_{n} \frac{1}{n!} \phi_{n}\left(\omega-\omega_{0}\right)^{n}-\mathrm{i}\left(\omega-\omega_{0}\right) t\right] \mathrm{d} \omega
\end{aligned}
$$

By rewriting $\omega-\omega_{0}$ as $\omega$, the electric field becomes

$$
\begin{equation*}
E(t)=\frac{E_{0}}{\sqrt{2 \pi}} \exp \left(-\mathrm{i} \omega_{0} t+\mathrm{i} \phi_{0}\right) \int_{-\infty}^{\infty} \exp \left[\left(-\frac{2 \ln 2}{\Delta \omega^{2}}+\frac{1}{2} \mathrm{i} \phi_{2}\right) \omega^{2}-\mathrm{i} \omega\left(t-\phi_{1}\right)+\mathrm{i} \sum_{n=3} \frac{1}{n!} \phi_{n} \omega^{n}\right] \mathrm{d} \omega . \tag{3-3}
\end{equation*}
$$

Assuming $\phi_{\mathrm{n}}=0(n>2)$,

$$
\begin{align*}
E(t)= & \frac{E_{0}}{\sqrt{2 \pi}} \exp \left(-\mathrm{i} \omega_{0} t+\mathrm{i} \phi_{0}\right) \int_{-\infty}^{\infty} \exp \left[\left(-\frac{2 \ln 2}{\Delta \omega^{2}}+\frac{\mathrm{i} \phi_{2}}{2}\right)\left(\omega^{2}-\frac{\mathrm{i}\left(t-\phi_{1}\right) \omega}{-\frac{2 \ln 2}{\Delta \omega^{2}}+\frac{\mathrm{i} \phi_{2}}{2}}\right)\right] \mathrm{d} \omega \\
E(t)= & \frac{E_{0}}{}\left[\left(\frac{4 \ln 2}{\Delta \omega^{2}}\right)^{2}+{\phi_{2}}^{2}\right]^{\frac{1}{4}} \exp \left(-2(\ln 2) \frac{\left(t-\phi_{1}\right)^{2}}{\Delta \omega^{2}\left[\left(\frac{4 \ln 2}{\Delta \omega^{2}}\right)^{2}+\phi_{2}^{2}\right]}\right.  \tag{3-4}\\
& \left.-\mathrm{i}\left(\omega_{0}+\frac{1}{2} \phi_{2} \frac{t-\phi_{1}}{\left(\frac{4 \ln 2}{\Delta \omega^{2}}\right)^{2}+\phi_{2}^{2}}\right)\left(t-\phi_{1}\right)+\mathrm{i}\left[\phi_{0}-\omega_{0} \phi_{1}+\arctan \left(\frac{\phi_{2} \Delta \omega^{2}}{8 \ln 2}\right)\right]\right\}
\end{align*}
$$

Therefore, the zeroth-order term $\phi_{0}$ represents the CEP

$$
\begin{equation*}
\phi_{0}-\omega_{0} \phi_{1}+\arg \left(\frac{\phi_{2} \Delta \omega^{2}}{8 \ln 2}\right) \tag{3-5}
\end{equation*}
$$

The first-order term $\phi_{1}$ represents a time delay of the laser pulse called group delay. The second-order term $\phi_{2}$ represents the linear chirp of instantaneous frequency

$$
\begin{equation*}
\omega(t)=-\left(\omega_{0}+\frac{1}{2} \phi_{2} \frac{t+\phi_{1}}{\left(\frac{4 \ln 2}{\Delta \omega^{2}}\right)^{2}+\phi_{2}^{2}}\right), \tag{3-6}
\end{equation*}
$$

and, the pulse duration is elongated as

$$
\begin{equation*}
\Delta t=\Delta \omega \sqrt{\left(\frac{4 \ln 2}{\Delta \omega^{2}}\right)^{2}+{\phi_{2}}^{2}} \tag{3-7}
\end{equation*}
$$

comparing with that at $\phi_{2}=0$. In general, the product of $\Delta t$ and $\Delta \omega$ is more than a certain value which is obtained for the Fourier-transform limited pulse i.e., when $\phi_{\mathrm{n}}=0(n>1)$. For example, the relation of $\Delta t \Delta \omega \geq 4 \ln 2$ is satisfied for a Gaussian laser pulse.

## 3-2-2. Propagation of laser pulse

When the complex amplitude of a Fourier-transform limited Gaussian laser pulse at $z$ $=0$ in vacuum can be written as

$$
\begin{equation*}
E(0, t)=E_{0} \exp \left[-2(\ln 2)\left(\frac{t}{\Delta t}\right)^{2}-\mathrm{i} \omega_{0} t+\mathrm{i} \phi_{\mathrm{abs}}\right], \tag{3-8}
\end{equation*}
$$

its Fourier transform is derived as

$$
\begin{equation*}
\widetilde{E}(0, \omega)=E_{0} \exp \left[-\frac{\Delta t^{2}}{8 \ln 2}\left(\omega-\omega_{0}\right)^{2}+\mathrm{i} \phi_{\mathrm{abs}}\right] . \tag{3-9}
\end{equation*}
$$

After the laser pulse is propagated through a dispersed medium (length: $L$ ) whose refractive index exhibits the wavelength dependence $n_{0}(\lambda)$, the electric field becomes

$$
\begin{equation*}
\widetilde{E}(L, \omega)=E_{0} \exp \left\{-\frac{\Delta t^{2}}{8 \ln 2}\left(\omega-\omega_{0}\right)^{2}+\mathrm{i}\left[k(\omega) L+\phi_{\mathrm{abs}}\right]\right\}, \tag{3-1}
\end{equation*}
$$

where $k(\omega)$ is the wavenumber as

$$
\begin{equation*}
k(\omega)=k_{0}(\omega)=\frac{2 \pi n_{0}(\lambda)}{\lambda} . \tag{3-11}
\end{equation*}
$$

Therefore, the group delay per unit length is given by

$$
\begin{equation*}
k_{1}(\omega)=\frac{\mathrm{d} k}{\mathrm{~d} \omega}=\frac{\mathrm{d}}{\mathrm{~d} \omega} \frac{2 \pi n_{0}(\lambda)}{\lambda}=\frac{1}{c_{0}}\left(n_{0}(\lambda)-\lambda \frac{\mathrm{d} n_{0}(\lambda)}{d \lambda}\right), \tag{3-12}
\end{equation*}
$$

Here, $k_{1}^{-1}$ is called group velocity. The second-order term $k_{2}$ is called group velocity dispersion (GVD) and is expressed as

$$
\begin{equation*}
k_{2}(\omega)=\frac{\mathrm{d}^{2} k}{\mathrm{~d} \omega^{2}}=\frac{\mathrm{d}}{\mathrm{~d} \omega} \frac{1}{c_{0}}\left[n_{0}(\lambda)-\lambda \frac{\mathrm{d} n_{0}(\lambda)}{d \lambda}\right]=\frac{\lambda^{3}}{2 \pi c_{0}{ }^{2}} \frac{\mathrm{~d}^{2} n_{0}(\lambda)}{\mathrm{d} \lambda^{2}} . \tag{3-1}
\end{equation*}
$$

Therefore, when the laser pulse propagates through the dispersed media, the complex amplitude becomes

$$
\begin{align*}
E(L, t)= & \frac{E_{0}}{\left[\left(\frac{\Delta t^{2}}{4 \ln 2}\right)^{2}+\left(k_{2} L\right)^{2}\right]^{\frac{1}{4}}} \exp \left\{-2 \ln 2 \frac{\left(t-k_{1} L\right)^{2}}{\left[\Delta t^{2}+\left(\frac{4 \ln 2 k_{2} L}{\Delta t}\right)^{2}\right]}\right. \\
& \left.-\mathrm{i}\left(\omega_{0}+\frac{1}{2} k_{2} L \frac{t-k_{1} L}{\left(\frac{\Delta t^{2}}{4 \ln 2}\right)^{2}+\left(k_{2} L\right)^{2}}\right)\left(t-k_{1} L\right)+\mathrm{i}\left[\phi_{\text {abs }}+\left(k_{0}-\omega_{0} k_{1}\right) L+\arctan \left(\frac{2 \ln 2}{\Delta t^{2}} k_{2} L\right)\right]\right\} \tag{3-14}
\end{align*}
$$

Figure 3-1(a) shows the wavelength dependence of the refractive index of fused silica and air. The Sellmeier formulae are

$$
\begin{align*}
n_{0}^{2}=1 & +\frac{0.6961663(\lambda / \mu \mathrm{m})^{2}}{(\lambda / \mu \mathrm{m})^{2}-0.0684043^{2}}+\frac{0.4079426(\lambda / \mu \mathrm{m})^{2}}{(\lambda / \mu \mathrm{m})^{2}-0.1162414^{2}}+\frac{0.8974794(\lambda / \mu \mathrm{m})^{2}}{(\lambda / \mu \mathrm{m})^{2}-9.896161^{2}}  \tag{3-15}\\
& (0.23 \mu \mathrm{~m}<\lambda<3.5 \mu \mathrm{~m})
\end{align*}
$$

for fused silica, and


Fig.3-1 (a) Refractive index of fused silica (red line, left axis) and air (blue line, right axis). (b) Wavenumber obtained from (a). (c) The first derivative of (b). (d) The second derivative of (b). (e), (f) and (g) The waveform of the few-cycle laser pulse ( $722 \mathrm{~nm}, 4.1 \mathrm{fs}$ ), after the propagation in fused silica of $L=$ 0,10 , and $100 \mu \mathrm{~m}$, respectively.

$$
\begin{equation*}
n_{0}=1+\left(\frac{5791817}{238.0185-\left(\frac{1}{\lambda / \mu \mathrm{m}}\right)^{2}}+\frac{167909}{57.362-\left(\frac{1}{\lambda / \mu \mathrm{m}}\right)^{2}}\right) \times 10^{-8},(0.23 \mu \mathrm{~m}<\lambda<1.7 \mu \mathrm{~m}) \tag{3-16}
\end{equation*}
$$

for air [130].
The calculated wavenumbers $k$, their derivatives $k_{1}$ and $k_{2}$ are shown in Figs. 3-1(b), 3-1(c) and 3-1(d), respectively. In the case of fused silica, the propagation of a few-cycle laser pulse ( $722 \mathrm{~nm}, 4.1 \mathrm{fs}$, Fig. 3-1(e)) is simulated by Fourier transformation of Eq. (3-10). After the propagation of $L=10 \mu \mathrm{~m}$, the CEP is changed by $\left(k_{0}-\omega_{0} k_{1}\right) L=-1.34 \mathrm{rad}$, which corresponds to the difference of the phase velocity and the group velocity, as shown in Fig. 3-1(f). In the case of air, the CEP is shifted by $-\pi / 2$ by the propagation about 30 mm . Furthermore, after the propagation of $L=100 \mu \mathrm{~m}$ in fused silica, the pulse duration
is elongated to 5.0 fs as shown in Fig. 3-1(g). As above, the CEP and the pulse duration can be controlled by changing the length of the dispersed media.

## 3-2-3. Self-phase modulation

Spectral phase modulation (SPM) is the third-order nonlinear process. The refractive index depends on the laser intensity as

$$
\begin{equation*}
n=n_{0}+n_{2} I \tag{3-17}
\end{equation*}
$$

where $n_{2}$ is a nonlinear refractive index. When only the second-term is taken into account, after propagation of $L$, the electric field Eq. (3-8) becomes

$$
\begin{equation*}
E(L, t)=E_{0} \exp \left[-2(\ln 2)\left(\frac{t}{\Delta t}\right)^{2}-\mathrm{i} \omega_{0} t+\mathrm{i} n_{2} I(0, t) k_{0} L+\mathrm{i} \phi_{\mathrm{abs}}\right] \tag{3-18}
\end{equation*}
$$

where $n_{0}=1$. Because the laser intensity is expressed as

$$
\begin{equation*}
I(0, t)=\frac{1}{2} \varepsilon_{0} c_{0} E_{0}{ }^{2} \exp \left[-4(\ln 2)\left(\frac{t}{\Delta t}\right)^{2}\right], \tag{3-19}
\end{equation*}
$$

the instantaneous frequency can be derived as

$$
\begin{equation*}
\omega(z, t)=\omega_{0}\left\{1+4(\ln 2) n_{2} \varepsilon_{0} E_{0}^{2} L \frac{t}{\Delta t^{2}} \exp \left[-4(\ln 2)\left(\frac{t}{\Delta t}\right)^{2}\right]\right\} . \tag{3-20}
\end{equation*}
$$

Therefore, the laser pulse becomes up-chirped. However the pulse duration is not changed as indicated by Eq. (3-18). Because the laser pulse Eq. (3-18) is not the Fouriertransform limited pulse, the spectral bandwidth is considered to be broadened. Actually, the SPM and the dispersion effect described in Sec. 3-2-2 occur simultaneously. The simulation of the propagation of an intense femtosecond laser pulse including SPM needs to be performed step-by-step, because the SPM changes the spectrum according to the temporal profile of the laser intensity, which is modified by the GVD [131].

## 3-3. Generation of femtosecond and few-cycle laser pulse

## 3-3-1. Ti: Sapphire chirped pulse amplification laser system

Ti:Sapphire is a crystal in which a few percent of $\mathrm{Al}^{3+}$ in $\mathrm{Al}_{2} \mathrm{O}_{3}$ are replaced by $\mathrm{Ti}^{3+}$. Because the ion diameter of $\mathrm{Ti}^{3+}$ is $26 \%$ larger than that of $\mathrm{Al}^{3+}$, the crystal structure is distorted. Therefore, the degenerated electronic states are split and the broad emission spectrum ( $\left.{ }^{2} \mathrm{~T}_{\mathrm{g}} \rightarrow{ }^{2} \mathrm{E}_{\mathrm{g}}\right)$ is obtained when the $400 \sim 600 \mathrm{~nm}$ light is absorbed. This broad


Fig.3-2 Flow chart of CPA system.
emission spectrum enabled us to generate a femtosecond laser pulse [132]. In an oscillator, a Ti:Sapphire crystal is irradiated with the pump laser in an optical cavity, resulting that continues-wave (CW) near-infrared laser is generated. By introducing the modulation of the cavity length, femtosecond laser pulses are generated via Kerr lens mode-locking [127].

When a femtosecond laser pulse is amplified, its peak power can easily exceed the damage threshold of the crystal. In order to obtain high pulse energy, chirped pulse amplification (CPA) technique is widely used [126]. Fig. 3-2 shows the flow chart of the CPA system. A femtosecond laser pulse generated by an oscillator is introduced into a stretcher, in which the laser pulse is chirped by a pair of gratings and its pulse duration is elongated to picosecond order. Because the peak power decreases, the pulse energy of the chirped picosecond laser pulse can be amplified. The chirped laser pulse is amplified by a regenerative amplifier, which is pumped by an intense green nanosecond laser pulse such as second harmonics of Nd:YAG laser. The timing of the injection of the seed pulse from the stretcher to the cavity and that of the extraction of the amplified pulse from the cavity are controlled by a Pockels cell, which can change the polarization of the injected laser pulse by applying a high voltage through electro-optic effect. After the Ti:Sapphire crystal is irradiated with the green pump pulse, the seed pulse is injected and passes the crystal many times. Just before the population inversion in the crystal disappears, the amplified pulse is extracted. In order to obtain more high pulse energy, multipass amplifiers are used, in addition to the regenerative amplifier. After the amplification, the chirped laser pulse is introduced into a compressor, in which the dispersion is compensated by a pair of gratings. Thus, the intense femtosecond laser pulse can be obtained by the CPA system.

## 3-3-2. Generation of few-cycle pulses

In order to obtain the few-cycle pulse, (i) a broad spectral bandwidth, and (ii) spectral phase compensation is necessary. Figure 3-3 illustrates a flow chart of generating fewcycle laser pulse. The broadening of the laser spectrum is achieved by focusing the femtosecond laser pulse generated by the CPA, into a hollow-core fiber filled with rare gases [72,133]. In the hollow-core fiber, SPM is induced, resulting in broadening of the laser spectrum.
Because of the SPM, the second-order dispersion of the laser pulse increases. In order

to compensate the positive dispersion, the laser pulses are reflected by the chirped mirrors. In Fig. 3-3, the configuration of double-angle multilayer chirped mirrors [134] is shown. The number of the chirped mirrors is set so that the second-order dispersion of the laser pulse becomes negative enough to compensate not only the dispersion induced by SPM in the hollow-core fiber, but also the dispersion gained through the propagation of the laser pulse in air and transmitted optics such as an entrance window of a vacuum chamber. A pair of glass wedged-plates are used to compensate the dispersion precisely by adjusting the optical pass length through the glass, and a few-cycle pulse can be obtained.

## 3-4. Circularly polarized few-cycle pulses

When the electric field of a right-handed circularly polarized laser pulse is written as

$$
\begin{equation*}
\mathbf{E}(t)=E_{0} \exp \left[-2(\ln 2)\left(\frac{t}{\Delta t}\right)^{2}\right]\left[\hat{\mathbf{x}} \cos \left(\omega t+\phi_{\mathrm{abs}}\right)-\hat{\mathbf{y}} \sin \left(\omega t+\phi_{\mathrm{abs}}\right)\right], \tag{3-21}
\end{equation*}
$$

the CEP represents the direction of the laser electric field at the moment of $t=0$. Figures 3-4(a) and 3-4(b) show the laser electric fields in stereographic drawing at $\phi_{\text {abs }}=0$ and $90^{\circ}$, respectively. The black lines are the projections on $t-E_{\mathrm{x}}, t-E_{\mathrm{y}}$ and $E_{\mathrm{x}}-E_{\mathrm{y}}$ planes. The projections on $E_{\mathrm{x}}-E_{\mathrm{y}}$ plane, i.e., the polarization plane, are also shown in Figs. 3-4(c) and $3-4(\mathrm{~d})$ at $\phi_{\mathrm{abs}}=0$ and $90^{\circ}$, respectively. The direction of the electric field at $t=0$ points to $0^{\circ}$ at $\phi_{\text {abs }}=0^{\circ}$ and to $-90^{\circ}$ at $\phi_{\text {abs }}=90^{\circ}$.


Fig.3-4 (a) Red line: Laser electric field in stereographic drawing of circularly polarized pulse whose pulse duration is 4.1 fs at $\phi_{\mathrm{abs}}=0^{\circ}$. Black lines: Projection of laser electric field on $E_{\mathrm{x}}-E_{\mathrm{y}}, t-E_{\mathrm{x}}$ and $t-E_{\mathrm{y}}$ planes. (b) The same as (a) but at $\phi_{\mathrm{abs}}=90^{\circ}$. (c) Projection of (a) on $E_{\mathrm{x}}-E_{\mathrm{y}}$ plane. (d) Projection of (b) on $E_{\mathrm{x}}-E_{\mathrm{y}}$ plane.

# 4．Determination of absolute CEP by circularly－polarized few－cycle pulses 

本章については， 5 年以内に雑誌等で刊行予定のため，非公開。

# 5. Photoelectron-photoion coincidence momentum imaging for dissociative ionization of methanol in intense UV laser fields 

## 5-1. Introduction

In order to understand dissociative ionization of molecules in intense laser fields, photoelectron-photoion coincidence momentum imaging (PEPICO-MI) is a powerful tool as shown in following chapters. Several setups are known to record the momentum vectors of a photoelectron and a photoion in coincidence [163-167]. For example, in coldtarget recoil ion momentum spectrometer (COLTRIMS) [164], a cold supersonic molecular beam is used as a sample and static electric and magnetic fields are used to detect photoelectrons and photoions ejected in $4 \pi$ solid angle.

In the study of dissociative ionization of methanol described in the following chapters, three-dimensional (3D) momentum focusing condition by a static electric field is used for both photoelectrons and photoions [163]. The momentum component along the time-offlight (TOF) axis is mapped to the TOF, irrespective to the distribution of ionization points along the TOF axis by Wiley-McLaren condition [168]. The momentum components perpendicular to the TOF axis are mapped to the position on the detector, irrespective to the distribution of ionization points, by velocity map imaging (VMI) condition [169]. The 3D momentum vectors of a photoelectron and a photoion are thus obtained. It should be noted that the 3D momentum distribution can be reconstructed by Abel inversion [170] from a two-dimensional (2D) momentum image projected on the detector, assuming cylindrical symmetry. However, the vector correlation between a photoelectron and a photoion cannot be revealed by Abel inversion. Consequently, the 3D momentum focusing is useful to investigate angular correlation in dissociative ionization of molecules.

In this chapter, the PEPICO-MI experimental setup and the analysis procedure, which are used in following chapters, are described.

## 5-2. Experimental setup

Near-infrared (NIR) femtosecond laser pulses are generated by a Ti:Sapphire CPA laser system. Ultraviolet (UV) pulses were generated through second-harmonic generation (SHG) of the NIR pulses by using $\beta$-barium borate crystal (BBO, 0.2 mm thick, type I). The UV pulse and the NIR pulse were separated by multi-layered mirrors which
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reflect only 400 nm laser pulses. The waveform of the UV pulse was measured by selfdiffraction frequency-resolved optical gating (SD-FROG) [171,172]. After attenuation of the pulse energy by adjusting the orifice diameter of an iris, the UV pulses were focused by an off-axis parabolic Al mirror ( $f=200 \mathrm{~mm}$, Janos Technology, LLC.) on an effusive molecular beam of methanol vapor in an ultra-high vacuum chamber whose base pressure is $\sim 1 \times 10^{-8}$ Pa shown in Fig. 5-1. The methanol sample was kept in a SUS tube (3/8 inch $\phi$ ). In order to decrease its impurity, the methanol sample was frozen by liquid nitrogen and contained impurities were evacuated by a scroll pump, several times. Pure methanol vapor was introduced into the vacuum chamber through a variable leak valve and a micro-syringe. The effusive molecular beam of methanol from the syringe was skimmed by a skimmer and was crossed with the laser pulses. The laser intensity at the focal point was estimated from the ponderomotive shift of the peaks in the photoelectron spectra of Kr and/or Xe recorded in the separate experiments under the same laser conditions.

The detail of the PEPICO-MI apparatus was previously reported [118,165]. A photoelectron and a photoion which were ejected from the crossing point of the laser beam and the molecular beam were extracted to the opposite directions and were focused on respective position sensitive detectors (PSDs) by the electrostatic lenses which fulfill 3D momentum focusing condition $[163,165]$. The 3D momentum vector of the photoelectrons $\boldsymbol{p}_{\text {elec }}$ and that of photoions $\boldsymbol{p}_{\text {ion }}$ were calculated from their arrival times at the respective PSDs and their positions on the PSDs. The PSDs were micro-channel plates (MCPs) and delay-line anodes called Hexanodes (HEX80 [173], RoentDek Handels GmbH ). Timing signals from the MCPs and the delay-line anodes were amplified and discriminated by constant-fraction discriminators (CFDs) (ATR-19, RoentDek Handels $\mathrm{GmbH})$. The signals were recorded as digital data by two time-to-digital converters (TDCs) (TDC8HP, RoentDek Handels GmbH). The start signal of the TDCs was another signal from a photodiode located just downstream of an exit window of the vacuum chamber. The arrival times of


Fig.5-1 Schematic picture of the PEPICO vacuum chamber.
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the signals were saved as the digital data whose binize is 25 ps in the list mode file by the software named CoboldPC 2002 (RoentDek Handels GmbH). Empty events, in which none of the signals from the two MCPs and the two HEX80s are detected, are not stored in the file. The arrival times of the photoelectron and the photoion at the detectors were obtained from the timing signals from the respective MCPs, and their positions on the detectors were converted from the signals from the respective delay-line anodes.

To ensure that the photoelectron and the photoion detected simultaneously were from an identical methanol molecule, the detection rate of the signals was kept around 0.3 events per laser pulse by controlling the amount of the methanol sample by the variable leak valve. The number of the signal from residual gas was reduced by a cryogenic effect, that is, the vacuum chamber was cooled by using liquid nitrogen. In the data analysis, only the events in which a single pair of a photoelectron and a photoion were detected were used.

## 5-3. Data analysis

## 5-3-1. Principle of delay-line anode

Using the delay-line anode type position-sensitive detector [174], the position where a photoelectron or a photoion is detected on the MCP is obtained from the difference of arrival times between two signals, one signal from one end of the delay-line and the other signal from the other end. However, the signal is propagated close to speed of light in the Cu delay-line. Therefore, it is necessary that the length of the delay-line is long enough to distinguish the difference of the arrival times.

Figure 5-2 shows a schematic picture of the detector [174], in which two layers of delay-lines are used. In the inner layer, a delay-line is wound onto the ceramic with a pitch such as 1 mm . The time in which the signal is propagated though one loop, that is, the signal is propagated for 1 mm perpendicular to the delay-line, is called the single pitch propagation time. In order that the difference of the arrival times between the two ends depends on the detected


BARE COPPER
INNER WINDING PAIR
Fig.5-2 Schematic picture of delay-line anode type position-sensitive detector. [S. E. Sobottka, et al., IEEE Trans. Nucl. Sci. 35, 348 (1988). Fig. 1] position perpendicular to the delay-line and is distinguishable, the single pitch propagation time is set to be a finite value.

A pairwise delay-line is also wound onto the same ceramic with the same pitch. One delay-line is named as a signal delay-line and the other is named as a reference delay-line. The voltage of the signal delay-line is higher than that of the reference delay-line e.g.,, 36
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V higher set by a battery box (BA3, RoentDek Handels GmbH). Therefore the electrons from a MCP are collected by the signal delay-line. The signals from the delay-lines are introduced into a differential amplifier and the signal from one layer is obtained as the difference signal between as a signal and reference delay-lines, ensuring that the signal originates from the MCP, because the noises which exhibits signals in both signal and reference delay-lines are suppressed by the differential amplifier.

In a similar manner, the outer layer of the delay-lines is wound perpendicular to the inner layer. The 2D position can be obtained by the signals from the two layers.

## 5-3-2. Principle of Hexanode

The Hexanode has the third layer, which is redundant to obtain the 2 D position, and the three layers are crossed by $120^{\circ}$. In this thesis, the three axes, $u, v$ and $w$, are defined as shown in Fig. 5-3. Therefore, there are three equations to obtain the position $(x, y)$ and the multi-hit signals can be recorded without a dead time, in principle.

The data recorded by TDC are six timing signals ( $x_{1}, x_{2}, y_{1}, y_{2}, z_{1}$ and $z_{2}$ ) from the two


Fig.5-3 Schematic picture of Hexanode ends of the three delay-lines. The positions ( $u, v$ and $w$ ) in the unit of the binsize of the TDC can be obtained as

$$
\left\{\begin{array}{l}
u=x_{1}-x_{2}  \tag{5-1}\\
v=y_{1}-y_{2} \\
w=z_{1}-z_{2}+o_{0}
\end{array}\right.
$$

from the arrival time differences, where $o_{0}$ is a constant determined below. The 2D positions $(x, y)$ are obtained from two of three positions $(u, v, w)$ as

$$
\begin{equation*}
x_{\mathrm{uv}}=d_{\mathrm{u}} u, y_{\mathrm{uv}}=\frac{1}{\sqrt{3}}\left(-d_{\mathrm{u}} u+2 d_{\mathrm{v}} v\right) \tag{5-2}
\end{equation*}
$$

from $(u, v)$,

$$
\begin{equation*}
x_{\mathrm{vw}}=d_{\mathrm{v}} v+d_{\mathrm{w}} w, y_{\mathrm{vw}}=\frac{1}{\sqrt{3}}\left(d_{\mathrm{v}} v-d_{\mathrm{w}} w\right), \tag{5-3}
\end{equation*}
$$

from $(v, w)$, and

$$
\begin{equation*}
x_{\mathrm{wu}}=d_{\mathrm{u}} u, y_{\mathrm{wu}}=\frac{1}{\sqrt{3}}\left(-2 d_{\mathrm{w}} w+d_{\mathrm{u}} u\right), \tag{5-4}
\end{equation*}
$$

from $(w, u)$, where $d_{\mathrm{i}}(i=\mathrm{u}, \mathrm{v}$ and w$)$ are the lengths per the unit time $\Delta t$, in the $u, v$, and $w$ axes, respectively. The unit time in the case of TDC8HP is $\Delta t=25 \mathrm{ps}$. By using the perpendicular propagation speeds $v_{i}$ of the signals, $d_{i}$ are obtained as
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$$
\begin{equation*}
d_{i}=\frac{1}{2} v_{i} \Delta t . \tag{5-5}
\end{equation*}
$$

The perpendicular propagation speed is a reciprocal number of the single pitch propagation time. By taking averages of these three patterns (Eqs. (5-2), (5-3) and (5-4)), the 2D positions

$$
\begin{align*}
& x=d_{\mathrm{u}} u+\frac{1}{3}\left(d_{\mathrm{v}} v+d_{\mathrm{w}} w-d_{\mathrm{u}} u\right)=d_{\mathrm{u}}\left(u+\frac{1}{3} o\right)  \tag{5-6}\\
& y=\frac{1}{\sqrt{3}}\left(d_{\mathrm{v}} v-d_{\mathrm{w}} w\right), \tag{5-7}
\end{align*}
$$

where

$$
\begin{equation*}
o=\frac{d_{\mathrm{v}}}{d_{\mathrm{u}}} v+\frac{d_{\mathrm{w}}}{d_{\mathrm{u}}} w-u, \tag{5-8}
\end{equation*}
$$

are obtained. In order that Eqs. (5-2), (5-3) and (5-4) become the same, $o_{0}$ in Eq. (5-1) is adjusted so that $o$ becomes 0 .

It is noteworthy that after deriving $x$ and $y$, the coordinate system is rotated about the $z$ axis so that the new $y$ axis becomes parallel to the laser polarization axis and the molecular axis beam (see Fig. 5-1).

## 5-3-3. Three-dimensional momentum vectors

At first, a photoelectron and a photoion ejected in $4 \pi$ solid angle from the focal point are extracted to opposite direction by a constant electric field, similar to Wiley-McLaren type TOF mass spectrometer [168]. Then, they are focused by respective electrostatic


Fig.5-4 Brawn area or lines: Electrostatic lenses. Pink contour plots: Isopotential curve. Yellow and blue lines: Trajectories of electrons and ions, respectively, simulated by SIMION 8.0.
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lenses on the respective PSDs, similarly to VMI [169]. Therefore, the 3D momentum vectors of both photoelectron and photoion and the mass to charge of the photoion are obtained from their flight times and positions on the PSDs, even if the ionization point is slightly deviated from the center point [163,165]. Particularly, the $z$ components of the momentum vectors $p_{\text {elec }, z}, p_{\text {ion, } z}$ are derived from their flight times. The $x$ components $p_{\text {elec, } \mathrm{x}}, p_{\text {ion, } \mathrm{x}}$ are derived from their positions $x$, and the $y$ components $p_{\text {elece }, y}, p_{\text {ion, } \mathrm{y}}$ are derived from their positions $y$.

When the kinetic energy is zero, the photoelectron or the photoion is detected at the time $t=t_{0}$ and the center position of the $\operatorname{PSD}(x, y)=\left(x_{0}, y_{0}\right)$. The 3D momentum vector can be obtained as a function of the deviations as

$$
\left\{\begin{array}{l}
p_{\text {elec }, \mathrm{x}}=f_{\text {elec }, \mathrm{xy}}\left(x_{\text {elec }}-x_{\text {elec }, 0}\right)  \tag{5-9}\\
p_{\text {elec }, y}=f_{\text {elec }, \mathrm{xy}}\left(y_{\text {elec }}-y_{\text {elecc } 0}\right) \\
p_{\text {elec }, z}=f_{\text {elec }, z}\left(t_{\text {elec }}-t_{\text {elec }, 0}\right)
\end{array}\right.
$$

for a photoelectron and

$$
\left\{\begin{array}{l}
p_{\text {ion }, \mathrm{x}}=f_{\text {ion }, \mathrm{y}}\left(x_{\text {ion }}-x_{\text {ion }, 0}\right) \sqrt{m_{\text {ion }}}  \tag{5-10}\\
p_{\text {ion,y }}=f_{\text {ion }, y}\left[y_{\text {ion }}-y_{\text {ion }, 0}\left(m_{\text {ion }}\right)\right] \sqrt{m_{\text {ion }}} \\
p_{\text {ion }, Z}=f_{\text {ion }, ~}\left(\frac{t_{\text {ion }}-t_{\text {ion, } 0}\left(m_{\text {ion }}\right)}{t_{\text {ion,0 } 0}\left(m_{\text {ion }}\right)}\right) \sqrt{m_{\text {ion }}}
\end{array}\right.
$$

for a photoion.
In practice, the momentum vector is derived as
for a photoelectron and

$$
\left\{\begin{array}{l}
p_{\text {ion }, \mathrm{x}}=a_{\text {ion }, \mathrm{y}}\left(x_{\text {ion }}-x_{\text {ion }, 0}\right) \sqrt{m_{\text {ion }}}  \tag{5-12}\\
p_{\text {ion,y }}=a_{\text {ion } x y}\left[y_{\text {ion }}-y_{\text {ion }, 0}\left(m_{\text {ion }}\right)\right] \sqrt{m_{\text {ion }}} \\
p_{\text {ion }, ~}=a_{\text {ion }, \chi}\left(\frac{t_{\text {ion }}-t_{\text {ion }, 0}\left(m_{\text {ion }}\right)}{t_{\text {ion }, 0}\left(m_{\text {ion }}\right)}\right) \sqrt{m_{\text {ion }}}
\end{array}\right.
$$

for a photoion, where $m_{\mathrm{ion}}$ is its mass. The coefficients $a_{\mathrm{i}, j}(i=\mathrm{elec}, \mathrm{ion}, j=\mathrm{xy}, \mathrm{z})$ are determined based on the simulation and their fits to the models Eqs. (5-11) and (5-12). In Chapters 6 and 8 , following values are used as $a_{\text {elec, }, \mathrm{xy}}=0.027377 \mathrm{au} / \mathrm{mm}, a_{\mathrm{elec}, \mathrm{z}, 1}=$ $-0.40013 \mathrm{au} / \mathrm{ns}, a_{\text {elec }, 2,2}=-0.096863 \mathrm{au} / \mathrm{ns}^{2}, a_{\text {elec }, z, 3}=-0.04859 \mathrm{au} / \mathrm{ns}^{3}, a_{\text {elec }, Z, 4}=$ $-0.0090339 \mathrm{au} / \mathrm{ns}^{4}$ for photoelectrons, and $a_{\mathrm{ion}, \mathrm{xy}}=0.0066609 \mathrm{eV}^{1 / 2} / \mathrm{mm}, a_{\mathrm{ion}, \mathrm{z}}=2089.4$
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Fig.5-5 (a) Electron momentum as a function of the detected position. (b) Electron momentum as a function of the flight time. (c) Ion translational energy as a function of the detected position. (d) Ion translational energy as fuction of the relative flight time. The sign of energy is defined as the same as the corresponding momentum.
$\mathrm{eV}^{1 / 2}$ when $t_{\text {ion }}>t_{\text {ion, } 0}\left(m_{\text {ion }}\right)$ and $a_{\text {ion, }}=2365.4 \mathrm{eV}^{1 / 2}$ when $t_{\text {ion }}<t_{\text {ion }, 0}\left(m_{\text {ion }}\right)$ for photoions.
On the one hand, in Chapter 7, where the improved apparatus (see Appendix) is used, the simulated results by the software named SIMION 8.0 (Scientific Instrument Services, Inc.) are directly utilized. Figure 5-4 illustrates the configuration of the electrostatic lenses and the simulated trajectories of the photoelectrons and the photoions. Figures 5-5(a) and 5-5(b) show the functions for photoelectrons Eq. (5-9) obtained by the simulation. The obtained functions for photoions Eq. (5-10) are shown in Figs. 5-5(c) and 5-5(d) as energy scale

$$
\left\{\begin{array}{l}
E_{\text {ion }, \mathrm{x}}=\frac{p_{\text {ion, } \mathrm{x}}{ }^{2}}{2 m_{\text {ion }}}=\frac{1}{2}\left[f_{\text {ion }, \mathrm{y} y}\left(x_{\text {ion }}-x_{\text {ion }, 0}\right)\right]^{2}  \tag{5-13}\\
E_{\text {ion }, y}=\frac{p_{\text {ion, },}{ }^{2}}{2 m_{\text {ion }}}=\frac{1}{2}\left\{f_{\text {ion }, x y}\left[y_{\text {ion }}-y_{\text {ion }, 0}\left(m_{\text {ion }}\right)\right\}^{2},\right. \\
E_{\text {ion }, 又}=\frac{p_{\text {ion }, ~}^{2}}{2 m_{\text {ion }}}=\frac{1}{2}\left[f_{\text {ion }, ~}\left(\frac{t_{\text {ion }}-t_{\text {ion }, 0}\left(m_{\text {ion }}\right)}{t_{\text {ion }, 0}\left(m_{\text {ion }}\right)}\right)\right]^{2}
\end{array}\right.
$$

because the energy as a function of the arrival time or the position is not dependent on its mass. The momentum vectors are derived from the recorded time and position by the linear interpolation of these functions.

## 5-3-4. Initial momentum of parent methanol molecules in an effusive beam

In the case of the $y$ component of the momentum vector of a photoion, the origin $p_{\text {ion,y }}$
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$=0$ should be defined as the most probable momentum of the methanol sample in the effusive beam in the laboratory-fixed coordinates.

It is assumed that the momentum distribution of molecules in the laboratory-fixed coordinates at the exit of the nozzle can be expressed as Maxwell-Boltzmann distribution with translational temperature parallel $\left(T_{\mathrm{y}}\right)$ and perpendicular $\left(T_{\mathrm{rxz}}\right)$ as

$$
\begin{equation*}
f(\mathbf{p}) \mathrm{d} p_{\mathrm{x}} \mathrm{~d} p_{\mathrm{y}} \mathrm{~d} p_{\mathrm{z}}=\frac{1}{\left(2 \pi m k_{\mathrm{B}}\right)^{\frac{3}{2}} T_{\mathrm{y}} \frac{1}{2} T_{\mathrm{rxz}}} \exp \left(-\frac{\left(p_{\mathrm{y}}-p_{\mathrm{y} 0}\right)^{2}}{2 m k_{\mathrm{B}} T_{\mathrm{y}}}-\frac{p_{\mathrm{x}}^{2}+p_{\mathrm{z}}^{2}}{2 m k_{\mathrm{B}} T_{\mathrm{rxz}}}\right) \mathrm{d} p_{\mathrm{x}} \mathrm{~d} p_{\mathrm{y}} \mathrm{~d} p_{\mathrm{z}} . \tag{5-14}
\end{equation*}
$$

where $m$ is mass of the molecule and $p_{y 0}$ is the mean value of $y$ component of the momentum. Because the distribution is symmetric about $x$ and $z$, by using

$$
\begin{equation*}
p_{\mathrm{rx} \mathrm{z}}=\sqrt{p_{\mathrm{x}}^{2}+p_{\mathrm{z}}^{2}}, \mathrm{~d} p_{\mathrm{x}} \mathrm{~d} p_{\mathrm{z}}=2 \pi p_{\mathrm{r} \mathrm{xz}} \mathrm{~d} p_{\mathrm{rxz}}, \tag{5-15}
\end{equation*}
$$

the distribution becomes

$$
\begin{align*}
f\left(p_{\mathrm{y}}, p_{\mathrm{rxz}}\right) \mathrm{d} p_{\mathrm{y}}\left(2 \pi p_{\mathrm{rxz}} \mathrm{~d} p_{\mathrm{rxz}}\right)= & \frac{1}{\left(2 \pi m k_{\mathrm{B}}\right)^{\frac{3}{2}} T_{\mathrm{y}}^{\frac{1}{2}} T_{\mathrm{rxz}}} \\
& \times \exp \left(-\frac{\left(p_{\mathrm{y}}-p_{\mathrm{y} 0}\right)^{2}}{2 m k_{\mathrm{B}} T_{\mathrm{y}}}-\frac{p_{\mathrm{rxz}}^{2}}{2 m k_{\mathrm{B}} T_{\mathrm{rxz}}}\right) \mathrm{d} p_{\mathrm{y}}\left(2 \pi p_{\mathrm{rxz}} \mathrm{~d} p_{\mathrm{rxz}}\right) . \tag{5-16}
\end{align*}
$$

This molecular beam is skimmed by a skimmer. Assuming the nozzle is a point, only the molecules whose momentum vectors satisfy

$$
\begin{equation*}
p_{\mathrm{y}}<0, \frac{p_{\mathrm{rxz}}}{\left|p_{\mathrm{y}}\right|}<\tan \theta \tag{5-17}
\end{equation*}
$$

reach the crossing point with the laser beam, where $\tan \theta$ is defined as the ratio of the distance between the nozzle and the skimmer to the radius of the skimmer orifice. By integrating Eq. (5-16) in the range of Eq. (5-17),

$$
\begin{align*}
f\left(p_{\mathrm{y}}\right) \mathrm{d} p_{\mathrm{y}} & =\mid \int f\left(p_{\mathrm{y}}, p_{\mathrm{rxz}}\right)\left(2 \pi p_{\mathrm{rxz}} p_{\mathrm{rxz}}\right) \mathrm{d} p_{\mathrm{y}} \\
& =\frac{2 \pi}{\left(2 \pi m k_{\mathrm{B}}\right)^{\frac{3}{2}} T_{\mathrm{y} 2} \frac{1}{2} T_{\mathrm{rxz}}}\left[\int_{0}^{-p_{\mathrm{y}} \tan \theta} \exp \left(-\frac{p_{\mathrm{rxz}}{ }^{2}}{2 m k_{\mathrm{B}} T_{\mathrm{rxz}}}\right) p_{\mathrm{rxz}} \mathrm{~d} p_{\mathrm{rxz}}\right] \exp \left[-\frac{\left(p_{\mathrm{y}}-p_{\mathrm{y} 0}\right)^{2}}{2 \pi m k_{\mathrm{B}} T_{\mathrm{y}}}\right] \mathrm{d} p_{\mathrm{y}} \\
& =\frac{2 \pi}{\left(2 \pi m k_{\mathrm{B}}\right)^{\frac{3}{2}} T_{\mathrm{y}} \frac{1}{2} T_{\mathrm{rxz}}}\left[-m k_{\mathrm{B}} T_{\mathrm{rxz}} \exp \left(-\frac{p_{\mathrm{rxz}}^{2}}{2 m k_{\mathrm{B}} T_{\mathrm{rxz}}}\right)\right]_{0}^{-p_{\mathrm{y}} \tan \theta} \exp \left[-\frac{\left(p_{\mathrm{y}}-p_{\mathrm{y} 0}\right)^{2}}{2 m k_{\mathrm{B}} T_{\mathrm{y}}}\right] \mathrm{d} p_{\mathrm{y}} \\
f\left(p_{\mathrm{y}}\right) \mathrm{d} p_{\mathrm{y}} & =\frac{1}{\sqrt{2 \pi m k_{\mathrm{B}} T_{\mathrm{y}}}}\left[1-\exp \left(-\frac{p_{\mathrm{y}}^{2} \tan ^{2} \theta}{2 m k_{\mathrm{B}} T_{\mathrm{rxz}}}\right)\right] \exp \left[-\frac{\left(p_{\mathrm{y}}-p_{\mathrm{y} 0}\right)^{2}}{2 m k_{\mathrm{B}} T_{\mathrm{y}}}\right] \mathrm{d} p_{\mathrm{y}} . \tag{5-18}
\end{align*}
$$

Here, assuming $\theta \ll 1$, Eq. (5-18) becomes

$$
\begin{equation*}
f\left(p_{\mathrm{y}}\right) \mathrm{d} p_{\mathrm{y}} \approx \frac{\theta^{2}}{\sqrt{\pi}\left(2 m k_{\mathrm{B}}\right)^{\frac{3}{2}} T_{\mathrm{y}}^{\frac{1}{2}} T_{\mathrm{rxz}}} p_{\mathrm{y}}^{2} \exp \left(-\frac{\left(p_{\mathrm{y}}-p_{\mathrm{y} 0}\right)^{2}}{2 m k_{\mathrm{B}} T_{\mathrm{y}}}\right) \mathrm{d} p_{\mathrm{y}}, \tag{5-19}
\end{equation*}
$$

where $p_{\mathrm{y}}<0$. Thus, the momentum distribution for the $y$ component of molecules in an
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effusive beam is approximated to the product of Gauss distribution and the quadratic function. Here, the derivative becomes

$$
\begin{equation*}
f^{\prime}\left(p_{\mathrm{y}}\right) \approx \frac{\theta^{2}}{\sqrt{\pi}\left(2 m k_{\mathrm{B}}\right)^{\frac{3}{2}} T_{\mathrm{y}} \frac{1}{2} T_{\mathrm{rxz}}}\left(2 p_{\mathrm{y}}-\frac{p_{\mathrm{y}}{ }^{3}-p_{\mathrm{y} 0} p_{\mathrm{y}}{ }^{2}}{m k_{\mathrm{B}} T_{\mathrm{y}}}\right) \exp \left(-\frac{\left(p_{\mathrm{y}}-p_{\mathrm{y} 0}\right)^{2}}{2 m k_{\mathrm{B}} T_{\mathrm{y}}}\right) . \tag{5-20}
\end{equation*}
$$

Therefore, the most probable momentum $p_{\text {ym }}$ is given by

$$
\begin{equation*}
p_{\mathrm{ym}}=\frac{p_{\mathrm{y} 0}}{2}-\sqrt{\frac{p_{\mathrm{y} 0}^{2}}{4}+2 m k_{\mathrm{B}} T_{\mathrm{y}}} . \tag{5-21}
\end{equation*}
$$

In the analysis, the momentum distribution of $\mathrm{CH}_{3} \mathrm{OH}^{+}$in the laboratory-fixed coordinates is fitted to the model Eq. (5-19) and $p_{y m}$ is obtained. The origin of the momentum vector of the fragment ions can be obtained as $\left(m_{\mathrm{ion}} / m\right) p_{\mathrm{ym}}$, where $m_{\mathrm{ion}}$ is the mass of the fragment ion and $m$ is that of the parent ion.

## 5-3-5. Constraints of the signals and reconstruction of the missing signals

One electron or ion event needs seven signals from the detector, $\left(t, x_{1}, x_{2}, y_{1}, y_{2}, z_{1}\right.$ and $z_{2}$ ), where $t$ is the timing signal from the MCP. However, another signal originating from some noises or multi-hits may generate improper combination of $\left(t, x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)$. In order to choose only proper combinations, the time-sum conditions (Eq. (5-22)) and the offset condition (Eq. (5-23)) are known to be applied.

A sum of the arrival times of the two signals, each from the both ends of the delayline, represents the length of the delay-line. Therefore, the sums ( $T_{\text {sum }, \mathrm{u}}, T_{\text {sum, } \mathrm{v}}$ and $T_{\text {sum, } \mathrm{w}}$ ), which are called a time-sums, take constant values as

$$
\left\{\begin{array}{l}
T_{\text {sum }, \mathrm{u}}=x_{1}+x_{2}-2 t  \tag{5-22}\\
T_{\text {sum, }}=y_{1}+y_{2}-2 t . \\
T_{\text {sum }, \mathrm{w}}=z_{1}+z_{2}-2 t
\end{array} .\right.
$$

In addition, $o$ defined as Eq. (5-8) should be zero

$$
\begin{equation*}
o=\frac{d_{\mathrm{v}}}{d_{\mathrm{u}}} v+\frac{d_{\mathrm{w}}}{d_{\mathrm{u}}} w-u=0, \tag{5-23}
\end{equation*}
$$

so that the three patterns, Eqs. (5-2), (5-3) and (5-4), of $(x, y)$ obtained from $(u, v, w)$ are the same.

Because of imperfect detection efficiencies of the detectors, some of the signals could be lost. The defects of signals can be reproduced based on the time-sum conditions or the offset condition. In this thesis, the defects are reproduced from the time-sum conditions as follows. The flow chart is drawn in Fig. 5-6.

The timing signals are stored in the input array $\mathrm{a}_{\mathrm{in}}[i][j]$. The argument $i(i=0,1,2,3$, $4,5$, and 6$)$ represents the channel ( $t, x_{1}, x_{2}, y_{1}, y_{2}, z_{1}$, and $z_{2}$, respectively), and $j$ represents the index of the signal. The number of detected signals for each channel is defined as $n[i]$. At first, the case when at least one $t$ is recorded, i.e., $\mathrm{n}[0]>0$, is considered. When at least
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one signal is recorded for every $\left(x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)$, i.e., $\mathrm{n}[i]>0$ for all $i=1 \sim 6$, the one


Fig.5-6 Flow chart of reassign.
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Fig.5-7 XY images for the electrons. (a) With taking into account both reassign strategy and constraints of the time-sum and offset conditions. (b) With taking into account the reassign strategy and without taking into account the constraints of the time-sum and offset conditions. (c) The difference between (a) and (b). (d) Without taking into account the reassign strategy and with taking into account the constraints of the time-sum and offset conditions. (e) Without taking into account both reassign strategy and constraints of the time-sum and offset conditions. (f) The difference between (d) and (e). The data are recorded in Chapter 7.
set of $\left(t, x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}\right)$ which satisfies both Eqs. (5-22) and (5-23) best is chosen. When $\mathrm{n}[i]>0$ for not all $i=1 \sim 6$, the defected signals are obtained from Eq. (5-22), if possible. For example, when $x_{1}$ signals is recorded but $x_{2}$ signals are not recorded, $x_{2}$ values are reconstructed as $x_{2}=T_{\text {sum,u }}-x_{1}+2 t$. Then, the set which satisfies Eq. (5-23) best is chosen. When $t$ is not recorded, i.e., $\mathrm{n}[0]=0$, and at least one signal is recorded for every ( $x_{1}, x_{2}, y_{1}, y_{2}, z_{1}, z_{2}$ ), i.e., $\mathrm{n}[i]>0$ for all $i=1 \sim 6$, respective $t$ values are obtained as the mean values among $t_{\mathrm{u}}, t_{\mathrm{v}}$, and $t_{\mathrm{w}}$ derived from Eq. (5-22) for $u, v$ and $w$. Then, the set which satisfies Eq. (5-23) best and in which variance among $t_{\mathrm{u}}, t_{\mathrm{v}}$, and $t_{\mathrm{w}}$ is small is chosen. The chosen set above is moved from $a_{i n}$ and the chosen set including the reconstructed signals are entered to a new array $\mathrm{a}_{\text {out. }}$. This strategy, which is named as reassign, is repeated until the set cannot be determined.

Figure 5-7 shows the $x y$ detector image for electrons, recorded in Chapter 7. In Figs. 5-7(a) and 5-7(b), the reassign strategy is utilized, and in Figs. 5-6(d) and 5-6(e), the reassign strategy is not utilized. In Figs. 5-7(a) and 5-7(d), the constraint of the time-sum (Eqs. (5-22)) and offset (Eq. (5-23)) conditions are taken into account, and in Figs. 5-7(b) and 5-7(e), the constraint of the time-sum and offset conditions are not taken into account. Based on the comparison between Figs. 5-7(a) and 5-7(d), the electron yield increases by a factor of 1.07 through the reassign strategy. Similarly, the ion yield increases by a factor of 1.11, and the yield of the coincident detection increases by a factor of 1.18 in total.
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When the constraints are not taken into account (Figs. 5-7(b) and 5-7(e)), the $x y$ images exhibit noise signals outer the hexagon, which is ascribed to the Hexanode detector. These noise signals are eliminated by the constraints as shown in Figs. 5-7(a) and 5-7(d). In addition, the larger yields close to the center area can be seen in Figs. 5-6(b) and 5-6(e) than that in Figs. 5-7(a) and 5-7(d). Figure 5-7(c) shows the difference between Figs. 5-7(a) and 5-7(b), and Fig. 5-7(f) shows the difference between Figs. 5-7(d) and 5-7(e). The $x y$ images exhibit the broad distribution around the center position in Figs. 5-7(c) and 5-7(f), i.e., only when the constraints are not taken into account. The origin of this signals are described in Sec. 5-3-6. In Fig. 5-7(c), other noises can be recognized,


Fig.5-8 (a) The mean value of $T_{\text {sum,u,elec }}$ at each ( $x_{\text {elec }}, y_{\text {elec }}$ ). (b) The two-dimensional histogram of $u_{\text {elec }}$ and $T_{\text {sum,u,elec. }}$ Red line is the mean value of $T_{\text {sum,u,elec }}$ at each $u_{\text {elec }}$. (c) The mean value of $T_{\text {sum,v,elec }}$ at each ( $x_{\text {elec }}$, $y_{\text {elec }}$ ). (d) The two-dimensional histogram of $v_{\text {elec }}$ and $T_{\text {sum,v,elec. }}$ Red line is the mean value of $T_{\text {sum,v,elec }}$ at each $v_{\text {elec }}$. (e) The mean value of $T_{\text {sum,w,elec }}$ at each ( $x_{\text {elec }}, y_{\text {elec }}$ ). (f) The two-dimensional histogram of $w_{\text {elec }}$ and $T_{\text {sum,w,elec. }}$ Red line is the mean value of $T_{\text {sum,w,elec }}$ at each $w_{\text {elec }}$. The data are recorded in Chapter 7.
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compared with Fig. 5-7(f). These noises may be ascribed to the mistake of the reassign strategy, but they can be eliminated by the constraints.

## 5-3-6. Position dependence of time-sums

Time-sum condition (Eq. (5-22)) is ascribed to the length of the delay-line anode, indicating that the time-sum is not dependent on the position. However, the time-sum is dependent on the position. Figures 5-8(a), 5-8(c) and 5-8(e) show the mean values of the time-sums at each position for $u, v$ and $w$, respectively. The result of only the PSD for electrons is shown, but the same procedure is utilized for the PSD for ions. As shown in these figures, the time-sums are almost a function of $u, v$, and $w$, respectively. Figures 5-8(b), 5-8(d) and 5-8(f) show the 2D histograms of the positions and the time-sums. In addition, the mean values of time-sums $\left(\bar{T}_{\text {sum,u }}(u), \bar{T}_{\text {sum }, v}(v)\right.$ and $\left.\bar{T}_{\text {sum,w }}(w)\right)$ as a function of the position are obtained as shown in the figures.

Time-sum differences ( $T_{\text {sumdif, }}$ u, $T_{\text {sumdif, } \mathrm{v}}$ and $T_{\text {sumdif, } \mathrm{w}}$ ) are defined as the differences between the time-sums of each laser shot and the mean values as

$$
\left\{\begin{array}{l}
T_{\text {sumdif,u }}=T_{\text {sum,u }}-\bar{T}_{\text {sum,u }}(u)=x_{1}+x_{2}-2 t-\bar{T}_{\text {sum,u }}\left(x_{1}-x_{2}\right)  \tag{5-24}\\
T_{\text {sumdif, }}=T_{\text {sum, }, ~}-\bar{T}_{\text {sum, }}(v)=y_{1}+y_{2}-2 t-\bar{T}_{\text {sum,V }}\left(y_{1}-y_{2}\right), \\
T_{\text {sumdif,w }}=T_{\text {sum,w }}-\bar{T}_{\text {sum,w }}(w)=z_{1}+z_{2}-2 t-\bar{T}_{\text {sum,w }}\left(z_{1}-z_{2}\right)
\end{array}\right.
$$

and their histograms are shown in Fig. 5-9. The histograms of the time-sums are also shown as the dotted lines in the figures, whose horizontal axis is shifted by the center values. By taking the time-sum differences, the widths of the distributions become small. The constraints are set as time-sum differences to be $\mathrm{T}_{\text {sumdifi } i}= \pm 60(=1.5 \mathrm{~ns})(i=\mathrm{u}, \mathrm{v}$, w) in the following chapters. In Fig. 5-9, there are some values of the time-sum difference at which the histograms exhibit an extremely large signal intensity (e.g., $\mathrm{T}_{\text {sumdif, }}=0$ ), originating from the reassign strategy describing in Section 5-3-4. The position dependence of the time-sums is also taken into account in the reassign strategy.

In addition, the large signals can be seen in the broad range of $\mathrm{T}_{\text {sumdif, }}<0$, only for


Fig.5-9 Solid lines: The distribution of $T_{\text {sumdifelec. }}$ Dashed lines: The distribution of $T_{\text {sum,elec }}$, whose horizontal axis is shifted by their most probable values. Red, green and blue lines are $u, v$ and $w$, respectively. The data are recorded in Chapter 7.
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electrons but not for ions. These noises in the $\mathrm{T}_{\text {sumdif }}$ histograms are the origin of the broad noise in the $x y$ image shown in Figs. 5-6(e) and 5-6(f). In the case of electrons, the time window is limited within several nanoseconds as shown in Fig. 5-5(b). Because the deadtime of the CFD is larger than 10 ns [175], the multihit signals from the MCP cannot be recorded. Also for the delay-line anodes, some multihit signals cannot be recorded when the positions of the multihit are close to each other, indicating that only the earlier signals are recorded for both ends of the delay-line. Consequently, the multihit of electrons generates the signal whose time-sum seems to be small and position seems to be close to the center.

## 5-3-7. Adjustment of signal velocities of delay-line anodes

The propagation velocities of the delay-line signal are approximated to be $v_{u}=0.737$ $\mathrm{mm} / \mathrm{ns}, v_{\mathrm{v}}=0.706 \mathrm{~mm} / \mathrm{ns}, v_{\mathrm{w}}=0.684 \mathrm{~mm} / \mathrm{ns}$, which were written in the manual (version 9.22 .1003 .1 ) of the delay-line anode [176], but it is noted that the velocities should be calibrated for each detector in the recent version of the manual (version 11.0.1304.1) [177]. In this study, the calibration the velocities is performed as follows. The result of only the PSD for electrons is shown, but the same procedure is utilized for the PSD for ions.


Fig.5-10 (a) The distribution of $o_{\text {elec }}$ when the velocities are not adjusted. (b) The mean value of $o_{\text {elec }}$ at each ( $x_{\text {elec }}, y_{\text {elec }}$ ) when the velocities are not adjusted. Contour plot is the result of linear fit. (c) The distribution of $o_{\text {elec }}$ when the velocities are adjusted. (b) The mean value of $o_{\text {elec }}$ at each ( $x_{\text {elec }}, y_{\text {elec }}$ ) when the velocities are adjusted. The data are recorded in Chapter 7.
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If the velocities have deviations, $o$ depends on the positions $(x, y)$ linearly. By using the position dependence of $o(x, y)$, the velocities are calibrated. Figure 5-10(a) shows the histogram of $o$ when the velocities noted in the manual (9.22.1003.1) are used. The mean value of $o$ at each position $(x, y)$ is shown as $o(x, y)$ in Fig. 5-10(b). Although the value of $o_{0}$ is adjusted so that the center of the distribution of $o$ becomes $o=0$, as shown in Fig. 5-10(a), the mean value depends on the position. The contour plots shown in Fig. 5-10(b) are the results of the least-squares analysis which assumes $o$ depends on $x, y$ linearly.

When the true value, $d_{\mathrm{i}}=d_{\mathrm{i} 0}$ and $o_{0}=o_{00}$ is used in Eq. (5-8), $o$ becomes $o=0$ as

$$
\begin{equation*}
0=\frac{d_{\mathrm{v} 0}}{d_{\mathrm{u} 0}} v+\frac{d_{\mathrm{w} 0}}{d_{\mathrm{u} 0}}\left(w-o_{0}+o_{00}\right)-u . \tag{5-25}
\end{equation*}
$$

Because only the ratios of $d_{\mathrm{i}}$ can be determined, $d_{\mathrm{u} 0}$ is set to be $d_{\mathrm{u} 0}=d_{\mathrm{u}}$. By taking the difference between Eqs.(5-8) and (5-25),

$$
\begin{equation*}
o=\frac{d_{\mathrm{v}}-d_{\mathrm{v} 0}}{d_{\mathrm{u}}} v+\frac{d_{\mathrm{w}}-d_{\mathrm{w} 0}}{d_{\mathrm{u}}} w+\frac{d_{\mathrm{w} 0}}{d_{\mathrm{u}}}\left(o_{0}-o_{00}\right) \tag{5-26}
\end{equation*}
$$

is derived. From Eqs. (5-6) and (5-7), the two of the three positions can be derived as

$$
\begin{equation*}
d_{\mathrm{v}} v=\frac{x+\sqrt{3} y}{2}+\frac{1}{3} d_{\mathrm{u}} o, d_{\mathrm{w}} w=\frac{x-\sqrt{3} y}{2}+\frac{1}{3} d_{\mathrm{u}} o . \tag{5-27}
\end{equation*}
$$

Therefore, the relation

$$
\begin{equation*}
o(x, y)=\frac{3\left[\left(2-\frac{d_{\mathrm{v} 0}}{d_{\mathrm{v}}}-\frac{d_{\mathrm{w} 0}}{d_{\mathrm{w}}}\right) x-\sqrt{3}\left(\frac{d_{\mathrm{v} 0}}{d_{\mathrm{v}}}-\frac{d_{\mathrm{w} 0}}{d_{\mathrm{w}}}\right) y+2 d_{\mathrm{w} 0}\left(o_{0}-o_{00}\right)\right]}{2 d_{\mathrm{u}}\left(1+\frac{d_{\mathrm{v} 0}}{d_{\mathrm{v}}}+\frac{d_{\mathrm{w} 0}}{d_{\mathrm{w}}}\right)} \tag{5-28}
\end{equation*}
$$

is obtained, suggesting that the true velocities, $d_{\mathrm{v} 0}, d_{\mathrm{w} 0}$, and the true offset, $o_{00}$, can be determined by the approximation of the position dependence linearly. Thus, the ratio of the velocities $d_{\mathrm{v}} / d_{\mathrm{u}}$ and $d_{\mathrm{w}} / d_{\mathrm{u}}$ are obtained. The results obtained with these parameters are shown in Figs. 5-10(c) and 5-10(d). The FWHMs of Figs. 5-10(a) and 5-10(c) are 109 and 58, respectively, indicating that the width of the $o$-distribution becomes small by using the new parameters. It should be noted that, as shown in Fig. 5-10(d), although the position dependence of $o$ becomes small, the non-linear dependence still remains. In addition, the value of $o$ becomes irregular at the edge of the PSD because the position cannot be recorded correctly. The similar structure at the edge is also observed in Fig. 5-8.

# 6．Channel－specific LF－and MF－PAD for dissociative ionization of methanol in intense UV laser fields 

本章については，以下の雑誌に刊行予定のため，非公開。

Channel－specific photoelectron angular distribution in laboratory and molecular frames for dissociative ionization of methanol in intense ultraviolet laser fields，Chemical Physics Letters 672，7－12（2017）

# 7．Orientation－resolved PAD for dissociative ionization of methanol in intense UV laser fields 

本章については， 5 年以内に雑誌等で刊行予定のため，非公開。

# 8．Laser－intensity dependence of dissociative ionization of methanol in intense UV laser fields 

本章については，5年以内に雑誌等で刊行予定のため，非公開。

## 9. Summary and outlook

Carrier-envelope phase (CEP) [70,71] is an important parameter to control molecular dynamics in intense few-cycle laser fields. However, as shown in Chapter 3, CEP is varied through propagation of the laser pulse in dispersed media, such as air. Therefore, determination of absolute CEP at the laser-molecule interaction point has been a crucial problem.

In this thesis, Chapter 4, I demonstrated that the absolute CEP at the laser-molecule interaction point can be determined by recording angle-resolved photoelectron spectra of Ar in circularly polarized few-cycle laser fields with the CEP-tagging method. On the basis of theory of tunnel ionization and subsequent motion of the electron, described in Chapter 2, absolute CEP can be determined without the aid of numerical calculation. The effect of depletion of neutral Ar atoms [69] and that of Columbic potential of $\mathrm{Ar}^{+}$on motion of the electron are also examined by classical trajectory Monte Carlo (CTMC) simulation. It is found that the absolute CEP determined by comparing the experimental result in the high photoelectron energy range with the numerical simulation taking into account the two effect above is the same as the absolute CEP expected with taking into account neither of the two effect above, that is, without numerical calculation. This method is applicable when the laser intensity is in the range between $1 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and $6 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ with the pulse duration of 4.1 fs . When the laser intensity increases, the depletion effect becomes significant.

The absolute CEP to be determined by this method can be applied to investigation of CEP dependence of dissociation of molecules in intense few-cycle laser fields. It is known that fragmentation processes of polyatomic molecules vary sensitively depending on the CEP, because the kinetic energy of the recolliding electron, which induces the fragmentation, depends on the absolute CEP [81]. Therefore, the control of the fragmentation pathways of polyatomic molecules such as ethylene may be one of the application of the determined absolute CEP.

Based on this study, not only the absolute CEP is determined but also the depletion effect can be investigated. In this thesis, by comparing the depletion effect in the experimental result with that in the CTMC simulation, a scale factor of 0.27 is introduced to the ionization rate obtained by Ammosov-Delone-Krainov (ADK) theory [31]. Consequently, the absolute ionization rate can be possibly estimated by this method.

The Coulombic potential effect has also been an attractive issue in the intense laser science. The effect of the Coulombic potential on the motion of the electrons can be investigated through the qualitative evaluation of the effect as a function of the
photoelectron energy, because the effect is expected to become smaller as the photoelectron energy increases.

Furthermore, ionization and subsequent excitation pathways to prepare electronically excited states of parent cations in dissociative ionization of molecules in intense laser fields have been an attractive research topic in these years. Particularly, these pathways have securely been revealed by photoelectron-photoion coincidence momentum imaging (PEPICO-MI) [114,115,118].

In this thesis, by using the PEPICO-MI experimental setup described in Chapter 5, dissociative ionization of methanol in intense UV femtosecond laser fields ( $\sim 400 \mathrm{~nm}$ ) is investigated, on the basis of channel-specific and energy-resolved photoelectron angular distribution (PAD). As shown in Chapter 6, it is revealed by channel-specific PADs in the laboratory-frame and molecular-frame at $8.9 \times 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$ that $\mathrm{CH}_{3} \mathrm{OH}^{+}$is decomposed into $\mathrm{CH}_{2} \mathrm{OH}^{+}+\mathrm{H}$ when the four-photon ionization to the vibrationally highly excited states in the electronic ground $\widetilde{\mathrm{X}}$ state of $\mathrm{CH}_{3} \mathrm{OH}^{+}$occurs, while is decomposed into $\mathrm{CH}_{3}{ }^{+}+\mathrm{OH}$ when the five-photon ionization to the second electronically excited $\widetilde{\mathrm{B}}$ state occurs. In addition, both fragmentation processes occur through the four-photon ionization to the $\widetilde{\mathrm{X}}$ state followed by subsequent electronic photoexcitation.

Orientation-resolved PADs are recorded at $3.1 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$, assuming the $\mathrm{CH}_{3}{ }^{+}$ ejection direction represents the orientation of the C-O bond axis, in Chapter 7. Because the photoelectron emission is correlated with both the direction of the laser polarization axis and the direction of the $\mathrm{C}-\mathrm{O}$ bond axis, the orientation-resolved PADs in the stereographic drawing are constructed. It is revealed that when the four-photon ionization to the $\widetilde{\mathrm{X}}$ state occurs, the photoelectron emission is parallel to the laser polarization direction irrespective to the orientation of the $\mathrm{C}-\mathrm{O}$ bond axis, while when the five-photon ionization to the $\widetilde{\mathrm{B}}$ state occurs, the photoelectrons prefers to be ejected from the O atom side rather than the C atom side at the parallel orientation and to be ejected along the direction not only parallel but also perpendicular to the laser polarization direction at the perpendicular orientation.

The laser intensity dependence of the channel-specific photoelectron spectra and the PADs described in Chapter 8 shows that the two-photon resonance with the 3s Rydberg state, which is dissociative along the O-H bond, plays an important role in the four-photon ionization to the $\widetilde{\mathrm{X}}$ state when the laser intensity is lower than $1 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. It is also revealed that the dominant pathway in the $\mathrm{CH}_{2} \mathrm{OH}^{+}$formation is switched from the fourphoton ionization to the vibrationally highly excited states in the $\widetilde{\mathrm{X}}$ state to the fivephoton ionization to the $\widetilde{B}$ state.

As shown in Chapters $6 \sim 8$, the channel-specific PAD recorded by PEPICO-MI is a


Fig.9-1 Schematic picture of the new PEPICO-MI experimental setup with a phasemeter.
powerful tool to investigate dissociative ionization of molecules in intense laser fields. Because the PADs are strongly dependent on the orientation of molecular axis as shown in this thesis, the interpretation of the PADs on the basis of molecular orbitals (MOs) needs to be taken into account the orientation effect. Now, I am trying to explain the observed orientation-resolved PADs with the aid of the theoretical calculation, such as MO strong-field approximation (MO-SFA) [192] or time-dependent density functional theory (TD-DFT) [196]. In addition, orientation-resolved PADs have a possibility to extract the orientation dependence of the ionization and excitation probability, and thus obtained excitation probability offers us to identify the excitation pathways clearly.

The channel-specific PAD for the parent cation, which is the similar as that of ionization to the electronically excited state rather than to the ground state, suggesting that the deexcitation, that is, stimulated emission in the intense laser fields, from the electronically excited states of the parent cation to the ground state occur. Further investigation is necessary in this context. The kinetic energy of the fragment ion is treated as its mean value in this thesis, but the higher kinetic energy range may correspond to the absorption of more photons in the excitation process. Therefore, the orientation-resolved PAD further-resolved by the released kinetic energy of the fragment ion is also the future work.

As above, the absolute CEP at the laser-molecule interaction point can be determined by the method described in this thesis, and the PEPICO-MI and the channel-specific PAD are useful to examine dissociative ionization of molecules in intense laser fields. Now I am constructing a new PEPICO-MI apparatus whose photoelectron spectrometer was used in Chapter 4. Figure 9-1 shows the schematic picture of the new PEPICO-MI apparatus. It is noteworthy that this photoelectron spectrometer can be performed not only in the field-free mode as in this thesis, but also in the angle-resolved mode [197]. Consequently, the CEP dependence of dissociative ionization of molecules in intense fewcycle laser fields can be investigated by the new PEPICO-MI apparatus with the determined absolute CEP.

## Appendices

Appendice A－1，A－2，A－3 and A－4 are related to Chapter 4．Appendices A－5 and A－6 are related to Chapter $6 \sim 8$ and Appendix A－7 is related to Chapter 7.

関連する章の内容が 5 年以内に雑誌等で刊行予定のため，非公開。
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