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Abstract

Magnetite (FeO,) is the oldest known magnetic material and still has been attract-
ing scientific interest due to its fascinating characters such as predicted half-metallicity,
catalytic activity, magnetism and the metal-to-insulator transition called the Verwey tran-
sition. Although the mechanism of the Verwey transition has been under debate for more
than 80 years since its discovery, it has been argued that the decrease in electrical conduc-
tivity by the Verwey transition can be explained by the formation of charge and orbital
ordering of the B-site Fe atoms. It has been reported that the surfaces@j Irave
peculiar characters.

In terms of the electronic structure, the behavior of the Verwey transition at surfaces
seems to be dierent from the bulk. The E®, (001) surface has a2 x V2) R45° su-
perstructure which resembles to the structure under the Verwey transition. For@e Fe
(111) surface, a band gap has been observed above the Verwey temperature while in the
bulk band gap closes above the Verwey temperature. These results suggest that the Ver-
wey temperature at the surface idteient from the bulk. Since the Verwey transition
is a charge order-disorder transition of the Fe(B) site, it is considered to be sensitive to
the charge state of surface Fe(B) sites which may be influenced by the surface electronic
states. In this study, we investigated the electronic structure of @, F#&l11) surface by
ultra-violet photoemission spectroscopy (UPS) in order to establish a method to modulate
the charge state of Fe(B) atoms.

The magnetic properties of g@, surfaces are alsxo known to befdrent from the
bulk. It has been reported that the saturation magnetization of 4@, F@noparticles is
significantly smaller than bulk samples and that the spins of the Fe(A) and Fe(B) sites are
non-collinear. These can be attributed to tiffie& of the surface because nanoparticles
are more largely influenced by the surface than large samples. However, since it is dif-
ficult to obtain the stoichiometric nanopatrticles and the sfiececannot be excluded in
nanoparticles, studies on the well-defined single crystal surface is necessary to clarify the
effect of surfaces on the magnetic structure of@®z¢ In this study, we investigated the
magnetic structure of the E®, (111) surface by nuclear resonant X-ray scattering (NRS)
conversion electron Bssbauer spectroscopy (CEMS).

The UPS results showed that the atomic H adsorbs on the Fe(A)-terminaj®g Fe
(111) surface and reduces the work function, but no significant change in the UPS spectra
near the Fermi level was observed, which means that the charge state of the surface Fe(B)
atoms is not influenced by the H adsorption. This can be understood by assuming that
the bonding between the substrate and the H is covalent. The decrease of work function
indicates the formation of electric dipole due to the covalent bonding. Furthermore, we
have found that by exposing the surface to atomic H after exposing,tdah® Fe(B)
ty-derived peak of the UPS spectrum can be enhanced. This means that the bonding
between the H and the t&xposed Fe(A)-terminated £@, (111) surface is ionic, and
that the electron released by the H is transfered to the Fg(Bilital.

From the NRS and the CEMS results, we have found that th@/H8.11) surface is
covered by closure domains and the magnetization direction of the near-surface region is
tilted from the original easy-axes to the surface-parallel direction. This can be attributed
to the magnetostatic energy. We have also found that the spin directions of the Fe(A)
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and Fe(B) sites are non-collinear to each other. This suggests the presence of a peculiar
exchange interaction such as Dzialoshinsky-Moriya interaction near the surface. Further-
more, we have found, using Lojitigh-temperature NRS, that the thermal behavior of

the magnetization of the @, (111) surface is dierent from the bulk. This also indi-

cates the presence of a peculiar exchange interaction since the thermal behavior of the
magnetization is largely dependent on the exchange constant.
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Chapter 1

Introduction

1.1 Properties of Fe 304

Magnetite (FeO,) has attracted interest due to its fascinating characters such as the pre-
dicted half-metallicity [1, 2, 3], catalytic activity [4, 5], magnetism, and the metal-to-
insulator transition at 120 K called the Verwey transition [6, 7, 7, 8]. In ambient con-
ditions, FgO, has an inverse spinel structure with space grbdBm with the lattice
constant of 8.39 A[9]. Figure 1.1 shows the unit cell o§Bg The unit cell consist of

32 O atoms and 24 Fe atoms. The 24 Fe atoms consists of eight tetrahedrally coordinated
Fe(A) sites and 16 octahedrally coordinated Fe(B) sites, which are represented by the
green and the blue circles in figure 1.1. The Fe(A) sites are occupied®hyofs while

Fe(B) sites are occupied by an equal number éf Bad Fé* ions [10, 11, 12].

1.1.1 Electronic Structure of Fe 304

Fe;04 is predicted to be a half metal above the Verwey temperaturé20 K). Half
metals are the materials whose Fermi levels are occupied by an electron orbital with one
spin direction. Figure 1.3 shows the band structure and the electron density of states of
Fe;0O, calculated by Jengt al. [1]. The 3 orbitals of the Fe(A) and Fe(B) atoms are split
into the two-fold degeneratg erbital and the three-fold degeneraigdrbital due to the
ligand field. Since the symmetry of the ligand field that the Fe(A) and Fe(B) atoms feel is
different, the relation of the energy levelg and g orbitals depends on the site: Thg t
orbital is energetically higher than thg erbital in Fe(A) site while in Fe(B) site thg;e
orbital is higher than thed orbital. Due to the exchange interaction between the electrons,
the electron configuration tends to make the total spin momentum the maximum if the
ligand splitting is small, which is known as Hund’s rules. This makes the energy levels
of an electron orbital with a certain spin directiorifdrent from the other. In the case of
Fe;O4, the dfect of exchange interaction exceeds that of the ligand splitting. Therefore,
the Fe 8 bands with a certain spin direction is completely separated from the orbital with
the other spin direction, which is called the high-spin state. As shown in figure 1.3 (b),
the Fermi level is occupied by the down-spin Fe(B)drbital. This indicates that the
hopping of down-spin Fe(B){ electrons gives rise to the conductivity, which makes the
conduction electrons spin-polarized.

Figure 1.2 shows a simplified illustration of the energy band structure of thelFe 3
orbitals. The total spin quantum number of the Fé{AFe(BY* and Fe(B)** are-5/2,
2 and 52, respectively.
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Figure 1.1: The unit cell of R©,.
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Figure 1.2: The energy band diagram of the BeoBbitals.
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Figure 1.3: (a) The band structure and (b) the electron density of stateg@f[#¢ 0 eV
corresponds to the Fermi level.

Fe;04 undergoes a metal-to-insulator transition called the Verwey transition at 120 K.
Figure 1.5 shows the temperature dependence of the electronic conductivity gfGn Fe
single crystal [6]. Across the Verwey temperature, the crystal structure changes from
cubic (T > T,) to monoclinic T < T,). Although the origin of the Verwey transition is not
fully clarified, it is usually explained by formation of a charge and orbital ordering. Figure
1.4 shows the angular distribution of the minority spin 3d electrons of Fe(B) cations for
the monoclinic phaseT( < T,) reported by Leonoet al. [13]. The calculation was
based on the local-spin-density approximation (LSDA) with on-site Coulomb interaction
(LSDA+U). The results show that the distribution of minotiry-spin Fe(g)dlectrons
exhibits a charge ordering and an orbital ordering.

1.1.2 Magnetic Properties of Fe 304

Exchange Interaction

Fe;0,is aferrimagnet in which the spins of the Fe atoms that belong to the same sublattice
(Fe(A) or Fe(B)) are aligned ferromagnetically but the spin orientations of each sublattice
are anti-parallel to each other. The exchange interaction betweerSs@indS,; is written

as

Eexchange: _231251 : Sz, (1-1)

whereJ; is the exchange constant. Table 1.1 shows the experimentally determined ex-
change constants of @, estimated by fitting the temperature dependence of hyperfine
field observed by Mssbauer spectroscopy [14]. The anti-ferromagnetic spin arrangement
of the Fe(A) and Fe(B) spins is due to the superexchange interaction between the Fe(A)
and Fe(B) spins via oxygen.

The mechanism of the superexchange interaction can be explained in the following
way. Here, we assume a system in which two Fe atoms are bonded to an O atom. The
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Figure 1.5: The temperature dependence of the electronic conductivity of@p $irgle
crystal [6].

bonding of Fe and O atoms has covalency which means that electrons can transfer from
the O 2 and Fe 8 orbitals. If all the Fe 8 up-spin orbitals are occupied, only the @ 2
down-spin electrons can be transfered to the ¢Ferdital. If the 20 down-spin electron
transfers to the Fed3down-spin orbital, the O atom will have a spin. The spin of the O
atom generated by the electron transfer interacts with a spin of another nearest Fe by the
exchange interaction. This gives rise to an interaction between the spins of two Fe atoms.
The size and the signature of the angle formed by the two Fe-O bonds and the number of
electrons in the Fedorbital. For example, when the angle between the two Fe-O bonds
is 9¢ and the number of Fe 3d electrons is not five, the exchange interaction between the
two Fe atoms is ferromagnetic (i.8. > 0), which is known as Goodenough-Kanamori
rule. Figure 1.6 shows the atomic positions of the Fe(A), Fe(B), and O atoms®©f.Fe

One O atom is coordinated by one Fe(A) atom and three Fe(B) atoms. The angle formed
by two O-Fe(B) bonds is 9(and the angle formed by the O-Fe(A) and the O-Fe(B) bond

is 1253°. From the Goodenough-Kanamori rule, the exchange interaction between the
two Fe(B) atoms are considered to be positive, which is consistent with Table 1.1.

Origin of Magnetocrystalline Anisotropy Energy

Although the exchange interaction determines the relationship of the spin direction with

the neighboring spins, it does not determine the direction of the total magnetic moment
of the crystal. The magnetization is determined by the magnetocrystalline energy. There
are several mechanisms that give rise to the magnetocrystalline energy.

Here, we consider the electronic state of a metal ion surrounded by ligands [15]. In
the case of Ni* ions, for example, thedBshell is occupied by 8 electrons, which means
that there arg,Cg = 45 multiplet states with various total sphand total orbital angular
momentumL. These multiplets are split into LS multiplet due to the electron-electron
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Fe(B)

Figure 1.6: Atomic positions of the Fe(A)(green), Fe(B) (blue), and O (red) atoms.

interaction. In the case of a free ion, the multiplet with largest total spin momentum
S is the energetically lowest state, which is known as the Hund'’s rules. In the case of
free NP* ions, the ground state is tH& state 6 = 1 andL = 3) which consists of

(2S + 1)- (2L + 1) = 21 states. The LS multiplet is further split under ligand field. In
the case of cubic ligand field, the ground stat&jisstate which consists of three states
with S, = 0,+1. The first and the second excited states are the nineFfpglate and

the nine-foldl'4 state. The energy gap between the ground and the first excited state is
about 1 eV. In the presence of spin-orbit interaction Ithstate is modified, which can be
described by the second perturbation. The Hamiltonian of the spin-orbit interaction can
be written as

His=A4L-S, (1.2)

whereL, S, and A are the total orbital angular momentum, the total spin momentum
and the spin-orbit interaction constant. Sincefhestate has three-fold degeneracy, the
second perturbation b, s is a matrix whose element between the ground stigids)
and|gMyg) is written as

_Z (gMg\HLs\eMyMGMS’\HLS‘9M5>_ (2.3)

e_Eg

Here,leMy ) is the first excited states, afid — E, is the energy gap between the ground
and the first excited state. From equation 1.2, the numerator of equation 1.3 can be ex-
pressed as

(@Mg|HisleMy) = > A(g|L,[e) (M¢ S, M), (1.4)

u

whereu is the real space axig € (X, Y, 2)). Equation 1.3 can be written as

Zzﬂ,m<gLﬂe><eng><MgSﬂMg,><Mg,syMs>.

1.5

e



Section. 1.1 7

Given the relationship

> (Mg S, [Mg ) (Mg 1S, M) = (Mg |S,S,|Ms), (1.6)
Mg
the matrix element o5 is identical to the operator
Hefr = /12 Z AﬂVS,uSV’ (17)
v
where
gLy, e <e\ L,[9)
b= (9 EE (1.8)

e

The operatoHe++ is called the &ective Hamiltonian since its matrix eIeme{gﬂ\/Ig ‘ Hett ‘ gMS>
is identical to equation 2.29. By choosing an appropriate axis, the perturbation energy
<g Ms\ Heff‘ng> can be written as

— P (AoSE + Ay ST+ ASY). (1.9)

If the crystal symmetry is other than the cubic symmetry, the total magnetization di-
rection is also determined by the magnetocrystalline anisotropy energy which originates
from the magnetic dipole interaction and the electron spin-orbit interaction. The first per-
turbation of the magnetic dipole interaction between the two sifgsWith total spinS
can be written as

Eq = gﬂBSZZ Z q),uv(rlj)a'uaw
wy 1Lj(i#])
1 3Xjpu Xijv
(I)ﬂv(rij) = r_3(6/1v_ :_/; J )’ (110)
i 4

whereg is the g-factoryug is the Bohr magnetor§ is the total spin quantum numbgyr;;

is the displacement vector from the site j, u andv are the spacial axeg,(v € (XY, 2),

a,, av are the direction cosines between the spend the axeg andv, andx;;, is thev
component of the displacement vectgr 6,, is the Kronecker delta which is one when
u = v and zero whem # v. Equation 1.10 can be written more simply by assuming
that the spin feels an &ective magnetic fielddqy(r;). Theu component of theféective
magnetic fieldHg,(r;) is

Hau(r) = QueS ) Dyu(ri)er, (1.12)

Jau

wherer; is the position of the spin The sum}}; runs over all the spins in the sample.
Therefore &ective magnetic fieldHy,(r;) includes the contribution from the demagnetiz-

ing field which reflects the macroscopic shape of the sample as well as the crystallographic
symmetry. In order to distinguish these two contributions, we divide the summation of
equation 1.11 into two terms: the contributions from the spins inside and outside of the
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Figure 1.7: Schematic illustration of the model used to understand the anisotropy energy
originating from the dipole interaction. The spins inside the sphere with radius
Rare treated as spins arranged in a periodic structure. The spins outside of the
sphere is treated as a continuum.

sphere with radiu® whose center is; whereR is an arbitrary value, which is illustrated

in figure 1.7. WherRis large enough compared to the lattice constant, the contribution of
the spin outside the sphere to the teyind,, (r;;) in equation 1.11 can be written, using
the integration instead of the summation, as

Lo [ [[edama sl e

j s.trij=R

whereQ is the volume of the unit cell. Equation 1.12 can be simplified as

S o - A oo (1) [oen ()

j s.trij=R

4
RiF (1.13)

—N,0,, + 3

Wherefl is the integral on the sample surface aJ@ds the integral on the sphere with
radiusR. n, is theu component of the normal vectdy, is the demagnetizing céiecient
which satisfiedN, + Ny + N, = 4r. On the other hand, the contribution from the spins
inside the sphere to the terfy @,,(r;;) is

-Q Z d>w,(rij) (114)

j s.trij<R
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From equations 1.13 and 1.14, thféeetive magnetic fieldHy(r;) is written as

A

Hy(r) = Z‘I’WM#—N,JM#+€M,,, (1.15)
\va = Z _Qq),uv(rij)

j s.trij<R

whereM is the magnetization per unit volume. The first term is contribution of the spins
inside an isolated sphere with radiRs Therefore, this term includes thé&ect of the
demagnetization field induced by discontinuity at the sphere surface. However, for the
present purpose, this demagnetization term should be canceled by the second term in
equation 1.16 because the sphere is imaginary and there is no discontinuity at the sphere
surface. The third term is the contribution of the demagnetizing field derived from the dis-
continuity at the sample surface, which is dependent on the shape of the sample. There-
fore, the contribution of the lattice symmetry to théeetive magnetic field is included in

¥,,. Itis known that¥,, is zero when the crystal symmetry is cubic. Also, we should note

that these considerations are based on the assumption that the sample is composed of a
single domain magnetized in one direction. In a large sample with multiple domains, the
demagnetizing field expressed by the third term in equation 1.16 is canceled in the bulk
by the presence of the neighboring domains. This ternffectve only on the surfaces

where the neighboring domains are absent.

The magnetocrystalline anisotropy eneggyper unit volume can be written as
Ea = Ky(a?a3 + a5a3 + adas — 1/3) (1.16)

wherea;_3 are the direction cosines of the magnetization direction with respect to the
(111) axes andK; is the magnetocrystalline anisotropy constant. FgzeK; is —1.1 x

10* Ym? [16]. E, is minimum when the magnetization direction is parallel to one of
the (111) axes which means that the easy magnetizatigthi4) axes. Figure 1.8 shows
the bulk easy-magnetization axes oBg. There are four equivalerlll) axes [111],
|111], [111], and[111]), and the angle between eagti 1) axis is 109.5.

Temperature Dependence

In the above discussion, we neglected tfiec of the temperature. At 0 K, the spin is
perfectly directed parallel to the external field and the magnetic moment of the atom can
be written asM = 2ugS whereug is the Bohr magneton ardlis the spin angular mo-
mentum. However, at a finite temperature, the magnetic moment of the atom is written by
the thermal average. The magnetization of a paramagNe#itom system in an external
field H can be written as

MH.T) = N {Zfﬂs:—s(—gsﬂs Ms) expt-9gspeH Ms/kT)} (1.17)

{Zﬂns:—s exp-gsugH Ms/kT)}

whereMs is the z-component of the total spin angular momen&i is the number of
atoms in the systengs is the g-factork is the Boltzmann constant afdis the temper-
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Figure 1.8: The room-temperature easy-magnetization axes of byk Fe

ature. When-gsugH/KT ~ 1, M(HT) can be written, using the Brillouin functioBs,
as

JgS“BH). (1.18)

M(H,T) = NgsueS (

(H,T) OsupS Bs T
In the case of ferromagnetic and ferrimagnetic systems, the spin direction is determined

not only by the external field but also by the exchange interaction with the neighboring

spins. The exchange interaction can be taken into account by using a molecular field

theory. In the presence of exchange interaction, the isfgals a molecular fieldH(i)

given by

Hm(i) = — 2Ji(Sj) .., 1.19

(i) gsMBZ i (Si),, (1.19)

wherei and j are neighboring sping; is the spin angular momentum of the sjtel;; is
the exchange constant, a |s the thermal average &. In the case of ferromag-

netic materials, the thermal average of the spin momemﬁ‘:unv,whlch determines the
magnetization of the material, can be obtained by solving the self-consistent equation

Zj 2S \Jj <SZ>AV
KT ’

(Spav = —S Bs( (1.20)

In the case of ferrimagnetic materials which consist of two sites of magnetic atoms, the



Section. 1.1 11

molecular field is written, instead of equation 1.19, as

Hm(A) = —AMa — uMg
Hm(B) = —uMa — vyMg (1.21)

whereH(A) and H(B) are the molecular field at the A and B site, respectivé

and Mg are the magnetic moments of the A and the B site, respectively.andy are

the codficients of the molecular field which reflect the exchange interaction. The thermal
behavior of the magnetic moment$, and Mg is largely dependent on the d@eients

A, p andy which reflect the exchange interaction.

1.1.3 Properties of the Fe 304 (111) surface

It is known that the F¢O, surfaces have peculiar electronic properties. Thg&F€001)
surface exhibits a{2 x V2) R45° superstructure and has a band gap [17]. todz&tna

al. pointed out that the surface electronic state of thgdz€001) surface has charge and
orbital ordering which resembles the electronic state below the Verwey temperature [18].
Kurahashiet al. reported that the half-metallicity is lost on thesBg (001) surface [19].
Parkinsonret al. reported that the band gap can be removed by atomic H exposure [2].
Furthermore, Kurahaslett al. found that the spin polarization is recovered by atomic H
exposure [19]. They considered, based on the density-functional-theory (DFT) calcula-
tions, that the absence of half-metallicity is due to the hybridization opQ2p, orbitals

with the Fe(B) 8., orbital. The similarity between the E®, (001) surface state and

the Verwey transition and the changes in the electronic structure by H adsorption may
indicate that the charge ordering occurs at higher temperature than the bulk og@he Fe
(001) surface, and that the surface charge ordering can be modulated by H adsorption.

Jordanet al. observed a band gap by STS on the®£(111) surface at 140 K. At
this temperature, the bulk is expected to be metallic at this temperature since the Verwey
transition occurs at120 K. This indicates that the Verwey temperature fEedent from
bulk on the FgO, (111) surface. However, the origin of the band gap is still to be clarified,
which may be due to the fiiculties in preparing a well-defined stoichiometric;Bg
(111) surface.

The low-dimensionality of the surface also influences the magnetic structure. On sur-
faces, the demagnetizing field, written in the first term of equation 1.12 is dominant.
The demagnetizing field gives rise to the magnetostatic energy. Magnetostatic energy
originates from the magnetic poles at the surface. Here, we consider a periodic domain
structure shown in figure 1.9 (a). The magnetostatic energy is written as

_ poMi cos 6L «

Em 2 B’
T
> 1 d T
B=S — [ si (—) d 1.22
nzzl‘nszo sinn . xdx ( )

where Mg is the spontaneous magnetizatienis the angle between the magnetization
direction and the surface-normal direction dng the width of the domains. Equation



Section. 1.1 12

| de| /

Figure 1.9: (a) A model of the magnetic domain structure without the closure domain and
(b) the structure of closure domains.

1.22 can be written as
Enm=853x 10°M2cogdL. (1.23)

It seems, from equation 1.22, that= 0 gives the minimum magnetostatic energy. How-
ever, making the domain size small will result in the increase in the amount of domain
walls which will increase in the exchange energy. Therefore, the domait. sizdeter-

mined by the compensation of the magnetostatic and the exchange energy. For magnetite,
M;s = 480 kA/m andL is typically about 5Qum [20, 21].

Equation 1.22 also shows that the structure with smallef &@senergetically stable
which means that the magnetization direction tends to be surface-parallel on the surface.
As shown in figure 1.8, R®, has four easy-magnetization axes. One of the axes is
perpendicular and the other three are non-perpendicular to the surface. Equation 1.22 in-
dicates that the non-perpendicular magnetization axes are more preferable on the surface.
This gives rise to a peculiar magnetic domain structure called the closure domain struc-
ture on the surface, which is illustrated in figure 1.9 (b). The surface is covered with the
closure domains which are magnetized along the in-plane direction. The domains in the
deeper region are magnetized along the surface-normal direction. The closure domains
reduce the magnetostatic energy by closing the magnetic flux ci@miemiret al. ob-
served a triangle-shaped closure domain structure on g F&lL1) surface by the Bitter
colloid technique, which is shown in figure 1.10. In their study, they also found, from the
shape of the closure domains, that the magnetization direction of the closure domains is
even more surface parallel. Again, this phenomenon is attributed to the magnetostatic en-
ergy. As shown in equation 1.22, the magnetostatic energy can be reduced by making the
magnetization parallel to the surface. However, rotating the magnetization away from the
original easy-magnetization axes costs magnetocrystalline anisotropy energy. Therefore,
when the magnetocrystalline anisotropy energy is small, the magnetostatic energy rotates
the magnetization of the closure domain to more surface-parallel direction than the orig-
inal easy-axes. From a calculation that takes the magnetostatic energy, magnetoelastic
energy and magnetocrystalline anisotropy energy, they estimated theddejlgeen the
magnetization direction and the [111] surface-normal direction‘as 2

Peculiar magnetic structure has been also observeds®y Ranoparticles. Limat al.

[22] and Darbandi [23] reported that the spin direction of the Fe(A) and Fe(B) sites are
non-collinear, which makes the saturation magnetization of the nanoparticles significantly
smaller than that of the bulk. This may be due to tlfiee of the surface since the
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Figure 1.10: Closure domain patterns formed at the edge of #t&Begle crystal where
the (110) viewing plane intersects thel{) crystal surface [20]. The body
domains are magnetized along the easy axis perpendicular tolthpgur-
face. The closure domains are magnetized along a direction more parallel to
the (111) surface than the non-perpendicular easy magnetization axes.

contribution of the surfaceffect is larger in nanoparticles than larger samples. Krytka

al. observed the magnetic structure og®Bgnanoparticles by polarization analyzed small
angle neutron scattering (PASANS) and proposed a model shown in figure 1.11. In this
model, the spin direction of the Fe(A) site near the surface deviates from the direction
of the external field while that of the Fe(B) is directed along the external field. These
results may indicate that the surface og®g nanoparticles have large influence on the
magnetic structure. However, for nanoparticles, it iclilt to prepare a well-defined
stoichiometric sample, and the contribution of the sifeat can not be excluded. Studies

on the well-defined single crystal surface is necessary in order to clarifyfiibet ©f
surfaces on the magnetic structure of®g

1.2 Purpose of this study

The existence of band gap on the;6g (111) surface may indicate that the thermal be-
havior of the Verwey transition is fierent on the surface. There are two possible inter-
pretations: the Verwey transition is inhibited or promoted on the (111) surface. Since the
Verwey transition is a charge ordering transition, it is considered to be sensitive to the
density of the Fe(B),4 electrons. We considered that the Verwey transition is influenced
by the surface electronic states which may cause a change in the number of electrons in
the Fe(B)ty, state. We consider that the surface Verwey transition can be modulated by
tuning the charge state of surface Fe(B) atoms. Therefore, the first purpose of this study is
to clarify the electronic states of the f&& (111) surface and establish a method to mod-
ulate the charge state of the surface Fe(B) atoms by modifying the surface with atomic H
and Q.

Although FgQO, is a well-known ferrimagnet, the magnetic structure of the surface has
not been clarified in detail since there are few methods that can directly probe the surface
magnetic structure. As shown in sections 1.1.2, the magnetic structure and its thermal
behaviors are largely dependent on the spin-orbis interaction and the exchange interaction
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Figure 1.11: Near-edge section of a core-canted-shell model proposed by Ktyaka
[24]. Insets show constituent Fe(A) (purple) and Fe(B) (orange) sites; yellow
arrows indicate the net local moments moments of these constituent Fe spins.

which may be dierent from the bulk on the surface. Since the electronic structure of the
Fe;0,4 (111) surface is dierent from the bulk, we can expect novel magnetic structure
on the (111) surface. Based on these considerations, we aimed to clarify the magnetic
structure and its thermal behavior of thesBg (111) surface.
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Chapter 2

Experimental

2.1 Low-Energy Electron Diffraction

Low-energy electron diraction (LEED) is a method that can probe the periodic structure
of the surface by utilizing the ffraction of electrons. The de-Broglie wavelengtbf an
electron with kinetic energfg can be written as

h? 1504

whereh is the Planck constant ant, is the electron mass. In the LEED experiment,
electron beam whose kinetic energy is-5800 eV irradiates the sample. The de-Broglie
wavelengths of these electrons are 1.78-0.72 A. The electrons reflected by the surface
interfere and form a diraction pattern which reflects the information about the periodicity
of the surface structure.

In the case of bulk sensitive ftliaction experiments such as X-rayffidaction, the
diffraction condition can be described using the reciprocal vectors. The reciprocal vectors
can be written as

by = 27 (2.2)

whereay, a, anda; are the primitive translation vectors of the lattice, dﬁ]pﬁz andbz are
the reciprocal vectors. The reflected beam interferes constructively when the scattering
vectorK satisfies the Laue condition

K = hiy + Ib, + kb, (2.3)

whereh, | andk are integers. In the case of LEED, however, th&action is sensitive

to the surface because the mean-free-path of the low-energy electrons is 1-100 A. In
the case of the cubic lattice, for example, the (001) surface is perpendicaarlfove
assume that all the electrons are reflected at the first layer of the surface, the reciprocal
vector of the (001) surface can be written as

S a_éXﬁ - ﬁxa_.i
=2t ——, b =21——— (2.4)
|a) x & lag X &

whereni is the unit vector normal to the surface. Equation 2.4 shows that, in the case
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Figure 2.1: (a) A typical example of the Ewald construction of a quasi two-dimensional
system and (b) the schematic view of a LEED appard{us.the wave vector
of the incident waveks is the scattered wave vector, aKdis the scattering
vector.

of two-dimensional systems, the reciprocal lattice is rod-shaped. Figure 2.1 (a) shows a
typical example of the Ewald construction. The scattered Walrgerferes constructively
when the both ends of the scattering vedfazoincide with the intersection of the Ewald
sphere and the reciprocal rod.

To be precise, the structure along the surface-normal direction cannot be neglected
because the mean-free-path of the electrons is a finite value. This gives rise to the depen-
dence of the diraction intensity on the incident electron energy which is called the 1-V
curve. The I-V curve contains information about the structure along the surface-normal
direction. However, the I-V curve cannot be analyzed by the kinematic theory which
takes into account only the single-scattering event and the Laue condition because the
multiply-scattered electron also contribute to th@rdction intensity. Three-dimensional
structure can be determined from the I-V curve by simulation of the multiple-scattering
process on a structure model. The calculation includes the calculation of the phase shift
of the scattered wave for each atom using thefivittin potential, the calculation of scat-
tering process within a single atomic layer, and finally the inter-layer multiple scattering.
The calculation result is compared with the experiment result of the I-V curve in order to
improve the structural model.

Figure 2.1(b) shows the schematic view of the LEED apparatus. The thermal electrons
emitted from the tungsten filament are accelerated by the voltage applied to the filament,
and focused onto the sample surface by the Whenelt and the lenses. The reflected elec-
trons include the elastically scattered electrons which contribute to fireation spots,
and inelastically scattered electrons which are observed as the background. The inelas-
tic electrons, which have lower energy than the primary energy, are removed by the two
grids. Only the elastically scattered electrons are accelerated by the screen voltage and
observed as a LEED pattern.
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Figure 2.2: (a) The schematic illustration of the RHEED setup and (b) the corresponding
Ewald construction.

2.2 Reflection High Energy Electron Diffraction

Reflection high energy electronfffaction (RHEED) is also a technique that probes the
surface periodic structure by thefglaction of electrons. The energy of the incident elec-
tron is more than 10 keV, which is much higher than that of LEED. Although the mean-
free-path of the high-energy electrons is larger than that of the low-energy electrons, the
surface sensitivity of RHEED is similar to that of LEED since the electrons are inci-
dent under a grazing angle so that the penetrating depth of the electrons will be small
compared to the mean-free-path. Figure 2.2 (a) shows the schematic illustration of the
RHEED setup. The electrons with the energy of 10-100 keV are incident onto the sam-
ple under grazing angles°(%°) and the difracted beam is observed by the fluorescent
screen. Figure 2.2(b) illustrates the Ewald construction of the RHEED geometry. Because
of the high electron energy, the Ewald sphere is much larger than that of LEED. The re-
ciprocal rod and the Ewald sphere are smeared out due to the disturbance of the surface
periodicity and to the spread of the incident beam, respectively. Thus the RHEED pat-
tern consists of streaks which corresponds to the reciprocal rod intersected by the Ewald
sphere.

2.3 Ultraviolet Photoemission Spectroscopy

Ultraviolet photoemission spectroscopy is a method used to investigate the electron density-
of-states near the Fermi level and the work function. When electromagnetic wave irra-
diates the surface, it excites electrons which will be emitted from the surface as photo-
electrons. By measuring the energy spectrum of the photo-electrons, we can obtain infor-
mation about the electronic state inside the solid. Figure 2.3 (a) basic principle of UPS.
The principle of UPS is often explained by the three-step model which consists of three
independent processes.

e Optical excitation of an electron from an initial state to the final state inside the
crystal.

e Propagation of the electron to the surface.
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e Emission of the electron to the vacuum.

The first step is an electric dipole transition whose transition probability can be described
by the golden-rule transition probability:

21 .
Wi = g|<f, k[H'[i, k) ?8(E+ (k) — Ei(K) — hiw) (2.5)
whereH’ is the perturbation Hamiltonian, add, k| and|i, k) are the wave functions of

the final and the initial statez¢ (k) , E;j(k) and#w are the energy of the final state, initial
state, and the incident photon, respectively. The full Hamiltonian is given by

T
Il

Ho+ H’ (2.6)

Hot —S (A P+ P-A)—ed+ S |AL, 2.7)
2mc 2me

whereHg is the original Hamiltonian without perturbatioR,is the momentum operatdr,

is the scalar potential, andl is the vector potentialAl? is small enough to be neglected.

By choosing a gauge where = 0, the cross-sectioﬁ% of the optical excitation can be

written as

do
—

) [{f,K|A- P+ P-Ali, k) ?6(Es (K) — Ei(K) — fiw) (2.8)

e
H=—(A-P+P-A). 2.
2mc( " ) (2.9)
The vector potentiah can be written as
A= Ajexpliwt—iqg-r) (2.10)

where Aq is the amplitude vectory is the incident wave vector, andis the position
vector. Using the commutation relatioA[P] = —izV - A, equation 2.8 can be written as

do
—

16 o |(.KI2A- P =iV - Ali, k) PS(E(K) ~ Ei(K) ~ F). (2.11)

We neglect the terminV - A for simplicity. We should note that it cannot be neglected at
the surface wherd is discontinuous due to thefterence of the dielectric constant of the
solid and the vacuum. In additio® can be regarded as a constant when the wave length
of the incident light (581 nm in the case of He |) is large enough compared to the atomic
distance. Then, the cross-secti%ﬁcan be written as

g_g o | (F, K| Pli, K) - AoPS(E+(K) — Ei(K) — Fiw). (2.12)



Section. 2.3 19

(@ E (b) UV source
detector
A
1 Ex hw o
Vacuum level | - - - - - 1 Y ____
. hw
Fermilevel - - - - - - al o
hw I Es
NN\

—— > DOS

Figure 2.3: (a) A schematic illustration of the principle of the ultra-violet photoemission
spectroscopy and (b) the schematic view of the UPS setup.

Using the commutation relatiotdp, r] = —i(/2m)P, equation 2.12 can be written as

d .

% oc [(f, K|r|i, Ky - Aol?8(Es(K) — Ei(K) — Aiw). (2.13)
This equation means that the perturbation Hamiltonian of the optical excitation is almost
identical to the position operator or the electric dipole moment operator. The cross section

is strongly dependent on the the symmetry of the initial and the final state.

The second step of the three-step model is the propagation of the excited electron to the
surface. During this step, some of the electrons are inelastically scattered. These electrons
lose the information of the energy of the initial state and can be observed in the spectrum
as the background in the low-energy region.

The third step is the emission of electrons to the vacuum. Due to the two-dimensional
periodicity of the surface, the momentum of the emitted electron satisfies

Kex| = ki) + Gy (2.14)

whereke, andk; are the in-plane components of the momentum of the emitted electron
and the electron in the final state, respectivély.is an in-plane reciprocal vector. The
information about the perpendicular componknt of the final state is lost during the

third step due to the interaction with the surface potential. Using equation 2.14 and the
energy conservation law, we can determine the momentum and the binding energy of the
initial state from the measured energy and the emission direction of the photo-electron.

Since only the electrons whose energies are larger than the surface potential barrier can
be observed as photoelectrons, the work function can be estimated from the minimum of
the energy of the photoelectrons. The work function is estimated by

Owr = hiw — (ErL — Ecutor 1) (2.15)

whereEr andEco¢s are the energy of the photo-electron excited from the Fermi level
and the lowest energy of the observed photo-electrons.
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Figure 2.4: The schematic view of the hemispheric electron energy analyzer.

Measurement System

Figure 2.3 (b) shows the schematic view of the experimental setup of UPS. The incident
light is the He | line (21.22 eV) produced by the helium discharge lamp. The He I light

is produced when an electron excited to the 2p orbital de-excite to the 1s orbital. The
energy of the photoelectrons is analyzed by the hemispheric electron energy analyzer.
Figure 2.4 shows the schematic view of the hemispheric electron energy analyzer. The
photoelectrons emitted from the surface are focused by the electric lens and introduced
into the energy analyzer through the slit. The electrons that passed through the hemisphere
are detected by a channeltron. The analyzer is composed of two hemispheres whose radii
areR; andR; (R, < Ry). VoltageV, is applied between the two hemispheres so that only
the electrons with energl, can pass through the hemisphere. The en&igig written

as

eVp

Ep=—"—, 2.16
" R/Ri-Ri/R, (2.16)
and the energy resolution is given by
w
AE = 2|E 2.17
(R1 TR ) P 2.17)

wherew is the width of the slit andr is the acceptance angle of the incoming photo-
electrons. It is possible to obtain the energy spectra by sweé&fingut it also changes
the energy resolution. Therefoié, is usually fixed. Instead, the slit and the hemisphere
are biased t&g, so that it is possible to resolve the electron energy without changing the
resolution.

Figure 2.5 shows the sample holder used in the UPS experiments. The sample is fixed
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on a molybdenum plate with tantalum jigs. The molibdenum plate is fixed to the copper
plate which is thermally connected to the cryostat. The sample can be cooled down to 110
K with liquid nitrogen and warmed up to more than 1100 K by electron bombardment.
The sample holder was mounted on the Vacuum Generator ESCA LAB Il system which
is composed of a ultra-high vacuum (UHV) chamber, a helium discharge lamp, an ion
gun, an X-ray source (Al k line), and a hemispheric electron energy analyzer. The base
pressure was 1 x 107° mbar.

Figure 2.5: The sample holder used for the UPS and XPS experiments.

2.4 X-ray Photoemission Spectroscopy

X-ray photoemission spectroscopy is the method to investigate the electronic states by
measuring the energy of the photoelectrons emitted by irradiating X-ray to the surface.
XPS dfiters from UPS in that it can measure the binding energy of core-level electrons
because the incident photon energy is much higher than UPS. From the kinetic energy of
the observed photo-electrons, we can calculate the binding energy of the electrons in the
initial state. From the binding energy of core level electrons, we can identify the chemical
composition of the material. By carefully observing the binding energy, we can obtain
the information about the chemical environment. In the Hartree-Fock approximation, one
can define the single-electron binding energy of a particular electron state. The single-
electron binding energy is determined by the electrostatic potential of the nucleus and
the other N — 1) electrons. When an electron is emitted fromNuelectron system by
photoexcitation, the remaininf\(- 1) electrons relaxes. The enery,» that the emitted
electron gains is written by
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Figure 2.6: The energy structure of Al nuclei. The red arrows representdhieés.

wherehw, Ey and Ey_; are the incident photon energy, total energy of the ininal
electron state, and the total energy of the fila-(1)-electron state.Hy — Ey_1) includes

the one-electron binding energy and the relaxation energy of the remahind ) elec-

trons. Therefore, relaxation energy is transfered to the emitted electron. If we take the
vacuum level for the origin of the energy axis, the kinetic energy of photo-electrons will
be written as

Ek = Egain_¢ (2.19)

where¢ is the work function. The chemical environment of the atoms determines the
local electrostatic potential and the relaxation energy of the remaiinrgX) electrons.
Therefore, the kinetic energy of the photoelectrons provide information about the chemi-
cal environment.

2.4.1 Experimental Apparatus

X-ray Source

In the present study, the AlKline was used as the incident X-ray. Figure 2.6 shows the
schematic illustration of the Al K transition. When a hole is generated in the 1s state
of Al atoms by electron bombardment, electrons in the 2p state deexcite to the 1s state
and emits X-ray. The 2p state is split intog2pand 2p,, states by spin-orbit interaction.
The transitions from the 2p and 2p,, to the 1s state are called thexKand Ka, line,
respectively. The the transition energy of the;kand Ka; line are 1487.1 eV and 1486.7
eV, respectively [25]. The transition between 1s and 2s is forbidden due to the selection
rule of the electric dipole transition. There is also the transition betwpemd 1s (Kg),
but its intensity is about/100 of the K line.

Figure 2.8 shows the schematic illustration of the X-ray source. Thermal electrons
are emitted from the negatively biased tungsten filament and are accelerated towards the
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Figure 2.7: The experimental setup for ion plating.

target anodes which is biased+ol0 kV. The target anode is made of copper and its tip
is coated with Al which is deposited by ion plating. The target anode is cooled by water
in order to avoid melting of the anode.

lon Plating

The target of the X-ray source is irradiated to the electron beam during the measurement.
Therefore, the deposited Al layer should be thermally connected more tightly to the cop-
per anode than the normal vapor deposition since the Al layer deposited by normal vapor
deposition will easily be evaporated and removed by the electron irradiation. In order
to avoid this, the target material (Al) was deposited on the copper anode by ion plating.
Figure 2.7 shows the experimental setup for ion plating. Al was evaporated from the
electrically heated tungsten boat in the Ar partial pressure of 5-7 Pa. The Cu anode was
biased to about600 V and the distance between the Cu anode and the tungsten boat was
30-40 mm.
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Figure 2.8: Schematic illustration of the X-ray source

2.4.2 Observed Binding Energies of Various Materials

Table 2.1 shows the observed binding energy of various materials [26]. The energy values
shown in the table are the center of the range of energies exhibited by various chemical
states of each element.

2.5 Transport Measurement with Micro Four-point
Probe

The four-probe method is a technique to measure the conductivity of the sample. Figure
2.9 shows the schematic illustration of the 4-point probe measurement. A current is made
flow between the outer two probes by a current source, and the voltage between the inner
probes is measured with a voltmeter with the impedance large enough compared to the
resistance of the sample. The resistaRa& the sample is obtained iy = V/I where
| is the current flowing between the outer probes ¥rid the measured voltage between
the inner probes.

As shown in figure 2.9, the current flows not only through the surface but also through
the subsurface layer and the bulk. Generally, it ialilt to separate the contributions
from these three channels. In many cases the surface electronic state causes changes in the
electronic transport properties of the sub-surface region with a finite thickness, examples
of which are the space-charge layer of semiconductor surfaces and the semi-conducting
surface states on metal surfaces. In order to measure the conductivity of the surface
and the subsurface, the contribution from the bulk should be as small as possible. One
approach to this problem is to minimize the pitch of the probes [27]. As shown in figure
2.9, the contribution from the surface and subsurface region to the conductivity can be
enhanced by making the probe spacing as small as the thickness of the subsurface layer
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Table 2.1: Binding energy of various materials observed by AMPS [26].

Element Observed Binding Energy (eV)
1s 2s 2p 2p; 3s 3p 3ps Auger Lines
C 287 993
O 531 23 779,764,743
Cr 698 586 577 77 46 45 767,729
Fe 847 723 710 93 56 55 659,608,553
Ni 1009 873 855 112 69 67 548,542,482,476,410,393
Cu 1098 954 934 124 79 77 486,479,416,408,396,337,317
Element Observed Binding Energy (eV)
3s 3p 3p; 3k 3d 4s 4p p4s Augerlines
Mo 508 413 396 233 230 65 38 1068,1033

Element Observed Binding Energy (eV)

4s 4p 4p; 43 4ds 4fs 4f; 5s 5p 5ps Auger Lines
Ta 566 464 403 241 229 27 25 71 45 37

w 594 491 425 257 245 36 34 77 47 37

where the #ect of the surface electronic states is large.

Experimental Apparatus

In this study, we used a micro four-point probes manufactured by capges$-fjure 2.10
is a photomicrography of the micro four-point probe. The probe pitch igni0and the
width and the length of the probes it and 3Qum, respectively.

The micro four-point probe is attached to the probe holder shown in figure 2.11 which
is composed of a probe socket, a fine piezoelectric positioner and a coarse piezoelectric
positioner. The maximum travel of the fine positioner isg24. The coarse positioner
can move by up to 6 mm by applying a saw-tooth wave voltage with the amplitude of 60
V. The four-point probe is approached to the sample by the coarse and fine positioners.
The contact between the probe and the sample is detected by measuring the resistance
between the probe and the sample.

Figure 2.12 shows the measurement unit of the micro four-point probe measurement.
The sample is fixed to a sample holder composed of molybdenum and copper plates. The
sample holder is fixed to the coldhead which can be cooled down with liquid nitrogen or
helium. The sample temperature can be controlled by the heater attached to the coldhead.

The sample plate can be removed from the measurement unit with a transfer rod. The
sample preparation is carried out in the preparation unit attached next to the measurement
chamber equipped with a sputter ion gun and a tungsten filament for electron bombard-
ment heating.
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Figure 2.9: Schematic illustration of a four-point probe measurement. A constant current
is made flow between the outer two probes and the voltage between the inner
probes is measured. The measured conductance includes contribution from
the surface, the subsurface, and the bulk regions. The contribution from the
bulk region can be reduced by making the probe spacing small.
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Figure 2.10: (a) the photomicrograph of the micro four-point probe and (b) the enlarge
view of the tip of the electrodes.
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Figure 2.11: A picture of the measurement unit of the micro four-point probe measure-
ment.
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Figure 2.12: The measurement unit of the micro four-point probe measurement
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Figure 2.13: The energy structure of tHEe nuclei.

2.6 Conversion Electron M Gssbauer Spectroscopy

Conversion Electron Kissbauer Spectroscopy (CEMS) is a technique to obtain informa-
tion about the internal magnetic field, the chemical environment, and the electric field
gradient by measuring the energy spectrum of the nuclear excitation. The energy levels of
the °’Fe nuclei are influenced by the internal magnetic field, chemical environment, and
the electric quadrapole interaction [28].

2.6.1 Hyperfine Structure

Figure 2.13 shows the nuclear levelPdFe nuclei. The nuclear spin quantum numbéar

1/2 for the ground state and 3for the first excited state. The energytdience between

the ground state and the excited state is 14.413 keV. The energy of each level is weakly
influenced by the chemical environment, electric field gradient, and internal magnetic
field. These interactions are called the hyperfine interaction and the resulting energy shift
of the nuclear levels is called the hyperfine structure. The chemical environment causes
a shift of the ground and excited states, which is called the Isomer shift. In the presence
of electric field gradient, the excited state splits into khe- +1/2 andM = +3/2 states,

which is called the quadrupole splitting. In the presence of the internal magnetic field,
all the M states of the ground and excited states are split, which is called the Zeeman
splitting.

Isomer Shift

If we neglect the size of the nucleus, the electrostatic interaction of the nucleus with the

electrons can be estimated by regarding the nucleus as a point charge. However, if we
take the size of the nucleus into account, the electrostatic interaction will depend on the
density of electrons inside the nucleus. Here, we assume that the charge ggmg)tgf

the nucleus satisfiggr,) # 0 forR > r, andp(r,) = 0 forr, > R, wherer, is the position

vector andRis the radius of the nucleus, = 0 corresponds to the center of the nucleus. If

the functiono(r,) is spherically symmetric, the interaction between the electronaiR

and the nucleus is identical to the value estimated by the point-charge model.rkere,

is the position vector of the electron. Therefore, thi€edence between the point-charge
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model and the finite-radius model is attributed to the electrostatic interaction between the
nucleus and the electronsrat< R. The diference of the energyE estimated by the two
models is

pn(rn)pe(re) 3. 3 (_ pe(re) | 3 )
esz0<rnre<a o WP dr Z¢ (E==dBr, (2.20)

|rn - rel O<re<R le

wherere = |r¢|, Iy = |Fn|, andZ is the total charge of the nucleus given by

Z= f on(rn)drn. (2.21)

The spacial distribution gé(re) atre < R can be neglected becauRés much smaller
than the radius of the electron orbit. Therefore, we use the approximatiah= |¢(0)?,
wherey(r) is the wave function of the electron. Based on this approximati@écan be
written as

AE = %ﬂZezllp(O)F(rﬁ), (2.22)
(2) =3 [ réotern

<r§> corresponds to the radius of the charge distribution of the nuclaésis always
larger than zero, which can be explained in the following way; If an electron is located
inside the nucleus and its distance of the nucleus & R), only the nuclear charge
density p,(rn) inside the sphere with the radiug contributes to the potential that the
electron feels. Therefore the amount of the nuclear charge that contribute to the electron
inside the nuclear is less than the total amount of nuclear charge. If we neglect the size
of the nucleus, on the other hand, all the nuclear charge contribute to the potential of
the electrons regardless of the position of the electron. Therefore, the total electrostatic
energy in the finite-radius model is smaller than that of the point-charge model.

Here, we can see thatE depends ony(0)? and <rﬁ> The electron densityy(0)?

depends on the chemical condition, which makes the excitation energy Yf#te and
STFet diﬁ‘erent.(rﬁ) depends on the energy level of the nucleus. This makes the size of
the isomer shift of the ground and the excited statéewmint, as shown in figure 2.13.

Electric Quadrupole Splitting

The shape of the nuclei is not a perfect sphere and the charge density of the nuclei has
angular dependence. However, since the nuclei has finite angular momentum even at the
ground state, the observed charge distribution of the nuclei is averaged over the time. It
is known that, in the case of= 0 andl = 1/2 state, the averaged charge distribution is
spherically symmetric. Fdr> 1, the charge distribution lacks spherical symmetry.

Let us consider the electrostatic energy of a nucleus in an electrostatic field generated
by the electrons. The electrostatic potentiék, y, z) satisfies

VaV(x,y,2) = 0. (2.23)
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The Taylor series expansion ¥{x, y, 2) is written as

\Y
V(x,y,2) =V(0,0,0) + x—' + (?9_2 (2.24)
1( ,6°V oV 62V
—[x— — — 2.2
’ 2(X | Y ozl Tz )t (2.25)

whereg—\)ﬁ|0 means the value ak(y, z) = (0,0, 0). Here, we defined the y, andz axis so
that they satisfy

o0V o2V
=——/ =...=0. 2.26
oxoy|, 0yoz|, ( )
We assume that theandy axes are geometrically identical;
o2V o2V
—| = — (2.27)
X2l ay?|,
From the equation 2.23, we obtain
oV oV 1 0%V
X2\, 0y?|, 2 07 |,

The electrostatic energye can be written as
Ha = [ el V()T

fmmwwOWﬁ+fmm% v Z&)dr
2 2
faon(r)( ( 22):2/ yzav )) (2.29)

9y |,
wherep,(r ) is the charge density at the position The first term does not depend on
the shape of the nucleus. It is known that, within the experimental error, the nucleus has
no electric dipole moment, which means thgr ) satisfieson(r ) = pn(-r). The second

term of the equation 2.29 is 0 becayg€ ) is an even function ar(cz$<5"|O + y - 7% 0)

is odd with respect to. Therefore, the most contributing factor is the thlrd term. Using
the equation 2.2&l¢ can be written as

ov ov

2
V
22‘9_

162V 1
He = 2 97|, éef(zz2 - X% = y))p(rdBr (2.30)

The charge distributiop,(r) depends on and its z-component. Here, we define the
electric quadrupole momefl as
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Table 2.2: The parameters required for the derivation of the Zeeman splitting [29].

Ho HN HB on(l = 1/2) | on(l = 3/2)
47 x 107 | 5.05x 1027 JT | 9.27x 10%* JT 0.180 -0.103
Q= [@Z-r) pucidr (2.31)

wherepn,,-(r) is the charge distribution of the nuclei in the= | state.Q depends om.
The equation 2.30 can be written as

1 0%V

_ eQ 1.,
T2 0 B

BT S18IZ =101+ 1)1 (2.32)
0

Hel

By defining the electric field gradiegtaseq = 5;7‘2’ o equation 2.32 can be simplified as

3121 +1)

Hoi = €9Q- —ror 3y

(2.33)

This shows that the size of quadrupole interaction of the nuclei depends on the electric
field gradient and?. In the case of’Fe, thel = 3/2 state is split into two levels consisting

of I, = £3/2 states andl, = +1/2 states as shown in figure 2.13.

Zeeman Splitting

The Zeeman splitting is due to the interaction between the nuclear spin and the electron
spins which can be written as

Hi = p0QeusS - rot(u x rLs) (2.34)
= ot (5 D)ot V) - (5 V)

wherege is the g-factor of electrongyg is the Bohr magneton of the electrqugs is
the magnetic moment of the electron spiris the position of the electron, andis the
magnetic moment of the nucleus. The size of the magnetic maomeinthe nucleus can
be written as

M= Onpn] (2.35)

wheregy is the g-factor of the nucleugy is the nuclear Bohr magneton of the nucleus,
andl is the nuclear spin quantum number. The values used here are listed in talig 2.2.

is about ¥2000 of the electron Bohr magneton because the mass of the nucleus is larger
than that of the electron. In the case’@fe, the values afy of thel = 1/2 ground state

andl = 3/2 excited states have opposite sign. This explains why the states with Mrger

are energetically more stable for the ground states while, for the first excited states, states
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with smallerM are more stabled; can be written as

(s-1) 3(1-r)(s-r)
{ 3 }

rs

Hh = 2 pogranasa((s - o) - 2ug ) (239

The second term corresponds to the dipole interaction with electrons @t The first
term, which is called the Fermi contact interaction, is a contribution from the electrons
whose wave functions satisi(r = 0) # 0. Since onlys electrons satisfy this condition,
the Fermi contact interaction depends on the densigetdctrons at = 0. The density of
s electrons are spin-polarized due to the exchange interaction withelextrons which
give rise to the magnetic moment of the atom. Therefore, the internal magnetic field,
which originates from the Fermi contact interaction, is parallel to the magnetic moment of
the atom, which means that the quantization axis of the nucleus is parallel to the magnetic
moment of the atom.

2.6.2 Magnetic Dipole Transitions

The magnetic dipole transition is a transition that is induced by the interaction of nucleus
with the magnetic field of the electrostatic wave. Heit¢ral. showed that the only

the transitions with the change of the angular momentns= 0, +1 are allowed in the
magnetic dipole transition. CEMS and NRS utilize the magnetic dipole transition between
thel = 1/2 and thel = 3/2 states. The excitation (or de-excitation) probability of the
magnetic dipole transition is given by

Heg o (¢ anan Bcos(ut)“{’i>'2, (2.37)

whereY¥; and¥; are the wave function of the initial and the final state, respecti&ly,
the magnetic field of the incident (emitted) X-ray, ands the frequency of the X-ray. If
the quantization axis of the nuclear spin is parallel to the z axiandl, can be written
as

I = I
T2
I, —1_
ly = - 2.38
y 2i (2.38)

wherel, and|_ are the raising and lowering operators. This indicates that the operator

| - B mixes the two states withM = +1 whenB is not parallel to the quantization axis.
When B is parallel to the quantization axi$) is the eigenvalue of the operatbr B,

which means that the transition between two states wiffer@intM is forbidden. To
summarize, the selection rule of the magnetic dipole transition requires that the change
of magnetic quantum numbé is 0 or +1. In the case of’Fe, there are six allowed
transition lines as shown in figure 2.13. These transitions are labeled as transitions 1 to
6 in order of the transition energy. The transitions 1 and 4 correspond tdNhe: 1
transitions, transitions 2 and 5 corresponadid = 0, and transitions 3 and 6 correspond
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to theAM = -1 transitions. When the magnetic field of the incident beam is parallel to
the nuclear spin, only thAM = O transitions are allowed and tiaM = +1 transitions

are forbidden. This gives rise to the dependence of line intensities on the nuclear spin
directions relative to the magnetic field of the incident (or emitjeddy, which is utilized

in CEMS and NRS for the measurement of the magnetization direction.

Since the intensity of the magnetic dipole transition depends on the angle between the
polarization of the incideng-ray and the magnetization direction, the relative intensities
of the transition - 6 depend on the magnetization direction of the sample. The relative
intensities of the transitions-16 are written as

W = Ws 3(1+ cog6.)/2, (2.39)
W = W, (1+ cos6e)/2,
Wo =Ws = 2Sirfée,

whereW,_g is the relative intensity of transitions-16 andé, is the angle between the
magnetization direction and the X-ray incident direction. In case the sample is uniaxially
magnetizedd, is the angle between the magnetization direction and the incident ray.

2.6.3 Mossbauer Effect

When an isolated’Fe nucleus decays from the= % state to thd = % state, the mo-
mentum conservation law requires the nucleus to recoil since the emitay has a
momentum. Therefore, the energy of the emitjedy is slightly smaller than the tran-
sition energy between the= 1 and| = £ states. The same phenomenon occurs when a
y-ray excites an isolatetdFe nucleus. The energy loss due to the recoil is written as [30]

h2w?

whereR is the energy lossiw is the energy of the emitted (absorbedjay, andM

is the mass of the nucleus. In the case’@e nuclei,R is 195 x 102 eV which is

much larger than the hyperfine splitting width of the ground and excited states. However,
when the®’Fe nucleus is trapped in a crystal, there is a possibility that the momentum
is absorbed not by the single nucleus but by the whole crystal. In this case, the mass
M in equation (2.40) is extremely large which makes the energyRasagligible. This
phenomenon is called the recoilless emission (absorption). TheRatidhe recoilless
emission (absorption) to all the emission (absorption) can be written as [30]

-3R[1 (T2 7 «x
P_eXp(k_e[Z+(5 ) eX—ldX)D’ (2.41)

wherek is the Boltzmann constant amds the Debye temperature. The band width of
the y-ray emitted by the recoilless emission is approximateR»410-° eV [31], which
is narrow enough to probe the hyperfine structure.
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Figure 2.14: The energy diagram of the decay proces&uf nuclei.
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Figure 2.15: The schematic illustration of the measurement system of CEMS.

2.6.4 Measurement Systems

In CEMS, >’Fe nuclei are excited by theray emitted from @’Co source. The decay
process of’Co nuclei is shown in figure 2.14.The unstaBl€o nuclei decay té’Fe
| = 2 state, which decay tb= 3 state. Subsequently, the= 2 state decays to the= 3
state, emitting a 14.413 ke)tray or conversion electrons. Conversion electrons are the
electrons that are emitted by the internal conversion which is a kind of the nuclear decay
whose decay energy is transfered to the electron.

The energy of the incident-ray can be varied by moving theray source at various
speeds. Moving th&’Co y-ray source at 1 cyaec, for example, causes the Doppler shift
of ~480 neV which is comparable with the size of hyperfine splitting gfdze When
the energy of the-ray coincides with one of the transition lines of the target nuclei, the
target will be excited to thé = g state. The excited nuclei de-excite and release the
energy in two ways. One is to emityaray and the other is to emit electrons which is
called conversion electrons. CEMS utilizes the conversion electrons in order to detect the
transition.
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Figure 2.16: Conversion electronddsbauer spectroscopy taken féfe film of 20 nm
grown on SiQ/Si(111) [32].

Figure 2.15 shows the schematic illustration of the CEMS measurement system. The
sample is mounted in a chamber which is filled with mixed gas consisting of 90% helium
and 10% methane. The conversion electron is detected by the proportional counter in
which a gold wire biased te1.2 kV detects the conversion electrons.

Figure 2.16 shows a CEMS spectrum of &e film of 20 nm grown on SigSi(111).

The 6 peaks correspond to the transition 1 to 6 from the right side of the spectrum. The
horizontal axis is the speed of theray source. The background signal is mainly due to
the photoelectrons. Taking one spectrum takes about one week.

2.7 Nuclear Resonant X-ray Scattering

2.7.1 Theory

Nuclear resonant X-ray Scattering (NRS) is also a spectroscopic technique that utilizes
the Mossbauer féect, but it difers from CEMS in that it measures the scattering of X-
ray[33, 34, 35, 36, 37]. Also, since synchrotron radiation is used as the incident X-ray,
the smallest available energy width of the incident X-ray is several meV which is larger
than the size of the hyperfine structure. Therefore, the six excitations, shown in figure
2.13, occur simultaneously. The excited state is a collective excitation described as the
coherent superposition of various excited states of all the nuclei of the crystal [38]. The
photons emitted by the de-excitation interfere which results in the formation of quantum
beats in the time spectra.

The intensities of the excitation lines have polarization dependence due to the selection
rules of the magnetic dipole transition [39]. Let us consider the scattering of linearly-
polarized X-ray with its electric field parallel to the surface as shown in figure 2.17. The
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ko Reflected beam

Figure 2.17: A typical geometry used in nuclear resonant scatteriagdenotes the
wavevector of the incident X-ray.

time-dependent scattering intensity) is described as [37]

1) = {I[Nloo P+ [N] s P} 27, (2.42)
Nl = 1o [Pt Foat b mP (2F0— Fu - Fp)],

[N]or = % [—i(ko- M) (Fi1 = F_1) = (o- m) (- m)(2Fo - Fi1 — F_1)],
with
Fam = f ) fam(w)€“'dw, (2.43)

27Tf|_|\/|r0 Z Cz(lglle; mAM)
Ko(1+@)(20g+ 1) - I(w — wmam) +i00/2°

fam(w) o

wherem is the magnetic quantum number of the initial stat®) is the change of the
magnetic quantum number due to the excitatidns the nuclear scattering lengthy, is
the natural life timeg is the surface-normal unit vectdq is the incident wavevectos; is
the unit vector perpendicular tg and parallel to the surfaca)is the unit vector parallel
to the magnetization directioty andl. are the nuclear spins of the ground and excited
states f v is the Lamb-Myssbauer factor), is the natural linewidth of the transition, and
a 1S the codficient of internal conversiork,y, is the intensity contribution corresponding
to the transition with change of magnetic quantum nurndddr The sum runs over all the
ground state levels with magnetic quantum numlogrsum Ay iS the resonance energy of
the magnetic quantum numbersandm + AM. C(l41le; MmAM) is the Clebsch-Gordan
codficient given in the notation of Rose [37N],. corresponds to the probability that the
nuclei absorlr-polarized X-ray and emir-polarizedy-ray, and N],, is the probability
that the nuclei absorbr-polarized X-ray and emit-polarizedy-ray.

Equation 2.43 can be written as

Fo = 3 (¢4 +d)e?
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l:+1

F.

(elwet + _elwgt) e—t/Z‘ro
3 9

wherew,_g is the frequency of the-ray corresponding to the deexcitation lines 1-6 shown
in figure2.13.y is the factor that reflects the speeddieet which is given by

1 d
= Zpoofimltea®=, 2.45
X 2P0 Lmltoz] p (2.45)
wherep is the density of’Fe atomsltg,|? is the relative intensity of the standing wave
resulting from the superposition of the incident and the reflected beéathe penetration
depth of the evanescent field, ands the glancing angleoy is the nuclear absorption
cross section at resonance [37].

The time-dependent intensityt) consists of two main frequency componentsg,—
w1, W4 — wl(: W — W3 = Wg — (1)2), and w3 — wl(: We — (1)4) which are labeled as
w1e, w25, andws 3, respectively. Figure 2.18 shows the dependence of the intensity of
frequency components of the time spectra on the azimuthal angle of the incident beam.
The relationship between the incident angle and the observable frequency component can
be confirmed by equations 2.42 and 2.44mlfs perpendicular to the surfacen(| x),
equation 2.42 becomes

1(t) o [2Fol” y?e /™

2 2
— Thwt | T Awst
{' Zel 4 Ze

2
e-‘/m} yleNtn, (2.46)

This shows that the frequency componeng is observed and; s andw; 3 are absent
whenm || . If mis parallel to the electric field of the incident X-ramn(| o), equation
2.42 becomes

1(t) o [Fiq+Foff %€t

— {|(eiw1t + eiwst) + %(eiwst + eiw4t)

2
e-”m} ylenn, (2.47)

In this case, all the three frequency componenis( w» 5, andw,s) are present. Inis
parallel to the incident wavevect&s,

1) = {I[N]yoI* + [Nl P} €7,
Nl = 1o [Fu+Fal,

oc |:(eiw1t + %eiwd) + (eia)st + %eiwgt)] e—t/ZTo

3 i .
[Nl,, = Er[_IF”-HF_l]'
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Figure 2.18: The relationship of the quantum-beat frequencies with the SR polarization
and the magnetization direction.
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This shows that the scattereerays with frequencies;, ws andws, wg are circularly
polarized and their directions are opposite to each other. This means thatape with
frequenciesv; andwg (and alsaws andw,) do not interfere. Therefore, frequency compo-
nentw; s andw; 3 are not observed. The interference betweenythays with frequencies

w1 andwg (0r wz andws) is present because these waves have the same direction of circu-
lar polarization. This interference is observed as the compangnbecause the energy
difference between the deexcitation line 1 and 4 (or 3 and 6) is identical to that of the
deexcitation line 2 and 5.

These considerations are briefly summarized in the figure 2.18. If there is an in-plane
magnetic anisotropy, the intensity of thigs component will vary with incident azimuthal
angle, as shown in figure 2.18. Therefore, by observing the time spectra with various
incident directions, we can detect the in-plane magnetic anisotropy.

As an example of azimuthal angle dependence of the frequency component of a sample
with in-plane magnetic anisotropy, we show in figure 2.19 the NRS time spectra and the
frequency spectra &fFe film (20 nm) or?’FeSi;_,/Si(111) with five azimuthal angles
[32]. The peaks at 69—-62 MHz and 124 MHz correspond tadheandw; g cOmponent,
respectively. The quantum-beat frequency of 124 MHz are observed only when the inci-
dent direction is parallel to the D] and [21] axis, indicating that the magnetization is
mainly directed to 112] direction.

Another advantage of NRS is that it can be used with grazing geometry. The prob-
ing depth of NRS, which is determined by the penetrating depth of the evanescent field,
depends on the glancing angle. The penetrating depth of the evanescent field at the total-
reflection angle is about 1 nm[40, 32]. Therefore, the probing depth of NRS is approxi-
mately 1 nm while that of CEMS is 45-60 nm which is determined by the escape length
of the conversion electrons[28, 41, 42].
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Figure 2.19: The NRS time spectra and the corresponding frequency spetira €ifm
(20 nm) on°’Fe,Si;_,/Si(111) with five azimuthal angles [32].
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Figure 2.20: The schematic view of the X-ray optics of the KEK PF-AR NE1A beamline.

2.7.2 Experimental Apparatus

X-ray source

The NRS experiments were conducted in the PF-AR NE1A beamline of High Energy Ac-
celerator Research Organization (KEK). The X-ray is generated by introducing 6.5 GeV
electron beam to the wiggler which produces linearly-polarized X-ray. Figure 2.20 shows
geometry of the monochromator and the focusing lens of the beamline. The X-ray pro-
duced by the wiggler is monochromatized by the Si (111) monochromator to several eV
and further by the high-resolution monochromator. The energy width of the monochro-
matized X-ray is~ 6.5 meV. The monochromatized X-ray is focused by the focusing
mirror. The beam widths along the horizontal and the vertical direction are several mm
and several 1@m, respectively.

UHV Systems

The NRS experiments were carried out using home-made sample holders. Three sam-
ple holders with dferent structures were made: the sample holder for the azimuthal-
angle-dependent NRS measurement, the low-temperature NRS measurement, and the
high-temperature NRS measurement. Figure 2.21 is the picture of the sample holder de-
signed for the room-temperature NRS experiment. The sample is fixed by the jigs made
of alumina. The sample can be heated up to a temperature higher than 1000 K by electron
bombardment from the filament behind the sample. The sample holder is mounted on the
rotary feedthrough. The jigs and screws are designed to be lower than the surface of the
sample so that the X-ray can irradiate the surface at grazing incidence geometry with any
azimuthal angle.

Figure 2.22 is the picture of the sample holder designed for the high-temperature NRS
measurement. The sample is mounted on the Mo plate which is connected to the Cu
plate. The Cu plate is thermally connected to the cryostat which can be cooled with liquid
nitrogen or helium. The sample can be heated up to 500 K by flowing current to the W
filament behind the sample plate. It is possible to heat the sample to a temperature higher
than 1000 K by means of electron bombardment by applying negative bias to the filament.
This sample holder is mounted on a rotary feedthrough so that we can rotate the sample to
select the incident azimuthal angle. The sample holder used for the low temperature NRS
measurement was similar to this, but was slightfaent in that the thermal contact with
the cryostat was better.

Figure 2.23 shows the experimental apparatus of the NRS experiment. The sample
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Figure 2.21: The sample holder designed for the room-temperature NRS experiment.

holder is mounted on a cubic chamber which is equipped with two beryllium windows
and a sputter ion gun. The cubic chamber is evacuated by a turbo molecular pump and
a titanium sublimation pump through a twisting bellows [43]. The twisting bellows is
necessary because we cannot measure the glancing-angle-dependence of reflectivity if
the sample holder is connected to the pump with normal bellows since normal bellows
cannot be twisted. The twisting bellows makes it possible to scan the glancing angle. The
base pressure of the whole UHV system was less than@® mbar which is below the

lower measurement limit of the cold-cathode ionization gauge used in the experiment.

X-ray detection and Signal Processing

The scattered X-ray is detected by four avalanche photo diodes (APD). The size of the
APD is 5x 5 mm and the four APDs are piled up along the direction of the reflected
beam. Figure 2.24 is the picture of the signal processing system used in the NRS experi-
ments. Figure 2.25 shows the block diagram of the signal processing system of NRS.The
signals from APDs are converted to TTL signals by a discriminator. The output from the
discriminator is divided into two lines. One of the two lines is combined by an OR gate
and counted by a scaler. The output of this scaler, which is called the prompt intensity,
corresponds to the intensity of the beam reflected at the surface without delay. The other
line from the discriminator is input to a coincidence unit which extracts the “delay” signal
using the VETO signal. The VETO signal is a rectangular pulse which is in the “on”-
state only when the prompt signal is observed. The VETO signal is generated from the
revolution of electrons in the accumulation ring. The delay signal is input to the “start”
terminal of the time-to-amplitude converter (TAC), which measures the time between the
“start” and “stop” signals and converts it to the voltage. The stop signal is also generated
from the revolution of the accumulation ring. The output from the TAC is summed up by

a multi-channel analyzer (MCA) and recorded as a time spectrum.



Section. 2.7 44

Sample plate

W filament

Figure 2.22: The sample holder for the high-temperature NRS experiment.

Time Resolution

The time resolution of the detector used in NRS experiments was checked by observing
the pulse shape of the intensity of the prompt light. The original time width of the prompt
light is 100 ps which is determined by the width of the bunches in the accumulation ring.
Figure 2.26 shows the shape of the prompt signal intensity. The left axis is the intensity
and the bottom axis is the time. The full width at half maximum (FWHM) of the prompt
signal estimated by Gaussian fitting was 0.57 ns.



Section. 2.7 45

Figure 2.23: A picture of the experimental apparatus of the NRS experiment. (a) is the
view from the direction parallel to the X-ray direction
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Figure 2.24: The signal processing system used in the NRS experiments.
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Figure 2.25: (a) The block diagram the signal processing system and (b) the schematic
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Figure 2.26: The time dependence of the prompt signal intensity.
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Chapter 3

Results and Discussions

3.1 Electronic Structure of the Fe 304 (111) Surface

3.1.1 Termination of the Fe 304 (111) Surface

Figure 3.1 (a) shows the stacking sequence gbg@long the [111] direction. There are
six possible bulk terminations along the [111] direction. Each layer is labeled as Fe(A)1,
01, Fe(B)1, 02, Fe(A)2 and Fe(B)2. All the bulk terminations are polar. The density of
atoms in each layer written in figure 3.1 is calculated by defining that the density of O
atoms as 1 ML.

Figure 3.2 shows the dependence of the surface free energy on the oxygen chemical
potential with various terminations reported by L. Zétal. [44]. Fgen-O1, F@cp-F8eu-
01, and O1-Fgy termination correspond to Fe(A)1, Fe(B)2, and O1 termination in figure
3.1, respectively. This result shows that the Fe(A)1, Fe(B)2 and O1 layer may be the most
stable termination.

It has been reported by STM studies that theze(111) surface annealed at 1050 K
in UHV is oxygen poor due to the desorption of oxygen. Figure 3.3 shows STM images
of the UHV-annealed surface observed by Petul al [45]. The UHV-annealed R©,
(111) surface consists of two structures. One is the region represented by r in figure
3.3. In this region, the periodicity of the corrugation i2 & 1.1 Awhich is in good
agreement with the bulk Fe(A)1 layer within the experimental error. This structure can
be assigned to the Fe(A)1 termination shown in figure 3.1 (a), and we call this region the
Fe(A)l-terminated region. The atomic arrangement of the Fe(A)1 termination is shown
in figure 3.1(b). The other is the region with superstructures represented by s1 and s2
with a periodicity of 52+ 6 A. This region is considered to be the oxygen-poor region
since it appears after annealing in UHV and disappears by annealing iRiQure 3.4
shows the detail structure of superstructure s2, which is explained by the combination of
Fe(A)l-termination, Fe(B)1-termination, andF® islands which are represented by the
black dots, small gray points, and the framed region, respectively in figure 3.4 (b). The
structure s1 and s2 are considered to be the positive and negative replicas of each other,
and the only dierence between them is that the Fe(A)1-terminated domain is deepened
in superstructure s1 while it is elevated in superstructure s2. The superstructures s1 and
S2 are oxygen-poor due to the oxygen desorption during the UHV-annealing, while the
Fe(A)l-terminated region is stoichiometric due to th&ugiion of oxygen from the bulk.
Paulet al. showed that the Fe(A)1-terminated region occupies 90% of the UHV-annealed
surface and the other 10 % is occupied by superstructures s1 and s2 [45]. The reason why
the structures s1 and s2 are stable in oxygen-poor conditions is not clarified.
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Figure 3.1: (a) Stacking sequence ofBg along the [111] direction. The viewing di-
rection is along the [21] direction. The blue, green, and red balls represent
the Fe(B), Fe(A), and oxygen atoms. The six possible bulk terminations are
shown. Here, the atom density of the closed-packed oxygen layer is defined
as 1 ML.(b) Top view of the Fe(A)1 termination. The upward direction cor-
responds to the (1] direction. The topmost Fe(A) atoms are arranged in a
hexagonal structure with a lattice constant of 5.88 A.
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Figure 3.3: 134x 134 nntf STM image of a UHV-annealed surface with superstructures
(s1, s2) and Fe(A)l-terminated region (r) observed by Paudl [45]. The
tunneling current was fixed at OuA and the gap voltage was setto -2 V [45].

The superstructures s1 and s2 can be removed by annealing at 1000 K in an oxygen
partial pressure of & 10°® mbar. Figure 3.5 shows the STM image of the@g(111)
surface after UHV annealing and, @nnealing observed by Pael. al [45]. The ter-
mination of this surface is assigned to the Fe(A) layer by studies using STM and LEED
[46, 47].

3.1.2 Sample Preparation

In this study, the (111) surface cut and polished from a naturgDfsingle crystal was

used. The crystal orientation of the surface was checked by the Laue method. The cleanli-
ness of the surface was checked by X-ray photoemission spectroscopy (XPS) with Al-
X-ray (hv = 14866 eV) before mounting the sample to the UPS chamber. The XPS
spectrum of the air-exposed sample, shown in figure 3.6, showed peaks derived from im-
purities such as carbon (285 eV) and argon (242 eV, 244 eV and 320 eV). The existence
of argon is because of the Ar sputtering conducted before the XPS measurement in order
to roughly clean the surface. The carbon is considered to be derived from air.

After the XPS measurement, the sample was mounted on the sample holder, and .
Firstly, the impurity on the surface was removed by Am sputtering. The Arions are
accelerated to 1 keV towards the sample by a sputter ion gun. After sputtering, the sample
was annealed in UHV at 1000 K for 10 min order to recover the atomic flatness. Here, we
call this surface the UHV-annealed surface. The cleanliness of the UHV-annealed surface
was again checked in-situ by XPS with K|; X-ray (hv = 14866 eV). The result, shown
in figure 3.7, shows that the carbon impurities were removed by the preparation. The
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Figure 3.4: (a)2X 21 nn? STM image of the superstructure s2. (b) Schematic for the
atomic arrangement of STM image shown in (a): the black dots, the small
Grey points, and the framed region are assigned to the Fe(A)1 layer, Fe(B)1
layer, and the islands with g O-like configuration, respectively [45].
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Figure 3.5: 20x 20 nnt STM image of a surface with Fe(A)1-terminated region (r) ob-
served by Pauét. al[45]. The tunneling current and the gap voltage were
0.1 nAand 1V, respectively. The bright triangular features can be assigned to
adsorbates.
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Figure 3.6: The XPS spectrum of the air-exposegllz€111) surfaces.

other component such as Mo, Ta, and Cr in figure 3.7 are derived from the jigs, screws
and the sample plate. In this measurement, the energy resolution was not good enough to
identify the valency number of Fe ions by the chemical shift.

The previous study [45] showed that, after UHV-annealing, the surface consists of 90%
Fe(A)l-terminated region and 10% superstructure region. They also showed that the su-
perstructure region can be removed by annealingin Based on their considerations,
the sample was annealed in an oxygen partial pressurexdf® mbar for 10 minutes
after UHV-annealing. During cooling down, the oxygen supply was stopped when the
sample temperature reached 700 K in order to avoid the desorption of oxygen. Here, we
call this surface the "regular” surface. The regular surface is expected to be terminated by
the Fe(A)1 layer.

Figure 3.8 (a) shows the LEED pattern of the UHV-anneale®r€111) surface taken
in another UHV chamber. Satellites are observed around each spot, indicating the pres-
ence of superstructure with a lattice constant 68 times as large as the unit cell of
the unreconstructed E®, (111) surface. This is considered to be derived from the super-
structures shown in figures 3.3 and 3.4. The LEED pattern of the regular surface, shown in
figure 3.8(b), showed & 1 pattern. The periodicity estimated from the distance between
the spots corresponds to a lattice constant of+5.8.3 A, which is in good agreement
with the periodicity of the Fe(A)1 layer (5.88 A) calculated from the bulk lattice constant.
The red arrows represent the primitive translation vector of the LEED pattern. Figure 3.8
(c) shows the schematic view of the Fe(A)1 termination and the reciprocal vector that
corresponds to the vectors shown in figure 3.8 (b).

Figure 3.9 (a) shows the UPS spectra of thedzg(111) surfaces before the,@n-
nealing (labeled as UHV-annealed) and aftgra@nealing (labeled as,tannealed). The
measurement was conducted at room temperature, and the helium | line (21.22 eV) was
used as the incident light. For all UPS results, the intensity was normalized by measuring
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Figure 3.7: The XPS spectrum of thesBg (111) surface after Arsputtering and anneal-
ing.

the Au spectra right after measuringsBg. The UPS spectra of E@, (111) surfaces

have peaks at0.6 eV,-2.8 eV, -4.3 eV and-5.8 eV, which are in good agreement with

the previous studies [48, 49]. Figure 3.10 shows the spin-projected electron density of
states of FgD, obtained by the calculation within the framework of local-spin-density
approximation to the density-functional theory [50]. The upper and the lower graph show
the density-of-states of the up-spin and the down-spin electrons, respectively. The Fermi
surface is formed by the down-spin Fe(g)dtate. The density-of-states at 1-4 eV below
the Fermi level is attributed to the down-spin Fe(A) 3d state and up-spin Fe(B) 3d state.
The density-of-state at 4-8 eV below the Fermi level is derived from the O 2p state.

Figure 3.9 (b) shows the cufoof the low-energy electrons. The ctitof the UHV-
annealed surface has two steps which indicates the existence of two domaingtestndi
work function, which are labeled cufdl and 2 in figure 3.9(b). The position of the cfiito
is determined by the inflection point of the spectrum. The calculated work functions
for cutof 1 and 2 are 4.95 eV and 4.22 eV, respectively. On the other hand, the O
annealed F, (111) surface has one ctifo The work function was 5.03 eV which is
close to the work function of cutbl of the UHV-annealed surface. This indicates that
the cutdt 2 of the UHV-annealed surface disappeared after tharealing. Therefore,
we assign the cutdl of the UHV-annealed surface to the Fe(A)1-terminated region and
cutaf 2 to the superstructures (sl and s2) shown in figure 3.3. The size ratio of the
cutaof (cutof 1:cutdf2 ~ 6 : 1) was in good agreement with the previous report that
the Fe(A)1-terminated region and the superstructures occupy 90% and 10% of the UHV-
annealed surface [45]. Figure 3.9 (c) shows the features near the Fermi level. The peak at
0.6 eV is assigned to the down-spin electron of the Fe(B)3drbital [51]. The Fe(B)-
3d tyy-derived intensity decreased after the @nealing. This indicates that the surface
Fe(B) atoms are oxidized by the,@nnealing. Figure 3.9 (c) shows the subtraction of
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the spectrum of the regular surface from the UHV-annealed surface. It can be seen from
the figure that the intensity around.6 eV and—-2.7 eV decreased and the intensity at
-6.2 ——-3.3 eV increased after Oannealing. The decrease of intensity—#&6 eV is
attributed to the decrease of Fe(B)-3g ¢lectrons due to the electron transfer from the
Fe(B)-bq orbital to oxygen. Intensity around2.7 eV is derived from the Fe(A) 3d and
Fe(B) 3d orbital and intensity at6.2 ——3.3 eV is derived from the O 2p orbital. This
means that the composition ratio/Pedecreased after £annealing. This is consistent

with the previous report [45] which claimed that that the UHV-annealed surface includes
a superstructure region which is oxygen-poor due to the desorption of oxygen while the
regular (Q-annealed) surface is terminated by the stoichiometric Fe(A)1 layer.
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3.1.3 Modification of the Electronic States of the Regular Surface

After annealing in @, we investigated the change of the UPS spectrum by atomic hy-
drogen and oxygen exposure at room temperature. Firstly, the reaction between the O
annealed (regular) surface and atomic hydrogen was investigated. Secondly, the changes
by oxygen exposure were investigated. Finally, thiea of atomic hydrogen exposure to

the OQ-exposed regular surface was investigated.

H+H, exposure

Figure 3.11 (a) shows the UPS spectra of the the requi®H&11) surface with various
amount of H-H, exposure. The atomic hydrogen is generated by heating a tungsten
filament to 1700C in a hydrogen atmosphere aBk 10" mbar. Figure 3.11 (b) shows the
features near the cutoof the UPS spectra. The cushifts to the low-energy side with
increasing hydrogen exposure. This indicates that the work function decreased from 5.03
eV to 4.50 eV by H-H; exposure, as shown in figure 3.11(c). Figure 3.11 (d) shows the
Fe(B) by-derived peak. The intensity a0.6 eV did not change within the experimental
error, which means that the ratioFg-e** of the Fe(B) site did not change. The intensity

at E=-10 —-3 eV decreased uniformly after+HH, exposure.

O, exposure

Figure 3.12 shows the change of the UPS spectra of the regul@y, FE11) surface by

100 L G, exposure at room temperature. Here, we call this surface the re@3l6100 L)
surface. The position of the cutalid not change after the £&xposure which indicates

that the work function did not change significantly. The intensity of the Fe(B)drived

peak, shown in figure 3.12 (c), decreased and the intensity around 2.8 eV increased after
the oxygen exposure . The decrease of the Fe{BJdrived peak indicates the adsorbed
oxygen took the electron from the Fe(By) brbital.

H+H, exposure after O , exposure

Figure 3.13 shows the change of the UPS spectra of the regddgd 00 L) surface by
atomic hydrogen exposure. The cfiitenergy shifted to the lower energy by atomic hy-
drogen exposure as shown in figure 3.13(b). The work function, shown in figure 3.13 (c),
decreased from 5.22 eV to 4.65 eV. The intensity of the FefBderived peak in figure
3.13 (d) increased by H exposure. The intensity@6 eV increased by 53 % after ex-
posing to 100 L of H-H,. This means that electrons were doped to the FefR)rbital.

The intensity at E-10 ——3 eV decreased uniformly after+H, exposure.

3.1.4 Comparison with the UHV-annealed Surface

The final step of the preparation procedure of the regular surface am@ealing. After

O, annealing, we kept supplying,@ntil the sample was cooled down to 700 K in order

to avoid the creation of oxygen vacancies. However, there is a concern that the exposure
to oxygen during cooling down may generate oxygen-terminated regions [52] which is
terminated by the closed-packed oxygen layer. Therefore, in order to confirm that the
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regular surface is terminated by Fe(A), we repeated the same procedukesekposure,

O, exposure, and (9+(H+H,) exposure, on the UHV-annealed surface, because it is
experimentally confirmed that about 90% of the UHV-annealed surface is covered with
Fe(A)1 termination and it is less likely to have oxygen-terminated region than the regular
surface.

H+H, exposure

Figure 3.14 shows the change of the UPS spectra of the UHV-annealeg @4.1) sur-

face by atomic hydrogen exposure. The ¢utd the low-energy electrons consists of
two edges, as shown in 3.14(b). The position of the fEutpwhich is considered to be
derived from Fe(A)1l-terminated region, shifts to lower energy yHE exposure. The
work function estimated from the inflection point of the diits shown in figure 3.14

(c), which shows monotonic decrease from 4.95 eV to 4.55 eV. Figure 3.14 (d) shows the
Fe(B) tg-derived peak. The intensity a.6 eV did not change within the experimental
error. The intensity at E-10 ——3 eV decreased uniformly aftersHH, exposure. These
results are similar to the results oftHi, exposure on the regular surface.

O, exposure

We prepared an UHV-annealed surface again to observe the change of the UPS spectrum
by oxygen exposure. Figure 3.15 shows the UPS spectra of the UHV-annealed surface
before and after 100 L Qexposure. The peak at5.8 eV decreased after,@xposure

while the peak at4.3 eV did not change significantly. As shown in figure 3.15 (b), ffuto

2 seems to disappear after the €posure, which indicates that the work functions of the
superstructure region became indistinguishable from the Fe(A)1-terminated region. The
Fe(B) by-derived peak, shown in figure 3.15 (c) decreased after thexPosure, which
indicates that the surface Fe(B) atoms are oxidized by the oxygen adsorption. These
changes induced by the,@xposure are in common with the regular surface.

H+H, exposure after O , exposure

After exposing the UHV-annealed surface to 100 }, @e exposed HH,. The cutdf

of the low-energy electrons shifts to the lower energy, as shown in figure 3.16 (b). The
work function estimated from the cufpshown in figure 3.16 (c), decreases from 5.10 eV
to 4.52 eV. This is similar to the result of+HH, on the Q-exposed regular surface. The
intensity of the Fe(B)--derived peak in figure 3.13 (d) increased by H exposure. The
intensity at-0.6 eV increased by about 20 % after exposing 100tH. The intensity at
E=-10 —-3 eV decreased uniformly after+HH, exposure. This is also in common with

the result of the regular surface.

So far, we could find no significantféerence between the regular surface and UHV-
annealed surface except for the existence of the superstructure region in the UHV-annealed
surface which is observed as a shoulder of the low-energytciiioerefore, by comparing
the results of the regular and the UHV-annealed surface, we could confirm that the regular
Fe;O4 (111) surface, prepared by Asputtering, UHV-annealing, and,@nnealing, is
identical to the Fe(A)1-terminated region of the UHV-annealed surface.



Section. 3.1 65

(@) (b)

I I I Hy+H exposure T T T T
oL L _
8000 o 8000
cutoff 1
= 10L —
€ 3oL £ 6000
3 6000 — 100L 3 H,+H exposure
o 3
N 2 oL
£ 4000 2 4000 —— 5L .
5 e 10L
i) ko) cutoff 2 300
£ c
2000 £ 5000 oL
0 ¥ | | |
-18 -17 -16 -15 -14
(c) (d) E-E: (eV)
" I I I I I [ I I I I
_ 4o N 6000 5 H,+H exposure _|
> — \ oL
e cutoff 1 2 5L
c 481 5
2 3 10L
5 . 8 4000 30L
5 2
[T | | —
£ M . 5
2 £ 2000 —
46 -
| | | | | 4l ol | | | |
0 20 40 60 80 100 -3 -2 -1 0 1
O, exposure (L) E-E: (eV)

Figure 3.14: The change of the UPS spectra of the UHV-annealgd}, f&11) surface by
atomic hydrogen exposure. (a) shows the whole spectra, (b) shows tifte cuto
(c) shows the dependence of the work function estimated from th& duto
on H+H, exposure, and (d) shows the Fe(B}derived peak.



Section. 3.1 66

14x10°F 1 T T =
—— UHV-annealed
12—  —— UHV-annealed+O, 100L  —
10
[%2])
c
3 8
S
>
® 6
C
Q
£ 4
2
0
3
10x10° [~ 1 I ="
8 cutoff 1 7]
- _
E x
g oF .
e
= _|
% 4 cutoff 2 n |
[
£, |
0 | | o |
-18 -17 -16 -15 -14 1
E-E¢ (eV) E-E¢ (eV)

Figure 3.15: The change of the UPS spectra of the UHV-annealed surface by 190 L O
exposure. (a) shows the whole spectra, (b) shows thefcatad (c) shows
the features near the Fermi level.



Section. 3.1 67

z
z

10x10° F /) 1_H+H2 exposure 10x1 03 _H‘I"H eX[I)OSUre |/JW\J\’:|'
y — 0L 2
! — 10L
E 30L m
€ 100 L <
§ — 300 L @
> 2
£ S
| |
-18 -17 -16 -15 -14
() (d) E-Er (eV)
L B S E 7000 [C ' ' ' -
50l | 6000 ™ H+H, exposure_|
S ° «
ORI | 2 5000 N
: 4 -
s 8 4000
S 4.8 — n >
E . £ 3000 .
~ c
g 47+ ° . g 2000 I
a6l _ 1000 n
Lo e 0 =
0 100 200 300 !
H+H, Exposure (L) E-Er (V)

Figure 3.16: The change of the UPS spectra of the 10@id€posited UHV-annealed
Fe;0,4 (111) surface by atomic hydrogen exposure.



Section. 3.1 68

3.1.5 Discussion

The change of work function by thetHH, exposure is the evidence of H adsorption on the
surface. One possible mechanism of the change of the work function is the formation of
electric dipole by the ionized adsorbates. If the adsorbed H is ionized, it will cause change
in the Fe(B) £5-derived peak in the UPS spectrum. In the case of the reported results on
the hydrogen exposure on thesBg (001) surface [17, 19], the hydrogen atom adsorbs on
surface O atoms. Parkinsenal. [17] reported that the number of electrons in the Fe(B)

ty State increases after H adsorption. Figure 3.17 show the UPS and the XPS spectrum
of the FgO, (001) surface before and after the atomic H exposure. In the UPS spectra,
the Fe(B) i;-derived peak near the Fermi level increases dramatically by H exposure. In
the XPS spectra, the intensities at 709 eV and 711.4 eV are the contributiof afriee

Fe* cations, respectively. The result shows that the intensity at 711.4 eV increases which
indicates that the amount of Feincreases by H adsorption. This means that, on the
(001) surface, the adsorbed H atom reduces the surface Fe(B) atoms which results in the
increase of Fe(B)j-derived peak in the UPS spectra. In the present results of the Fe(A)-
terminated surface, the intensity of the Fe()derived peak did not change. This means
that the hydrogen did not release its electron since if the H atom releases its electron, the
electron is likely to be doped to Fe(B)torbital. Therefore, the charge transfer model

is not the appropriate model to explain the decrease of work function in the present case.
Another possibility is that the hydrogen adsorbs on the surface covalently as an neutral
atom. In the case of the covalent bonding, the bonding energy is attributed to the formation
of the bonding state, not the Coulomb attraction between anions and cations. Therefore,
in the case of covalent bonding, charge transfer from H 1s to the substrate is not necessary.
This may explain the absence of changes in the Fe{Bjdrived peak after H exposure

on Fe(A)-terminated surface.

The change of work function is often explained by the change of electric dipole moment
at the surface by adatom adsorption. The work function is defined as the minimum energy
to remove an electron in the bulk to the vacuum, and is influenced by the surface dipole
moment. If an adatom creates a dipole whose positive end is directed to the vacuum side,
the potential barrier of outgoing electrons decreases which decreases the work function.

Although the present results indicate that the bonding between the surface and H is
covalent and not ionic, there is a possibility that the covalent bonding generates a dipole
moment. A similar phenomenon was reported for alkali atom adsorption by the first-
principle calculation study by Ishidet al. [53]. The decrease of work function can be
explained by the formation of dipole due to the polarization of Na atom due to the covalent
bonding, not by forming an anion-cation pair by the ionic bonding. Figure 3.18 shows
the contour plot of the calculatedft#irence chargéo(r, ) of the chemisorbed Na atom
on a jellium surface reported by ref [53]. The calculation was based on the local-density-
functional theory combined with the norm-conserving pseudopotential. Treratice
charge is the change of charge distribution induced by the bonding of jellium and Na
which is written as

op(r,0) = p(r,0) — [pje(r) + pjei(r, 6)] (3.1)

wherep(r, 6), pjei(r) andpje(r, 6) are the electron charge densities of the Na-covered jel-
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Figure 3.17: (a) UPS and (b) XPS spectrum of thedzg001) surface before and after
the atomic H exposure [17].
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Z(au)

Figure 3.18: The contour plot of the calculatedtelience charge of the chemisorbed Na
atom on a jellium surface [53].

lium, isolated jellium and the unsupported Na layer, respectivetienotes the coverage

of Na. The solid circle shows the position of the Na atom and the arrow shows the jel-
lium edge. The shaded and hatched area designate the regionsdwfresg > 0.001

a.u. (accumulation of the electron density) apfr,6) < —0.0005 a.u. (depletion of the
electron density), respectively. The dashed-dotted curves correspép(d té) = 0. An
electric dipole is formed around the neutral Na adatom due to the polarization of electron
density of the Na atom. They considered that the origin of the polarization of the Na atom
is due to the hybridization of the adatom and the substrate orbital. Our results on the H
adsorption on the Fe(A)-terminated surface resembles this report in that there is no charge
transfer while the work function decreases. The decrease of work function means that the
dipole is formed with its positive end is directed to the vacuum side.

Figure 3.19 (a) shows a possible model of H adsorption on the Fe(A)-terminated sur-
face. Onthe Fe(A)-terminated surface, Fe(A)1 and O1 atoms face the vacuum. Therefore,
the H atom can be adsorbed on the Fe(A)1 or O1 atoms. The H atom is electrically po-
larized which cases decrease in the work function. A possible origin of the polarization is
the hybridization of the H 4orbital and the substrate orbital. Also there is possibility that
the H Isorbital is mixed with the H p orbital due to the perturbation by the electric field
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Figure 3.19: A possible model of H adsorption on Fe(A)-terminated surface. The blue,
green, and red balls represent the Fe(B), Fe(A), and oxygen atoms.

from the substrate. Further investigation using the first-principle calculation is necessary
to clarify in detail the mechanism of the H adsorption.

In the case of the @exposed Fe(A)-terminated surface, the Feggxerived peak in-
creases by HH, exposure. This indicates that the hydrogen provides an electron to the
Fe(B) by orbital, which means that the H adatom is ionized. In this case, the change of
work function can be explained by the dipole formation by theadatom. The dier-
ence between the H adsorption mechanisms of the Fe(A)-terminated angtéxp@ed
Fe(A)-terminated surfaces is considered to be due to tfierence in the amount of O
atoms on the surface. Berdunev al. reported that the R®, surface covered by a
closed-packed O layer can be obtained by #puttering, annealing in UHV at 1000 K,
annealing at 950 K in oxygen partial pressure 8fID-® mbar, and cooling down to room
temperature in the oxygen atmosphere. Although this preparation proceftfars fiom
our study in that they expose,@hile cooling after annealing while we exposg&room
temperature, there is possibility that the O atoms are adsorbed on the Fe(A) termination.
One of the possible models of H adsorption on thee®posed Fe(A)-terminated surface
is shown in figure 3.19 (b). Here, we supposed that a closed-packed O layer is formed by
O, exposure. An ionized H atom is adsorbed on the O atom. The bonding between the H
and O is ionic. The released electron of H atom is provided to the Fg(Bjtital.

3.2 Transport measurement

We investigated theffect of O, and H exposure on the surface electric resistance of the
Fe(A)-terminated R, (111) surface. The electric resistance was measured by micro
four-point probe measurement. The;Bg (111) surface was prepared by*Asputtering,
annealing in UHV at 900 K for 10 min and annealing at 900 K in arp@rtial pressure of
5x10°4 Pafor 10 min. This surface is considered to be Fe(A)-terminated. The preparation
was conducted in the preparation room of the chamber. During the preparation, the cham-
ber was evacuated by a turbo molecular pump and a rotary pump. After preparation, we
turned dt the turbo molecular pump and the rotary pump since they case vibration noise.
Simultaneously, we started evacuating the chamber with an ion pump. Subsequently, the
sample was transfered to the measurement unit shown in figure 2.11. After cooling down
the sample to the room temperature, we approached the micro four-point probe. Unfortu-
nately, we noticed that two of the electrodes were broken during approaching. Therefore
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Figure 3.20: The evolution of the electric resistance of thgk¢€111) surface by @and
H exposure.

we started measuring the resistance with two-probe method.

Figure 3.20 shows the evolution of the electric resistance of th@f{a11) surface by
O, and H exposure at 300 K. The bottom axis is the time and the left axis is the electric
resistance.The measurement was started at a time of O sec. At 240 sec, we introduced
1.3 x 10°% Pa G to the chamber. After exposing 100 L of Qve stopped the Osupply.
At 560 sec, we introduced.Ax 10 Pa H to the chamber. Atomic H was obtained
by flowing 5A electric current to a tungsten filament with a diameter of 0.2 mm located
235 mm away from the sample. The jumps of the resistance at 450 sec, 535 sec and 743
sec are electrical noises due to the experimental errors. In this results, we did not find a
significant change in the resistance by thea@d H+H, exposure.

3.3 Low-Energy Electron Diffraction

We investigated the temperature dependence of the surface structure by observing the
LEED IV curve. The experiment was conducted with a home-made sample holder which
can cool the sample to 15 K by liquid He and to 82 K by liquig N

The (111) surface of a E®, single crystal was cleaned by Asputtering, annealing
at 1000 K, and annealing at 1000 K in an oxygen atmosphere>ofl6°® mbar [45].
We consider that this surface is a stoichiometric Fe(A)1-terminate@/A&11) surface.
Figure 3.21 is the LEED pattern of the Fe(A)1l-terminategdzg111) surface (a) below
(89 K) and (b) above (410 K) the Verwey temperature. Both LEED patterns exhibit an
unreconstructed % 1 structure, and there is no significanffdrence between the two
LEED patterns.
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Figure 3.21: LEED pattern of the Fe(A)1l-terminated®g(111) surfaceE = 50 eV) at
(a) 89 Kand (b) 410 K.
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Figure 3.22: LEED-IV curves of the Fe(A)l1-terminateds®g (111) surface at 85, 150—
169 and 410 K for the spots A—C shown in figure 3.21 (a).

Figure 3.22 shows the LEED-IV curves of the Fe(A)1l-terminategDk¢111) surface
at 85, 150-169 and 410 K. The left and the bottom axes are the intensity and the incident
electron energy. The three graphs correspond to the LEED spots labeled as spots A-C
in figure 3.21 (a). The IV curve of spots A and C are similar. This means these spots
are crystallographically equivalent. This is consistent with the fact that tk@,H&11)
has three-fold symmetry. The intensity decreases as the temperature increases. This is
considered to be due to the Debye-Waller factor. No significafgrgince was observed
between the peak position of the IV curve above and below the Verwey temperature.
This may indicate that the surface structure does not change at the Verwey temperature.
However, further studies including calculations of the multiple scattering are necessary in
order to obtain the structural information from the IV curve.

3.4 Magnetic Structure of the Fe 304 (111) Surface

In this study, we investigated the magnetic structure of th©F€L11) surface by CEMS

and NRS. We observed the NRS spectra at room temperature to estimate the in-plane mag-
netic anisotropy. Furthermore, we investigated the temperature dependence of the internal
magnetic field by high- and low-temperature NRS. We conducted CEMS experiments at
room temperature in order to further clarify the magnetic structure.

3.4.1 Sample Fabrication

Since NRS and CEMS utilize the ddsbauer ffect of °’Fe, these methods selectively
probe®’Fe atoms. In this study, we used two samples. One is t§@,A@&11) surface with

a natural isotope ratio which includes 98%e and 29%6"Fe. The other is the F®, (111)
surface on which an epitaxial 4 nitFe;O, layer is deposited. In the case of CEMS whose
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Figure 3.23: RHEED pattern&(= 153 keV) of (a) the Fe(A)-terminated and (b) the
5"Fe304(4 nm)-deposited RO, (111) surfaces.

probing depth is 40—-60 nm, it is possible to discuss the depth-dependence of the magnetic
structure by comparing the spectra of the natural sample artdRhgO,-deposited sam-
ple. For NRS whose probing depth4s2 nm, we used the’Fe;O,-deposited sample in
order to obtain higher signal intensity because the signal intensity is proportional to the
density of°’Fe atoms.

The 4 nm°’Fe;0, layer was deposited on the (111) surface of a naturgDfsingle
crystal in an ultra-high-vacuum (UHV) chamber with a base pressurexdf@1° mbar.
The (111) surface of a @&, single crystal was cleaned by Asputtering, annealing
at 1000 K, and annealing at 1000 K in an oxygen atmosphere>ofl6°® mbar [45].
The sample prepared by this procedure has a stoichiometric Fe(A)-terminated surfaces,
which has been confirmed by STM studies[45, 54]. After cleaning, 4 nm°&F &0,
epitaxial layer was grown by depositifi~e under an oxygen pressure ot 80°° mbar.
The evaporation rate was approximately 0.2/mm, and the sample temperature was
kept at 550 K. After deposition, the sample was annealed in UHV at 800 K for 10 min
[55]. The surface crystallinity was checked by reflection high-energy electfisaation
(RHEED) before and after deposition. Figure 3.23 shows the RHEED pattern before and
after deposition. No change in the RHEED pattern was observed except for the increase
in the background intensity which is considered to be due to the disturbance of the surface
crystallinity.

3.4.2 Nuclear Resonant X-ray Scattering

Reflectivity Measurement

The dependence of the X-ray reflectivity on the incidence angle was observed prior to
the NRS measurement in order to determine the incidence angle. Figure 3.24 (a) shows
the experimental geometry for the reflectivity curve measurement and the time spectrum



Section. 3.4 76

measurement. The slitis for defining the reflection angle and for cutting the noise photons
reflected by the sample holder. The slit and the detector are mounted ofdh@,2and

the sample is mounted on tharm of the goniometer. The reflectivity curve measurement

is carried out by repeating the cycles of rotating éreem by 0.005, rotating the 2 arm

by 0.0F and counting the APD signal for 50 sec. The positions and the directions of the
sample, detector, slit, and the goniometer are carefully adjusted in advance so that the
incident X-ray constantly irradiate the sample and the reflected X-ray strikes the APDs
while sweeping the incidence angle. The resonantly scattered X-ray can be observed as
the delay signal. The intensity of the delay signal peaks near the critical angle for the total
reflection where the intensity of the evanescent field is maximum [37, 56]. The critical
angle for the total reflection can be estimated by [34]

e = [n/lzroz/n]% (3.2)

wheren is the atomic density} is the wavelength of the incident beargjs the classical
electron radius, and is the atomic number. The classical electron raditis 2.8 x 1071°
m. We used the valugs= 9.45x 10?® m=3, Z = 3314 andi = 8.60x 10' m. Z was
calculated by taking the average of all the components in the unit formugacalculated
from the photon energy (14.413 keV). From equation 3.2¢thef Fe&;O, is estimated to
be 0.18.

Figure 3.24 (b) shows an example of the dependence of the prompt and delay signal
intensity on the angle of incidence with the incidence direction parallel to tHg fitec-
tion. It takes about three hours to obtain this spectrum. The intensity of the delay signal
peaks at 0.18which is in good agreement with the estimation by equation 3.2.

Azimuthal Angle Dependence of the Time Spectra

The azimuthal angle dependence of the time spectra of the nuclear resonant scattered X-
ray was observe in order to investigate the in-plane magnetic anisotropy. The time spectra
was obtained for six incident azimuthal directions which are parallel to th [(112],
[101], [211], [110], and [R1]. The measurement was conducted without the sample
preparation procedure since sputtering and annealing reduces the signal intensity drasti-
cally. The reflectivity measurement was conducted before the each time spectrum mea-
surement in order to set the glancing angle at the critical angle for the total reflection
where the delay signal intensity is maximum. The glancing angle determined by the re-
flectivity curve was 0.12-0°3

Figure 3.25 shows the time spectra of the air-exp8%ee;04(4 nm)-deposited RO,
(111) surface with six incident azimuthal angles. Each measurement required about 10
hours. The spectra exhibit clear oscillations of quantum beats. The decay time of the time
spectra includes contributions of the natural life time ofitke3/2 first excited state and
the speed-upfect due to the dynamicalfect (cf. equations 2.42 and 2.45). The time
spectra was frequency-analyzed by the maximum entropy method (MEM) [57]. Figure
3.26 shows the NRS frequency spectra obtained by MEM. Since the intensity is weak in
thet > 140 ns region, we used the data pints at 9trsl40 ns for the MEM calculation.
Therefore, it is dificult to distinguish the two peaks whose interval is less th&Q
ns(=7.1 MHz).
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Figure 3.24: (a) The experimental geometry for the reflectivity measurement. (b) The de-
pendence of the prompt and delay signal intensity on the angle of incidence.
The red and the black line show the intensity of the prompt and the delay
signal, respectively.

Based on the discussion in section 2.7, we focus oruifieand w,s component of
the frequency spectra (cf. Figure 2.13 and 2.18). Using the hyperfine magnetic field
Bhs and equation 2.35, the Zeeman splitting can be writtenn@s (I = 1/2)1,Bns and
unOn(l = 3/2)I1By¢ for the ground and the excited states, respectively. The frequency of
the quantum beat oscillation can be written as

wij = AR /nh (3.3)
AEis = (unOn(l = 1/2) X 1 = pnOn(l = 3/2) X 3) X By,
AEzs = (unOn(l = 1/2)x 1 —punon(l = 3/2) x 1) X By,
AEj3 = (—unOn(l = 3/2) x 2) X By,

wherew; j is the beat angular frequency due to the interference of the transition nels
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Figure 3.25: The NRS time spectra of tH&e;0,(4 nm)-deposited R©, (111) surface
taken with six incident azimuthal directions.

j, his the Planck constant, amE; ; is the energy dierence between the transition lines

i andj. Using the values gfiy andgy shown in table 2.2 and the reported valuesBgr
which are 48.80 T and 45.73 T for the Fe(A) and Fe(B) site [58], respectively, the peaks
corresponding ta; ¢, wy5, andw; 3 components are expected to appear at 181.8 MHz,
105.3MHz, and 76.6 MHz for the Fe(A) site, and 170.3 MHz, 98.7 MHz, and 71.8 MHz
for the Fe(B) site, respectively.

The frequency spectra shown in figure 3.26 have peaks at 71 MHz, 98-100 MHz, 103—-
105 MHz, 171-174 MHz, and 180-184 MHz. The first component agrees well with the
expected value ofv; 3(=w4e) for the Fe(B) site. The second and the third peaks are
assigned to the, 5 component of the Fe(B) and Fe(A) site, respectively. The fourth and
the fifth peaks are assigned to thgs component of the Fe(B) and Fe(A) site, respectively.
The w; 3 component for the Fe(A) site was not observed. The possible explanation is
that the diference of thev, 3 values of the Fe(A) and Fe(B) sites, which is estimated to
be 4.8 MHz, is smaller than the resolution of the frequency analysisl(MHz). The
hyperfine magnetic fiel®,; estimated from the observed frequengy; is 488 + 0.5 T
and 463 + 0.4 T. These values are in good agreement with the previous reports [58, 39].
This is the evidence that the deposited layer is a stoichiometsoHayer.

Figure 3.27 shows the azimuthal angle dependence of the intensity of the NRS fre-
quency components of tiéFe;0,(4nmYFe;0, (111) surface. As shown in section 2.7,
if there is an in-plane magnetic anisotropy, the intensities ofthgandw, 3 components
will have strong azimuthal angle dependence: %hg andw; 3 components will be in-
tense when the magnetization direction of the surface is parallel to the electric field of
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Figure 3.26: The azimuthal angle dependence of the NRS frequency spectra obtained by
analyzing the time spectra with the maximum entropy method.
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Figure 3.27: Azimuthal angle dependence of the intensity of the NRS frequency compo-
nents of the’Fe;0,(4nmYFe;O, (111) surface.

the incident X-ray. However, the intensities ©f s andw; 3 components shown in fig-

ure 3.27 does not have clear azimuthal angle dependence. Although the exact direction
of surface magnetization is unknown, it is likely that there are three non-perpendicular
magnetization directions on the &, (111) surface since the crystal structure and also
the bulk easy-magnetization axes o§B6g has three-fold symmetry along the [111] axis.

The absence of azimuthal angle dependence indicates that the domains with three non-
perpendicular magnetization directions are equally dominant on the surface.

Temperature Dependence of NRS Spectra

Figure 3.28 shows the time spectra of the nuclear resonant scattered X-ray taken at 85 K,
297 K and 500 K. The data of 85 K and 297 K were taken with the sample holder for the
low-temperature NRS sample holder and the 500 K data was taken with high-temperature
NRS sample holder. In order to avoid the desorption of oxygen, the measurement at
500 K was conducted in the oxygen partial pressure gflD"4 Pa. The frequency of

the quantum beat varies with the temperature. Figure 3.29 shows the corresponding fre-
guency spectra obtained by maximum entropy method (MEM) analysis. For 85 K, peaks
appeared at 177 and 187 MHz which are considered to corresponddgdltemponent

of the Fe(B) and Fe(A) sites. For 297 K, peaks appeared at 171 and 184 MHz. On the
other hand, for 500 K, three peaks appeared at 156, 164, and 178 MHz. The internal
magnetic fieldB,s was estimated from these frequencies. The error bar due to the uncer-
tainty of the MEM analysis was 0.7 T. Figure 3.30 shows the temperature dependence of
the internal magnetic fiel®,; obtained from the present experimental data and the bulk
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Figure 3.28: The NRS time spectra of the air-expog€e;0,(4nmyFe;0, (111) surface
at85 K,297 Kand500 K

internal magnetic field measured by transmissiodskbauer spectroscopy on powdered
Fe;04 reported by Hggstdm et al. [59]. The original Mdssbauer spectra are shown in
figure 3.31. In their study, they claimed that the component of Fe(B) consists of two com-
ponents which derives from two magnetically inequivalent Fe(B) sites. The two Fe(B)
which are denoted as Fe{Band Fe(B) in figure 3.30 have dierent internal magnetic
field due to the dterence in the magnetic dipole interaction.

As shown in figure 3.30, the values Bf;; agree well with the previous report for 85
K and 297 K, but deviate significantly at 500 K, which suggest that the phase transition
of the Fg0O4 (111) surface is dierent from the bulk. It is diicult for MEM analysis
to distinguish the two components &f; whose interval is smaller than 1.9 T which
corresponds to the inverse of the time window1(0 ns*~7.1 MHz). This explains the
reason why the Fe@and Fe(B) components are not resolved in the NRS data for 85 and
297 Kin figure 3.30. For 500 K, three frequency components were detected. On possible
interpretation is that the the two peaks of Fe(B) were resolved at 500 K: Tieeettice
between the internal magnetic field of the surface EeéBd Fe(B) sites is larger at 500
K than 297 and 85 K. There is also a possibility that the existence of three peaks is due
to the diference of the internal magnetic field between the surface and the bulk: The
smallestBy¢(=41.8 T) is derived from the bulk Fe(B) site, the middle component (44.0
T) is from the bulk Fe(A) site or the surface Fe(B) site, and the larBegt47.9 T) is
from the surface Fe(A). It is obvious that the componerBat= 47.9 T is larger than
any of the bulk components, which clearly indicates the existence of a surface magnetic
structure whose internal magnetic field is larger than the bulk.

3.4.3 CEMS

Figure 3.32 (a) and (b) show the CEMS spectra of naturaP&reO4(4 nm)-deposited
Fe;O4 (111) surfaces, respectively. The incidentay direction was parallel to the [111]
direction. The spectra consist of 12 peaks which are assigned to the six excitation lines
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Figure 3.29: The frequency spectra of the NRS time spectra of the air-exposed
S"Fe;04(4nmYFe;0,4 (111) surface at 85 K, 297 K and 500 K.
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shown in figure 2.13 for the Fe(A) and Fe(B) sites. The peaks labeled as peaks 1-6 in
figure 3.32 (a) correspond to the transitions 1-6 in figure 2.13. In order to estimate the
peak intensities, the spectra were analyzed by fitting the data with Lorentzians. The fitting
was based on the assumptidhs = 3Ws 4 whereW,—\Ws are the intensity of the peak 1—

6(cf. equation 2.39 ) [60]. The fitting results are represented by solid curves in figure
3.32. The blue, green and the red lines show the component of Fe(B), Fe(A) and the sum
of Fe(A) and Fe(B), respectively.

The spectral intensity ratios Fe(Be(A) were 1.76 and 2.20 for the natural &Age;O;-
deposited samples, which ardfdrent from the stoichiometric ratio of 1.88 [61]. Al-
though the reason for this discrepancy is not clear at present, it has been discussed in
terms of slightly included Fe(B) vacancies; When an Fe(B) vacancy is created, it traps the
electron of 5 B-site F& ions [62]. These trapped B-site £dons are indistinguishable
from the Fe(A) sites, which leads to the decrease of the observed/Fe(R) ratio. The
Fe(B)YFe(A) ratios observed in our experiment indicate that the possible number of the
Fe(B) vacancies in thEFe;O,-deposited sample is less than that of the natural sample by
1.5%, which can be neglected in the present study. The estimated internal magnetic field
was 48.6 and 45.5 T for the Fe(A) and Fe(B) sites, respectively. These values are the same
for both the natural anefFe;O,-deposited samples and are consistent with previous re-
ports [63, 64]. As seen in figure 3.32, the ratio of the line intensitiesisrént between
the two samples. Using the equation 2.39, the spin direction of each site can be deter-
mined from the line intensity ratios. We also observed the CEMS spectrum of a randomly
oriented powder F©,, which is shown in figure 3.32(c). For the powder sample, the
line intensity ratioWs/Ws is 0.67 for both Fe sites, which is in good agreement with the
theoretical value\Ws/Ws = 2/3) of magnetically randomly oriented samples. In contrast,
Ws/W; of the FgO,4 (111) surface obtained from figure 3.32(a) and (b) was found to be
1.10-1.20, which is significantly fierent from 0.67. This means that the magnetization
of the FgO, (111) surface is not randomly oriented. This is not surprising sing®fe
has easy-magnetization axes due to the magnetocrystalline anisotropy energy. However,
if the four easy-axes are equally dominant, the line intensity oW will be 0.67.

The deviation of line intensity ratigVs/Ws from 0.67 means that the four easy-axes are
not equally dominant.

The dependence of the line intensitidg s on the éfective anglef) between the mag-
netization direction and the X-ray incident direction is given by equation 2.39. Given
that the easy-magnetization axes of®gis the(111) axes, there are one surface-normal
magnetization axis and three non-perpendicular axes, as illustrated in figure 3.33.

If the magnetization of the surface is perpendicular to the surface, which corresponds
to 6 = 0°, the observed line intensity ratds/Ws will be 0. If the magnetization is
along either of the non-perpendicular easy magnetization %x@( [1]_ﬂ and[lll];

6 = 1095°), on the other handWws/W;s will be 1.07. Also,Ws/Ws has a maximum
(Ws/Ws = 1.33) atd = 9C°. These indicate thatvs/Wg will lie between 0 and 1.07

if the perpendicular and non-perpendicular component coexist. We should note that we
cannot distinguish the two magnetization directions that are anti-parallel to each other
(e.g.,0 = 1095° andd = 2895°) and the two magnetization directions that are symmetric
with respect to the surface (e.g.= 1095° andé = 70.5°) since equation 2.39 contains
only sirf # and co36.
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Figure 3.33: The bulk easy magnetization axes gfize

Table 3.1: The WW; intensity ratios of the CEMS spectra in figure 3.32 and tffiece
tive angled for each Fe site of the natural ahtFe;0,-deposited Fg, (111)

surfaces.
Natural FgO, °’Fe;04(4 nmYFe;0,
Ws/Ws(A-site) 110+ 0.06 1.09+0.12
Ws5/We(B-site) 120+ 0.03 1.18+ 0.07
Oa 107.9° + 1.8° 1083° +4.1°
0 1031° +1.5° 1040° + 2.7°
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Table 3.1 shows the YWW;s values of the natural andFe;O,-deposited FgO, (111)
surfaces and thefiective angleq) of the magnetization direction calculated by equation
2.39. For both surfaces, thWs/Ws values are close to 1.07. The NRS results in figure
2.18 and 3.27 showed the presence ofdhe component which indicates the presence
of in-plane component of the magnetization. The lack of in-plane magnetic anisotropy
in the frequency spectra indicates that the sample as a whole has no in-plane magnetic
anisotropy. This indicates that the in-plane magnetization components cancel each other
out. The W,/W; values in table 3.1 was close to or slightly larger than th\W value
corresponding to the non-perpendicular easy-axes (1.07). This indicates that the magne-
tization direction of the R, (111) surface is identical to the non-perpendicular easy
axes or more surface parallel than the non-perpendicular axes. If the surface contains
both non-perpendicular and perpendicular easy-axes components, the obsef&d W
value will be between 0 and 1.07. Therefore, the present results show that there are no
perpendicular component within the probing depth of CEMS (45-60 nm ). These results
indicate that the surface is covered by closure domains, because if closure domains do not
exist on the surface, the surface will contain body domains which are magnetized along
the perpendicular easy axis.

Discussions

The results shown in table 3.1 show that the®(111) surface is covered with closure
domains and the body domains magnetized along the perpendicular easy-axes are hidden
below the closure domains. This tendency is consistent with a previous refozdeynir

et al. [20] which claimed that the R®, (111) surface is covered with closure domains.
From thef, anddg values, the anglé,, of the total magnetic moment can be calculated,
which is also shown in table 3.1. We can notice that, is significantly smaller than
1095°, which means that the total magnetization direction is significantly rotated from
the original non-perpendicular easy axes to the surface-parallel direction. This can be at-
tributed to the competition between the magnetostatic energy and the magnetocrystalline
anisotropy energy because the former tends to make the magnetization direction parallel
to the surface and the latter tends to bind the magnetization direction to the easy-axes.
Moreover, it can be noticed from table 3.1 that the observed magnetization direction is
hardly influenced by thé’Fe;O, deposition. This indicates that the magnetic structure
does not have depth dependencsince the contribution of the 4nPiFe;O, layer to the
CEMS signal is enhanced by a factor of 50 while the probing depth for the natural sample
is 45-60 nm. This tendency is again consistent with a previous rep@tztgmiret al.

[20] which claimed that the magnetization direction of the closure domain is more surface
parallel than the non-perpendicular easy axes. They considered that the dectgase in

is attributed to the magnetostatic energy that originates from the surface magnetic poles.
Moreover, the anglé,.z observed in our study was hardly changedPtye;0, deposi-

tion within the experimental resolution, which indicates that the magnetization direction
does not have depth dependence in the range of the probing depth of CEMS (45-60 nm).
If we assume that the whole closure domain is uniaxially magnetized and that the mag-
netization direction is on the planes spanned by the perpendicular ([111]) and one of the
non-perpendicular ([1], [111] and [L11] directions), the total energ¥ota Can be writ-
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Figure 3.34: The dependencemj;, on the angle.

ten, from equations 1.22 and 1.16, as

Etotal = Ea + Em (34)
E. = Ky(Vo)(aias+ asa3 + a3a? - 1/3)
0 = ap= —cosH+Ln@
V3 V6
_ —cosf _sind
Y B
V. = %Acos@

En = 853x10°M2coghAL

whereA is the area of the sample surfatds the width of the closure domains awgis

the volume of the closure domains. The dependendgqgf on the angle is plotted in
figure 3.34. The total enerdyiqa takes the minimum value @t= 93.9°. Although it is
smaller than the observeédn table 3.1, it shows that the magnetostatic energy cannot be
neglected when we consider the surface magnetization direction.

Table 3.1 also shows that the magnetization of the Fe(A) site is almost parallel to the
easy axes while the magnetization direction of Fe(B) is significantfgrint from the
original easy axesf(= 1095°). This indicates that the Fe(A) and Fe(B) spins are not
parallel to each other at the surface.

We discuss the reason why the Fe(A) and Fe(B) spins are non-parallel to each other.
Here, let us consider two ways to rotate the total magnetization direction in order to
reduce the magnetostatic energy. One is to rotate both Fe(A) and Fe(B) spins to the
surface-parallel direction. The other is to rotate only the Fe(B) spins. We label these
spin configurations as configuration X and Y, respectively. These models are illustrated in
figure 3.35. The angle between the total magnetization direction and the surface normal
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direction is written as

o arcco { — oSO + (9/5) cOHg
V(= cosha + (9/5) cosp)? + (— Sinba + (9/5) sinbp)? ’

(3.5)

wheref andfg are the angles corresponding to the magnetization direction of Fe(A) and
Fe(B) sites, respectively. Let us consider the energy required to rotate the total magne-
tization direction by 10 In configuration X, both Fe(A) and Fe(B) has to rotate by 10

in order to rotate the total magnetization direction by.10onfiguration X costs no ex-
change energy since the Fe(A) and Fe(B) spins remains to be parallel. In configuration
Y, in which only Fe(B) spins rotate, the Fe(B) spin rotation angle required to rotate the
total magnetization direction by 1@s 4.9° since the magnetic moment of Fe(B) site is

9/5 times as large as that of Fe(A): Fe(A) spins do not rotate and Fe(B) rotateS°by 4
This means that configuration Y costs smaller magnetocrystalline anisotropy energy than
configuration X, but costs exchange energy because Fe(A) and Fe(B) spins become non-
collinear. Therefore, the choice between two canting models depends on the competition
between the exchange energy and the magnetocrystalline energy. Since the contribution of
respective Fe sites to the magnetocrystalline anisotropy energy is unknown at present, it is
difficult to estimate the magnetocrystalline anisotropy energy when the Fe(A) and Fe(B)
spins are not parallel. Still, we can discuss by roughly estimating the magnetocrystalline
anisotropy energy and the exchange energy.

In the case of configuration X, the increase of the anisotropy energy required to rotate
the Fe(A) and Fe(B) by FGestimated from equation 1.16 ix30?> Jmq. In configuration
Y, on the other hand, the Fe(B) spin has to rotate towards the surface-parallel direction
by 4.9° in order to rotate the total magnetization direction by. Ferom equation 1.1, the
increase of the exchange enemyifcchangePer unit volume by rotating the Fe(B) spin is
estimated as

AEexchange= —2NN JagSa - Sg(1 — COSAbg), (3.6)

whereng = 4.73 x 10?2 m=2 is the number of Fe(B) sites per unit volun¢, = 6 is

the number of the nearest Fe(A) sites of the Fe(B) Sie,= 5/2 andSg = 9/4 are

the total spin quantum number of the Fe(A) and Fe(B) sites, respectivelp@nd the
rotation angle of the Fe(B) site. By substitutings = 4.9°, AEexchangelS €Stimated to be

3.5 x 10° ym? which is larger than the energy required to rotate the total magnetization
direction by 10 in configuration X. Therefore, in the case ofs:Bg, configuration Y

is not preferable. Therefore, the competition between the magnetocrystalline anisotropy
energy and the exchange energy cannot explain the non-parallel spin configuration of
the Fe(A) and Fe(B) site. This indicates that other forces such as Dzialoshinsky-Moriya
interaction must be responsible for the non-collinearity of the Fe(A) and Fe(B) spins.
Further theoretical studies should be conducted in order to clarify the origin of the non-
collinearity.

In addition, the results of the loytigh-temperature NRS shows that the internal mag-
netic fieldBys of the Fg@O,4 (111) surface is larger than the bulk. There are two possibil-
ities that can explain the flierence in the internal magnetic fieBy; of the bulk and the
(111) surface of F£,; The critical exponeng of the surface is dierent from the bulk,
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Figure 3.35: Two possible models of spin canting to reduce the magnetostatic energy on
Fe;0,4 (111) surface.

or the curie temperaturE, is higher at the surface than the bulk.

Let us consider the former case. Near the curie temperature, the thermal behavior of
the magnetizatioM is written as

TC_T

C

M o ( ¥, (3.7)
whereT is the temperaturel, is the curie temperature amlis the critical exponent.

For FgO,, T, is 839.5 K [59]. The critical exponeptdepends on the type of the model
(Heisenberg, Ising, etc.) and the dimensionality of the system. For the three-dimensional
Ising model,8 ~ 5/16 [65]. According to the previous report byaggstom et al. on

the powdered F©,, B of the bulk is 0.33—-0.39 for Fe(A) and 0.35-0.45 for Fe(B) [59].
Table 3.4.3 shows the surface critical exponemilculated for various models. These
results show thgg is larger at surfaces than the bulk. Figure 3.36 shows the thermal
behavior of the magnetization f8r= 1/3 and 0.8 based on equation 3.7. The temperature
dependence of the magnetization becomes less steep as we increase the critical exponent
B. This means that, if we consider thffext of two-dimensionality of the surface on the
critical exponent, the surface magnetization near the curie temperature should be smaller.
Therefore, we consider that the deviatiorBaf of the surface from the bulk is due to the
difference in the curie temperature. Bineééal. reported, using the Monte Carlo method

on the three-dimensional Ising model, that the curie temperdiyref the surface is
higher than the bulk curie temperaturgwhen the surface exchange constdydatisfies

Js > 1.55J whereld is the bulk exchange constant. Therefore, our present results, which
showed that the surface magnetization is larger than the bulk at 500 K, cannot be attributed
to the diference in the critical exponent.
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Table 3.2: Calculated surface critical exponeéntlues for various models.
Model Method B Ref.
Ising Monte Carlo 0.78(2) [66]
series expansion 0.77(2) [67]
renormalization group 0.80(2) [68]

Xy Monte Carlo 0.84(1) [69]
series expansion 0.79(3) [67]
Heisenberg isotropic Monte Carlo 0.75(10) [70]

series expansion 0.81(4) [67]
renormalization group 0.84(1) [68]
Heisenberg anisotropic renormalization group 0.84(1) [68]
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Figure 3.36: The thermal behavior of the magnetizatiorsferl/3 and 0.8.
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Based on these considerations, we consider that the peculiar thermal behavior of the in-
ternal magnetic fieldy; indicates that the surface curie temperaflye higher than the
bulk. Since the curie temperature is determined by the competition between the exchange
interaction and the thermal fluctuation of the spin direction, this results suggest that the
exchange interaction of the surface is larger than the bulk.
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Chapter 4

Conclusion

In this study, we investigated the electronic and magnetic structure of $g FeL1) sur-

face by low-energy electronfiiiaction (LEED), ultra-violet photoemission spectroscopy
(UPS), nuclear resonant scattering (NRS), and conversion electiesldduer spectroscopy.
For nuclear resonant X-ray scattering experiments and micro four-point probe measure-
ments, we designed and constructed experimental apparatus.

We prepared two kinds of surfaces, the Fe(A)1l-terminategf€111) surface and
the OQ-exposed Fe(A)l-terminated &, (111) surface. The LEED pattern exhibited an
unreconstructed & 1 structure. The unreconstructeck1l LEED structure was present
even below the 120 K where the bulk undergoes the Verwey transition with a structural
change from cubic to monoclinic. We considered that the Verwey transition is suppressed
at the surface due to theftirence in the Fe(B) valence state from the bulk. In order
to establish a method for modulating the Fe(B) valence state, we investigatefdlettte e
of H adsorption on these surfaces. We have discovered that the H atoms adsorbed on
the Fe(A)-terminated R®, (111) surface reduces the work function but does not induce
charge transfer. We argue that the H atom adsorbs on the surface as a neutral atom. The
decrease of the work function can be explained by the formation of an electric dipole due
to the hybridization of H & orbital with the substrate orbital or the mixing of the Hand
the H 2p orbital due to the perturbation by the electric field from the substrate ions. On
the O-exposed Fe(A)-terminated 8, (111) surface, on the other hand, H adsorption
increases the Fe(By, derived peak in the UPS spectrum and decreases the work function.
This indicates that the H atoms adsorb as cations on thexPosed Fe(A)-terminated
Fe;0, (111) surface and dope electrons to the FefBorbital.

We investigated the magnetic structure of the@zg(111) surface by nuclear resonant
X-ray scattering and conversion electroro8gébauer spectroscopy. We found, from the
NRS frequency spectra and the peak intensity ratios of CEMS results, that the surface-
normal magnetization component is missing on the surface. This indicates thag@he Fe
(111) surface is covered by closure domains. Furthermore, the magnetization direction of
the closure domains is found to be tilted from the original easy-magnetization axes to the
surface-parallel direction. This is considered to be caused byffibet ©f magnetostatic
energy which tends to rotate the surface magnetization to the surface-parallel direction.
We also found that the spin direction of the Fe(A) and Fe(B) sites are non-collinear near
the surface. Based on the magnetocrystalline anisotropy and exchange energies of the
bulk, we found that the experimental results cannot be explained by the compensation
between the exchange, magnetocrystalline anisotropy and the magnetostatic energies. We
consider that peculiar exchange interactions such as Dzyaloshinsky-Moriya interaction
exist on the FgO, (111) surface or that the Fe(A) spins are magnetically harder than the
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Fe(B). Furthermore, we measured the temperature dependence of the internal magnetic
field by NRS, and discovered that the internal magnetic field of the surface is larger than
the reported value of the bulk. This phenomenon indicates that the exchange interaction

of the surface is larger than the bulk.
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