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CHAPTER 2 
PREFACE 

 

Heat has been understood as a form of energy over a long period of researches, 

conversely meaning that microscopic motion can appear as “microscopic heat”. Motion in 

nanomaterials consists of various elements, structures, and topologies, which results in unique 

thermal properties accordingly. While some of them cause material degradation, we can utilize 

some of the others as new energy sources. Active control of such properties will not only improve 

the performance of existing nanomaterials but also pioneer new material design, which is a purpose 

of this thesis “Theoretical Control of Thermal Properties Based on Nanostructure Design”. The 

survey is especially interested in how nanostructures affect the thermal properties; where the thesis 

has recourse to computational simulations, providing a direct way to observe both of heat transfer 

and material structures microscopically. The analysis begins with the simple low-dimensional 

structures, focusing on the difference between two types of interactions in nanosctuctures, namely, 

the strong bonded one and the weak long-ranged one. It shows that the combination of two 

interactions shall lead to new materials with controllable thermal properties, and this guideline is 

clearly validated with studies of inorganic-organic hybrid structures.  

The above overview is introduced in Chapter. 1 of the thesis, and the rest is organized as 

follows. Chapter 2 introduces a basic concept of phonons related to the lattice thermal conductivity. 

It also provides detailed information of thermal transport calculations and practical methods used in 

the following studies. Chapter 3 and Chapter 4 study the thermal effects of bonded and long-ranged 

interactions respectively, holding up carbon nanotubes as examples. The former investigates 

single-walled carbon nanotubes and their strained carbon-carbon bonds due to twisted tube 
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structures, namely, the chirality. The latter describes the study about the thermal properties of 

double-walled carbon nanotubes affected by the long-ranged inter-layer interactions. The 

comparison between two researches shows a definite importance of the composite nanostructures, 

which is validated in Chapter 5 with organic-inorganic hybrid perovskites. Specifically, we can 

understand the thermal properties of the composites, as the properties characterized by the 

components are modified by the hybrid interactions systematically. Based on this understanding, 

Chapter 6 finally develops the thermal design by using the hybrid perovskites with anion 

substitutions. Chapter 7 summarizes the thesis and proposes future subjects toward general and 

flexible control of thermal transport phenomena. 

This work has been supported by a supervisor, collaborators, current and past members of 

Yamashita & Ushiyama group. Here I should show acknowledge for them. 

I would first like to thank my supervisor, Professor Dr. Koichi Yamashita. He gave me a 

lot of opportunities to study a wide variety of research field and provided enough time to decide the 

research topic and direction. It helps me to acquire skills and spirit for reaching in the forefront of 

material engineering. Special thanks also to Associate Professor Dr. Hiroshi Ushiyama, who guided 

me in my senior bachelor year and supported my daily life afterwards. Professor Dr. Kazunari 

Domen, Professor Dr. Atsuo Yamada, Associate Professor Dr. Ryuji Kikuchi, and Professor Dr. 

Satoshi Watanabe gave me a lot of advices and comments about this thesis as the second examiners. 

Most of works in this thesis are supported by the gentle collaborators, who were in 

Yamashita & Ushiyama group, and would not have been possible without their help and guidance. 

Dr. Tatsuhiko Ohto, an assistant professor in Osaka University, was my senior. He introduced me to 

the solid-state physics and studies about transport phenomena. His previous works about electron 

transport through molecular junctions are definitely arouses my interest and become my motivation 
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to the first work about the phonon transport in single-walled carbon nanotubes. Dr. Hiroki Kawai in 

Toshiba Corporate Research & Development Center was also my senior, and gave me a lot of time 

to discuss about the transport phenomena and computational physics. His careful review of my 

research often found out significant issues and improved the quality of my works. Dr. Ryota Jono, a 

project assistant professor in the University of Tokyo, was a researcher in Yamashita & Ushiyama 

group, and joined the second work about double-walled carbon nanotubes. He taught me how 

important it is to provide new understandings and viewpoints in research work, and showed 

practical approaches to do it with working together. His extensive knowledge about molecular 

dynamics is also conducive to pursue my research, and from this experience I came up with ideas 

for the succeeded studies. Associate Professor Dr. Giacomo Giorgi in Università degli Studi di 

Perugia was a senior scientist in the group, and supervising the third work about organic-inorganic 

hybrid perovskites. He encouraged me to join in the new research topics about perovskites and kept 

an eye on my progress. Moreover, he introduced me to several Italian researchers, which results in 

the forth work in this thesis. I also remember well that he treated me kindly when I visited Italy and 

gave me an opportunity to present my research in Perugia.  

I also would like to express my gratitude to the Italian collaborators. Dr. Alessandro 

Mattoni, a staff researcher in the Cagliari Unit of Istituto Officina dei Materiali, gently accepted my 

visit and prepared comfortable research environment. He instructed me a way to develop classical 

potentials and shared leading-edge knowledge with me. Dr. Claudia Caddeo also supported my 

research in Cagliari. Lively discussion with her about thermal transport is highly suggestive and 

made me motivated for the mentioned research.  

The current and past members of Yamashita & Ushiyama group have supported my 

works indirectly and my deep appreciation should go to them likewise. Assistant Professor Dr. 
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Mikiya Fujii provided me many opportunities to discuss about our researches, interesting issues, 

and about life in Yamashita & Ushiyama group. His advices were sometimes encouraging and at 

other times severe, from all of which I have learned a lot of things. I was also deeply impressed 

with his sincerity, honesty, and great zeal both in research and in teaching. Dr. Yasumitsu Suzuki, 

Dr. Tomotaka Kunisada, Dr. Ayaka Kuroki, and Dr. Eriko Watanabe taught me basics and practical 

methods of calculations, which helped me a lot to start my works. I want to thank my colleagues: 

Mr. Katsuhiko Nishimra, Mr. Kenta Tsubakiyama, Mr. Takuya Aoyama, Mr. Yasuyuki Masuda, Mr. 

Yuhei Shimoda. We joined Yamashita & Ushiyama group at the same period and stimulated each 

other for a long time. I also thank my juniors: Ms. Ayako Kubo, Mr. Eisuke Kawashima, Mr. 

Masanori Kaneko, Mr. Rimpei Kindaichi, Mr. Shinagawa Chikashi, Mr. Hiroki Iriguchi, Mr. 

Ryosuke Kodama, Mr. Shintaro Hatamiya, Mr. Shunsuke Kurahashi, Mr. Tomoshi Imamura, and 

Mr. Shohei Koda. We spend a lot of time together, which always cheered me up and estranged me 

from a lorn research life.  

Finally, I would like to thank my parents and grandparents for their support. 

 

Tokyo January 2017                   

Tomoyuki Hata 
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CHAPTER 1 

GENERAL INTRODUCTION 

 

The complexity for minimum component costs has increased at a rate of roughly a factor 

of two per year. Certainly over the short term this rate can be expected to continue, if not to 

increase. Over the longer term, the rate of increase is a bit more uncertain, although there is no 

reason to believe it will not remain nearly constant for at least ten years. That means by 1975, the 

number of components per integrated circuit for minimum cost will be 65000. I believe that such a 

large circuit can be built on a single wafer.   − Gordon Earle Moore 

 

Since 1947, when the transistor was invented in Bell Laboratories [1], electronic devices based on 

semiconductors rapidly become popular in our lives. For example, in Japan, a penetration rate of 

personal computers have reached around 80 %; 100％  for mobile phones; 60 % even for 

smartphones [2]. Such diffusion of devices are strongly led by industrial development in this field 

with drastic scaling laws, the most famous of which is “Moore's law” in the epigraph [3]. This 

suggestion of miniaturization and high integration is found in an article published by Gordon Earle 

Moore in 1965, and have been a definite goal both of high performance and low cost in all devices. 

While the development in device design still continue to achieve the scaled goal, it has been getting 

more and more difficult to do it for recent nanoscale devices. In International Technology Roadmap 

for Semiconductor 2007 [4], a new chapter is established in order to follow Moore's law by another 

option, namely, finding or designing new materials with excellent properties. Moreover a 

next-generation guideline called as “More-than-Moore” is also suggested, where the specialized 

design meeting respective demands is more emphasized than the simple scaling rules. The biggest 
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problem in continuous scaling is the fact that associated cost benefit has been reduced. At the 

moment, further miniaturization can be achieved by suppression of leakage current, low resistivity 

circuit, accurate switching, power saving, and so forth. The device design necessarily includes more 

delicate CMOS and memory structures, which needs highly precise lithography technology. Such 

technical requirement often spoils the cost reduction with scaling. Consequently, Moore's Law is 

losing its industrial driving force. 

Particularly, the leakage current and resistance increase are quite serious. These 

phenomena result in heating of devices, which causes not only a waste of energy but also unstable 

operation: material breakage or thermal runaway in the worst case. Unfortunately, the increases of 

leakage and resistance are inevitably accompanied by reduced area of device layers. Even with 

functionalized materials, it is hard to solve this problem in terms of the electrical characteristics, 

which recently gives way to another attempt, viz., thermal design in nanoscale devices. Thermal 

design means handling of surplus heat; including suppression of temperature increase with 

facilitating a thermal flow, and protection of vulnerable places with shutting off the flow. At the 

same time, the surplus heat is the dominant form of waste energy and should be recovered with 

thermoelectric materials, where temperature differences are converged into electric voltage [5]. 

Such aggregation and distribution of heat shows diverse requirements of thermal properties, 

indicating the distinct importance in control and design of materials with desired thermal properties. 

In order to do it, we should understand a correlation between material structures and 

thermal properties. Thermal conductivity is one of typical properties related to the thermal design in 

devices, and can be found in a diffusion equation of heat called as “Fourier’s law”: 

𝐽 = −𝜅 ∙ 𝛥𝑇 (1.1) 

where 𝐽 is the thermal flux, 𝛥𝑇 the temperature difference, and 𝜅 the thermal conductivity [6]. 
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Even though Eq. (1.1) seems to be simple, 𝜅 are hard to be evaluated directly in experiments, 

because accurate measurement of thermal flow in materials is unfeasible. Only temperature and its 

change can be observed. Fourier’s law should be deformed by separating heat diffusion into 

temperature diffusion and specific heat can be written as follows: 

𝜕𝑇
𝜕𝑡 = −

𝜅
𝐶𝜌

𝜕𝐽
𝜕𝑥 = −𝛼

𝜕!𝑇
𝜕𝑥!  (1.2) 

 𝛼 is the thermal diffusivity; 𝐶 is the specific heat, at constant volume in many cases;  𝜌 the 

density; 𝑡 the time; 𝑥 the coordinates of sample materials [6]. 𝛼 and 𝐶 are measured separately, 

from which thermal conductivity can be evaluated. While there are several methods to observe the 

thermal diffusivity, their basics are common. It means to measure a temperature response to thermal 

stimulation and calculate diffusivity from the diffusion equation. Detailed methods are still 

improved, especially in development of non-contact measurement methods such as a thermal 

reflectance pump-probe method [7]. For specific heat measurements, a differential scanning 

calorimetry is widely used [8], where specific heat is evaluated indirectly by comparing amounts of 

heat required to increase temperatures in sample and reference substances. While such useful 

methods have been proposed, their results often involve unignorable measurement errors and are 

hindered to determine their properties. Various error factors should be considered: surface or 

internal roughness of samples, contact areas with heaters, changes of sample structures by 

temperature fields, and accuracies in fitting of response data. Their effects often get more serious in 

nanoscale measurements [9]. Although the non-contact methods are expected to reduce the above 

problems, it is much more difficult to quantify the thermal conductivities with taking account of 

detailed sample structures. Relationship between the transport properties and material structures are 

still obscure, not providing enough guidelines in searching or designing new thermal materials. 
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Evaluating the thermal conductivity by using computational simulations is one of the  

promising ways to overcome such experimental difficulties. Combination between theoretical and 

experimental studies would not only achieve the steadfast thermophysical property measuring but 

also develop an understanding of thermal properties in complex structures. In theory, the thermal 

conductivity can be separated into two contributions with different carriers. 

𝜅 = 𝜅! + 𝜅! (1.3) 

where 𝜅!  is called as the electron thermal conductivity indicating the contribution of energy 

transfer via transports of free electrons, and 𝜅! is the lattice thermal conductivity corresponding to 

the effect of lattice vibrations, viz., phonons. The later is rather important in insulators or 

semiconductors, which are often used in thermal circuits or thermoelectric materials. With the 

simplest approximation, 𝜅! can be described as  

𝜅! =
𝑁
3 𝐶!𝑣!

!𝜏 (1.4) 

where 𝑁 is the number of phonon modes, 𝐶! the lattice specific heat, 𝑣! the phonons’ group 

velocities, 𝜏 the relaxation times, and the superscript line indicates an average for modes [5]. 

Several computational methods are proposed to calculate 𝜅!, for example, ones based on the 

non-equilibrium Green’s functions (NEGF), non-equilibrium molecular dynamics (NEMD), 

Boltzmann equation, and Green-Kubo formula. Each approach has different strong and weak points, 

and an appropriate choice of them enables us to evaluate the lattice thermal conductivity within a 

certain degree of accuracy.  

With such experimental and theoretical analyses, several practical methods are proposed 

for effective thermal control. The most direct way is introducing grain boundaries that particularly 

scatter phonons with long mean free paths [10], and the theoretical approaches revealed that the 
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average grain size is critical [11]. While this approach generally works well at high temperature, it 

has little potential for further minute control and severe limitations considering the nanoscaled 

devices operating at moderate temperature. More suitable one for such applications is focusing on 

finer design of material structures and Fig. 1-1 shows successful examples. Nanoscaled inclusions 

into host materials are found to work as effective scattering factors for phonons [12]. Materials with 

superlattices or nanoparticles also lead to insulate the dominant phonon transport with long 

wavelength [13, 14]. It is recently found that certain nanostructures called as nanophononic 

structures introduce localized phonons, which sometimes block other phonons as an avoided 

crossing [15, 16]. Above approaches are useful indeed, however, they are just auxiliary elaboration, 

so to speak, superstructures, and the limitations in further improvement are visibly not so distant. At 

the same time, they are often followed by a high cost and low durability. The original purpose of 

thermal control is to avoid such drawbacks, and now it should be considered to develop not 

superstructures but innovative raw materials, with further understanding about what design should 

suppress or enhance the thermal properties.  

 

Fig. 1-1. The schematics of nanoscaled thermal control based on (a) the inclusions [12], (b) the 

superlattices [13], and (c) phonon localizations [15]. 

(a)																																																(b)																																														(c)�
�
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Measurements certainly bring us the related properties of materials like 𝜅!, 𝜏, and 𝑣!, 

but these values are not directly shows some relationship between their structures. Thermal design 

of materials now requires how to analyze such relationship and to determine some structural 

elements that can be control factors of thermal properties [17]. The simplest way to do this is to 

compare a lot of candidate materials with each other, but a brute force comparison is unrealistic. 

There are enormous structural factors like chemical bonds, long-range interactions, topology, 

symmetry, orientation, and order. Moreover, in a lot of materials, these factors are put together and 

related to each other. To solve this maze of the material structures, we should have some consistent 

standpoint to compare structures and should choose appropriate comparisons. In general, the prime 

starting point is referring to preceding studies. Except for the superstructures, we can mainly find 

two effective approaches, namely, resonant bonding [18, 19] and phonon rattlers [20], shown in Fig. 

1-2. The resonant effect indicates that a lack of valence electrons contributing to chemical bonds 

causes disordered distribution of electrons. Such disorder is observed as weakly delocalized 

electron density, resulting in strong phonon scatterings. The phonon rattlers mean guest atoms in 

host-guest structures, whose rattling motions are also known to scatter phonons selectively. Even 

though we already have the shoulders of giants as the above, such mechanisms are relatively limited 

to specific compounds and seem to be a little bit narrow as the starting point towards new material 

design. Therefore, this thesis dares to go back to the basics; we begin with a comparison between 

simple and pure structures and extend them into more complicated structures step by step. In each 

stage, we investigate effective analysis methods and structural factors dominant in thermal 

conductivity, from which we explore a hopeful direction to functionalize materials and establish 

new set of comparisons. Considering the requirements of various thermal properties as mentioned 

above, we discuss structure dependence in materials both with high thermal conductivity for 
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wasting heat and low thermal conductivity for thermoelectric conversion and heat insulation. Such 

elemental procedures are slow and steady, but should win some development in material design 

with distinctive findings.  

 

Fig. 1-2. Two approaches for new materials: (a) the resonant bonding in PbTe shows the 

delocalized electron density [18]; (b) the guest atoms show rattling motions scattering 

phonons [20]. 

The rest of this thesis is organized as follows. Chapter 2 introduces a basic concept of 

phonons related to the lattice thermal conductivity. It also includes detailed information of thermal 

conductivity calculations, especially about the NEGF and NEMD methods, used in the following 

chapters. Backgrounds of calculations, first-principles and classical calculations, are also briefly 

explained. In chapter 3, we investigate the structure dependence in thermal properties of single 

walled carbon nanotubes, typical examples of simple one-dimensional substances. Their high 

thermal transport properties are evaluated by the NEGF methods with the first-principles 

calculations, and compare between them focusing on effects of strained carbon-carbon bonds due to 

twisted tube structures. Chapter 4 describes a study about thermal properties affected by composite 

(a)																											 	 	 	 																				(b)�
�
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structures via long-range interactions. We adopt double walled carbon nanotubes and propose a way 

to control their thermal transport properties at low temperature by using layered structures. The 

NEGF methods are employed with classical force fields, whose results are analyzed with a coupled 

vibration model, consisting of two vibrational systems interacted by weak interactions in a 

non-conducting direction. The analysis suggested the possible requirements for controllable thermal 

properties, and chapter 5 investigates the organic-inorganic hybrid structures meeting such 

requirements. In particular, considering the appreciation to thermoelectric materials, we focus on 

materials with high carrier mobilities and low thermal conductivity, namely, organic-inorganic 

hybrid perovskites. In order to take into account uncrystallized motion of embedded organic 

molecules, thermal conductivity is calculated with the classical NEMD with empirical force fields 

developed by fitting to results in ab-initio molecular dynamics. Suppression mechanism of the 

thermal conductivity is investigated by comparing between several hybrid model structures 

including organic molecules with different vibrational degrees of freedom. Chapter 6 developed the 

thermal design based on the hybrid perovskite structures by considering anion substitutions. The 

parameters of different anions are obtained as simple as possible in order to accept the enormous 

degrees of freedom for material design with hybrid structures. We propose a three-step procedure 

with detuning existing parameters, which is validated by comparing with results in experiment and 

first-principles calculations. With the detuned potential, the effects of anion substitution are 

investigated in terms of the vibrational properties. Finally in chapter 7, we summarize the 

guidelines of material design with required thermal properties, and propose future subjects with 

respect to flexible control of thermal transport phenomena. 
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CHAPTER 2 

THEORY OF THERMAL PROPERTIES 

 

In this chapter, we introduce the computational methods for thermal transport properties with their 

basic theories. Analytical methods and specific approaches for practical systems in the following 

researches are explained in the corresponding chapter respectively. In section 2-1, lattice vibrations 

and phonons are introduced, which are the basic concept in the lattice thermal conduction 

phenomena.  

In the following sections, the practical methods for conductivity are explained. As 

mentioned in chapter 1, four approaches are mainly used: NEGF, NEMD, Boltzmann equation with 

the relaxation time approximation [1], and Green-Kubo formula [2]. These methods are classified as 

Table 2-1, where highlighted ones, viz., NEGF and NEMD are used in the following study. The 

former is explained in section 2-2, and the later in section 2-3. Here we address the classification a 

little more in detail. Table 2-1 shows that the thermal transport calculations have two grouping axis, 

namely, viewpoints of dynamics and temperature environment. The former has the lattice dynamics 

and molecular dynamics, in other words, vibrations and atomic motions. In the lattice dynamics, 

thermal transport phenomena are understood as the phonon transports. It means that, the governing 

equation is the carrier transport equation, which can be simplified as Eq. (1-4). Such equations 

require the phonon properties of materials including scattering of phonons due to deviation from the 

harmonic approximation. While scattering events can be statistically analyzed as the group velocity 

and relaxation time of phonons, the practical calculations require solving phonon many-body 

problems with perturbative methods, taking a lot of computational costs. This approach is usually 

difficult to consider large or complex systems with highly scattered phonons, so is suitable to be 
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applied to materials with high thermal conductivity. On the other hand, the molecular dynamics 

directly treat the atomic motions under some temperature and heat flow environment. The thermal 

conductivity is calculated by substituting such motions into Eq. (1-1). This approach does not 

employ the phonon approximation and natively includes anharmonicity of the energy potential 

surfaces. While additional analyses often focus on characteristic vibrations with the help of phonon 

approximation, no perturbative approximation needs to be done basically. Low thermal conductive 

materials rather require this approach. As the latter axis, the assumption of temperature condition, 

the equilibrium and non-equilibrium situations will be considered. The equilibrium calculations can 

be performed with small computational systems and their results are usually stable within thermal 

fluctuations. The non-equilibrium assumption means that some temperature difference is located in 

a system. The actual temperature difference makes it easy to consider heterogeneous or 

uncrystallized systems that often includes defects, substitutions, and interfaces. Computational 

models should be lager so as not to arise unnaturally steep temperature gradients and temperature 

jumps, resulting in high calculation costs or unstable results.  

The thermal transport calculations presuppose the ways to calculate vibrational properties 

or atomic motions. Generally speaking, we have two choices; ab-initio calculations and classical 

calculations with empirical force fields. The former evaluates phonons based on the electronic 

structure calculations, whose results are usually accurate and parameter free; nevertheless it is 

computationally expensive and unsuitable for large or soft systems. The latter is easy to be applied 

Table. 2-1. Two grouping axis in thermal transport calculations. 

 Equilibrium Non-equilibrium 

Lattice dynamics Boltzmann equation [1] Caroli’s formula (NEGF) 

Molecular dynamics Green-Kubo fomula [2] Fourier’s law (NEMD) 
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to such systems, while its accuracy totally depends on the parameters in force fields.  In practice, 

the ab-initio calculations are usually used with lattice dynamics focusing on the accurate 

calculations of rigid periodic structures. The classical ones cooperate with molecular dynamics for 

more general systems, such as uncrystallized or composite structures. While the following studies 

basically accord with this principle, the lattice dynamics calculations for double walled carbon 

nanotubes are based on the classical potential, considering their computational costs and the 

authority of developed force fields. 
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2-1 Phonons 

The lattice thermal conduction means energy transfer via vibrational motions of atoms in a crystal 

lattice. These motions can be separated into isolated characteristic vibrations by the harmonic 

approximation, and simplified by an artificial periodic boundary condition. When the Schrödinger 

equation is adopted as the equation of motion, the energies of normal modes are quantized and such 

quanta are called as phonons. This concept is introduced by Igor Yevgenyevich Tamm in 1930s [3].  

 We begin with considering the classical motion of atoms in a crystal. Hereafter, 𝑹 indicates a 

Bravais lattice point of the crystal, and the most stable point of 𝑖th atom in some lattice is described 

as 𝒓! 𝑹 . At finite temperature, the position of atoms at a certain time, 𝑡, are deviated from the 

most stable points into their surroundings. The actual position is represented by 𝒓! 𝑹, 𝑡  and the 

deviation is 𝒄! 𝑹, 𝑡 . 𝑡 dependence is omitted except when the equation of motions are discussed. 

Atoms in crystal seems to be deeply trapped in the most stable points and it can be assumed that the 

potential energy, 𝑈, can be Taylor expanded about 𝒄! 𝑹, 𝑡  as 

𝑈 𝒓!, 𝒓!,⋯ = 𝑈 𝒓!, 𝒓!,⋯ + 𝒄! 𝑹 ∙ 𝛁𝑈
!,𝑹

+
1
2  𝒄! 𝑹 ∙

!,𝑹

𝛁
!

𝑈 + 𝑂 𝒖!

≃
1
2  𝒄! 𝑹 ∙

!,𝑹

𝛁
!

𝑈 = 𝑈!!"#, 

(2-1) 

where the origin of the energy is set as the zeroth order term. The first order term should be 0, 

considering that 𝒄! 𝑹, 𝑡  is the deviation from the most stable points. The harmonic approximation 

indicates that the 3rd and higher order terms can be omitted within a certain accuracy as 𝑈!!"#. 

The interpretation of this approximation can be understood with the simple example, namely, an 

ionic crystal or van der Waals' crystal. The potential energy can be described as the summation of 

the contributions of pairwise interactions 𝑉!,!(𝒓! 𝑹 − 𝒓! 𝑹′ )  that depend on a distance between 
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each pair of atoms:  

𝑈 =
1
2 𝑉!,! 𝒓! 𝑹 − 𝒓! 𝑹′ + 𝒄! 𝑹 − 𝒄! 𝑹′

!,𝑹 , !,𝑹!

. (2-2) 

Then we assme that 𝒄! 𝑹 − 𝒄!(𝑹′) is small enough to Taylor expand 𝑉!,!(𝒓! 𝑹 − 𝒓! 𝑹′ )  and 

only the terms up to the second order are effective. The summation of zeroth order and first order 

can be omitted as before. 

𝑈!!" =
1
4 𝒄! 𝑹 − 𝒄! 𝑹! ∙ 𝛁

!
 𝑉!,! 𝒓! 𝑹 − 𝒓! 𝑹!

!,𝑹 , !,𝑹!

=
1
4 𝑐! 𝑹 − 𝑐! 𝑹′

!
 𝛁!𝑉!,! 𝒓! 𝑹 − 𝒓! 𝑹′

!,!
!,𝑹 , !,𝑹!

, 
(2-3) 

where the Cartesian coordinates 𝑥,𝑦, 𝑧  of atoms 𝑖, 𝑗, 𝑘,⋯  are described as 𝛼 ≡ 𝑖, 𝑥 ,𝛽 ≡

𝑖,𝑦 ,⋯ . Eq. (2-3) can be described in terms of the deviation of each atom as the following: 

𝑈!!" =
1
2 𝑐! 𝑹  𝐷′!,! 𝑹− 𝑹′

!,𝑹 , !,𝑹!

𝑐! 𝑹′ =  𝑈!!"# , 

𝐷′!,! 𝑹− 𝑹′ = 𝛿𝑹,𝑹! 𝛁!𝑉!,! 𝒓! 𝑹 − 𝒓! 𝑹′′
!,!

𝑹!!

− 𝛁!𝑉!,! 𝒓! 𝑹 − 𝒓! 𝑹!
!,!
. 

(2-4) 

It can be found that the harmonic approximation corresponds to that interactions in crystal are 

replaced with the coupled harmonic springs. 

 The atoms in crystal will move according to the equation of motion with the crystal potential 

under the harmonic approximation. In classical theory, such motions are described as 

𝑠! 𝑹, 𝑡 = −  𝐷!,! 𝑹− 𝑹!
!,𝑹!

𝑠! 𝑹!, 𝑡  , 

𝑠! = 𝑚!𝑐! 𝑹, 𝑡 , 𝐷!,! 𝑹− 𝑹′ =
1

𝑚!𝑚!
𝐷′!,! 𝑹− 𝑹′ , 

(2-5) 

where 𝑚 is the atomic mass, and the mass weighted Cartesian coordinates, 𝑠! 𝑹, 𝑡 , allows us to 

symmetrize the equations. In the matrix form, 

𝒔 𝑹, 𝑡 = −  𝑫 𝑹− 𝑹!
𝑹!

𝒔 𝑹!, 𝑡 . (2-6) 
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It is plausible to accept that motions of far distant atoms are close to independent and a terminal 

condition can be arbitrarily set for mathematical convenience. Here we consider that the motions of 

atoms in one lattice synchronize with those in the other a certain lattice apart, which is called as 

Born–von Karman boundary condition. It allows us to make a general solution of Eq. (2-6) as a 

plane wave, 𝒔 𝑹, 𝑡 = 𝝐𝑒! 𝒌∙𝑹!!" . 𝜔 is the angular frequency, and 𝒌 the wave vector, which 

corresponds to a combination of reciprocal lattice vectors. 𝜺  is the polarization vector and 

indicates changes in the positions of atoms, viz., the vibration amplitude. Substituting this plane 

wave, Eq. (2-6) is deformed into the following eigenvalue problem: 

𝜔!𝝐 = 𝑫 𝒌 𝝐, 𝑫 𝒌 =  𝑫 𝑹 𝑒!𝒌∙𝑹
𝑹

, (2-7) 

where 𝑫 𝒌  is the Fourier transform of the mass-weighted Hessian, called as the dynamical matrix. 

Eq. (2-7) gives 𝑁 ∙𝑀 eigenmodes for the 𝑁-dimensional lattice including 𝑀 atoms, and solved 

𝜔 corresponds to the angular frequency of the normal modes. One of the simplest example is the 

one-dimensional lattice includes two atoms with the same mass. As shown in Fig. 2-1, each of them 

is only linked with their nearest neighbors by the harmonic interaction with spring constants 𝐾! 

and 𝐾!. Then the engenvalue problem is specified as 

𝜔! −
1
𝑚 𝐾! + 𝐾!

1
𝑚 (𝐾! + 𝐾!𝑒!!"#)

1
𝑚
(𝐾! + 𝐾!𝑒!"#) 𝜔! −

1
𝑚

𝐾! + 𝐾!

𝜖!

𝜖!

= 0. (2-8) 

There are two eigenmodes with two eigenfrequencies, which are given as the functions of the wave 

vector.  

𝜔± =
1
𝑚 𝐾! + 𝐾! ± 𝐾!! + 𝐾!! + 2𝐾!𝐾! ∙ cos 𝑘𝑅 , (2-9) 

which is the dispersion relations of normal modes and can be described in the first Brillouin Zone as 

Fig. 2-1. The derivations of dispersion relations, 𝜕𝜔 𝑘 𝜕𝑘, correspond to the group velocities, 𝑣!, 
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of characteristic vibrations, which should be 0 on the Brillouin zone boundary and 𝑘 = 0, because 

the vibrations should be standing wave there due to the Bragg reflection. The exception is the mode 

with the zero frequency at 𝑘 = 0. This motion corresponds to a uniform translation of the atoms 

and does not construct a standing wave. Moreover, the frequency of the vibration approaches to 0 

linearly, namely, without dispersion. In general, the dispersion relation of the vibrations in the 𝑁 

dimensional lattice including 𝑀 atoms has the 𝑁 number of such translational modes, called as 

acoustic modes. On the other hand, the rest 𝑁 − 1 ∙𝑀 modes are called as optic modes, because 

they have higher vibrational energies and often interact with induced electromagnetic waves. 

 

Fig. 2-1. The schematic and dispersion relation of the one dimensional lattice includes two 

atoms with the same mass. Polarization in each mode is shown as colored arrows. 

 In quantum mechanics, the Schrödinger equation rather describes the time evolution of the 

system. By the first or second quantization, the discussion moves from classical mechanics to 

quantum mechanics, which may be performed at any time of the above procedure. It means that the 

motion of atoms in the crystal can be directly quantized by substituting quantum harmonic 

oscillators for classical characteristic vibrations. The Hamiltonian operator of the 𝑠th harmonic 
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oscillator with an angular frequency 𝜔! is described as  

𝐻!!"#,! =
1
2𝑚 𝑝!

!,𝑹

+
1
2𝑚𝜔!𝑥

!, (2-10) 

where 𝐻!!"#,!  is the Hamiltonian, 𝑝  the momentum operator, 𝑥  the position operator. The 

Schrödinger equation with this Hamiltonian can be solved with the following eigenvalues: 

𝐸 !!"# = 𝑛! +
1
2 ℏ𝜔!, 𝑛! = 0,1,2,⋯ (2-11) 

where 𝐸 !!"# is the expected value of the energy and ℏ is the Dirac constant. Eq. (2-11) means 

that, in quantum mechanics, the energy of the simple harmonic oscillation is quantized by the 

quantum number 𝑛!. In other words, the vibrational amplitude is limited to make a standing wave 

function in the harmonic potential. Then, we can interpret the quantized harmonic oscillator at 𝑛!th 

excited state as a model, where the 𝑛! number of some virtual particles with the energy ℏ𝜔! are 

distributed to the harmonic state. Such virtual particles are called as phonons. It is obviously not 

restricted that several phonons occupy the same state, indicating that they are governed by the 

Bose-Einstein statistics. Each normal mode, namely, each line in the dispersion relation is called as 

the branch of phonons. In some branch, a vibration at some wave vector has an angular frequency 

𝜔! 𝒌 , and such specified vibration is called as the mode of phonons. In this picture, the lattice 

thermal conduction is understood as that phonons with the energies ℏ𝜔! are transported with the 

group velocities 𝜕𝜔! 𝒌 𝜕𝒌. The energy increase is attributed to the increasing number of 

phonons, and the lattice specific heat 𝐶 corresponds to the number of phonons introduced per unit 

temperature increase. Finally the simplified lattice thermal conductivity, Eq. (1-4), is shown again: 

𝜅! =
𝑁
3 𝐶!𝑣!

! 𝜏,  

Now we can see that the above equation is the average expression of that introduced phonons by 

temperature increase are transported with corresponding group velocities until they are scattered. 
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2-2 Non-equilibrium Green’s functions 

The non-equilibrium lattice dynamics often assume the system, where a thermal conductor is 

sandwiched between two heat baths (phonon bath) with different temperatures, shown in Fig. 2-2 

(a). Here we define the scattering region. This region includes the thermal conductor and parts of 

heat baths that interact with the conductor effectively. The rest parts of the system are called as the 

left heat bath region 𝐿  and right heat bath region 𝑅  respectively. The temperatures of the left 

bath is assumed to be higher than one of the right bath, denoted as 𝑇! > 𝑇!. According to the 

previous section, the energy flows from left to right can be considered as phonon transports. We can 

estimate the contribution of some phonon mode in the left bath to the heat conduction as  

𝐽!,! 𝑘 = ℏ𝜔!,! 𝑘 ∙
𝑣!,! 𝑘
𝑎 ∙ 𝑇 𝜔!,! 𝑘 ∙ 𝑛 𝜔!,! 𝑘 ,𝑇! , (2-12) 

where 𝐽!,! 𝑘  is the contribution of a mode in 𝑚th branch with a wave vector 𝑘, 𝑣!,! the group 

velocity, 𝜔!,! 𝑘  the angular moment, 𝑇 𝜔  the transmission coefficient, and 𝑎 the length of 

the scattering region. 𝑛 𝜔!,! 𝑘 ,𝑇!  is the Bose–Einstein distribution function, governing the 

number of phonons. The flow of all phonons in the left bath, 𝐽!, is calculated by summing up 

𝐽!,! 𝑘  about modes, resulting in 

𝐽! =
1
2𝜋 𝑑𝜔ℏ𝜔 ∙ 𝑇 𝜔 ∙ 𝑛 𝜔,𝑇! . (2-13) 

The total energy flow 𝐽 is the difference between the phonon flow from the left bath and one from 

the right bath, given by 

𝐽 =
1
2𝜋 𝑑𝜔ℏ𝜔 ∙ 𝑇 𝜔 ∙ 𝑛 𝜔,𝑇! − 𝑛 𝜔,𝑇! . (2-14) 

Eq. (2-14) is called as the Landauer formula [4]. This formalism is enough to discuss one direction 

flows but can be generalized for multi-bath systems by defining transmission coefficients between 

each heat bath, known as the Landauer-Büttiker formula [5]. The thermal conductance is calculated 
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by dividing Eq. (2-14) with the temperature difference, that requires evaluating the transmission 

coefficient. The NEGF formalism is one typical solution to this problem. The NEGF can be 

understood only with the Keldysh formalism [6], but it requires a lot of specific Green’s functions. 

So this time, we begin with evaluating the transmission coefficient in a conventional manner of the 

scattering problem with the slice model [7]. Next, we introduce the Green’s function and relate 

them to the conventional picture [8]. Finally, the transmission coefficients are described with the 

Green’s functions as the Caroli’s formula. 

 

Fig. 2-2. The schematics of (a) the assumed system in the NEGF formalism and (b) the slice 

model in the scattering problem. 

 

SLICE MODEL The NEGF interprets the sandwiched system as a set of slices divided into 

vertical like Fig. 2-2 (b). Each slice is given a number 𝑖: 𝑖 = −∞,⋯ ,−1 for the left heat bath 

region; 𝑖 = 0,⋯ , 𝑆 + 1 is the scattering region; 𝑖 = 𝑆 + 2,⋯ ,∞ is the right bath region. Slices of 

𝑖 = 1,⋯ , 𝑆 is the thermal conductor and ones of 𝑖 = 0, 𝑆 + 1 are the buffer heat bathes. The width 

of slices are set to interact only with their nearest neighbor slices, and the slices without the thermal 

conductor are characterized by the ideal periodic potential. We denotes the diagonal dynamical 
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matrix of the 𝑖th slice as 𝑫!,! , off-diagonal one between the 𝑖th and 𝑗th slices as 𝑫!,! . The 

deviation vector of each atom in the 𝑖th slice is described as 𝒄!. Under the harmonic approximation, 

the equations of atomic motions are given by 

−𝑫!,!!!𝒄!!! + 𝜔!𝑰−𝑫 !,! 𝒄! −𝑫!,!!!𝒄!!! = 0. (2-15) 

The components in heat bath slices are assumed to be uniform, whose diagonal dynamical matrices 

are abbreviated as 𝑫(!,!) and off-diagonal ones as 𝑩(!,!). The widths are also the same, denoted 

as 𝑎(!,!). Then, the equations of motion in the heat bath regions can be rewritten as, 

−𝑩 !,! 𝒄!!! + 𝜔!𝑰−𝑫 !,! 𝒄! − 𝑩 !,!
! 𝒄!!! = 0. (2-16) 

The heat bath region has the periodic structures with period 𝑎(!,!), and 𝒄! can be chosen so as to 

satisfy the Bloch symmetry. It means that 𝒄!= 𝜆𝒄!!! = 𝜆!!𝒄!!!, where 𝜆 = 𝑒!"# is the Bloch 

factor. When we adopt the Born–von Karman boundary condition considering 2𝑁 slices, Eq. 

(2-16) has solutions of the 𝑁 number of right propagating waves and 𝑁 left propagating waves. 

The former is marked with +, and the later −. With this symmetry, Eq. (2-16) is simplified as  

−𝑩 !,! 𝒖 !,! ,! ± + 𝜔!𝑰−𝑫 !,! 𝜆 !,! ,! ± 𝒖 !,! ,! ±

− 𝑩 !,!
! 𝜆 !,! ,!

! ± 𝒖 !,! ,! ± = 0, 
(2-17) 

where 𝜆 !,! ,! ±  and 𝒖 !,! ,! ±  is the Bloch factor and eigenvectors of the corresponding wave 

respectively. Since the eigenvectors are nonorthogonal, it is convenient to define dual vectors of 

𝒖! ±  as  

𝒖!
! ± 𝒖! ± = 𝛿!,!, 𝒖!

! ± 𝒖! ± = 𝛿!,! 

𝑭! ± = 𝜆!! ± 𝒖! ± 𝒖!
! ±

!

!!!

, 
(2-18) 

where 𝒖! ±  is the dual vector and 𝑭! ±  is called as the Bloch matrix, which is a projection 

matrix onto eigenvectors in an other slice. The equations of motions about the heat baths are 



 22 

described in terms of the Bloch matrices as follows: 

−𝑩 !,! 𝑭 !,!
!! ± + 𝜔!𝑰−𝑫 !,! − 𝑩 !,!

! 𝑭 !,! ± = 0. (2-19) 

The general solutions are given by  

𝒄! = 𝒄! + + 𝒄! − = 𝑭!!! + 𝒄! + + 𝑭!!! − 𝒄! − . (2-20) 

The slices 𝑖 = 0,⋯ , 𝑆 + 1 in the scattering region are not periodic, but it has boundary conditions 

at 𝑖 = 0, 𝑆 + 1, contiguous with the heat bath regions. 

𝒄!! = 𝑭!!! + 𝒄! + + 𝑭!!! − 𝒄! − = 𝑭!!! + − 𝑭!!! − 𝒄! + + 𝑭!!! − 𝒄!, 

𝒄!!! = 𝑭! + 𝒄!!! + + 𝑭! − 𝒄!!! − . 
(2-21) 

The transmission from right to left can be discussed with an assumption, where 𝒄! +  is the only 

vibrational source into the thermal conductor. There are no injection from the right heat bath region, 

namely, 𝒄!!! − = 0. Under these conditions, the equations of motion in the scattering region are 

written as 

−𝑫!,!!!
! 𝒄!!! + 𝜔!𝑰−𝑫!,!

! 𝑐! −𝑫!,!!!
! 𝒄!!! = 𝑸!𝒄! + , 

(2-22) 
𝑫!,!
! = 𝑫!,! , 𝑤𝑖𝑡ℎ 𝑖, 𝑗 ∈ 0,1 ⋃ 1,⋯ , 𝑆 , 𝑖, 𝑖 ± 1 ⋃ 𝑆, 𝑆 + 1 , 

𝑫!,!
! = 𝑫! + 𝑩!𝑭!!! − , 

𝑫!!!,!!!! = 𝑫! + 𝑩!
!𝑭! + , 

𝑸! = 𝛿!,!𝑩! 𝑭!!! + − 𝑭!!! − , 

where 𝒄!!! +  is the transmitted vector, including the information about summed up transmission 

coefficient via the slices in the scattering region. When the source is simplified as some mode at the 

left heat bath, 𝒄! + = 𝒖!,! + , 𝒄!!! +  is related to the transmission matrix elements 𝜏!,! as 

𝒄!!! + = 𝒖!,! + 𝜏!,!

!

!!!

. (2-23) 

We should note that the transmission coefficients in the Landauer formula do not directly 

correspond to 𝜏!,!, because the former is not about the wave amplitude but about the current 
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amplitude. It means that the elements in Eq. (2-23) should be scaled by the group velocities in the 

conducting direction and the widths of slices [9].  

𝑡!,! =
𝑣!,!(+)𝑎!
𝑣!,!(+)𝑎!

𝜏!,!, 𝑇 = |𝑡!,!|!
!,!

, (2-24) 

where 𝑣 !,! ,! is the group velocity of the 𝑛th phonon mode in the left or right heat bath region. It 

is convenient to define the following two velocity matrices. One 𝑽! +  is the singular diagonal 

matrix that has 𝑣!,! 𝑎! on the elements about right propagating waves. The other 𝑽! +  has 

𝑎! 𝑣!,! on the left propagating elements because propagating direction is inverse in Eq. (2-24). 

With these matrices, the scaled transmission matrix can be described as 

𝒕 = 𝑽!
!/! + 𝝉𝑽!

!/! + . (2-25) 

The transmission coefficient in the Landauer formula is given by  

𝑇 = Tr 𝒕!𝒕 = Tr 𝝉!𝑽! + 𝝉𝑽! +  . (2-26) 

 

GREEN’S FUNCTION We define the Green’s functions for the equations of motion about the 

slice model. According to the Keldysh Green's function formalism, the retarded Green’s functions 

𝑮! satisfy the following equations: 

−𝑫!,!!!𝑮!!!,!! + 𝜔! + 𝑖𝜂 𝑰−𝑫!,! 𝑮!,!! −𝑫!,!!!𝑮!!!,!! = 𝑰𝛿!,!  , (2-27) 

where 𝑮! 𝜔  has singularities around their eigenvalues 𝜔!, like a pole of 1 𝜔! − 𝜔!! . With the 

infinitesimal imaginary part 𝑖𝜂, such functional forms can be Fourier transformed from energy to 

time as step functions. The retarded Green’s function corresponds to the evolution of vibrations 

from the 𝑖th slice to 𝑗th slice forward in time. Inversely, adding an negative imaginary part as 

𝜔! − 𝑖𝜂 results in the evolution backward in time with an inverted step function. This function is 

called as the advanced Green’s function, denoted as 𝑮!. Moreover, the imaginary part of the 
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Green’s function is corresponds to the vibrational density of states. It can be easily understood, 

considering Im 1 𝜔! − 𝜔!! + 𝑖𝜂 ⟶ 𝛿 𝜔! − 𝜔!!  with 𝑖𝜂⟶ 0 [10].  

We begin with the isolated 𝑛th slice with the Green’s function 𝑮!,!, and estimate the 

effects of a new 𝑛 + 1th slice added as the neighbor on the right as shown in Fig. 2-3. The retarded 

Green’s function of the system is expressed as  

𝑮! =
𝑮!,!! 𝑮!,!!!!

𝑮!!!,!! 𝑮!!!,!!!! =
𝜔! + 𝑖𝜂 𝑰−𝑫!,! −𝑫!,!!!

−𝑫!!!,! 𝜔! + 𝑖𝜂 𝑰−𝑫!!!,!!!

!!

=
𝑮!,!
!,! !!

−𝑫!,!!!

−𝑫!!!,! 𝑮!!!,!!!
!,! !!

!!

. 

(2-28) 

The above equation gives the Green’s function of the 𝑛 + 1th slice as 

𝑮!!!,!!!! = 𝑮!!!,!!!
!,! !!

−𝑫!!!,!𝑮!,!
!,!𝑫!!!,!

!!
. (2-29) 

By repeating the above procedure, the effective dynamical matrix for an added new slice is 

gradually converged, and then the Green’s function of the added slice is also converged. The 

converged one describes the propagating waves at the surface of the semi-infinite slices facing to 

the right, like the left heat bath region. It is called as the left surface Green’s function 𝒈!! , which is 

given by 

𝒈!! = 𝜔! + 𝑖𝜂 𝑰−𝑫! − 𝑩!𝒈!!𝑩!
! !!

= 𝜔! + 𝑖𝜂 𝑰−𝑫! − 𝜮!! !!, (2-30) 

where 𝜮!!  is the self-energy, defined as the perturbation to the dynamical matrix of the isolated 

slice. Similarly by adding new slices on the left, we can calculate the right surface Green’s function 

𝒈!!  with the self-energy 𝜮!! : 

𝒈!! = 𝜔! + 𝑖𝜂 𝑰−𝑫! − 𝑩!
!𝒈!!𝑩!

!!
= 𝜔! + 𝑖𝜂 𝑰−𝑫! − 𝜮!! !!. (2-31) 

Moreover, we can extend the above method to arbitrary perturbations, resulting in the recursive 

relationship of the Green’s function called as the Dyson equation. 
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Fig. 2-3. The recursive procedure for the surface Green’s function of the left heat bath region, 

which can truncate the semi infinite system as the self energy 

 

𝑮!,!! = 𝑮!,!
!,! + 𝑮!,!! 𝑽!,!𝑮!,!

!,!

!,!

. (2-32) 

With these surface Green’s functions, Eq. (2-27) can be rewritten ostensibly only about the 

scattering regions: 

−𝑫!,!!!
!! 𝑮!!!,!! + 𝜔! + 𝑖𝜂 𝑰−𝑫!,!

!! 𝑮!,!! −𝑫!,!!!
!! 𝑮!!!,!! = 𝑰𝛿!,! , 

(2-33) 𝑫!,!
!! = 𝑫!,! , 𝑤𝑖𝑡ℎ 𝑖, 𝑗 ∈ 0,1 ⋃ 1,⋯ , 𝑆 , 𝑖, 𝑖 ± 1 ⋃ 𝑆, 𝑆 + 1 , 

𝑫!,!
!! = 𝑫! + 𝑩!𝒈!!𝑩!

!, 
𝑫!!!,!!!!! = 𝑫! + 𝑩!

!𝒈!!𝑩! , 

where we set the surface of the infinite heat baths as the 0th and 𝑆 + 1th slices. Now we can 

discuss the relation ship between the Green’s functions and the scattering picture. In terms of the 

Green’s functions, the equations of motion in the ideal infinite heat bath can be described as 

−𝑩 !,! 𝑮!!!,!
!,! + 𝜔! + 𝑖𝜂 𝑰−𝑫 !,! 𝑮!,!

!,! − 𝑩 !,!
! 𝑮!!!,!

!,! = 𝑰𝛿!,! , (2-34) 

where superscript 𝑏 indicates the heat bath. 𝑮!,!
!,! indicates the propagation from the 𝑗th slice to 

𝑖th and the vibrations in each slice satisfy the Bloch symmetry, resulting in that 𝑮!,!
!,! also follows a 
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similar projecting relation: 

𝑮!,!
!,! = 𝑭!!! − 𝑮!,!

!,! , 𝑤𝑖𝑡ℎ 𝑖 < 𝑗, 

𝑮!,!
!,! = 𝑭!!! + 𝑮!,!

!,! , 𝑤𝑖𝑡ℎ 𝑖 > 𝑗. 
(2-35) 

Now Eq. (2-34) can be simplified as  

−𝑩 !,! 𝑭 !,!
!! − + (𝜔! + 𝑖𝜂)𝑰−𝑫 !,! − 𝑩 !,!

! 𝑭 !,! + 𝑮!,!
!,! = 𝑰

⟺ 𝑮!,!
!,! !!

= 𝑩 !,! 𝑭 !,!
!! + − 𝑭 !,!

!! − = 𝑩 !,!
! 𝑭 !,! − − 𝑭 !,! +

⟺ 𝑮!,!
!,! !!

= 𝑸!. 

(2-36) 

Such amplitude transfer between slices also can be applied to semi infinite heat bath, and the 

equations of motion at 𝑖, 𝑗 ∈ 0,0  and −1,0  can be expressed as the following: 

−𝑩!𝑭!!! − + (𝜔! + 𝑖𝜂)𝑰−𝑫! 𝒈!! = 𝑰, 

−𝑩!𝑭!!! − + (𝜔! + 𝑖𝜂)𝑰−𝑫! 𝑭!!! − 𝒈!! = 𝑩!
!𝒈!! . 

(2-37) 

The above equations allow us to describe the surface Green’s functions and self-energies in the 

scattering picture, in other words, with the Bloch matrices and dynamical matrices: 

𝒈!! = 𝑭!!! − 𝑩!
! !!

, 𝜮!! = 𝑩!𝑭!!! − . (2-38) 

The same procedures can be applied to the equations of motion at 𝑖, 𝑗 ∈ 𝑆 + 1, 𝑆 + 1  

and 𝑆 + 1, 𝑆 + 2 , resulting in 

𝒈!! = 𝑭! + 𝑩!!!, 𝜮!! = 𝑩!
!𝑭! + . (2-39) 

We can build a similar relation ship between the advanced Green’s function and the propagating 

waves. In order to do this, the following advanced Bloch matrix 𝑭! ±  is defined: 

𝑭! ± = 𝜆! ∓ 𝒖! ∓ 𝒖! ∓
!

!!!

= 𝜆!! ± 𝒖!! ± 𝒖!! ±
!

!!!

. (2-40) 

With 𝑭! ± , it is found that the advanced Green’s functions follow the projecting relation as  
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𝑮!,!
!,! = 𝑮!,!

!,! !
= 𝑮!,!

!,! 𝑭!! + !!! , 𝑤𝑖𝑡ℎ 𝑖 < 𝑗, 

𝑮!,!
!,! = 𝑮!,!

!,! !
= 𝑮!,!

!,![𝑭!! − ]!!! , 𝑤𝑖𝑡ℎ 𝑖 > 𝑗. 

(2-41) 

Considering the surface of the semi-infinite heat bathes, the advanced surface Green’s functions are 

given by  

𝒈!! = 𝑭!! − !! 𝑩!
! !!

, 𝒈!! = 𝑭!! + 𝑩!!!. (2-42) 

Comparing between Eq. (2-38), (2-39), and (2-42), the retarded Bloch matrices are related to the 

advanced one as  

𝑩!𝑭 ± = 𝑭!! ± 𝑩. (2-43) 

We can also rewrite the Dyson equation with the Bloch matrix as 

𝑮!,!! = 𝑮!,!
!,! + 𝑮!,!! 𝑽!,!𝑮!,!

!,!

!,!

= 𝑭!! + + 𝑮!,!! 𝑽!,!𝑭!! +
!,!

𝑮!,!
!,! . (2-44) 

 

CAROLI’S FORMULA We should rewrite the transmission matrix in terms of the Green’s 

function. As the first step, the elements of the matrix can be discussed by simplifying the 

vibrational source as a mode at the left heat bath 𝒖!,! +  like the above discussion. The 

Lippmann-Schwinger equation shows that the transmitted wave can be described as the sum of the 

source and scattered vibrations: 

𝒄! = 𝒖!,!,! + + 𝑮!,!! 𝑽!,!𝒖!,!,! +
!,!

= 𝑭!! + + 𝑮!,!! 𝑽!,!𝑭!! +
!,!

𝒖!,! + , (2-45) 

where 𝒖!,!,! +  indicates the source is transferred from the 0th slice to 𝑖th without scattering, 

namely the reference wave. With Eqs. (2-43) and (2-44), the scatted wave 𝒄! is given by, 
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𝒄! = 𝑮!,!! 𝑮!,!
!,! !!

𝒖!,! + . (2-46) 

The elements of the transmission matrix in Eq. (2-23) can be expressed as 

𝜏!,! = 𝒖!,!
! + 𝑮!!!,!! 𝑮!,!

!,! !!
𝒖!,! + . (2-47) 

In the second step, we define two matrices; one is 𝑼 !,! ±  whose columns are the normal modes 

of the heat bath regions; the other 𝜦 !,! ±  diagonal matrix which has the Bloch factors at its 

diagonal elements: 

𝑼 !,! ± = 𝒖 !,! ,! ± 𝒖 !,! ,! ± ⋯𝒖 !,! ,! ± , 

𝛬 !,! ± !,! = 𝜆 !,! ,! ± 𝛿!,!. 
(2-48) 

These matrices satisfy the following relation: 

𝑭 ± 𝑼 ± = 𝑼 ± 𝜦 ± . (2-49) 

Similarly, the advanced matrices，𝑼 !,!
! ±  and  𝜦 !,!

! ± , can be defined by using the advanced 

mode vectors and Bloch factors. With these matrices, the transmission matrix can be deformed as  

𝝉 = 𝑼!!! + 𝑮!𝑸!𝑼! + . (2-50) 

The third step is to express the practical form of the velocity matrix, 𝑽! + . The group velocity is 

described as 𝒗! = ∂𝜔 ∂𝑞, which can be calculated by using Eq. (2-17) as 

𝑽!(+) =
𝑖
𝜔 𝑼!

! + 𝑩!
!𝑼! + 𝜦! + − 𝜦!

! + 𝑼!
! + 𝑩!𝑼! +

=
𝑖
𝜔𝑼!

! + 𝑩!
!𝑭! + − 𝑭!

! + 𝑩! 𝑼! + =
𝑖
𝜔𝑼!

! + 𝜮!! − 𝜮!
!! 𝑼! +

=
𝑖
𝜔𝑼!

! + 𝜞!𝑼! + . 

(2-51) 

where 𝜞 !,! = 𝑖[𝜮 !,!
! − 𝜮 !,!

!! ]. 𝜞 !,!  is the imaginary part of the modified Green’s function, so 

corresponds to the density of states including the perturbation. The similar expression is held about 

𝑽! +  as 
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𝑽! + =
𝑖
𝜔𝑼!

! + 𝜞!𝑼! + =
𝑖
𝜔𝑼!

!! − 𝜞!𝑼!! − . (2-52) 

In the final step, we prove 𝑸! = 𝑖𝜔𝜞! from Eq. (2-22) multiplied by 𝒖!,!! − 𝒖!,!
!! −!  on left 

and by 𝑰 = 𝒖!,! + 𝒖!,!
! +!  on right:  

𝑸! = 𝑩![𝑭!!! + − 𝑭!!! − ] = 𝑩!𝑭!!! + − [𝑭!
!! − ]!!𝑩!

!

= 𝒖!,!! − 𝒖!,!
!! −

!

𝑩!𝑭!!! + − 𝑭!
!! −

!!
𝑩!
! 𝒖!,! + 𝒖!,!

! +
!

= 𝒖!,!! − 𝒖!,!
! +

!,!

1
𝜆!(+)

𝒖!,!
!! − 𝑩!𝒖!,! + −

1
𝜆!!∗ +

𝒖!,!
!! − 𝑩!

!𝒖!,! +

= 𝒖!,!! − 𝒖!,!
! +

!

1
𝜆! +

𝒖!,!
! (+)𝑩!𝒖!,! + − 𝜆! + 𝒖!,!

! + 𝑩!
!𝒖!,! +

= 𝑖𝜔 𝒖!,!! − 𝒖!,!
! + 𝑽!,!,! +

!

= 𝑖𝜔𝜞! . 

(2-53) 

where we use Eqs. (2-18) and (2-19) at the forth equal, and do Eq. (2-52) at the sixth one. The fifth 

equal can be proved by comparing Eq. (2-17) and its complex conjugate. Substituting Eqs. (2-50), 

(2-51), and (2-53) into Eq. (2-26), the following expression is obtained: 

𝑇 = Tr 𝜞!𝑮!𝜞!𝑮! , (2-54) 

which is called as the Caroli’s formula, the key equation in the NEGF formalism. The actual 

procedures in the calculation of the thermal conductance are as following: calculating 1) the 

dynamical matrices of the system, 2) the surface Green’s functions of heat bath regions by the 

recursive procedure, 3) the Green’s function with the perturbation of surfaces, 4) the transmission 

coefficients by the Caroli’s formula, and then 5) the thermal conductance with the Landauer 

formula divided by the temperature difference.  

As mentioned above, 𝜞 !,!  is related to the density of states. So we can recalculate the 

carrier properties in the scattering region including the perturbation of heat bathes. If the carriers 

were electrons, we can guess the Hamiltonian from the density of states and repeat of the above 
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procedures, resulting in the converged non-equilibrium Hamiltonian and Green’s functions [11]. 

For phonons, it has not found how to make the dynamical matrices from the vibrational density of 

states, and such repeating procedures are less able. However, the errors can be neglected when the 

temperature differences are small. The NEGF is usually applied to the linear response phenomena, 

where the small temperature difference is definitely appropriate.  
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2-3 Non-equilibrium Molecular dynamics 

The NEMD methods adopt a similar system to the one of NEGF, namely, the thermal conductor 

with some temperature difference. NEMD is assumed to use the classical molecular dynamics with 

low computational cost. The empirical potentials enable us to calculate dynamics of large systems 

at once, so the NEMD methods do not need the slice model and recursive procedures employed in 

the NEGF method. Instead there are several ways to set up the system reproducing the thermal 

conduction phenomena, shown in Fig. 2-4.  

 

Fig. 2-4. The schematics of (a) the non-steady non-equilibrium system [12], (b) the pumping 

non-equilibrium system [13], (c) the isolated steady non-equilibrium system, and (d) 

the periodic steady non-equilibrium system [14]. 

In terms of stationarity, the practical systems used in NEMD are classified into two 

groups: the non-steady non-equilibrium system and steady non-equilibrium system. Fig. 2-4 (a) 

indicates the newest one of the former group, which is proposed in 2014 [12]. The calculation 
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begins with the system, which is separated into two regions with different temperatures. The time 

evolution of the system is observed regarding the relaxation of the temperature difference, by 

substituting which in the diffusion equation the thermal conductivity is evaluated. We can perform 

the same evaluation by adding an initial energy at some position like Fig 2-4 (b), which is the 

conventional method [13]. It means that the non-steady methods can be seen as an analogy of the 

pump-probe method in experiment. It calculates the conductivity assuming the exponential 

relaxation processes, and does not need to wait full relaxation to thermal equilibrium. Thus, the 

non-steady methods usually require less computational time than the steady one. In the steady 

method, we assume the almost same system as the NEGF model, where the thermal conductor is 

sandwiched by two heat baths with different temperatures shown in Fig. 2-4 (c) and (d) [14]. 

During the evolution, the temperature gradient and heat flux in the thermal conductor relax into a 

steady state. The Fourier’s law is used to calculate the thermal conductivity with the steady 

temperature difference and thermal flow. While the steady methods take rather long computational 

time for relaxation, they have definite conduction regions and are easy to be applied to general 

heterogeneous systems.  

There are also two types of boundary conditions in NEMD, viz., truncated systems and 

periodic systems. The difference between them is more serious for the steady method. Fig. 2-4 (c) is 

an example of the steady system without periodic boundary condition, both sides of which is 

considered as the hot and cool baths. Such truncated systems totally reduce computational costs 

because long-range interactions are confined within small regions. As the same time, we should 

carefully consider the termination of both ends so as not to affect the thermal properties and not to 

violate charge neutralization of the systems. These systems are often not appropriate to ionic 

systems, where the long-range interactions are significant. Periodic steady systems do not suffer 
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from such artificial termination conditions. However, separated heat bathes require additional 

conductor regions, shown as Fig. 2-4 (d). The double-sized system costs corresponding 

computational time even for non-ionic systems, and much more for ionic ones.  

 In the following research, we employ the NEMD method with the periodic steady systems, 

whose practical procedures are explained below. The basic method using two thermostats is 

introduced, in addition to analytical methods to compare with the experimental conductivity. After 

that, we explain the modified method that is actually used, called as the reverse non-equilibrium 

molecular dynamics (RNEMD).  

 

NON-EQUILIBRIUM MOLECULAR DYNAMICS The basic NEMD with steady systems 

consists of the following four steps: 

1) Equilibrate the whole system including the heat bath regions by some thermostat with the target 

temperature 𝑇!"#$%!, where the thermal conductivity will be observed.  

2) Remove the 𝑇!"#$%! thermostat and add two partial thermostats: one with 𝑇!"# for the cool 

bath region, and the other with 𝑇!"#! for the hot bath. 

3) Evolve the system with measuring the thermal flow and temperature gradient between two 

baths. 

4) After the relaxation of the system, the thermal conductivity is calculated from the Fourier’s law, 

namely, 𝜅 = 𝐽/ 𝑇!"#! − 𝑇!"# . 

The temperatures of two heat baths are usually defined around the target temperature as 𝑇!"#$%! =

𝑇!"#! + 𝑇!"# 2. The thermal flux is given by  

𝑱 =
1
𝑉 𝐸!𝒗𝒊

!

− 𝒓!⨂𝒇! 𝒗!
!

 , (2-55) 
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where 𝐸! is the energy attributed to 𝑖th atom in the system, 𝒗! is the velocity, 𝒓 is the position, 

and 𝒇! the atomic force. 𝒓!⨂𝒇! is the sum of 𝒓!⨂𝒇! for all interactions related to 𝑖th atom. The 

first terms corresponds to the energy transfer via the motion of atoms. Such convection has little 

effect for solid structures. The second term means the transfer via the forces from the displacement 

of atoms, namely, vibrations, which is the dominant factor of the thermal conduction in crystal. Put 

another way, this contribution corresponds to the transfer of the pressure, because it is found that 

𝒓 ∙ 𝒇 𝑉 is an atomic expression of the pressure as the following. We assume the simplest example, 

which is the isotropic cubic system with a length 𝐿. The system is equilibrated into the canonical 

ensemble, where the physical properties are described with the distribution function. The pressure is 

calculated as 

𝑃 = 𝑘!𝑇
𝜕ln𝑄
𝜕𝑉 !

, (2-56) 

where 𝑘! is the Boltzmann constant, 𝑉 the volume, and 𝑇 the temperature. 𝑄 𝑉,𝑁;𝑇  is the 

distribution functions and given by 

𝑄 𝑉,𝑁;𝑇 =
1

ℎ!!𝑁! 𝑑𝒓𝑑𝒑 exp −𝐻 𝒓,𝒑 𝑘! 𝑇 , (2-57) 

where ℎ is the Plank constant, 𝐻 the classical Hamiltonian, and 𝒓,𝒑  the set of position and 

momentum of atoms. Using the Gaussian integral, the integration of the Hamiltonian about 

momenta can be calculated as 

𝑄 𝑉,𝑁;𝑇 =
2𝜋𝑚𝑘!𝑇!! !

ℎ!!𝑁! 𝑑𝒓 exp −𝑉!"# 𝒓 𝑘! 𝑇 =
1

𝛺!!𝑁!𝑍 𝑉,𝑁;𝑇 , (2-58) 

where 𝑉!"# 𝒓  is the potential of the system and 𝑍 𝑉,𝑁;𝑇  is the volume dependent part of the 

distribution function. 𝛺 is the constant, which comes from the Gaussian integral of each degree of 

freedom. With Eqs. (2-56) and (2-58), the pressure is described as the following: 
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𝑃 =
𝑘!𝑇

𝑍 𝑉,𝑁;𝑇
𝜕𝑍 𝑉,𝑁;𝑇

𝜕𝑉 =
𝑁𝑘!𝑇
𝑉 − 𝑑𝒒

𝜕𝑉!"# 𝑉! !𝒒
𝜕𝑉

!

!
exp −𝑉!"# 𝑉! !𝒒 𝑘! 𝑇

=
𝑁𝑘!𝑇
𝑉 −

𝜕𝑉!"#
𝜕𝑉 =

𝑁𝑘!𝑇
𝑉 −

1
3𝑉 𝒓𝒊

𝜕𝑉!"#
𝜕𝒓𝒊!

=
𝑁𝑘!𝑇
𝑉 −

1
3𝑉 𝒓𝒊 ∙ 𝒇!

!

, 
(2-59) 

where 𝒒 is the position vectors of atoms normalized by 𝐿. As similar to Eq. (2-55), the first term 

in Eq. (2-59) is the contribution of moving atoms, which hit the walls of systems. The second term 

corresponds to the force of the interactions, which results in the vibrations in solid systems and the 

second terms in Eq. (2-55). In the anisotropic system, the response to forces is not diagonal and we 

should consider the strain tensor. Then the pressure is also extended into the pressure tensor like 

𝒓⨂𝒇. 

As we have seen, both of the procedures and background of the NEMD method is much 

simpler and more straightforward than those of NEGF. However the results often strongly depend 

on the details of the computational systems and we should set up them carefully in order to compare 

the other results. The first important point is the temperature difference. NEMD assumes the linear 

thermal conduction and the temperature difference should be small enough not to deviate from the 

linear regime. Large differences result in temperature jumps between the heat bath and thermal 

conductor, which should be suppressed. The second point is the length of the thermal conductor. In 

this method, the thermal conductivity is calculated by the Fourier’s low, namely, the diffusion 

equation. The diffusive energy transfer occurs in the system longer than the mean free paths of 

phonons that have the main contribution to the thermal conduction. The smaller systems are used, 

the more ballistic phonons contribute to the thermal conduction. The Ballistic conduction does not 

associate with the temperature gradient and cannot be taken into account by the Fourier’s low, 

resulting in overestimation of the conductivity. The error is tends to be large for materials with high 

thermal conductivity, because they often have phonons with long mean free paths. Third, we should 
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also take care of the length of the heat bath regions. The wavelengths of induced phonons from the 

heat baths are limited by the length of the bathes their selves. The system with short heat baths 

cannot describe the thermal conduction via phonons with long wavelength. In other words, the 

phonon distributions of vibration baths depend on the their length, sometimes resulting in the 

artificial interface resistance between the thermal conductor and heat baths. This error can be 

observed as the temperature jumps at the interface, so we should use the long baths enough to 

attenuate the jumps. In many cases, the half length of the thermal conductor is used for the heat 

baths at least [15]. Lastly, we have to consider that the thermal conductivity depends on the length 

of the conductor and NEMD results should be modified to compare with other theoretical or 

experimental data. Since the computational systems are usually much shorter than the experimental 

samples, we calculate the several conductivities of systems with different length, from which a 

comparable conductivity is extrapolated to the one of the infinite system, 𝜅!  [16]. For the 

extrapolation, we begin with the detailed expression of Eq. (1.4). 

𝜅! = 𝐶𝒍 𝑛,𝒌  𝑣! 𝑛,𝒌  𝜏 𝑛,𝒌; 𝐿
!𝒌

, (2-60) 

where 𝐶𝒍 𝑛,𝒌  is the lattice specific heat of each phonon mode of 𝑛th branch and a wave vector 

𝒌, 𝑣! 𝑛,𝒌  the group velocity, and 𝜏 𝑛,𝒌; 𝐿  the relaxation time. In order to discuss the length 

dependency, we separate the relaxation time into two contributions: the scattering in the thermal 

conductor and one at the interface between heat baths. These scattering phenomena are assumed to 

be isolated, and the relaxation time is given by  

1
𝜏 𝑛,𝒌; 𝐿 =

1
𝜏! 𝑛,𝒌

+
1

𝜏! 𝑛,𝒌; 𝐿
 , (2-61) 

where 𝜏! 𝑛,𝒌  is the contribution of the phonon-phonon scattering and 𝜏! 𝑛,𝒌; 𝐿  is the one of 

the interfacial scattering. The later effects are averaged about all phonon modes, corresponding to 
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the time required for phonons to move to the interface from the averaged position, viz., the center of 

the conductor. Then 𝜏! 𝑛,𝒌; 𝐿  is expressed as the following: 

𝜏! 𝑛,𝒌 =
𝐿 2

𝑣! 𝑛,𝒌
 . (2-62) 

With Eqs. (2-61) and (2-62), the lattice thermal conductivity is calculated as  

𝜅 𝐿 = 𝐶𝒍 𝑛,𝒌 𝑣! 𝑛,𝒌
!𝜏! 𝑛,𝒌 1+

2 𝑣! 𝑛,𝒌 𝜏! 𝑛,𝒌
𝐿

!!

𝒌!

. (2-63) 

The above equation shows that 1 𝜅 is a function of 1 𝐿, 𝑓 1 𝐿 , which converges to 1 𝜅! for 

𝐿 → ∞. Here we introduce an assumption, where 1 𝜅 can be Taylor expanded with respect to 

1 𝐿 at around 𝑓 0 , which is plausible for diffusive phenomena. The thermal conductance of the 

infinite system is evaluated as 

1
𝜅!

= 𝑓 0 = 𝑓
1
𝐿 +

𝑓! ! !

1! −
1
𝐿 +

𝑓!! ! !

2! −
1
𝐿

!

+⋯ , 𝑤𝑖𝑡ℎ 𝐿 → ∞. (2-64) 

In practical, only the first order term is often used for extrapolation, because results in NEMD 

include not small fluctuations and the accurate prediction of the second and higher order terms is 

difficult. An error of the linear approximation comes from the difference of phonon mean free paths. 

So the error is negligible for materials with low thermal conductivity, where almost of all phonons 

have short mean free paths. 

 

REVERSE NON-EQUILIBRIUM MOLECULAR DYNAMICSR In the above NEMD method, 

the input is the temperature difference, as whose responses the thermal flux and temperature 

gradient are equilibrated. This method is simple but has several disadvantages. One is that the 

thermostats of the heat bath regions spoil the conservation of the microscopic motions. Another is 

the artificial boundary between the thermal conductor and heat baths. The other is the very slow 

relaxation of the flux and gradient. RNEMD is proposed to solve these problems, where “reverse” 
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indicates the inversion relation of the input and response. In this method, we input the artificial 

thermal flux, and the temperature gradient is observed as the response [17]. As shown in Fig. 2-5, 

the practical procedures are the followings: 

1) Equilibrate the whole system by some thermostat with the target temperature 𝑇!"#$%!, where the 

thermal conductivity will be observed. 

2) Define the hot bath and cool bath regions. 

3) Evolve the system. 

4) At uniform time intervals, exchange the velocity of the fastest atom in the cool bath for the one 

of the slowest atom in the hot bath. 

5) After the relaxation of the system, the conductivity is calculated with 𝜅 = 𝐽/ 𝑇!"#! − 𝑇!"# . 

6) Modify the results by extrapolating. 

 

Fig. 2-5. The schematic of the RNEMD, where the artificial heat flux is induced by the velocity 

swapping.  

The main difference between the general NEMD is the exchanging procedures from 2) to 

4). The velocity exchanging extracts the energy from the cool bath to hot bath. It results in the 

artificial thermal flux without the thermostats, which does not spoil the energy conservation. While 
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the simple velocity exchange is enough for the monoatomic system, the multiatomic one requires 

swapping the velocities scaled with square roots of atomic masses for the energy conservation. The 

exchange of scaled velocities violates the momentum conservation, but the energy one should be 

preferred. The thermostat free calculations also remove the artificial boundaries and keep the 

continuity of the systems. It results in the quick conversion of temperature gradient than NEMD. 

Moreover, artificial thermal flux is well-defined and enables us to skip to calculate non-equilibrium 

atomic pressures, whose ensemble is quite unclear. 

While the RNEMD method solves or attenuates the problems in NEMD, this method also 

has practical issues in the application to materials with low thermal conductivities. In these 

materials, the temperature gradient responses sensitively and linear thermal transport is easily 

collapsed. To avoid it, the swapping time intervals should be long as much as the response is linear. 

It usually takes enormous amount of computational time, so we should attempt to find out how to 

compromise this problem. 

  



 40 

Bibliography 

[1] Hamaguchi, C. (2001). Basic Semiconductor Physics. Springer. ISBN 3540416390. 

[2] Frenkel, D.; Smit, B. (2002). Understanding Molecular Simulation: From Algorithms to 

Applications. Academic Press. ISBN 0122673514. 

[3] Kojevnikov, A. B. (1993). Paul Dirac and Igor Tamm correspondence; 1, 1928-1933. CERN 

Articles & Preprints. 

[4] Landauer, R. (1992) Conductance from transmission: common sense points. Physica Scripta. 

T42: 110-114. 

[5] Büttiker, M. (1988). Symmetry of electrical conduction. IBM J. Res. Dev. 32:317-334. 

[6] Keldysh, L. V. (1965). Diagram Technique for Nonequilibrium Processes. J. Exp. Theor. Phys. 

20: 1018-1026. 

[7] Khomyakov, P. A. and Brocks, G. (2004). Real-space finite-difference method for 

conductance calculations. Phys. Rev. B 70: 195402. 

[8] Khomyakov, P. A.; Brocks, G.; Zwierzycki, M. and Kelly, P. J. (2005). Conductance 

calculations for quantum wires and interfaces: Modes matching and Green’s functions. Phys. 

Rev. B 72: 035450. 

[9] Datta, S. Electronic Transport in Mesoscopic Systems. Cambridge University Press. ISBN 

0521599431. 

[10] Fetter, A. L. and Walecka, J. D. Quantum Theory of Many-Particle Systems. Dover 

Publications. ISBN 0486428273. 

[11] Brandbyge, M.; Mozos, J.-L.; Ordejón, P.; Taylor, J. and Stokbro, K. (2002). 

Density-functional method for nonequilibrium electron transport. Phys. Rev. B 65: 165401. 

[12] Melis, C.; Dettori, R.; Vandermeulen S. and Colomboa, L. (2014). Calculating thermal 



 41 

conductivity in a transient conduction regime: theory and implementation. Eur. Phys. J. B 87: 

96. 

[13] Tsai, D. H. and MacDonald, R. A. (1976). Molecular-dynamical study of second sound in a 

solid excited by a strong heat pulse. Phys. Rev. B 14: 4714-4723. 

[14] Baranyai, A. (1996). Heat flow studies for large temperature gradients by molecular dynamics 

simulation. Phys. Rev. E 54: 6911-6917. 

[15] Shiomi, J. (2014). NONEQUILIRIUM MOLECULAR DYNAMICS METHODS FOR 

LATTICE HEAT CONDUCTION CALCULATIONS. Annu. Rev. Heat Transfer 17: 177-203. 

[16] Sellan, D. P.; Landry, E. S.; Turney, J. E.; McGaughey, A. J. H. and Amon C. H. (2010). Size 

effects in molecular dynamics thermal conductivity predictions. Phys. Rev. B 81: 214305. 

[17] Muller-Plathe, (1997). A simple nonequilibrium molecular dynamics method for calculating 

the thermal conductivity. J. Chem. Phys. 106: 6082-6085. 

  



 42 

CHAPTER 3 

CHIRALITY DEPENDENCE OF THERMAL TRANSPORT PROPERTIES  

IN SINGLE-WALLED CARBON NANOTUBES   

 

Low-dimensional nanostructures have attracted attention as cutting-edge materials showing many 

characteristic properties [1, 2]. In particular, one-dimensional (1D) tubular nanostructures are 

promising candidates as materials for nano-electronic devices because such tubular structures have 

distinctive physical properties that differ from those of bulk structures, such as their quantum 

properties, large surface area, and high directivity. Carbon nanotubes (CNTs) are one of such 

nanostructures with the most potential because of their high electronic conductivity, stability, and 

flexibility. Because of their physical properties, CNTs are expected to be suitable materials for 

nanowires [3], nanotransistors [4], and photosensors [5].  

In addition to these characteristics, CNTs are also addressed as suitable materials for heat 

management in nanoelectronic devices, owing to their significant thermal transport properties [6]. 

Specifically, one experiment prepared a thin film of aligned single-walled carbon nanotubes 

(SWCNTs), showing a high thermal conductivity around 200 W/(mK) at 300 K [7]. The other 

showed that a suspended multi-walled carbon nanotube with a length around of 2.5 µm has a 

thermal conductivity that increases monotonically until a high temperature, ~300 K [8]. Moreover, 

recent measurements of individual nanotubes showed their prominent conductivity around 

3000 W/(mK)  [9, 10]. These properties are attributed to that effects of anharmonicity and the 

Umklapp scattering are relatively small even at room temperature because of the long mean free 

paths of their phonons. For efficient exhausting heat in devices, we should utilize such ballistic 

characteristics of CNTs, which can be achieved by microscopic understanding of their thermal 
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transport properties. The large difference between the mat and individual samples also promise that 

CNTs shows some controllable structural factors. 

Phonons pass through thermal conductors without scattering in ballistic systems, where the 

sizes of conductors are smaller than the mean free paths of phonons contributing to thermal 

transport. On the analogy of electric currents, it is expected that the ballistic thermal conductance is 

quantized at low temperature because the conductance is proportional to the number of discrete 

phonon states. The thermal conductance normalized by a contribution of each phonon should show 

a step function, terraces of which are called as quantized plateaus [11, 12]. By using bulk SWCNT 

samples, Hone et al. observed the quantized plateaus in the thermal conductance divided by the 

temperature, whose plateaus were maintained up to 𝑇 = 40 K [13]. Individual SWCNTs do not 

include any inter-layer interactions and their phonons are estimated to have the particularly long 

mean free paths, resulting in the longer quantized plateaus than those of other CNTs.  

A theoretical analysis supports these results based on the Landauer formula and an adiabatic 

contact approximation. This contact assumes that transmission coefficients are equal to 1 in the 

energy range where phonon bands exist, and the absolute value of plateaus is explained only by the 

number of excited normal modes. Thus, the normalized thermal conductance remains flat during the 

lowest optical modes ℏ𝜔!"!  are excited. To estimate the length of plateaus, ℏ𝜔!"!  is calculated by 

using the zone-folding method [14]. In this method, the dynamical matrices of SWCNTs are made 

from those of graphenes with a rolled-up boundary condition, showing that ℏ𝜔!"!  increases as the 

tube radius decreases. With these results, the approximated Laudauer formula shows that the 

maximum width of quantized plateaus in SWCNTs is 20 K, which is the half of the experimental 

value, 40 K. This discrepancy indicates that the SWCNTs’ thermal conductance and ℏ𝜔!"!  are 

affected by other structural factors than the radius, which cannot be considered under the adiabatic 
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contact and zone-folding approximation. For graphene, its thermal transport property is strongly 

affected by the conducting direction: the zigzag or armchair direction [15]. Thus, it is expected that 

we can tailor the ballistic transport properties of SWCNTs by the roll-up directions of tubes, namely, 

their chiralities.  

In this study, we calculate the thermal conductance of SWCNTs with three different 

chiralities. To reveal the chirality dependence, we should perform higher precision calculations than 

the approximated Landauer formula including the adiabatic contact and zone-folding approximation. 

Then, the NEGF method shown in Sec. 2-2 is employed, where the transmission coefficients are 

described by using the Green’s functions. The Green’s functions are calculated from the dynamical 

matrices, which are evaluated by the frozen phonon method with the first-principles calculations 

[16]. The first-principles calculations are performed based on the density functional theory, which 

enable us to discuss the charily dependence of thermal transport properties with the precise 

vibrational properties of SWCNTs. We evaluate thermal conductance in a wide temperature range: 

10 < 𝑇 < 1000 K. For the detailed investigation of the quantized plateau, the calculations focused 

on the low temperature region 10 < 𝑇 < 100 K  are also performed. 

This chapter is organized as follows. In Sec. 3-1, we shall introduce the computational 

details including the SWCNTs models with the semi-infinite heat baths. Sec. 3-2 shows the 

microscopic physical properties, namely, the phonon properties, transmission coefficients, and 

perturbations of the heat baths, which are fundamentally related to the thermal conductance. In Sec. 

3-3, the thermal conductances of SWCNTs are evaluated, especially focusing on their quantized 

plateaus at the low temperature region. A summary of this chapter is given in Sec. 3-4. 
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3-1 Computational details 

MODEL SETUP The three SWCNT structures are adopted with the different chiralities, shown in 

Fig. 3-1 (a). Chirality of SWCNTs is sometimes classified by their edge structures as the armchair, 

zigzag or chiral type; but the most convenient way is using a chirality vector, which is a rolled up 

direction from grapheme ribbons to SWCNTs [17]. The chirality vector is described with the 

combination of two numbers, which correspond to coefficients of the Bravais lattice vectors for 

graphenes, as we can see in Fig. 3-1 (b). With this notation, our models are describes as the 

SWCNTs (3, 3), (5, 0) and (4, 2), classified as the armchair, zigzag and chiral type, respectively.  

 

Table. 3-1. Structural information of SWCNTs (3, 3), (5, 0), (4, 2), and (7, 0): 𝑑, 𝑙!, and 𝑁 

are the diameter, tube length, and number of atoms in unit cells, which is used for 

dynamical matrix calculations. ℏ𝜔op!  are the lowest optical energies obtained by 

using primitive cells. ℏ𝛾op[𝜔op! ] are projected normal modes’ couplings at ℏ𝜔op! . 

The SWCNT (7, 0)  have very low ℏ𝜔op! , whose numerical errors prevent 

ℏ𝛾op[𝜔op! ] being extracted. 

 𝑑 𝑙! 𝑁 ℏ𝜔op!  ℏ𝛾op[𝜔op! ] 

(Bohr) (Bohr) - (meV) (meV) 

SWCNT (3, 3) 7.97 70.21 180 19.96 2.36 

SWCNT (5, 0) 7.75 72.38 180 16.74 4.70 

SWCNT (4, 2) 8.04 64.33 168 15.75 6.24 

SWCNT (7, 0) 10.73 73.06 252 11.90 - 
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Fig. 3-1. (a) Atomic structures of SWCNTs with three different chiralities. (b) Definition of 

chiral vectors and corresponding vectors to the models. 
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Each model has the shortest radius and so the highest ℏ𝜔!"!  in the corresponding 

chirality type. Their radii, unit lengths, and numbers of atoms are almost identical (Table. 3-1), thus, 

we assume that the difference in the thermal properties can be attributed to their chiralities. This 

assumption is confirmed by an additional calculation about the SWCNT (7, 0) with a larger radius 

in the following chapter. The unit cell has 15 Å vacuum along the radial non-conducting direction 

(𝑥-𝑦), and the periodic boundary condition is imposed to the tube direction (𝑧) in the dynamical 

matrix calculations. In the NEGF calculations, these models are divided into three parts (the left 

heat bath region, scattering center region, and right heat bath region) with an equivalent number of 

atoms: each region contains 60 atoms in the SWCNTs (3, 3) and (5, 0); 56 atoms in (4, 2). 

The structural optimization and dynamical matrix calculations are performed using 

SIESTA [18]. We employ the local density approximation (LDA) for the exchange and correlation 

functional in density functional theory calculations [19]. Core electrons are described by the 

Troullier-Martins pseudopotential [20] with the Kleinman-Bylander projector [21] and the 

Kohn-Sham orbitals are expanded by the double-zeta plus polarization basis set. In the calculations 

of dynamical matrices, the atoms belonging to the center region are displaced 0.04 Bohr from 

their most stable positions. To obtain convergence of the vibrational density of states (vDOS), the 

Brillouin zone is sampled by 1 × 1 × 20 Monkhorst-Pack grids [22]. In the NEGF calculations, an 

infinitesimal parameter 𝜂 in Eq. (2-27) is set to 1×10!! meV. 

 

PROJECTED NORMAL MODES To evaluate the transmission coefficients and the thermal 

conductance in terms of the perturbation for each phonon mode, we propose the projected normal 

mode (PNM) analysis. The interactions with the semi-infinite heat baths modify the dynamical 

matrices of the scattering region, and this method projects it onto the normal mode basis of the 
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isolated center region. This analysis allows us to evaluate the effect of the coupling and the energy 

shift from the phonon-phonon interactions with the semi-infinite heat baths as 

𝛾! 𝜔  =  − 𝕴 𝜔!!
! − 𝜙! 𝐺!!! 𝜔 𝜙!     , 

Δ! 𝜔  =  ± 𝕽 𝜔!!
! − 𝜙! 𝐺!!! 𝜔 𝜙!    , 

(3-1) 

where 𝜔!! is the bare frequency of the qth normal mode at the scattering region. 𝛾! 𝜔  is the 

square root of the imaginary part of 𝛴!  ≡ 𝛤  projected onto the 𝑞th normal mode. 𝛥! 𝜔  is the 

square root of the real part and equivalent to the energy shift projected onto the 𝑞th mode. The 

signs of 𝛥! 𝜔  with negative 𝕽 𝜔!!
! − ⟨𝜙! 𝐺!

!! 𝜔 𝜙!⟩  are set to be negative. Hereafter, we 

call them the projected normal modes’ coupling (PNMs’ coupling) and the projected normal modes’ 

energy shift (PNMs’ energy shift), respectively. Note that 𝛾! 𝜔  and 𝛥! 𝜔  explicitly depend on 

the induced energies, 𝜔. A similar projection analysis is performed in electronic transport, where 

the couplings and energy shifts are projected onto molecular orbitals [23-25]. The values are often 

evaluated at their characteristic energies such as the Fermi level of the electrode with the 

wide-band-limit approximation. In contrast, the energy dependence of the coupling parameters is 

not clear for phonon transport. Therefore, in the PNM analysis, the energy-dependent profiles of 

𝛾! 𝜔  and 𝛥! 𝜔  are also discussed. 
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3-2 Microscopic properties 

STRUCTURE OPTIMIZATION AND OPTICAL MODES The structural parameters of the 

optimized SWCNTs and the energies of the first optical modes ℏ𝜔!"! , are shown in Table 3-1. 

ℏ𝜔!"!  has an important role at very low temperature because it breaks the quantized plateau of the 

normalized thermal conductance. The previous study using the zone-folding method showed that 

ℏ𝜔!"!  depends only on its diameter, namely, the higher ℏ𝜔!"!  results in the smaller diameter. For 

the SWCNT with a diameter of 8.0 Bohr, the extrapolation of the previous study expects ℏ𝜔!"!  to 

be 20 meV, and such extrapolated values are described as ℏ𝜔!"!"#. ℏ𝜔!"!"# is comparable to our 

result of the SWCNT (3, 3), but it is considerably larger than those of (5, 0) and (4, 2). This fact 

clearly shows that ℏ𝜔!"!  is also affected by the chirality, not just by the diameters. On the other 

hand, ℏ𝜔!"!  difference between the SWCNTs (7, 0) and (5, 0) follows the radius dependence 

discussed in the previous study. 

 

TRANSMISSION COEFFICIENTS The transmission coefficients of the SWCNTs (3, 3), (5, 0) 

and (4, 2) are shown in Fig.3-2 (a). Their transmission coefficients have stepwise shapes, and such 

quantized features correspond to the pure ballistic properties of the SWCNT systems in the NEGF 

calculations [26-28]. Because a SWCNT has one rotational symmetry and three translational 

symmetries, it has four acoustic branches, which have zero frequencies at the center of the Brillouin 

zone. Fig. 3-2 (a) shows that the transmission coefficients of all SWCNTs are 4 close to 0 cm!!, 

corresponding to those acoustic modes. In all models, there are characteristic dips in the 

transmission coefficients in the region 100-150 meV. 210 meV is the upper end of the phonon 

band, above which the transmission coefficients are vanished.  
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Apart from the common features as mentioned, there are also several differences. The 

transmission coefficients of the SWCNTs (5, 0) and (4, 2) increase from 4 to 6 immediately at 

~5 meV, while that of the SWCNT (3, 3) remains 4 up to higher energy ~20 meV. These 

different transmission coefficients in the low-energy regions are partially attributed to the 

vibrational energy of the first optical modes, ℏ𝜔!"! . Such difference affects the behavior of the 

thermal conductance especially at low temperature, where the transmission coefficients in the low 

energy region dominantly contribute to the thermal conductances according to the Bose-Einstein 

distribution (see Eq. (2-14)). Around 50-70 meV, the transmission coefficient of the SWCNT (3, 

3) has the high peaks. Conversely, the transmission coefficient of the SWCNT (5, 0)  at 

50-70 meV is less than 4, while those of the other two models are over 6. Around the temperature 

where the modes around 50-70 meV are excited effectively, the thermal conductance of the 

SWCNT (3, 3) will increase and the inverse is true for the SWCNT (5, 0). 
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Fig. 3-2. (a) Transmission coefficients of SWCNTs (3, 3), (5, 0), and (4, 2). (b) Vibrational 

density of states of the infinite SWCNTs. The contribution is separated into the radial 

(𝑥-𝑦) and tube (𝑧) directions. 

 

VDOS AND PNM ANALYSIS We investigate the microscopic origins of the differences in 

transmission coefficients with respect to the vDOS and phonon-phonon interactions with the 

semi-infinite heat baths. The vDOS of the SWCNTs are shown in Fig. 3-2 (b). Moreover, we 

decompose the total vDOS into those of the radial (𝑥-𝑦) and tube (𝑧) directions to examine the 

relationship between the direction of the phonon modes and the coupling properties. In any chirality, 
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the 𝑥 -𝑦  components make the major contributions in the low-energy region, while the z 

component stands out in the high-energy region (150-200 meV) . It means that the major 

vibrational modes change from the transverse modes to longitudinal ones with energy increase. The 

low peak intensities around 0 meV stem from the large dispersion of the acoustic modes. The 

prominent peaks in 50-100 and 140-210 meV correspond to the transverse and longitudinal 

optical modes respectively, and between these two regions (around 100-140 meV) the peak 

intensity is low. 

The PNMs' couplings with the semi-infinite heat baths are calculated by using Eq. (3-1), 

shown in Fig. 3-3 (a). Symbols in Fig. 3-3 correspond to the ones in Eq. (3-1), namely, 𝜔! is the 

bare frequency of the phonon modes, 𝜔 the induced energy, ℏ𝛾! 𝜔  the coupling. While ℏ𝛾! 𝜔  

depends on the induced energy, here we take the PNMs’ coupling at the energy 𝜔! as a qualitative 

measure. For the first optical modes, ℏ𝛾!" 𝜔!"!  is also given in Table. 3-1. The coupling of the 

SWCNT (4, 2) is large compared with the other models over all energies and modes, resulting in 

the high transmission coefficient in the whole energy region as shown in Fig. 3-2. The largest 

energy couplings are found around 100-140 meV in all three models. However, as we have 

mentioned, the phonon densities are not large in this energy range, resulting in the transmission 

coefficients with moderate values compared with the couplings. 

With the above vDOS and PNMs’ couplings, we can discuss the origin of the low 

transmission coefficients of the SWCNT (5, 0) at 50-70 meV, which contributes the low thermal 

conductance of the (5, 0) SWCNT above 150 K, shown in the next section. Although Fig. 3-2 

shows that the total phonon densities of all models are similar, the transmission coefficient of the 

SWCNT (5, 0) is smaller than those of other SWCNTs at 50-70 meV. This result implies that the 

transmissions through the normal modes excited in the 50-70 meV region are not perfect for the 
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SWCNT (5, 0). The origin of the inefficient transmission could be a contact asymmetry, where the 

couplings to the left and right leads are not equal [25]. The contact asymmetry is produced by the 

localized spatial distribution of normal modes. The localized character of vibrational modes are 

found as the relatively large contribution from the longitudinal (𝑧) component to the total vDOS 

of the SWCNT (5, 0) shown in Fig. 3-2 and the PNMs’ coupling of the (5, 0) SWCNT (about 

9 meV) that is lower than the other two (about 15 meV) at 𝜔!,𝜔 =  50-70 meV. The number of 

modes contributing to the inefficient transport in the 50-70 meV range gives a rational explanation 

for the lower transmission coefficients and accordingly the lower thermal conductance above room 

temperature. 

The PNMs' energy shift in Eq. (3-1) is also shown in Fig. 3-3 (b). In general, the energy 

shift is not large at ℏ𝜔!! (along the diagonal line in Fig. 3-3), and hence the effects of the energy 

shifts on the transmission coefficients are not significant. Furthermore, the energy dependence of 

the shift is independent of the chirality. The energy shifts of all modes behave like cosine curves 

through the whole induced energy. The shift has a node at around 130 meV, which coincides with 

the borderline between the regions of transverse and longitudinal modes. The energy shift is related 

to the phonon dispersion relation. A positive energy shift indicates that the phonon band has its 

minimum at the center of the Brillouin zone and, in contrast, a negative shift indicates that the 

phonon band has its maximum at the center of the Brillouin zone. 
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Fig. 3-3. (a) PNM’s couplings and (b) PNM’s energy shifts of SWCNTs (3, 3), (5, 0), and 

(4, 2). Their intensities are visualized with the contour lines and colors. 
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3-3 Thermal conductance 

WIDE TEMPERATURE RANGE In Fig. 3-4, the thermal conductances of the SWCNT models 

are shown over a wide temperature range calculated with Eqs. (2-14) and (2-54). Our results have 

similar values to the previous works using the first-principles NEGF calculations [28], MD 

simulations [29], and model calculations (~2.4  nW K at 300 K) [30]. In particular, the result of 

the SWCNT (7, 0) is in good agreement with that of the previous NEGF calculation. 

It is shown that the temperature dependence of models varies according to their chiralities 

at both the low and high temperatures. In the low-temperature region below 150 K, all of the 

SWCNTs show an almost linear dependence on the temperature, similar to the previous work, 

although the (3, 3) SWCNT shows a slight change of its slope. This difference corresponds to the 

trend of the transmission coefficients in the low energy region (0-20 meV) shown in Fig. 3-4. In the 

next subsection, we will focus on the thermal conductances in the low temperature region with 

respect to the quantized plateaus. 

Above 150 K, the conductance of the SWCNT (5, 0) is much lower than those of the 

other two models. The previous study showed a linear relationship between the diameter and the 

thermal conductance, with which the difference in the diameter of our models (4, 2) and (5, 0), 

viz., 0.29 Bohr corresponds to 0.1 nW/K difference in the thermal conductance. Compared with 

this, the difference of 0.4 nW/K between the SWCNTs (4, 2) and (5, 0) at 300 K in our result 

is a little bit larger. It can be concluded that the low thermal conductance of the SWCNT (5, 0) 

above 150 K is partially due to its chirality, which produces the difference in the transmission 

coefficients around 50-70 meV investigated in the previous section. On the other hand, the 

difference of 0.67 nW/K  at 300 K  between (5, 0)  and (7, 0)  is fully explained by the 

difference in the diameters (about 2.8 Bohr) because of their same chiralities.  
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Fig. 3-4. Thermal conductances of SWCNT models including the thick (7, 0) one. The 

previous results of the SWCNT (7, 0) [28] and (3, 3) [29] are also shown for 

comparison as cross marks. 

 

LOW TEMPERATURE REGION Finally, the thermal conductance below 100 K is investigated 

in detail. Because the conductance at low temperature is well quantized, it is convenient to 

introduce the universal quantum unit 𝜅! 𝑇  defined as, 

𝜅! 𝑇 =
𝜋𝑘!

!𝑇
6ℏ   .  (3-2) 

The universal quantum unit is the single phonon transmission probability under the adiabatic 

contact assumption. Especially at the low temperature, the quantum unit is equivalent to an 

asymptotic value of one mode’s contribution to the thermal conductance. The thermal conductance 

normalized by the quantum unit, 𝜅 𝑇 4𝜅! 𝑇 , is shown in Fig. 3-5: a coefficient 4 indicates 
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the three transverse modes and one twisting mode. The quantized plateau is found as the constant 

𝜅 𝑇 4𝜅! 𝑇 , where the temperature dependence of the thermal conductance is linear. The 

experimental result is also shown [13], whose thermal conductance is divided by the temperature 

and scaled to 1. For the purpose of the comparison, we also calculated the conductance using the 

approximated Landauer formula. In this formula, we assume the adiabatic transmission and 

consider only the branch of the four acoustic modes and those of the two lowest optical modes. For 

this model calculation, we use the energies of optical modes, ℏ𝜔!"!"#, defined in Sec. 3-2. The 

thermal conductance based on the approximated Landauer formula is given by 

𝜅 𝑇 =
𝑑𝜔
2𝜋

!

!
4ℏ𝜔

𝜕𝑛
𝜕𝑇 +

𝑑𝜔
2𝜋

!

!!"!"#
2ℏ𝜔

𝜕𝑛
𝜕𝑇 .   (3-3) 

As shown in Fig. 3-5, while the result calculated by the approximate Landauer formula 

does not reproduce the long plateau, the thermal conductance of the SWCNT (3, 3) has a plateau 

span of 50 K, which is longer than both of those obtained by the approximate Landauer formula 

and by the experiment. On the other hand, the normalized thermal conductances of the other two 

SWCNTs do not have clear plateaus and are higher than 1, even in the very low temperature region. 

The reason is clearly explained by the transmission coefficients, as shown in Sec. 3-2. The 

transmission coefficient of the SWCNT (3, 3) remains 4 in the wide energy range, while those of 

other two rise to 6 immediately.  
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Fig. 3-5. Normalized thermal conductances of SWCNTs. Normalization factor is the universal 

quantum, 4𝜅! 𝑇 =  2𝜋𝑘!
!𝑇 3ℏ. See the text for the details of the approximate 

Landauer formula. The experimental value is scaled so that the quantized plateau 

equals 1 [13]. 

There are two origins of such a difference in the transmission coefficients. As discussed 

before, one origin is the frequency of the first optical modes ℏ𝜔op!  mentioned in Sec. 3-1. The 

considerably higher ℏ𝜔!"!  of the SWCNT (3, 3) leads to delaying the contribution of the first 

optical modes to the transmission coefficient. The other is a chirality-dependent energy coupling, 

found in Table. 3-1. ℏ𝛾!" 𝜔!"!  of the SWCNTs (4, 2) and (5, 0) are larger, thus, the influences 

of the vDOS of the optical modes appear at lower energies than those of the SWCNT (3, 3). Our 
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first-principles NEGF method explicitly described the chirality dependence of ℏ𝜔!"!  and the 

phonon-phonon interaction with the semi-infinite heat baths, which results in the long plateau of the 

thermal conductance, ~50 K, of the armchair SWCNT (𝑛,𝑛). 

It is difficult to compare the results of our calculation directly with the experimental 

results because the diameters of the SWCNTs in our models are not equal to those in experiment. 

However, we are able to comment on the height of the plateau because a plateau is well reproduced 

in the (3, 3) SWCNT. If we assume that the effects of the diameter on ℏ𝜔!"!  is less than those from 

the calculation with the zone-folding method, the armchair SWCNT with the large diameter could 

still have the long plateau of 4𝜅!. On the other hand, our results of the zigzag (𝑛, 0) and chiral 

(𝑛,𝑚) SWCNTs, where the transmission coefficients quickly become 6, give another possibility. 

If SWCNTs used in the experiment consist of the zigzag or chiral SWCNTs, gradual slopes around 

6𝜅! could be observed as if they were the first quantized plateaus. The plateau will stand during 

other optical modes with higher energies start to contribute. These possibilities can be investigated 

by more precise experiments or first-principles calculations for larger SWCNTs. 

Finally, we mention the effect of the electronic thermal conductance. The contribution of 

the conduction electrons is important in typical metal materials at low temperature, and the total 

thermal conductance is described as Eq. (1-3). For the metallic SWCNTs, 𝜅! = 4𝜅! because the 

four electronic states are at the Fermi level. However, because the characteristic energy for 

electronic excitations is of the order of 0.1 eV, the quantized nature of the thermal conductance 

caused by electrons survives up to the room temperature. Therefore, 𝜅! does not affect the length 

of the quantized plateau of the 𝜅! and only raise its absolute value by 4𝜅!. Deeper understanding 

about the electronic effects on the quantized plateaus also requires the comparison with the more 
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detailed experimental results, because the electronic density of states of SWCNTs changes 

according not only to their chiralities but also to their alignments in the samples. [31, 32] 
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3-4 Summary 

We performed the first-principles calculations of the thermal transport properties of 

SWCNTs for investigating the chirality dependence. The NEGF method is applied to the three 

SWCNT models with the different chiralities. The thermal conductance of the models shows the 

clear dependence on the chirality. The SWCNT (5, 0) has lower values above 150 K, which is 

partially due to the dip in the transmission coefficient in the range 50-70 meV. On the other hand, 

the thermal conductance of the SWCNT (3, 3) is relatively low below 150 K because the energy 

of its first optical mode is higher than the other SWCNTs. 

We also calculate the phonon densities and interactions with semi-infinite heat bathes, in 

order to understand the thermal conductance and the transmission coefficients from the microscopic 

point of view. In the range 50-70 meV, the DOS of the SWCNT (5, 0) shows that the phonon 

modes are relatively polarized into the longitudinal direction, and its PNM’s coupling is lower than 

the other two models. With these analyses, it is concluded that the transmission coefficient of the 

SWCNT (5, 0) is suppressed by such localized properties of phonon modes. 

The lower thermal conductance of the SWCNT (3, 3)  at low temperature is also 

discussed in the context of the quantized plateau. The plateau length of the SWCNT (3, 3) results 

in 50 K, which is longer than that from the approximate Landauer formula. This is because the 

approximate Landauer formula includes only the radial dependence and does not take into account 

the effects of the chirality on ℏ𝜔op! . Because of the explicit treatment of the parameter-free phonon 

states and the interactions with the heat bathes, we reproduced the plateau comparable to the 

experimental result (40 K). While this result is consistent with the experimental one, a further 

analysis using various SWCNTs will be necessary with respect to the absolute values of plateaus 

because the obtained values can be 4𝜅! and 6𝜅! for the armchair and the other SWCNTs. 
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CHAPTER 4 

MULTI-WALL EFFECTS ON THERMAL TRANSPORT PROPERTEIS 

OF NANOTUBE STRUCTURES 

 

The characteristic properties of SWCNTs are known to vary greatly depending on the structural 

factors. As the previous chapter shows the chiralities dependence of the thermal transport properties, 

these versatile properties of SWCNTs are expected to be controlled by adjusting the molecular 

structure. At the same time, such beneficial properties are also too sensitive and easily spoiled by 

defects [1], heating [2], and chemical modifications [3], unfortunately. 

One of the promising solutions to overcome the difficulty is stacking, i.e. building 

multi-walled nanotubes. Recently, numerous experimental methods to achieve stacked structures of 

low-dimensional nanostructures are developed [4-7], and thus it is expected to control existing 

properties and build up novel characteristics with such techniques. In the field of CNTs, it is 

experimentally observed that multi-walled CNTs (MWCNTs) gain more thermal and chemical 

stability [3] from the inter-layer interaction. At the same time, there are also some reports, where 

the electronic and thermal properties of CNTs are modified by the stacked structures [8, 9]. In order 

to elucidate the effects of the inter-layer interaction on these properties, double-walled CNTs 

(DWCNTs) with the smallest number of layers are an appropriate subject of study. Understanding 

the impact of the inter-layer interaction in DWCNTs is a stepping-stone towards controlling the 

physical properties of stacked nanotube systems. 

Here, we focus on the multi-wall effects justly on the thermal transport properties of 

DWCNTs. The magnitude and temperature dependence of the thermal conductance are important 

for the stability and the thermal efficiency of nano-circuits consisting of nanowires and 
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nanotransistors [10, 11], and for the quantification of the phonon noise in photosensors [12]. The 

thermal properties of carbon nanotubes have been investigated mainly with respect to specific heat. 

It is well known that the specific heat of the SWCNTs is proportional to temperature up to ~300 K, 

which rationalizes the pseudo-1D character of SWCNTs. Meanwhile, in the case of DWCNTs, the 

specific heat is still monotonic but found to deviate from the 1D character, showing quadratic 

temperature dependence. The Debye model predicts that the excess degree of freedom in the radial 

direction causes the 𝑇!~! temperature dependence of the specific heat [13], and the coupled 

vibration model suggests that the magnitude of the specific heats is suppressed compared with the 

SWCNTs [14]. The specific heat of DWCNTs has been discussed in terms of the acoustic modes, 

but other contributions from the optical modes are also important for small systems at the whole of 

the temperature range except for the extremely low temperature region [15]. In this work, we 

perform calculations of the thermal conductance and transmission coefficients of DWCNTs to 

reveal the mechanism of the multi-walled effects on the thermal transport properties. The all 

phonon modes are calculated with the empirical force fields, and their contributions to the thermal 

transports are evaluated with the NEGF formalism. 

This chapter is organized as follows. In Sec. 4-1, the computational details and our 

DWCNT models are introduced. Subsequently, in Sec. 4-2, we show the results of the thermal 

conductances and transmission coefficients, whose properties are also analyzed based on their 

phonon modes. In Sec. 4-3, we quantify the multi-walled effects and discuss the mechanism by 

using the coupled vibration model. Concluding remarks of this chapter are given in Sec. 4-4. 
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4-1 Computational details 

We adopt two DWCNT structures, (7, 7)@(12, 12) and (3, 3)@(7, 7), shown in Fig. 4-1. In the 

notation of MWCNTs, the chirality vectors are combined with @ in an ascending order of their 

radii. Specifically, (7, 7)@(12, 12) indicates that DWCNT consist of the inner (7, 7) tube and the 

outer (12, 12) tube. To confirm the generality of the multi-wall effects in terms of the tube radius, 

we prepare the two armchair DWCNTs with different radii. The inter-layer distances of the 

DWCNTs are set up as 3.3 Å and 2.8 Å for (7, 7)@(12, 12) and (3, 3)@(7, 7), respectively, 

which are relatively close to the inter-layer distance of graphite, 3.4 Å (Table 4-1). SWCNTs 

(3, 3), (7, 7), and (12, 12) are also considered for reference calculations. We make the periodic 

unit cell with the conducting (𝑧) direction parallel to the axis of the DWCNT. The lattice 

parameters along the conducting direction are set to 15 times the minimum periodic length of the 

armchair CNT structure, that is around 2.46 Å. Sufficient vacuum of about 25 Å is prepared in the 

non-conducting (𝑥-𝑦) direction. 

First, we perform energy minimizations of the CNT models by using GROMACS 

(Groningen machine for chemical simulations) [16-20] with the OPLS (optimized potentials for 

liquid simulations) force field [21]. This potential is given by a summation of the non-bonded 

interactions and the energies attributed to the structural factors, viz., bonds, angles, and dihedrals. 

𝐸!"!#$ = 𝐸!"#$ + 𝐸!"#$% + 𝐸!"#$!%&' + 𝐸!"# + 𝐸!"#$"%&

= 𝛼! 𝑟! − 𝑟!,!"
!

!"#$
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where 𝑟 is the bond length, 𝜃 the angle, and 𝜙 the dihedral angle. The 𝑒𝑞 term indicates the 

corresponding value for the equilibrium structure. The van deer Waals interaction (vdW) terms are 

approximated with the Lennard-Jones potential with 𝜀  and 𝜎  parameters, and the Coulomb 

interactions are described with the point fixed charges 𝒵. The practical parameters for CNTs are 

shown in Appendix. We minimize the structures of the DWCNTs from several initial structures 

with different relative angles between two hexagonal rings of each layer of the DWCNT. The angle 

is varied by 10 degrees and the two most stable angles are considered in this work (Table 4-1). Then, 

to confirm that these structures do not rotate randomly below room temperature, MD simulations 

are performed for 50 ns at 300 K by using the Nosé-Hoover thermostat [22, 23]. It is confirmed 

that all of these structures are stable at the adopted relative angles; therefore, we use these two 

stable structures in the calculations of thermal conductance. 

Table. 4-1. Structural information of the SWCNTs and DWCNTs. N, d, and 𝑙! are respectively 

the number of atoms, diameter, and the (𝑧) length of the unit cell of the models. 

The two most stable relative angles between two hexagonal rings of each layer of the 

DWCNTs are also shown. 

 N d 𝑙! 1st stable 2nd stable 

(Ang) (Ang) (deg) (deg) 

SWCNT (3, 3) 180 4.02 36.9 - - 

SWCNT (7, 7) 420 9.50 36.9 - - 

SWCNT (12, 12) 720 16.2 36.9 - - 

DWCNT (3, 3)@(7, 7) 600 9.50 36.9 340 140 

DWCNT (7, 7)@(12, 12) 1140 16.2 36.9 70 200 
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In the NEGF calculations, we assume that the length of each of the three respective 

regions (left, center, and right) is 5 times the minimum periodic length. The infinitesimal parameter 

𝜂 in Eq. (2-27) is set to 1×10!! meV. 

 

 

 

Fig. 4-1. Stable atomic structures of DWCNTs (a) (7, 7)@(12, 12) and (b) (3, 3)@(7, 7). The 

layer with yellow (thin) bonds is the outer tube and that with the blue (thick) bond is 

the inner tube. 
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4-2 Thermal transport properties 

THERMAL CONDUCTANCE First, we calculate the temperature dependence of the thermal 

conductance of the CNT models. The results for the DWCNT (7, 7)@(12, 12) are shown in Fig. 

4-2. The thermal conductance values of the two DWCNTs with different relative angles are almost 

identical, which indicates that the effect of the relative angle is not dominant. 

 

Fig. 4-2. Thermal conductance of DWCNT (7, 7)@(12, 12) with two relative angles and 

SWCNTs (7, 7), (12, 12), and (7, 7)+(12, 12). SWCNTs (7, 7)+(12, 12) represents 

the parallel circuit of SWCNTs (7, 7) and (12, 12). The three regions indicated by the 

arrows on top represent: from the left, the outer layer region (0-30 K), the transition 

region (30-100 K), and the parallel region (100-200 K). 
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The thermal conductance values of the SWCNTs (7, 7), (12, 12), and (7, 7)+ (12, 12) 

are also shown in Fig. 4-2. The results of the SWCNTs (7, 7)+(12, 12) is calculated as the sum of 

those of the SWCNTs (7, 7) and (12, 12), which corresponds to the virtual system, where the 

SWCNTs (7, 7) and (12, 12) compose an ideal parallel circuit without any interactions with each 

other. Thus we can see the impact of inter-layer interaction between two CNTs comparing them 

with the DWCNTs.  

At low temperature (0-100 K), the curvature of the thermal conductance of the DWCNT 

(7, 7)@(12, 12) is clearly larger than those of the SWCNTs, in other words, it has a quadratic 

temperature dependence. This result agrees well with the temperature dependence of specific heats 

in the previous studies [13, 24]. The DWCNT (7, 7)@(12, 12) is found to have the lower thermal 

conductance than the SWCNTs (7, 7)+ (12, 12). This suppression is attributed to the inter-layer 

van der Waals interactions, analogous with SWCNT bundles, whose thermal conductivities are 

attenuated by inter-tube van der Waals interactions [25]. At very low temperature, (0-30 K), the 

thermal conductance of the DWCNT (7, 7)@(12, 12) behaves as that of the outer tube, namely, 

the SWCNT (12, 12) . Yet in the higher temperature region (100-200 K) , the temperature 

dependence of the DWCNT (7, 7)@(12, 12) and SWCNTs (7, 7)+ (12, 12) are identical, viz., 

parallel within 5% gradient error. 

In Fig. 4-3, we show the thermal conductance of the DWCNT (3, 3)@(7, 7), together 

with the results of the SWCNTs (3, 3), (7, 7), and (3, 3)+ (7, 7). The thermal conductance of the 

SWCNTs (3, 3)+ (7, 7) is obtained in the same way as that of the SWCNTs (7, 7)+ (12, 12). 

We can see that the trends in Fig. 4-3 are fully consistent with the case of the DWCNT 

(7, 7)@(12, 12), namely, the identical behavior of the two DWCNTs with different relative angles, 

the quadratic temperature dependence in the DWCNTs, and the suppression of the thermal 
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conductance of DWCNTs compared with that of the parallel circuit SWCNTs. At very low 

temperature (0-100 K), the thermal conductance of the DWCNT (3, 3)@(7, 7) behaves like that 

of the outer SWCNT (7, 7). In addition, the differences between the thermal conductance of the 

DWCNT (3, 3)@(7, 7) and SWCNTs (3, 3)+ (7, 7) are almost constant at 150-200 K.  

 

 

 

Fig. 4-3. Thermal conductance of DWCNT (3, 3)@(7, 7) with two relative angles and the 

SWCNTs (3, 3), (7, 7), and (3, 3)+(7, 7). The three regions indicated by the arrows 

on top represent: from the left, the outer layer region (0-100 K), the transition region 

(100-150 K), and the parallel region (150-200 K). 
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Given the above results, it is concluded that the thermal conductance of DWCNT 

generally consists of three regions with different temperature tendencies: low-temperature region 

governed by the outer layer (named the outer layer region), a higher-temperature region behaving 

like a parallel circuit of SWCNTs (the parallel region), and a transition region between the two 

former regions. In the following discussion, we just focus on the DWCNT (7, 7)@(12, 12) with the 

most stable relative angle because of the less importance of their radii and relative angles. 

 

TRANSMISSION COEFFICIENTS In Fig. 4-4, we show the transmission coefficient of the 

DWCNT (7, 7)@(12, 12) given by Eq. (2-54) with those of the SWCNTs (7, 7), (12, 12), and 

(7, 7)+ (12, 12) . The transmission coefficients of the SWCNTs (7, 7)+ (12, 12)  are also 

defined as the summation of those of (7, 7) and (12, 12). 

Comparing between the DWCNT (7, 7)@(12, 12) and SWCNTs (7, 7)+ (12, 12), the 

transmission coefficient of the former is different from that of the later especially in the low energy 

region (0-50 meV), while these values are almost identical at the higher energy region. Assuming 

that incident phonons are transported via the modes with similar energies, the results indicate that 

the conduction passes through low-energy modes are largely affected by the inter-layer interaction 

in DWCNTs. Moreover, the transmission coefficient of the DWCNT (7, 7)@(12, 12)  is 

suppressed into that of SWCNT (12, 12) at the low energy region. Considering that the occupancy 

of phonons obeys the Bose-Einstein statistics, the suppression of the transmission coefficient at the 

low energy region explains that the thermal conductance of the DWCNT gradually changes from 

the outer layer region to the parallel region with temperature increase. 
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Fig. 4-4. Transmission coefficients of DWCNT  (7, 7)@(12, 12)  and SWCNTs (7, 7) , 

(12, 12) , and  (7, 7)+ (12, 12) . The results of SWCNTs (7, 7)+(12, 12) are 

calculated as the sum of SWCNTs (7, 7) and (12, 12). 

Next, we also compare the energy distribution of the normal modes about the DWCNT 

(7, 7)@(12, 12)  and SWCNTs (7, 7)+ (12, 12)  (Fig. 4-5). The number of modes of the 

DWCNT (7, 7)@(12, 12) is less than that of the SWCNTs (7, 7)+ (12, 12) at 0-25 meV, while 

the opposite is true at 25-50 meV. It indicates that the phonon modes of the DWCNTs shift toward 

higher energy compared with those of the parallel SWCNTs. Considering that the thermal 

transmission coefficients are deeply related with the distribution of the phonon modes, the 

characteristic suppression in the transmission coefficients of the DWCNTs is ascribed to the energy 

shifts of the phonon modes at the low energy region. 
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Fig. 4-5. Energy distribution of phonon modes about DWCNT (7, 7)@(12, 12)  and 

SWCNTs (7, 7)+ (12, 12). The standard deviation 2.5 meV in Gaussian functions 

is set for broadening. 

 

NORMAL MODE ANALYSIS We analyze the phonon modes of the DWCNT (7, 7)@(12, 12) 

to elucidate the origin of the mode shift in DWCNTs. Assuming that the normal modes of the 

DWCNT can be considered as a combination of the two single SWCNTs, the polarization vectors 

of (7, 7)@(12, 12) are described in terms of the interactions between those of the SWCNTs 

(7, 7) and (12, 12). First, we remark on the acoustic modes. The translational and rotational 

modes of the DWCNT are composed of those of the inner and outer layers in a symmetric in-phase 

relationship, which is consistent with the argument in the previous study [14]. Furthermore, in the 

higher energy region 0-50 meV, there are a large number of phonon mode, where the vibrations of 
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the inner and outer layers are in a symmetric in-phase or out-phase relationship, shown in Fig. 4-6 

(a) and (b) respectively. We separate these normal modes of the DWCNT (7, 7)@(12, 12) into the 

outer and inter contributions and assign them to the modes of the SWCNTs (7, 7) and (12, 12), 

whose energies are compared with the original modes of the DWCNTs (Table 4-2). The energy of 

the in-phase modes is close to that of the normal modes corresponding to the outer SWCNT 

(12, 12), while the out-phase modes have higher energy than both of the SWCNTs (7, 7) and 

(12, 12).  

The mode shifts in DWCNTs shown above are attributed to the fact that the transverse 

modes are dominant at low energy. DWCNTs have energy barriers in the transverse direction 

because of their walled structures. The out-phase modes blocked by the barriers and shift to higher 

energy, whereas the in-phase modes remain at low energy. Conversely at the higher energy region 

above 50 meV, the transverse modes are not dominant; thus, the inter-layer interaction is negligible. 

Therefore, no mode shift is observed there. This point is taken up again in the following discussion. 

Table. 4-2. Energy of the modes: from the left, the modes assigned to the outer and inner layers, 

the normal modes of DWCNT (7, 7)@(12, 12),  and the results of the model 

calculation with the coupled vibration model. 
 

 outer layer inner layer DWCNT Model (𝜆±) 

(meV) (meV) (meV) (meV) 

in-phase acoustic mode 0 0 0  

out-phase acoustic mode 0 0 10.3  

in-phase mode (Fig. III-6 a) 9.03 8.35 8.83 8.77 

out-phase mode (Fig. III-6 b) 9.03 8.35 13.4 14.3 
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Fig. 4-6. Schematics of typical (a) in-phase mode and (b) out-phase mode. These modes result 

from the fact that transverse modes of inside and outside layers are coupled via 

inter-layer interactions. 
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4-3 Coupled vibration description 

In Sec. 3-2, we show that the transmission coefficient of the DWCNT reduces to that of the outer 

SWCNT at the low energy region because the energies of phonon modes are shifted by the 

inter-layer interactions. To understand further the mechanism of such energy shifts, we apply the 

coupled vibration model to our results [14, 26]. In this model, the normal modes of the DWCNT are 

described as the outer layer modes, 𝑚!"#𝑐!"# = −𝑘!"#𝑐!"#  and inner layer modes, 𝑚!"𝑐!" =

−𝑘!"𝑐!" are coupled by the coupling constant 𝜁 originating from the inter-layer van der Waals 

interaction. The whole equation of motions are given by 

𝑚!"#𝑐!"# = −𝑘!"#𝑐!"# − 𝜁 𝑐!"# − 𝑐!" , 

𝑚!"𝑐!" = −𝑘!"𝑐!" + 𝜁 𝑐!"# − 𝑐!" , 
(4-2) 

where 𝑚!"#( !") is the atomic mass, 𝑐!"#(!") the displacement, and 𝑘!"#(!") the force constant of 

the corresponding normal mode of the isolated outer (inner) layer. 

First, we apply this model to the in-phase and out-phase modes shown in Fig. 4-6 to 

validate the coupled vibration model. The dynamical matrix of the whole system 𝑫 is expressed as 

follows: 

𝑫 =

𝑘!"# + 𝜁
𝑚!"#

𝜁
𝑚!"#𝑚!"

𝜁
𝑚!"#𝑚!"

𝑘!" + 𝜁
𝑚!"

. (4-3) 

Assuming that 𝑚!"#( !") are proportional to the tube’s diameter (see Table 4-1), they are defined as 

𝑚!"# = 16.2 𝑚, 𝑚!" = 9.50 𝑚 using an arbitrary constant 𝑚. Then, we obtain 𝑘!"#( !") from the 

vibrational energies 𝜔!"#( !") of the modes assigned to the SWCNTs (see Table 4-2) with the 

relation: 𝜔!"#( !") = 𝑘!"#( !") 𝑚!"#( !"). The off-diagonal term of 𝑫, namely, 𝜁 𝑚!"#𝑚!" is 
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extracted from the off-diagonal term of the DWCNT dynamical matrix projected onto the 

eigenvectors of each layer as 

𝑂𝑈𝑇𝐸𝑅
𝐸𝐼𝐺𝐸𝑁 0
𝑉𝐸𝐶𝑇𝑂𝑅

𝐼𝑁𝑁𝐸𝑅
0 𝐸𝐼𝐺𝐸𝑁

𝑉𝐸𝐶𝑇𝑂𝑅

!!

𝐷𝑊𝐶𝑁𝑇
𝐷𝑌𝑁𝐴    
   𝑀𝐼𝐶𝐴𝐿
𝑀𝐴𝑇𝑅𝐼𝑋

𝑂𝑈𝑇𝐸𝑅
𝐸𝐼𝐺𝐸𝑁 0
𝑉𝐸𝐶𝑇𝑂𝑅

𝐼𝑁𝑁𝐸𝑅
0 𝐸𝐼𝐺𝐸𝑁

𝑉𝐸𝐶𝑇𝑂𝑅

=

𝜔!"#′!
𝜁

𝑚!"#𝑚!"

𝜁
𝑚!"#𝑚!"

𝜔!"′!
. (4-4) 

For the modes shown in Fig. 4-6, the assigned modes of each layer degenerate with the orthogonal 

modes. To obtain the coupling constant between modes in a uniform direction, we pick up and 

diagonalize a corresponding 2 × 2 matrix between the two degenerated modes of each layer. As a 

result, we obtain a coupling constant as 𝛾 𝑚!"#𝑚!" = 63.4 meV! . The vibrational energy 

resulting from the coupling is evaluated by the diagonalization of the matrix in Eq. (4-3) and is 

given by 

𝜆± =
1
2 𝛺 ± 𝛺! − 4 𝜔!"#!𝜔!"! + 𝜔!"#!

𝜁
𝑚!"

+ 𝜔!"!
𝜁

𝑚!"#
, 

𝛺 = 𝜔!"#! + 𝜔!"! +
𝜁
𝜇  , 𝜇 =

𝑚!"#𝑚 !"

𝑚!"# +𝑚!"
 

(4-5) 

where 𝜇 is the reduced mass. We show the resulting values in Table 4-2. The values of 𝜆! and 

𝜆! (8.77 and 14.3 meV) reproduce our simulation results well (8.83 and 13.4 meV), whereas 

𝜆! is slightly overestimated by 1 meV. Therefore, the coupled vibration model reproduces the 

energy shifts in the DWCNT modes and is appropriate for explaining our results. 

Next, we investigate the dependence of the coupled vibrational energies 𝜆± on the 

coupling constant 𝜁. In the following, it is assumed that 𝜔!"# > 𝜔!", but even in the opposite case 

the discussion below holds the generality. When 𝜁⟶ 0, the system corresponds to the ideal 

parallel circuit, thus 𝜆! and  𝜆! are equal to 𝜔!" and 𝜔!"#, respectively. On the other hand, it is 
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found that 𝜆± monotonically increase with respect to 𝜁 and 𝜆! converges to a finite value when 

𝜁⟶ ∞. The range of 𝜆! is 

𝜔!" ≤ 𝜆! ≤
𝑚!"#

𝑚!"# +𝑚!"
𝜔!"#! +

𝑚!"

𝑚!"# +𝑚!"
𝜔!"! ≡ 𝜆!!"# , (4-6) 

where 𝜆!!"# is an upper limit of 𝜆! and depends on the vibration energies of two layers via the 

scaling factor, 𝑚(!"#,!") (𝑚!"# +𝑚!"), thus becoming closer to the vibrational energy of the 

heavier layer. The convergence of 𝜆!  with increasing 𝜁  is rapid and is nearly converged 

(𝜆! ≥ 0.88 𝜆!!"#) for the significant couplings, 𝜁 𝑚!"#𝑚!" ≥ 20 meV!. This trend explains 

that the low-energy normal mode distribution of DWCNTs is consistent with that of the outer layer, 

as shown in Figs. 4-4 and 4-5, hence resulting in the outer-layer region of the thermal conductance 

in Figs. 4-2 and 4-3. In contrast, as mentioned above, the energy shift of the DWCNT is negligible 

at the higher energy region (> 50 meV). Most of the vibrational modes with such energy regions 

include longitudinal components along the 𝑧-axis, vis., orthogonal to the inter-layer direction (in 

the 𝑥-𝑦 plane), and the couplings between the inner and outer layers are small. In that case, 𝜆± 

are not shifted far from 𝜔!"#( !"). 

From the discussions, we can provide one principle: the thermal conductance of the 

multi-walled tubular structure is governed by the heavier layer especially at low temperature, and 

such tendency becomes prominent as the difference in the mass of layers increases. This rule is 

confirmed by the calculation of the thermal conductance for the triple-walled system, MWCNT 

(3, 3)@(7, 7)@(12, 12), whose results are shown in Fig. 4-7. We can confirm that even when the 

number of layers is more than two, the thermal conductance at low temperature is similar to that of 

the heaviest layer. That is, the conductance of the MWCNT (3, 3)@(7, 7)@(12, 12)  are 

comparable to that of the SWCNT (12, 12)  at very low temperature (0-40 K) . At higher 
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temperature (40-90 K), the thermal conductance of the MWCNT begins to accommodate that of 

the second heaviest layer, SWCNT (7, 7)  and eventually follows that of the DWCNT 

(7, 7)@(12, 12). It is expected that this principle enables us to design the desired thermal properties 

by the multi-wall effects. 

 

 

 

Fig. 4-7. Thermal conductance of MWCNT (3, 3)@(7, 7)@(12, 12), with that of DWCNT 

(7, 7)@(12, 12) and SWCNT (12, 12). The three regions indicated by the arrows 

on top represent: from the left, the SWCNT (12, 12)-like region (0-40 K), the 

DWCNT (7, 7)@(12, 12)-like region (40-90 K), and the higher region. 
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4-4 Summary 

MULTI-WALL EFFECTS We studied the multi-wall effects on the thermal conductance of 

nanotube structures by means of the NEGF methods, focusing on DWCNTs. It is found that the 

thermal conductance of the DWCNT is suppressed into one of the outer layer and has quadratic 

temperature dependence at the low temperature region, comparing with the thermal conductance of 

the single SWCNTs and the ideal parallel circuit of them. In contrast, at higher temperature, the 

DWCNT is considered as the ideal parallel circuit and the quadratic behavior vanishes. This trend is 

universal with respect to the radius and the relative angle between two layers. The suppression at 

the low temperature region is attributed to the energy shifts of the normal modes at the low energy 

region. Normal mode analysis shows that the symmetric modes of the inner and outer layers are 

coupled and split into the in-phase and out-phase modes. The energy of the in-phase mode is close 

to the energy of the corresponding mode of the outer layer, while the out-phase mode lies at a 

higher energy. 

The coupled vibration model attributed the origin of such mode shift to the coupling 

between inner- and outer-layer modes. The energy shift in the DWCNT is reproduced precisely by 

the extracted coupling constants from our simulations. This model also reveals that the energy of 

the in-phase coupled mode is close to the outer one because of the mass difference between two 

layers. That is, the heavier layer governs the thermal conductance of a stacked nanotube system at 

the low temperature region. This trend is also confirmed in the case of the triple-walled carbon 

nanotube system. 

 

CONTROL STRATEGIES Comparing between the chirality dependence and multi-wall effects, 

the latter is thought to be convenient and practicable for thermal design. While the chirality of 
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CNTs affects on the thermal transport properties, the rearrangement of chemical bonds rather 

changes the other properties, in particular, electronic properties. Such drastic modification hinders 

the selective control of thermal properties. On the other hand, multi-walled structure modifies their 

properties via the non-bonded interactions. Such weak interactions often have little impact on the 

electrons with high energies and rather modify the vibrational properties with low energies, which 

makes the independent thermal design possible. The coupled vibrational description also provides 

the definite guideline to do it. 

Specifically, we expect that thermal conductance of walled tubular structures could be 

tailored by controlling the mass of each layer. It is feasible to design new nano-materials with 

superior thermal efficiency by combining a heavier nanotube with excellent thermal transport 

properties and a lighter layer with desirable properties. For lighter layers, Si and TiO2 nanotubes are 

promising materials for secondary batteries [27] and solar cells [28]. On the other hand, ceramics 

such as boron nitride, aluminum nitride, and silicon carbide are relatively heavy and thermally 

conductive, and thus ceramic nanotubes should be appropriate materials for heavier layers. 

Diamond tubes and moissanite tubes might also be candidates for such applications. The above 

results suggest that we can theoretically predict the thermal properties of composite tubes made of 

these candidates.  
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Appendix 

The OPLS parameters for CNTs are the following, shown in the .itp file format in GROMACS. 

 

[ atomtypes ] 

  C  6  12.0110 0.000 A 3.55000e-01 2.92880e-01  

  H 1 1.00800 0.000  A 2.42000e-01 1.25520e-01  

 

[ bondtypes ] 

  C C   1 0.14000  392459.2    

  C H   1 0.10800  307105.6    

 

[ angletypes ] 

  C  C C  1 120.000  527.184    

  C C H  1 120.000  292.880    

  H C H  1 117.000  292.880    

 

[ dihedraltypes ] 

  C C C C 3     30.33400  0.00000  -30.33400  0.00000 

     0.00000  0.00000 

  H C C H 3     30.33400  0.00000  -30.33400  0.00000 

     0.00000  0.00000 

  H C C C 3     30.33400  0.00000  -30.33400  0.00000 

     0.00000  0.00000 
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CHAPTER 5 

EFFECTS OF HYBRID INTERACTIONS ON THERMAL TRANSPORT 

PROPERTIES OF ORGANIC-INORGANIC PROVSKITES 

 

The idea of composite structures via weak interactions, proposed in the previous chapter, does not 

always require tubular structures and seems to stand for general combinations. The suppression 

effects of the weak interactions are expected to function more effectively for materials with low 

thermal conductivities. The mass difference in components is also important for the selective 

control. The organic-inorganic composites might meet the above conditions. In this chapter, we 

adopt hybrid organic-inorganic halides of the formula ABX3 (A = organic molecular cation; B = Ge, 

Sn, Pb; X = halide), which is one of the simplest organic-inorganic hybrid structures. 

In addition to their well-known superior performance in photovoltaics [1-4], the hybrid 

organic-inorganic halides have recently attracted attention for possible thermoelectric applications 

[5]. The thermoelectric figure of merit (𝑍𝑇) is expressed as 𝑍𝑇 = 𝑆!𝜎𝑇/𝜅, where 𝑆 is the 

Seebeck coefficient, 𝑇 is the temperature, 𝜎 is the electronic conductivity, and 𝜅 is the thermal 

conductivity [6]. High carrier mobility, high Seebeck coefficient, and low thermal conductivity are 

desirable for efficient thermoelectric materials. Continuing efforts to understand the light 

conversion efficiency of ABX3 revealed that their high carrier mobilities are based on small 

effective masses and long diffusion lengths [7-10]. Moreover, recent research shows that 

CH3NH3PbI3 (hereafter MAPI) has a high Seebeck coefficient, deriving from multidegenerated 

conduction and valence bands [5]. 

Fortunately, MAPI is also characterized by a beneficial low thermal conductivity [11]. 

For both of the single-crystal and polycrystalline MAPI, thermal conductivities are observed as 
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~0.4 Wm!!K!! at room temperature, far below that of inorganic perovskites [12]. On the one 

hand, these results show that MAPI meets all the optimal requirements of materials for 

thermoelectric conversion; on the other hand, the cause of the drastic suppression of phonon 

transport remains obscure. The hybrid organic-inorganic halide perovskites have larger lattice 

parameters than fully inorganic ones and embedded cations move incoherently [13]. These 

conditions are similar to the existing phonon-glass electron-crystal materials, namely host-guest 

structures like type-I clathrate and skutterudite compounds [14-16]. In those systems, the rattling 

motions of the embedded atoms are coupled with the transverse acoustic mode and provide the 

phonon scattering [14]. For MAPI, it is also suggested that the ionic interactions couple inorganic 

lattice (Pb-I) vibrations with methylammonium (MA) motions. The IR and Raman spectra show 

that the Pb-I vibration density of states (vDOS) mainly overlaps with the rotation of MA [17-19], so 

rotational motion is thought to play a critical role in the suppression [11]. Even if this is the correct 

explanation, the specific mechanism remains unclear. In particular, the coupling mechanism 

between rotational motions and Pb-I vibrations, how it modifies the vibrational states, and the 

extent to which it suppresses the thermal conductivity are all issues that should be fully clarified. 

Such further understanding is mandatory not only to control the thermal transport properties of 

MAPI but also to provide guidelines for the design of hybrid thermoelectric materials. 

In this study, we analyze the thermal transport properties of MAPI. The suppression 

effects induced by the MA rotation are evaluated and explained through the vibrational coupling 

analysis. To perform thermal conductivity calculations including anharmonic effects, we have 

developed an empirical potential for MAPI based on ab initio molecular dynamics calculations. By 

using this force field, the thermal conductivity of MAPI is calculated by using the RNEMD method, 

introduced in Sec. 2-3. The results are compared with model systems that include different 
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embedded cations, and it shows that the suppression of heat conduction is mainly attributed to the 

MA rotations. By checking the phonon band structures, we find that coupling between translational 

and rotational motions of MA is the key to the suppression mechanism in MAPI. 

This chapter is organized as follows. In Sec. 5-1, the potential development procedures 

are explained. The thermal conductivities of MAPI and the related models are shown in Sec. 5-2. 

The detuning of parameters for the models with different embedded cations are also introduced. In 

Sec. 5-3, we discuss the suppression mechanism in low thermal transport properties of MAPI based 

on the phonon dispersion relations and vibrational couplings. Sec. 5-4 shows the summary of this 

chapter. 
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5-1. Potential development 

FITTING PROCEDURES The molecular dynamics method is the best way to evaluate the 

thermal transport properties of materials with strong anharmonicity. Anharmonic potentials for 

thermal transport calculations can be developed via several approaches, in which the interatomic 

force constants (IFCs) are fitted to force trajectories of ab initio MD by linear regression [20, 21]. 

Such procedures are quite accurate for crystals where all atoms have rigid stable points for IFCs. 

However, in host-guest structures, embedded components feel complex and shallow potentials, 

which are a combination of non-bonded interactions with host atoms. Because the method using 

IFCs is not adequate for such structures, we have improved it by using interatomic potential 

functions. These functions include OPLS force fields used for the MWCNTs, and potential energies 

are attributed to the structural components (bonds, angles, and dihedrals) and the non-bonded 

interactions. The practical functional form is the following: 

𝐸!"!#$ = 𝐸!"#$ + 𝐸!!"#$ + 𝐸!"#$!%&' + 𝐸!"# + 𝐸!"#$"%&

= 𝛼! 𝑟! − 𝑟!,!"
!

!"#$

+ 𝛽! 𝜃! − 𝜃!,!"
!

!"#$%

+ 𝛾!,! cos𝜙! !
!

!!!!"#$!%&'

+ 𝜀!"
𝜎!"
𝑟!"

!"
−

𝜎!"
𝑟!"

!

!,!

+
1

4𝜋𝜖!!,!

𝒵!𝒵!
𝑟!"

  . 

(5-1) 

Most of terms are the same as Eq. (4-1). The dihedral contributions are described not as the OPLS 

type but as the Ryckaert-Bellemans function, only because of its convenience for fitting. In Eq. 

(5-1), 𝛼,𝛽, 𝛾, 𝜀,𝜎, and 𝒵 represent the unknown parameters. The potential is a nonlinear function 

of 𝜀,𝜎, and 𝒵, and these parameters cannot be fitted with the linear regression methods. To 

overcome these issues, we use an empirical value for 𝜎 [22], and estimate 𝒵 from the ab initio 



 93 

charge analysis [23]. Thus, the remaining unknown parameters are 𝛼,𝛽, 𝛾, and 𝜀. In the fitting 

procedure, we first perform the ab initio MD and obtain the force trajectories, coordinate 

trajectories, 𝑟!,!", and 𝜃!,!". For every trajectory, we input all the known parameters in Eq. (S1) i.e., 

𝑟, 𝑟!" ,𝜃,𝜃!" ,𝜙,𝜎, and 𝒵, fitting the remaining ones to the force trajectories by the linear regression 

analysis. The practical fitting procedure is shown as the flowchart in Figure 5-1.  

The fitting procedure must be carefully selected. When we use the interatomic force 

constants as objective functions, the fitting parameters are isolated and the simple linear regression 

is adequate. Yet in interatomic potential functions, structural factors are correlated and such 

multicollinearity results in very high standard errors. Partial least squares regression is the most 

promising solution, because it removes the correlation in both of the dependent and independent 

variables by maximizing the covariance between latent dependent and latent independent variables 

[24]. 

 

Fig. 5-1. Flowchart for the development of the empirical potential with interatomic potential 

functions. 
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MODIFICATIONS First, we test the validity of this interatomic potential fitted to ab initio MD 

results for the silicon crystal structure in the diamond cubic phase (Fd3m). The force trajectories are 

calculated by using the density functional theory implemented in SIESTA, employing the 

Perdew-Burke-Ernzerhof exchange-correlation functional based on the generalized gradient 

approximation (GGA-PBE) [25], with the Troullier-Martins pseudopotentials. We adopt a 

2 × 2 × 2 supercell of the conventional Si unit cell (𝑍 = 8). The time step is set to 1.0 fs and the 

temperature is maintained at 300 K by means of the Nosé–Hoover thermostat. Assuming that 

non-bonded interactions are negligible compared with the bonded parts, i.e., that 𝒵, 𝜀 = 0, the 

parameters in the interatomic potential were fitted, through which we calculated the phonon 

dispersions. The frozen phonon method was applied to a 9 × 9 × 9 supercell of the primitive unit 

cell (𝑍 = 2). The results are shown in Fig. 5-2 and compared with the experimental and ab initio 

results [20, 26]. The Eq. (5-1) potentials reproduced the experimental phonon dispersions in its own 

way, whose results are quite better than those of the conventional empirical force fields like the 

Keating valence force filed. However, the acoustic modes are still too steep and the energies around 

the Brillouin zone boundaries have some non-negligible errors, even for such simple crystal. The 

most direct way to improve the accuracy is expanding Eq. (5-1) into higher order. Accordingly, we 

have modified the potential function form as Eq. (5-2), where we have expanded the harmonic 

potential of each bond and angle to the 8th order, and several cross terms are introduced. The cross 

terms correspond to correlations between structural factors. For example, 𝛽!!! 𝑟!,! −!"#$%

𝑟!,!,!" 𝑟!,! − 𝑟!,!,!"  indicates the coupling between the vibrations of two bonds in some angle 

component. We introduce four contributions as the cross terms: bond–angle couplings in angle 

components, bond–bond couplings in angle components, angle–angle couplings in dihedral 

components, and bond–bond–bond couplings in dihedral components.  
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(5-2) 

We fit parameters bansed on Eq. (5-2), with which the phonon dispersion of the silicon 

crystal is calculated in the same manner as the above. The results are also shown in Fig. 5-2. Over a 

wide energy range, our results obtained via Eq. (5-2) potentially reproduce the experimental phonon 

dispersion well. The accuracy is almost the same as that of DFPT in lower energy region, yet at 

higher energy, some branches are only slightly underestimated. The comparison between the 

dispersions calculated with Eqs. (5-1) and (5-2) reveals the large contribution of the cross terms. 

However, when higher-order cross terms like 𝛽!!!! 𝑟!,! − 𝑟!,!,!"
! 𝑟!,! − 𝑟!,!,!"

!
!"#$%  are 

considered, they only marginally affect the vibrational energies and group velocities, meaning that 

Eq. (5-2) is necessary and sufficient.  
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Fig. 5-2. Phonon dispersion relation of Si crystals evaluated with Eq. (5-1) (orange dashed 

line) and Eq. (5-2) (blue solid line). Experimental [26] (red diamonds) and DFPT 

[20] (green dotted line) results are also shown for comparison. 

For further validation, the thermal conductivity of the silicon crystal is calculated. We 

employ the RNEMD method, which is performed for 5 × 10! steps with a 1.0 fs time step after 

thermalization for 10! steps. We used 3 × 3 × (150, 228, 300) supercells of the conventional 

unit cell and estimated the bulk thermal conductivity by the linear extrapolation method. The 

temperature dependence of thermal conductivities is shown in Fig. 5-3, together with the values 

previously reported in the literature [20, 27]; the agreement with both experimental and theoretical 

results is extremely encouraging with the results of NEMD calculations slightly underestimating the 

experimental ones. As previously reported, this underestimation is caused by the linear 

extrapolation for highly conductive materials and not by possible errors in the potential. 
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Fig. 5-3. Temperature dependence of the thermal conductivity of the silicon crystals evaluated 

with the RNEMD (red diamonds), Boltzmann equation [20] (orange dashed line), 

NEMD [20] (green squares), and in experiment [27] (blue filled circles). 

 

HIBRID PEROVSKITES With Eq. (5-2), we develop the empirical potential of MAPI by fitting 

to the trajectories of ab initio MD. Similarly to the silicon crystal, the training set is based on the 

density functional theory with GGA functional, along with the Troullier-Martins pseudopotentials. 

Here we consider the tetragonal (𝐼4/𝑚𝑐𝑚,𝑍 = 4) unit cell of MAPI with 48 atoms (Fig. 5-4), 

using 3 × 3 × 2 Monkhorst-Pack grids for k-point sampling. The time step is set to 0.5 fs and the 

temperature is maintained at 280 K by the Nosé–Hoover thermostat. In the fitting procedure, the 

results of the partial least squares regression are confirmed by 10-fold cross-validation. Note that, 

unlike the silicon crystal, non-bonded interactions are essential for ionic crystals including MAPI.  
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While the training data of GGA-PBE trajectories do not include the attractive vdW interactions, 

such attractive part is significantly smaller than the Coulomb interactions. We can expect that the 

fitting leads the intensity of the Lennard-Jones potential so as to reproduce the repulsive part mainly, 

which is very important in the empirical potential to compensate the excessive Coulomb 

interactions in the short-range deriving from the approximation of fixed atomic charges. Even 

though the attractive contribution of vdW interactions seems to be negligible, fitting with the 

empirical 𝜎 caused small errors to the long-range interactions, showing shrinking of the cages. We 

thus managed to expand 𝜎 by using the bare empirical vdW radii. The potential functions are fitted 

with such 𝜎, whose high accuracy (95%) is estimated on the basis of the explained variance. The 

practical parameters are shown in Appendix. A. 

 

 

Fig. 5-4. (a) Lateral and (b) top view of the unit cell of MAPI in the tetragonal phase. (Gray: 

lead; purple: iodine; silver: carbon; blue: nitrogen; white: hydrogen atoms. Black 

solid line: unit cell) 
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5-2. Thermal transport properties 

THERMAL CONDUCTIVITY With the developed potential, we evaluate the thermal 

conductivity of MAPI based on the RNEMD method. We calculate the size-dependent thermal 

conductivity by using 2 × 2 × (30, 60, 90) supercells of the tetragonal polymorph (𝐼4/𝑚𝑐𝑚), the 

shortest model of which is shown in Fig. 5-5. First the atomic positions of the models are optimized, 

including the box shape and volume. Next, we thermalized the simulation box to the preset 

temperature with the NVT thermostat for 2 × 10! steps with a 0.5 fs time step. After removing 

the thermostat, we performed the RNEMD calculations for 10! steps with energy swapping each 

1000  steps. The time steps in RNEMD are chosen based on the temperature difference 

convergence criterion. We check the change of the difference over time, whose results indicate that 

around 2.5 ns are required for conversion. Then 5 ns simulations are performed and we evaluate 

the mean temperature difference by averaging the difference after 2.5 ns. 

 

Fig. 5-5. 2 × 2 × 30 supercell of the tetragonal MAPI. Hot and cool region in RNEMD are 

colored orange and blue, respectively.  

The bulk thermal conductivity is evaluated by the linear extrapolation method. The bulk 

thermal conductivity is shown in Fig. 5-6, and its size dependency is also shown in the inset. We 

compared our results with previous experimental ones for MAPI [11] and with others for fully 

inorganic perovskite materials [12], observing very good agreement with the experimental thermal 

conductivity of MAPI single crystals; anyway these results are quite lower than those of fully 

inorganic perovskites over a wide temperature range. 
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Fig. 5-6. Temperature dependence of the thermal conductivity of MAPI evaluated with 

RNEMD (red diamonds) and experimentally [11] (blue solid line). Experimental 

results of inorganic perovskites of TbMNO3 (orange dashed line) and YMnO3 (green 

dotted lines) fully inorganic perovskites [12]. The inset shows linear extrapolation to 

the bulk thermal conductivity of MAPI performed via thermal conductivities of finite 

systems.  
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DIFFERENT CATIONS The structural difference between MAPI and fully inorganic perovskites 

is represented by the A-site cation nature; thus, it is intuitive to ascribe the thermal conductivity 

suppression to the organic-inorganic interactions. To check whether motions of the MA cations are 

coupled with the inorganic host cages, we analyzed the thermal transport properties of the model 

structures shown in Fig. 5-7. In Model A, the embedded component is a diatomic molecule and the 

twisting degrees of freedom are truncated. Model B includes a single atom without rotational 

motions. Model C is the bare inorganic frame.  

 

Fig. 5-7. Crystal structures of MAPI and of Models A, B, and C. Model A has a diatomic 

molecule, Model B has a single atom as embedded cation, while Model C is the bare 

inorganic frame. 

MAPI A

B C
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In all the three systems, we modified atomic charges (𝒵) to give a final neutral system 

and Lennard-Jones parameters (𝜎, 𝜀)  to maintain the volume of MAPI. In Model A, the atomic 

charges are neutralized in the functional groups, i.e. the charges of H atoms in -CH3 (-NH3) are 

summed in the C (N) atom. 𝜎 is the sum of the vdW radii and the bond length, e.g. 𝜎!"!! is set as 

𝜎!"!! = 2𝑟!"#,!" × 2(𝑟!"#,! + 𝑟!!!). The relaxed volume is thus calculated and 𝜀 is modified 

to keep the same volume of MAPI. In Model B, the atomic charge of the embedded atom is the sum 

of all charges of the atoms forming the methylammonium cation. 𝜎!!!  is 

𝜎!!! = 2𝑟!"#,! × (2𝑟!"#,! + 𝑟!!! + 𝑟!!! + 𝑟!!!). In Model C, we distributed the charges of the 

embedded molecules to I atoms. Such reduction may induce smaller anharmonic effects, but the 

subsequent overestimation of the thermal conductivity is expected to be rather small than the 

suppression effects caused by the embedded components. The related parameters are shown in 

Appendix. B.  

The thermal conductivities are evaluated with the finite calculation model but not 

extrapolated to bulk values; they are reported for each model in Table 5-1, which shows that the 

thermal conductivity of Model C is larger than that of MAPI, but still low. Heavy atoms and weak 

bonds in the inorganic lattice thus contribute to the low thermal transport properties of MAPI. The 

results also show that the main difference is between Model A and Model B, meaning that the 

rotational motion of MA efficiently suppresses the thermal conductivity of the inorganic lattice. 

Table. 5-1. Thermal conductivity of MAPI and of Models A, B, and C. 

 MAPI A B C 

Degrees of freedom twist+trans.+rot. trans.+rot trans. none 

Thermal conductivity (W/mK) 0.185 0.209 0.302 0.326 
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VIBRATIONAL DENSITY OF STATES For further understanding, we analyzed the vibrational 

properties of MAPI using MD simulations. Based on the Wiener–Khintchine theorem [28], the 

vDOS are evaluated as power spectra 𝑃 𝜔  of velocity autocorrelation functions. Velocities are 

mass weighted to normalize the intensity of spectra, so vDOS is expressed as: 

𝑃 𝜔 =
1
2𝜋

1
𝑁 𝑚! 𝒗!(𝜏) ∙ 𝒗!(𝑡 + 𝜏) ! e!!"#d𝑡

!

!!!

 , (5-1) 

where 𝜔 is the angular momentum, 𝑁 the number of atoms, 𝑚 the atomic mass, 𝒗 the velocity, 

𝜏 the time, and 𝑡 the time interval. To compare the vibration energies of organic and inorganic 

components, we calculate partial vDOS for two groups, Pb-I and MA. MAPI is thermalized at 

150– 250 K at constant volume before the velocity sampling. Peak attributions are based on the 

normal modes of MAPI at the Γ point, viz., 𝒒 = (0 0 0) where 𝒒 is the phonon wave vector. The 

results are shown in Fig. 5-8 for two energy ranges, 400-3300 cm!! and 0-400 cm!!, and their 

intensities are normalized by the highest peak in each energy region and each group. The vibration 

energies are consistent with spectroscopic results in previous studies [17-19, 29]. In the higher 

energy region, the main contribution to the spectra is associated only with the MA motions, and 

these peaks are attributed as bond stretching and angle deformation of MA cations. Increasing the 

temperature, the intensities of the peaks are reduced but their energies remain unaffected, meaning 

that these vibrations are not ideally harmonic, but that at the same time they do not couple with 

other vibrations via their anharmonic terms. Both Pb-I vibrations and MA motions are located in the 

lower energy region. The Pb-I spectra have two broad bands: a lower one located at 40 cm!! with 

no energy shifts, and a higher band at 70-80 cm!!  that is clearly shifted to higher energy 

following a temperature increase, which is attributed to the longitudinal optic (LO) modes. MA 

components are also characterized by two bands: at 0-200 cm!!, we observe the band associated 
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with the translational and rotational motions. The highest peak in this band indicates the translations 

and shifts to higher energy as the temperature increases. The second band is delocalized at around 

300 cm!!, which is attributed to the twisting motions and has no peak shift. The peak shifts with 

temperature mainly derive from the anharmonic contributions or from the thermal expansion of 

crystals [30]. Such results at constant volume suggest that anharmonic couplings occur between the 

translational motions of MA and LO modes of the Pb-I lattice, a feature that seems incompatible 

with the model analysis. 
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Fig. 5-8. Partial vibrational density of states of MAPI: MA (blue solid line) and Pb–I (orange 

dashed line) components. The energy range is divided into two regions: (a) 400 

-3300 cm!! and (b) 0-400 cm!!. Their intensities are normalized considering the 

highest peak in each energy region and each group. Temperature is increased 

from 150 K (thickest line) to 250 K (thinnest line). 
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5-3. Suppression mechanism 

The rotational motions suppress the thermal conductivity but the anharmonic couplings are mainly 

observed in the translations. A way to remedy this inconsistency stems from the phonon dispersion 

analysis. The phonon dispersions are directly measured from MD trajectories at 200 K, assuming 

an equipartition of vibrational energies [31]. We also impose the cubic crystal symmetry (𝑃𝑚3𝑚) 

including a single MA cation in the unit cell, which allows us separate the intramolecular vibrations 

in the real space from the intermolecular interactions in the reciprocal lattice space. The results 

from Γ to X (𝒒 = (0 0 0) to (0 0 0.5)) are shown in Fig. 5-9. The partial phonon dispersions for 

Pb-I and MA are also evaluated from submatrices of the dynamical matrix. Fig. 5-9 also shows how 

phonon branches are classified based on their major contributions to vibrations. Thin lines 

correspond to Pb-I-dominant vibrations, and we observe that the Pb-I branches in the MAPI 

dispersion are almost the same as those of the Pb-I partial dispersion. These results are consistent 

with the fact that when two vibration systems with different mass are coupled, vibrational energies 

of the heavy system result almost unaffected. In the MA partial dispersion, the blue lines indicate 

the translational motions and the orange lines are the rotations. At the Γ point, these motions are 

distinct and symmetric; the N and C atoms have parallel vibrational vectors of the same length. 

When the energy increases along the wave vector and passes over the region A in Fig. 5-9, some of 

these vibrations appear to be asymmetric (green lines). This means that the translational and 

rotational motions are mixed and branch off into two asymmetric modes, N-atom dominant and 

C-atom dominant motions. This coupling corresponds to the deviation of molecular motions from 

the crystal symmetry, which may come from long-range interactions or weak ordering between 

molecular dipoles. In MAPI, the transverse optic (TO) modes of Pb-I are mainly coupled with the 

rotational motions of MA. There is a small energy difference between such coupled modes and only 
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limited energy shifts occur in MA branches. On the other hand, by comparing MAPI with MA, we 

can see that the translational branches are strongly shifted to higher energy because of the coupling 

with LO modes. These coupled modes are also described by the vDOS analysis. Similarly, also in 

MAPI, translational and rotational branches are mixed into asymmetric vibrations in almost the 

same wave vector region. Moreover, the strong energy shift results in a crossover between MA 

branches located in region B. This crossing becomes clear in the phonon dispersion, where the 

dynamical matrix is projected onto the normal modes at the Γ point (Fig. 5-9), revealing that the 

energy gap between the two phonon branches of MA in region B corresponds to an avoided 

crossing, where the translational motions switch to the rotations, and vice versa. Such mixing and 

crossing result in the coupling between LO and TO modes mediated by the interactions between the 

translational and rotational motions, respectively. The suppression effects of MA rotations and the 

anharmonic energy shift in the 70-80 cm!! region suggest that these couplings limit the thermal 

conductivity of MAPI. That is, rotations do not directly scatter phonons, but the quite low thermal 

conductivity of MAPI is attributed to the interaction between LO and TO modes via the 

mixed/crossed translational and rotational motions of MA. 
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Fig. 5-9. Phonon dispersion relation of MAPI in the cubic phase (center) with partial 

components of Pb-I and MA (right) and their projection onto the normal modes at the 

Γ point (left). We classify the phonon branches based on their major contributions to 

vibrations: Pb-I (black thin line), MA translational (blue thick line), rotational 

(orange thick line), and mixed motions (green thick line). The mixing and crossing 

among MA branches are observed in the wave vector regions A and B, respectively. 
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5-4. Summary 

We have presented the mechanism of the low thermal transport properties of MAPI. After 

developing an empirical potential of MAPI based on ab initio MD and analyzing its thermal 

conductivities with RNEMD methods, we compared the results with those from model systems that 

include different embedded cations. We found that the suppression of thermal conductivity mainly 

derives from the rotational motions of MA cations. The vDOS analysis showed that the vibrational 

energy shifts as the temperature increases, where anharmonic couplings occur. From the analysis of 

the phonon band structures, coupled translational and rotational motions of MA are found to 

interact with the Pb–I cages and build couplings between the isolated lattice vibrations, which 

suppress the phonon transport in MAPI.  

The hybrid halide materials are known to have design possibility in wide compositional 

region. Now it is promising that the thermal conductivity of the hybrid organic-inorganic halides 

can be tailored based on the embedded molecules and their interaction between the inorganic 

lattices. The simplest way is deuterateing the MA cations, which slow the rotational motions and 

moderate the suppression effects, as shown in Table 5-2. The results shows that heavier the mass of 

the embedded component, higher the thermal conductivity. Moreover, the difference between the 

CD3ND3 and CH3NT3 also shows that the mass asymmetry has reduced effect on the suppression. 

The atom substitution is also intuitive way to control the organic-inorganic interactions, which is 

considered in the next chapter. 

 

Table. 5-2. Thermal conductivity of CD3ND3PbI3, CT3NT3PbI3, and CH3NT3PbI3. 

 MAPI CD3ND3PbI3, CT3NT3PbI3 CH3NT3PbI3 

Embedded Molecular weight 32.1 38.1 44.1 38.1 

Thermal conductivity (W/mK) 0.185 0.212 0.232 0.215 
 



 110 

Appendix. A 

Parameters in the developed potential for MAPI in the format of Eq. (5-2). 
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Appendix. B 

Parameters modified from MAPI for Model. A, B, and C in the format of Eq. (5-2).  

 

Model A: 

 

 

Model B: 

 
 

Model C: 
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CHAPTER 6 

EFFECTS OF HALIDE SUBSTITUTIONS ON THERMAL TRANSPORT 

PROPERTIES OF ORGANIC-INORGANIC PROVSKITES 

 

In the hybrid perovskites, small organic cations are embedded in inorganic cages, which provides 

both of easy processing methods like organic materials and comparable properties to inorganic 

candidates as optoelectronic, thermoelectric, or piezoelectric materials [1, 2]. Successive 

researching is performed about MAPI, showing that the excellent optoelectronic properties are 

attributed to their appropriate band gaps [3, 4], low exciton binding energies [5], and higher carrier 

mobilities based on small effective masses and long diffusion lengths. At the same time, the heat 

insulating properties of MAPI result from their soft and heavy inorganic lattice and vibrational 

couplings. 

While such understanding of MAPI is getting deeper and deeper, the other exploring 

directions become more important to be considered, namely, the other organic-inorganic perovskite 

structures, as introduced in the summary of the previous chapter. It is known that perovskite 

structures have prominent design possibility in wide compositional region often described by the 

empirical Goldschmidt tolerance factor. This scheme is recently expanded to hybrid structures [6, 7], 

which showed that over 700 compounds can be made, promising enormous degrees of freedom for 

material design. In such range of material exploring, the most familier candidates are 

mono-substitutions; for example, formamidinium lead iodide or methylammonium lead bromide 

(CH3NH3PbBr3: MAPBr). These simple substitutions are expected to stabilize hybrid structures [8] 

or improve the electronic properties [9-11], which are demonstrated in several experimental 

researches. In particular, their electronic properties are also analyzed in theoretical works mainly 
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based on the static first-principles calculations, showing modified band structures [12] and 

electron-phonon couplings [13]. 

On the other hand, dynamical properties in such substituted structures remain unclear 

especially at finite temperature. While sampling meta-stable structures have shown sound 

vibrational properties [14], stability of structures, phase transitions, vibrational and thermal 

properties are still difficult to be analyzed only with the first-principles calculations, indicating the 

definite importance of analysis based on molecular dynamics with empirical force fields. 

Fortunately, potential functions of MAPI are already developed in several researches as the 

pervious chapter. In order to expand the region of material exploring, the most direct and promising 

way is to extend these force fields to others in family of compounds and enhance their database. 

The methodology developed in Chapter 5 is automatic and straightforward with high 

accuracy, but developed potential is often specific and limited to target materials, which may spoil 

the universality and transferability of database. So we adopt the simple potential functions for 

MAPI proposed by Alessandro M. et al. [15], and tune the parameters into other hybrid perovskites. 

Even we can begin with the MAPI potential, tuning all parameters is still too inconvenient to apply 

to large variety of perovskites. Now some simpler procedure for parametrization is required, 

accordingly in this research, we establish an appropriate guideline for reparametrization and 

extending data, holding MAPBr up as an example. Our procedure consists of step-by-step and 

physically-sound detuning of parameters with introducing several scalling factors, intended to 

reproduce typical results of DFT calculations and experiments including phase transitions. 

Developed potential for MAPBr is validated by classical analysis of the above reference properties, 

and its accuracy is assessed by compassion between one with MAPI force fields. Moreover we 

apply our force fields to the analysis of cation reorientation and vibrational density of states. 
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Comparing with previous MAPI results, we investigate the effects of the halide mono-substitution, 

focusing on the thermal transport properties. 

This chapter is organized as follows. In Sec. 6-1, the potential function is introduced. The 

tuning procedures for MAPBr are also explained. The validations of the developed potential are 

performed in Sec. 6-2, in terms of the static energy properties. Atomic charges, cohesive energy and 

energy barriers for cation rotations are investigated. Sec. 6-3 confirms that our potential sufficiently 

reproduces the phase transition properties of MAPBr, observed in experiment. In Sec. 6-4, we 

discuss the vibrational properties and effects of halide substitution to them. The expected effects to 

the thermal conductivity are also investigated. Concluding rematks of this chapter are given in Sec. 

6-5. 
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6-1. Potential development 

Here we adopt the classical MYP interatomic model, where total energy is described by the sum of 

organic-organic, 𝑈!!, organic-inorganic, 𝑈!", and inorganic-inorganic interactions,  𝑈!!. 𝑈!! is 

based on the AMBER functional forms and follows the standard GAFF parametrization [16, 17]; 

𝑈!! consists of the Buckingham potential with electrostatic interactions. 𝑈!" is described as the 

sum of three terms, namely, the Buckingham potentials for (Pb,I)-(C,N) interactions, Lennard-Jones 

for (Pb,I)-(H), and electrostatic terms, as following: 

𝑈!" = 𝐴!"𝑒!!!"/!!" −
𝜎!"
𝑟!"!!,!

+
1

4𝜋𝜀!
𝑍!𝑍!
𝑟!"!,!

+ 𝜖!"
𝑠!"
𝑟!"

!"

−
𝑠!"
𝑟!"

!

!,!

, (6-1) 

where 𝐴, 𝜌, and 𝜎 are the parameters of Buckingham potential, 𝜀! the dielectric constant, 𝑍 the 

partial atomic charge, 𝜖 and 𝑠 the parameters of Lennard-Jones potential, and 𝑟 the distance. In 

the previous research, the parameters of MAPI are obtained by fitting on a data set based on the first 

principles calculations with the density functional theory (DFT). There are 46 parameters, and here 

we detune them to newly develop the potential of MAPBr. The practical procedure consists of the 

following three steps. Note that, in this procedure, we basically follow the concept of the MAPI 

model potential, viz., placing much importance to manage both of quantitative accuracy and 

simplicity of the model. 

(i) We begin with reproducing the experimental lattice constant and DFT cohesive energy 

curve of the cubic MAPBr. In the MYP scheme, the stable lattice constant mainly depends on the 

Buckingham potential in 𝑈!!, while it is also affected by the electrostatic interactions moderately 

and the Buckingham part in 𝑈!" slightly. Then we scales Buckingham parameters in 𝑈!! and 

atomic charges by introducing two scaling factors, viz., 𝛼 for the former and 𝛽 for the latter: 
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𝐴!! = 𝛼𝐴′!!,      𝜌!! =
1
𝛼 𝜌′!!, 𝜎!! =

1
𝛼 𝜎′!!,     𝑍 = 𝛽𝑍!. (6-2) 

Here 𝛼 > 1 and 𝛽 > 1 affect on lattice shrinking. We can tune the lattice parameters only with 𝛼 

or 𝛽, but it requires too strong modifications, so in practice, we modified both parameters with 

considering the ratio between the atomic charges of MAPBr and MAPI obtained with ab initio 

charge analysis. 

(ii) Then we evaluate the rotational barriers, defined mainly with 𝑈!". Now new scaling 

factor is introduced for the interactions between bromide atoms and cations, Br-(N, C), and ones for 

lead remain unchanged; 

𝐴!" =
1
𝛾 𝐴′!",      𝜌!" =

1
𝛾 𝜌′!",      𝜖!" =

1
𝛾 𝜖′!",      𝑠!" =

1
𝛾 𝑠′!". (6-3) 

𝛾 > 1 also results in short inorganic-organic interactions, yet unlike Eq. (6-2), the scaling factors 

on intensities are also inverse. Such scaling results in moderate modifications than the direct scaling, 

with which we expect to reduce the rotational barriers with suppressing effects to other properties, 

in this case, the lattice constant and cohesive energy curve. In this step, we mainly tunes 𝛾, but also 

𝛼 to keep the experimental lattice constants. 

(iii) Calculations with the current force field bring higher phase transition temperature, 

even though it reproduces the above static properties. It means that the energy barriers for rotations 

of cations and deformations of lattice are thermodynamically overestimated, and further 

refinements are required as similar as the case of MAPI. In MAPI parametrization, the definitive 

parameter for this modification is the length parameter in I-N interactions, and weaker interactions 

result in lower phase transition temperature. While the organic-inorganic interactions are also 

important for MAPBr force fields, things get more complicated: the static properties of shrinked 
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MAPBr is more sensitive to parameters and global refinements are inevitable. In this step, we 

modified 𝐴!"  and 𝜌!"  for Br-(N, C) interactions in addition to the three scaling parameters 

complementarily. The interactions between lead atoms and cations are still unchanged. 

The above procedures is not designed to fit functions with enough fitting parameters, but 

based on the systematic and physically-sound manner. There are only five parameters: three for 

scaling and the rest for phase refinements, but we found that the force fields of MAPBr can be 

obtained sufficiently as validated in the following sections. The practical parameters are shown in 

Appendix. 
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6-2. Structural properties 

In this section, we demonstrate the rationality of the developed MYP potential for MAPBr by 

evaluating three static properties: the atomic charge, cohesive energy curve and rotational barrier. 

The DFT data and MAPI results in the previous research [15] are also shown for comparison. We 

performed the one-shot classical simulations by using the DL_POLY code [18], where the cubic 

(𝑃𝑚3𝑚, Z = 1) 8 × 8 × 8 super cell of MAPBr is adopted. References are obtained as one-shot 

DFT with the cubic unit cell with 8 × 8 × 8 Monkhorst-Pack grids for k-point sampling, where the 

VASP code [19, 20] is adopted with GGA-PBE functional. 

 

ATOMIC CHARGES We calculated the ab initio charges based on Bader’s analysis. The results 

are reported in Table 6-1, showing that MAPBr has a more ionic inorganic lattice than MAPI. 

Comparing between MAPI, the averaged ratio of the Bader charges in MAPBr is higher, which 

mainly comes from insignificant charges of C atoms. When they are excluded, the averaged ratio is 

1.05, very close to the one of MYP potential corresponding to 𝛽.  

Table. 6-1. Partial atomic charges of MAPBr and MAPI obtained by ab initio charge analysis 

and actual parameters in MYP potentials. The ratio between MAPBr and MAPI are 

also shown, whose averaged ratio are calculated based on their formula unit. 

  Pb Br/I C N H average 

MAPBr (Bader) 1.0695 -0.6132 0.0949 -1.1946 0.6233 

 MAPI  (Bader) 0.8604 -0.5337 0.0413 -1.2010 0.6335 

 ratio 1.24 1.15 2.30 0.99 0.98 1.16 

MAPBr (MYP) 2.0909 -1.1639 0.7941 -1.1330 0.2899 

 MAPI  (MYP) 2.0300 -1.1300 0.7710 -1.1000 0.2815 

 ratio 1.03 1.03 1.03 1.03 1.03 1.03 
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COHESIVE ENERGIES The cohesive energy curves are evaluated as a function of lattice spacing, 

shown in Fig 6-1. All energy curves are adjusted according to their cohesive energies, which are 

evaluated by fitting to the universal energy relation [15, 21], and the lattice spacing of DFT data is 

also shifted based on the experimental lattice constant. MYP stable lattice spacing (5.91 Å) finely 

reproduces the experimental lattice constant, [22, 23] where the cohesive energy curvature is also 

consistent to the DFT result. The energy curves deviate from the one of DFT as the lattice spacing 

leaves from the stable configuration, which comes from the fact that the electrostatic interactions 

are approximated by the fixed point charges. In spite of this difference, the fitted universal energy 

relation gives the cohesive energy of MAPBr (8.60 eV) and bulk modulus (0.235 Mbar) in 

sufficient agreement with those of DFT data [22] (Table 6-2). Comparing with MAPI, MAPBr in 

cubic phase has the shorter lattice constant than that of MAPI (6.27 Å) and higher cohesive energy 

than the opponent (7.8 eV). Bulk modulus, 𝐵, of MAPBr is also higher (0.18 Mbar for MAPI), 

whose magnitude relation is also consistent with the previous measurements. Assuming isotropic 

homogeneous elastic materials, we can evaluate other mechanical properties: the Young’s modulus, 

𝐸 , and the shear modulus, 𝐺, from the bulk modulus, with the following relations and the 

Poisson’s ratio, 𝜏: 

𝐵 = 𝐸/3(1− 2𝜏), 

𝐺 = 𝐸/2(1+ 𝜏). 
(6-4) 

Here we adopt the DFT Poisson’s ratio in the pervious research [22] and estimate the other 

properties, compared with the other experimental and theoretical results as shown in Table 6-2 [22, 

24]. MYP potential is found to reproduce the stiffer mechanical properties of MAPBr than those of 

MAPI; while overestimates both of the experimental and theoretical results, which results from the 

point charge approximation.  
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Fig. 6-1. Energy profile of cubic MAPBr with hydrostatic deformation. The origin of energy is 

defined with considering the cohesive energy. The MAPI results [15] and 

experimental lattice constant of cubic phase [22, 23] are also shown for comparison. 
 

Table. 6-2. Mechanical properties of MAPBr and MAPI in experiments [24], DFT calculations 

[22], and MYP potential. Bold indicates the measured values in this work, and 

asterisk does the evaluated values with Eq. (6-4). 

      phase E (GPa) B (GPa) G (GPa) τ 

MAPBr [24] (EXP) cubic 19.6 15.6* 7.6* 0.29 [22] 

MAPI [24] (EXP) tetra 14.0-1.43 13.9* 5.4* 0.33 [22] 

MAPBr [22] (DFT) cubic 29.1  22.6 10.4 0.29 

MAPI [22] (DFT) tetra 12.8 12.2 3.7 0.33 

MAPI [22] (DFT) cubic 22.2 16.4 8.7 0.28 

MAPBr 

 

(MYP) cubic 29.6* 23.5 11.5* 0.29 [22] 

MAPI   (MYP) cubic 23.8* 18.0 9.28* 0.28 [22] 
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ROTATIONAL BARRIERS The static rotational barriers are also reported in Fig 6-2. In this 

observation, we also adopted cubic phase structures and rotated cations in (001) crystallographic 

plane with keeping its symmetry and most stable volume. Other calculation condition is the same as 

those of the cohesive energy analysis both for the classical and DFT calculations. We can see that 

the highest rotational barrier of MYP is 0.63 eV and it is almost identical to the DFT results. The 

previous research evaluated the barrier of MAPI [15], which is lower that that of MAPBr for whole 

angle range. The higher rotational barrier of bromide compounds comes from shorter and stronger 

organic-inorganic interactions; but we should take care of that this is not identical to the difficulties 

of rotations of cations at the finite temperature and not to the higher transition temperature. Without 

the rigid symmetry and periodicity, the lattice can be easily deformed with the position of cations, 

when the strong interactions also have a positive impact on rotations by making adequate 

meta-stable configurations. Indeed MAPBr has lower transition temperature from orthorhombic to 

tetragonal phase in experiment [23, 25], which our potential reproduce as shown in the following 

section. We can also find that there are convexoconcaves at around 90 and 270° only in the MYP 

energy profile. Similar to the cohesive energy curves, the point charge approximations make it 

difficult to modify the detailed barriers with keeping their heights. Yet at finite temperature, the 

cations rotate via various paths with thermal fluctuations, so such difference is expected to be 

thermally averaged and have less effect. 
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Fig. 6-2. Energy profile of MAPBr bulk during rotation of the molecular cations, which is also 

compared with the previous MAPI results [15]. The rotation is performed within a 

(001) crystallographic plane as shown in upper schematic figures. 
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6-3. Phase transitions 

SHAPE DEFORMATION We move on to the phase transition properties of MAPBr. There are 

still several ambiguities of the phase transition in organic-inroganic halides, especially for MAPBr. 

In X-ray diffractions [23], MAPBr brings four different phases: the one at the lowest temperature is 

orthorhombic phase (𝑃𝑛𝑚𝑎) and stands till 140− 150 K; then it turns into the first tetragonal 

phase (𝑃4/𝑚𝑚𝑚); but is easily deformed into the second tetragonal phase (𝐼4/𝑚𝑐𝑚) at around 

155 K; the last phase with the highest temperature appears from 237 K and has cubic symmetry 

(𝑃𝑚3𝑚). In contrast, neutron diffraction has not shown distinguished pattern as 𝑃4/𝑚𝑚𝑚 and 

implied an intermediate structure disordered more dynamically [26]. Yet at least, we can expect that 

there are roughly three phases, namely orthorhombic, tetragonal, and cubic, whose transition 

temperatures are located at around 150 K and 240 K. Then the structures with MYP potential are 

evaluated with different temperatures and check the reproducibility and limit of the potential in 

terms of their appearances, volumes, symmetry, and dynamics of cations. Every calculations start 

from the orthorhombic 4 × 4 × 4  supercell and thermalized under the 𝑁𝜎𝑇  Nosé-Hoover 

thermobarostat: with constant temperature and zero stress. Each system is equilibrated for at least 

0.15 ns, whose properties are averaged over successive 0.15 ns. First, we pick up three typical 

structures at 50, 170, and 300 K to check the phase of MAPBr, shown in Fig. 6-3. While we can 

see that the structure at 50 K is in orthorhombic phase with characteristic octahedral tilt, 𝑎!𝑏!𝑏!, 

one at 170 K is distorted only along 𝑐-axis, 𝑎!𝑎!𝑐!, characterized as tetragonal phase [27, 28]. 

The 300 K snapshot is described as the averaged structures around 0.30 ns and clearly shows 

very symmetrical structures with no tilting, 𝑎!𝑎!𝑎!. We also show the results at 155 K, where the 

phase is once transformed from orthorhombic to tetragonal-like phase but equilibrated into 

orthorhombic over simulation time. In the snapshot at 0.15 ns, the lattice shows partial 𝑎!𝑎!𝑐! 
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tilts and rotations of cations. Such dynamics stands during 0.20 ns, and then the lattice turns into 

orthorhombic phase with a different tilting direction from the initial structure. The above qualitative 

observation is consistent to the experimental phase transition temperatures. 

 

Fig. 6-3. (Top panel) MAPBr structure thermalized under different temperatures and zero 

stress. Inorganic frame at 300 K is averaged for 6 structures around 0.30 ns. (Bottom 

panel) Snapshots of MAPBr during 𝑁𝜎𝑇 run. Deformed tetragonal-like structures 

are observed during rearrangement between orthorhombic structures. 

The top panel of Fig. 6-4 shows the volume expansion of MAP(Br/I) with increasing 

temperature in terms of a pseudo cubic lattice constant, indicated by 𝑉!/!. According to the static 

analysis of cohesive energy, the volume of MAPBr is little smaller than one of MAPI throughout 

the whole temperature. We can see that the volume increases with temperature especially at some 

temperature region: 140-170 K for MAPBr and 150-200 K for MAPI. The previous research 
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about MAPI suggested that this change of slope is related to the phase transition from orthorhombic 

to tetragonal [15], which is also consistent to MAPBr. The anisotropy of lattice is evaluated as the 

ratio between the largest and minimum lattice length, 𝑐/𝑎, shown in the bottom panel of Fig. 6-4. 

At low temperature, 𝑐/𝑎 is higher than equality and corresponds to the low symmetric phase, 

𝑃𝑛𝑚𝑎. Passing over 140-170 K, 𝑐/𝑎 abruptly decrease to ~1, indicating the phase transition 

from orthorhombic to tetragonal. There are no notable changes at the phase transition temperature 

to cubic phase, which is the limit of MYP potentials observed in MAPI previously [15]. Comparing 

with MAPI, the change of anisotropy in MAPBr has almost the same trend, but 𝑐/𝑎  in 

orthorhombic phase is slightly higher than that of MAPI. While the absolute value of 𝑐/𝑎 is much 

smaller than the computational or experimental results, the developed potential reproduce proper 

relative anisotropy [23]. 

 

Fig. 6-4. Structure deformation with temperature increase in terms of pseudo cubic lattice 

constants 𝑉!/!  (top panel) and isotropies evaluated with (𝑐/𝑎) (bottom panel). 

Results of MAPI are also shown for comparison. 
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ROTAIONAL DYNAMICS At the end of the validation, we discuss the detailed rotational 

dynamics of cations in MAPBr. To qualify an orientation of each molecule, the normalized 

direction vector of N-C backbone, 𝒏, is evaluated in the polar coordinate system, as shown in the 

top of Fig. 6-5. Orange line indicates the orientation of cations towards orthogonal coordinates 

𝒙,𝒚, 𝒛: xy-plane corresponds to (001) crystallographic plane and 𝒛 is parallel to tetragonal tilting 

axis. Then 𝒏 can be written as 𝒏 = (sin𝜃cos𝜑, sin𝜃sin𝜑, cos𝜃), and 𝜑,𝑛𝒛 = cos𝜃  is mapped 

for 50-350 K. The segment of 𝜑,𝑛𝒛 = cos𝜃  map is identical to the surface element d𝑆 for 

rotations, whose cumulative frequency gives the fine distribution of cation orientations. 

In the bottom of Fig. 6-5, we report the orientation map at each temperature. At the lowest 

temperature, cations are deeply trapped at the stable orthorhombic configurations and keep high 

symmetric positions around 𝜑 = 0, 180∘, cos𝜃 = 0 : the distribution is symmetrical to cos𝜃 = 0 

axis and periodic with 180∘ to 𝜑. The map shows distinct two robes symmetric to 𝜑 = 0∘ and 

𝜑 = 180∘ axis respectively. This means the N-C backbones at low temperature are pinned at (001) 

plane and lined in alternate directions. Increasing to 100 K, the robes expand a little bit to 𝒛 

direction with thermal fluctuations, but the almost same trend is observed. First change occurs at 

140 K, where we can see several spots around 𝜑 = −90, 90∘, cos𝜃 = 1,−1 , located as x-shaped. 

It indicates that flipping to 𝒛 direction begins to be occasionally allowed. However the barrier of 

such flipping is still high to overcome by fluctuations, and orientated configurations along 𝒛 axis 

is separated from the most stable one of orthorhombic phase. Moreover, the center dots 𝜑 =

−90, 90∘, cos𝜃 = 0  also come to stand out, meaning that via these orientations cations can be 

flipped from one to the other of orthorhombic stable positions. Such dots are completely isolated; 

indicating these flipping is rare and unstable at this temperature. At around 155 K, the phase 

transition temperature from orthorhombic to tetragonal, barrier towards 𝒛 direction is broken and 
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clear x-shaped map appears. Center dot is also spread but a blank space between the x-shapes 

implies that the direct rotation in (001) plane is still bottlenecked. But now the edges of 

cos𝜃 = 1,−1 connect two x-shapes and indirect flipping starts. The different features are found 

approaching to 170 K. We can see that the stable orientations for orthorhombic structures are now 

collapsed; in other words, x-shaped distributions are torn into two lines. Then the map shows four 

stripes distributed uniformly at 𝜑 = −45, 45, 135, 215∘ in (001) crystallographic plane, which 

indicates the linear paths for free rotations along 𝒛-axis. The above features correspond to that 

cations are located at one of four positions evenly distributed in (001) plane and isotropically 

rotate along 𝒛-axis, which is suggested just in tetragonal phase with 𝑎!𝑎!𝑐! tilting [29, 30]. So 

we can conclude that the change of orientation map between 155 and 170 K specifies the phase 

transition from orthorhombic to tetragonal. It is also note that the configurations sampled between 

the stripes are mainly located at cos𝜃 = 0 and weakly connect the stable orientations with each 

other. So flipping between the four positions in (001) plane seems to be already allowed. After 

the tetragonal transition, while there are little changes with temperature increase, the blank space 

between stripe distributions are gradually filled from the mentioned cos𝜃 = 0 path. It means that 

the molecular cations begin to rotate in all directions as energy barriers are thermalized, resulting in 

isotropic orientations, tiltings, and cubic phase. 
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Fig. 6-5. (Top panel) Polar coordinate system in orthorhombic MAPBr whose axis along 

𝒛-axis in orthogonal coordinates. Orientations of molecular cations are described as 

orange lines and evaluated with 𝜑 and 𝜃 shown as partial orange circles. (Bottom 

panel) Distribution maps of molecular orientations, 𝜑,𝑛𝒛 = cos𝜃 , at several 

temperatures between 0  and 350 K . Maps are shown in two-color gradation 

according to their temperatures. 
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6-4. Vibrational mode properties 

ROTATIONAL TIMES In order to further characterize the rotational dynamics of cations, we 

calculate the molecular reorientational time 𝜏  in MAPBr crystal at room temperature. This 

quantity can be extracted from the orientational auto correlation function defined as 𝑛!(0) ∙ 𝑛!(𝑡) , 

where 𝑛!(𝑡) is the instantaneous direction of i-th MA cation and the average is performed over all 

different initial times and all molecular cations in the crystal [15]. If the directions of molecules are 

uncorrelated and the molecules are able to rotate, then the corresponding autocorrelation function is 

a decreasing exponential function of time. The reorientational times 𝜏 correspond to the decay times 

where autocorrelation functions are reduced by a factor e!! as shown in Fig. 6-6.  

 

Fig. 6-6. Autocorrelation functions of MAPBr with three different temperatures. The red 

dotted line corresponds to e!! used for evaluation of reorientation times. Results of 

MAPI are also shown for comparison [15]. 
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For MAPBr at room temperature the MYP potential gives 𝜏~3.2 ps in good agreement 

with the experimental time of 2.73 ps  obtained from a millimeter-wave spectroscopy [23]. 

Furthermore, by performing a series of calculations in the range (300-200 K) it is possible to 

estimate an activation energy 𝐸!~90 meV that compares to the literature value of 77.5 meV [23]. 

Comparing with MAPI, the reorientation times of bromide compounds are clearly longer at any 

temperatures, which is consistent with the tight hybrid interactions and the higher energy barriers of 

the bromide compounds.  

 

DENSITY OF STATES Finally, we evaluate the detailed vibrational properties of MAPBr. On the 

basis of Wiener-Khintchine theorem, Eq. (5-1), vDOSs are evaluated as power spectra 𝑃 𝜔  of 

velocity autocorrelation functions. The results with MYP potential for MAPI is reported to 

overestimate the experimental and ab-initio results in the low energy region, and the comparison 

between them needs a scaling factor, 1.27  [15]. We found that MAPBr bare results also 

overestimate the pervious data in the low energy region so scaled them in the same way. All 

calculations are performed with orthorhombic 4 × 4 × 4 supercell and thermalized at 100-350 K 

with zero stress before the velocity sampling. The results of MAPBr are shown in Fig. 6-7, with 

those of MAPI for comparison, where the contribution of inorganic cage and molecular cations are 

separated. 

First, we can see that the overall shape of vDOS for MAPBr is similar to the one of MAPI. 

The inorganic contribution is located in the only lower energy region and several molecular 

violations coupled with the inorganic lattice are located in the successive region. Increasing the 

temperature, the intensities of peaks are reduced and the energy shifts are observed, shown as dotted 

line in Fig. 6-7. As mention as the previous chapter, such shifts in the constant volume simulation 
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suggest that anharmonic couplings occur between these peaks, viz., the higher inorganic branches 

and lower molecular vibrations. Passing the phase transition temperature from orthorhombic to 

tetragonal, the both spectra are suddenly attenuated, and below 500 cm!!, only three branches 

survive in the molecular contribution. One is the rotational mode (R in Fig 6-5), another is the 

mixed motion called as X in the recent analysis [31], and the other is the twisting motion (Tw). 

While the appearance is almost identical, the energy of each branch in MAPBr is changed from 

MAPI. We can see that the inorganic contribution in MAPBr have higher energies than those in 

MAPI, which corresponds to the fact that iodine has the heavier atomic mass than bromide. At the 

same time, the characteristic molecular branches in the low energy region also have the same trend, 

implying that these vibrations are coupled with phonons of the inorganic frame. R branches in 

MAPBr have 9.45 cm!! higher than those of MAPI; X is 12.7 cm!! higher; for Tw 2.02 cm!!. 

These differences are observed in the experimental and DFT Raman analysis [14, 32, 33], for 

example, the difference in X peaks between MAPBr and MAPI is reported as 14-15 cm!! [14], 

which is totally consistent to our results and indicates MYP potential with 1.27 scaling is robust 

also for anion substitutions. Another characteristics in MAPBr can be found in X and Tw branches. 

At low temperature, these branches have two distinctive peaks respectively; yet in MAPI, these 

peaks are easily dispersed and merged, found as Tw at 100 K. Conversely, MAPBr vDOS shows 

that distinctive peaks stand even at higher temperature, observed at 140 K for Tw, and 350 K for 

X. Now we expect that stable Tw and X indicate the small anharmonicity of organic-inorganic 

interactions in MAPBr, associated with the higher heat tolerance and thermal conductivity of this 

material. 
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Fig. 6-7. Partial vDOSs of MAPBr (bright panel) and MAPI (shade panel): inorganic (filled 

area) and molecular (line) contributions. The energy range is focused on the lower 

energy region, 0-500 cm!!, where the scaling factor should be induced. Temperature 

increase is shown as two-color gradation from 100 to 350 K. 

 

  

10
0 K

14
0 K

17
0 K

35
0 K

35
0 K

10
0 K

M
AP
I

M
AP
Br

 100  200  300 0 Frequency [cm  ]-1

R

R

X

X

Tw

Tw

(+ Inorganic tail)



 137 

5-4. Summary 

In summary, we have proposed the reparameterization procedures for MAPBr from the force fields 

of MAPI. The operation consists of only three steps, (i) to shrink the inorganic frame, (ii) to 

enhance the rotational barrier, and (iii) the refinement for phase transitions. There are five free 

parameters, including three scaling parameters: 𝛼 for inorganic interactions, 𝛽 partial atomic 

charges, and 𝛾 hybrid interactions; with two Buckingham parameters related to bromide. We have 

found that the proper selection of fitting parameters brings MAPBr force fields with sufficient 

accuracy even by such simple procedure. The validation of the developed potential is performed 

both for the static and dynamical properties, showing the consistent lattice constant, cohesive 

energy curve, energy barrier for cation rotations, and phase transition temperatures related to 

detailed dynamics of molecules. The comparison with MAPI results provides the valid relationship 

between them: MAPBr has shorter lattice constant, higher cohesive energy, lower phase transition 

temperatures, and lager anisotropy in orthorhombic phase.  

As a benchmark, we applied the developed potential to the reorientational time and 

density of states analyses and found that the experimental and DFT results are well reproduced with 

the universal scaling factor, which provides the robust basis for successive thermal and structural 

analysis of MAPBr. Specifically, the reorientation time of cations in bromide compounds is 

relatively slow according to the tight hybrid interactions in MAPBr. The stable Tw and X modes 

correspond to the small coupling via such interactions. Based on the analysis in the previous chapter, 

these characteristics are expected to result in the higher heat tolerance and thermal conductivity of 

this material. Adjusting the rate of substitution is now one of the promising methods to tailor the 

thermal properties of hybrid perovskite structures, and continuous studies of the substituted 

perovskites are required.  
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At last, the proposed detuning procedure does not depend on bromide nature in itself. So 

we can probably apply this method to other anion substitution such as methylammonium lead 

chloride. It is also expected that such straightforward procedure for reparameterization can be 

established for other substitutions: metal atoms and molecular cations substitutions. Combinations 

of such procedures evolve the force fields database about hybrid perovskite structures, which also 

makes a promising way to the new material design.  
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Appendix 

We report all detuned parameters of MYP model potential for MAPBr. The parameters are written 

according to the format of FIELD file of the DL_POLY code. 

 

MAPBr 

UNITS     kcal 

MOLECULES 3 

Lead 

nummol 256 

atoms 1 

Pb 207.2 2.0909 

FINISH 

Bromide 

nummol 768 

atoms 1 

Br 79.904 -1.1639 

FINISH 

nummol 256 

atoms 8 

H 1.0080 0.5562 

H 1.0080 0.5562 

H 1.0080 0.5562 

N 14.0100 -1.133 

C 12.0100 0.79413 

H3 1.0080 0.02369 

H3 1.0080 0.02369  

H3 1.0080 0.02369  

bonds 7 

harm 5 6 677.400 1.0910 

harm 5 7 677.400 1.0910 

harm 5 8  677.400 1.0910 

harm 4 1 738.000 1.0330 
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harm 4 2  738.000 1.0330 

harm 4 3 738.000 1.0330 

harm 4 5 587.200 1.4990 

angles 12 

harm 7 5 8 78.0000 110.7400 

harm 6 5 7 78.0000 110.7400 

harm 6 5 8 78.0000 110.7400 

harm 3 4 5 92.4000 110.1100 

harm 2 4 3 81.0000 108.1100 

harm 2 4 5 92.4000 110.1100 

harm 1 4 2 81.0000 108.1100 

harm 1 4 3 81.0000 108.1100 

harm 1 4 5 92.4000 110.1100 

harm 4 5 6 98.0000 107.9100 

harm 4 5 7 98.0000 107.9100 

harm 4 5 8 98.0000 107.9100 

dihedrals 9 

cos 3 4 5 6 0.1556 0.0000 3.0000 0.833 0.500 

cos 3 4 5 7 0.1556 0.0000 3.0000 0.833 0.500 

cos 3 4 5 8 0.1556 0.0000 3.0000 0.833 0.500 

cos 2 4 5 6 0.1556 0.0000 3.0000 0.833 0.500 

cos 2 4 5 7 0.1556 0.0000 3.0000 0.833 0.500 

cos 2 4 5 8 0.1556 0.0000 3.0000 0.833 0.500 

cos 1 4 5 6 0.1556 0.0000 3.0000 0.833 0.500 

cos 1 4 5 7 0.1556 0.0000 3.0000 0.833 0.500 

cos 1 4 5 8 0.1556  0.0000 3.0000 0.833 0.500 

FINISH 

vdw 21 

Pb Pb buck   74933300.5606326   0.123246948356808  0.000000 

Pb Br buck    110223.38165565    0.302100469483568 0.000000 

Br Br buck    24274.90558983     0.45286103286385 654.4127155 

Pb N buck    32690390.937995    0.150947  0.000000 

Pb H lj 0.014 2.26454 

Pb C  buck    32690390.937995    0.150947  0.000000 
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Pb H3 lj 0.014              2.70999 

Br N  buck     94836.351975893    0.3352375  0.000000 

Br H   lj 0.05125            2.45535714285714 

Br C   buck    94836.351975893    0.3352375  0.000000 

Br H3 lj 0.05125            2.76785714285714 

Na N lj 0.1700             3.25000 

Na H lj 0.0517             2.15950 

Na C lj 0.1364             3.32480 

Na H3 lj 0.0517             2.60500 

Ha H lj 0.0157             1.06910 

Ha C lj 0.0414             2.23440 

Ha H3 lj 0.0157             1.51450 

Ca C lj 0.1094             3.39970 

Ca H3 lj 0.0414             2.67980 

H3 H3 lj 0.0157             1.96000 

CLOSE 

Here the scaling factors in Eqs. (6-2) and (6-3) are 𝛼 = 1.065, 𝛽 = 1.03, and 𝛾 = 1.12. As 

mentioned in the reparameterization step (iii), we modified (𝐴!",𝜌!")  for Br-(N,C) from 

(100836.351975893, 0.3057375) to (94836.351975893, 0.3352375). Such modifications are less 

than 10 % but strongly affects to the phase transition temperatures. Especially, 𝜌!" is crucial and 

fourth decimal place is still important. 
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CHAPTER 7 

CONCLUDING REMARKS 

 

In this thesis, we investigated the structural effects on the thermal transport properties and proposed 

the design guidelines to control them. In order to go beyond the supplementary control with 

superstructures, our aim focused on finding some structural factors for controlling thermal 

properties, which should lead to innovative materials. The first-principles or classical calculation is 

accordingly employed as to be appropriate to the required system sizes or accuracies, which enable 

us to discuss the variety of the structural dependencies. We begin with the SWCNT, 

one-dimensional conductor, and its chirality dependence, and develop the discussion to the complex 

structures including the non-bonded interactions: DWCNT, MAPI, and MAPBr, summarized as 

follows. 

In Chapter 3, we adopted the SWCNT models and focused on their ballistic phonon 

transports, which is especially important in the nanoscale devices. In particular, the chirality 

dependence of their thermal transport properties is investigated by using the NEGF method with the 

first-principles calculations. It is found that chirality of CNT affects their thermal properties via the 

modification of their vibrational density of states and the localization or polarization of phonon 

modes. Such effects result in the different thermal conductances and the different length of 

quantized plateaus at low temperature, which cannot be explained wholly only by the radial 

dependence. In spite of the definite dependence, the chirality effects on the thermal properties are 

less significant than those on others like electronic properties, indicating that the thermal design of 

tubular structures based on their chirality seems not feasible.  

Chapter 4 discussed about the multi-walled effects on the thermal properties by holding 
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DWCNT up as an example, where the non-bonded interactions are introduced along the 

non-conducting direction. For comparison, the constitutive SWCNTs and their ideal parallel circuit 

are also investigated. The results of the thermal conductance showed that the non-bonded 

interactions are effective in the suppression of thermal transport especially at low temperature, and 

reduced conductance corresponds to one of the outer layer SWCNT. We analyzed such behaviors 

by using the coupled vibration model, elucidating that the in-phase modes govern the thermal 

transport properties at low temperature and they can be tailored by the intensities of the non-bonded 

interactions and the weight ratios of components. 

The above studies raise the possibility of composite structures with the non-bonded 

interactions and high weight ratios, and organic-inorganic hybridizations are the typical systems 

meeting such requirements. The organic-inorganic hybrid halide perovskites are observed to have 

the quite low thermal conductivity in experiment, and Chapter 5 aimed to understand the 

suppression mechanism in MAPI. For considering the uncrystallized motion of methylammonium 

cations, we proposed the procedure to develop the empirical force fields with high accuracy by 

fitting to the first-principles calculations. With the developed potential function, the thermal 

conductivities of MAPI and the models with different embedded components are calculated. 

Comparison between the results showed that the rotational motions of cations are coupled with the 

translations, via which the separated optical phonon modes in the inorganic lattice become to be 

coupled with each other, resulting the suppression of the thermal transport properties. This 

mechanism indicates the possibility of thermal design based on the motions of organic molecules 

and the inorganic-organic interactions, which is confirmed by the deuterated models. 

In Chapter 6, we further validated the control possibility proposed in Chapter 5, by 

studying the halide substitution of hybrid perovskites. MAPBr is adopted, which empirical force 
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fields are developed by detuing those of MAPI. The detuning procedures are designed to achieve 

both of the accuracy and the transferability in order to accept the enormous degrees of freedom for 

material design in the hybrid perovskite structures. We validate the detuning procedures in terms of 

the structural properties, phase transitions, and the rotational motions of cations. The developed 

force field showed that the vibrational modes of organic molecules in MAPBr have higher energies 

and less anharmonicity than those in MAPI, which correspond to the high thermal transport 

properties. Applying the proposed detuning procedures to other hybrid perovskites and studying the 

effects of the combination of substitutions leads to a wide variety of the thermal properties, which 

plays an important role to overcome the impending limits of the existing devices with simple 

crystalline materials. 

In this wise, the standpoint of coupled vibrations is found to make easy to understand the 

mechanism of the thermal properties, with which the survey now suggests to utilize the hybrid 

structures for new materials with controllable thermal properties. While its fundamental mechanism 

in scattering phonons is similar as one of the phonon-glass, the hybrid design is distinguished for a 

large number of degrees of freedom for material design. The most novel contribution of this thesis 

is rather attributed to the development of the general approach to analyze and improve the thermal 

properties of such hybrid structures theoretically. The subsequent explorations would lead to 

practical materials with further controllability of thermal properties, when the proposed 

methodology should be a ladder of success. Finally, we will mark the next step here. The thermal 

design based on the hybrid structures strongly depends on the vibrational properties on the 

embedded organic molecules. It means that the larger degrees of freedom in the organic vibrations 

are expected to result in the more flexible control of the thermal properties, which requires the 

stable inorganic lattice with the large void spaces. Metal-organic frameworks (MOFs) are bright 
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candidates meeting such conditions. MOFs can contain macromolecules, and the void size can be 

controlled by organic ligands in addition to the host-guest interactions. The large flexibility of 

material design in MOFs itself also seems to make it possible to control the thermal transport in 

nanoscale devices. 
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