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Chapter 1 

Introduction 



1.1 B ackground 

The superconductor exhibits two kinds of electromagnetic property. 

The first one is the perfect conductivity. It was discovered by H. Kamerling Onnes 

in 1911. He made the experiment with use of platinum at low temperature in the first 

t ime and found that it shows an abrupt reduction in terms of electric resistance at a 

temperature while the drop depends on the purity of the specimen. Since mercury was 

known as the purest among all metals available at that time, he made the same experiment 

with use of the pure mercury to find that it showed also an abrupt drop of electric 

resistance at 4 K and it is impossible to be measured in the temperature range below 4 

K. Then he thought that mercury changes at some critical temperature its state as to the 

electric resistance into a new one quite unlike those previously known This was called the 

superconducting state. 

The second one is the perfect diamagnetism. It was discovered by H. Meissner and 

R. Ochsenfeld in 1933. They found that the magnetic flux in the superconductor of 

normal conducting state was excluded when it became the superconducting state. This 

did not agree the expectation that the magnetic flux in superconductor should be kept 

constant when it became from the normal conducting state to the superconducting one 

This phenomena is called the Meissner effect and it can not be explained only by the 

perfect conductivity. 

After that , the theoretical progresses have been achieved by the London theory[1], the 

BCS theory, and the Ginzburg-Landau theory[2] and so on. The two electromagnetical 

properties of superconductor were shown by F. and H. London in 1935 that they could 

be expressed well using the London equat ions, 

E 

H 

a 
fii(I\J,), 

\1 x (AJ,). 

(1.1) 

(1.2) 

This equations indicated the penetration depth of the magnetic field from the surface 

of the superconductor, ), which explained th .. Meissner effect. The BCS theory was de-
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rived by J. Barden, L. N. Cooper and J. R. Schrieffer in 1957 and suggested that the 

Bose-condensed two electrons, a Cooper pair, was not affected by the electric resistance 

and behaved as the superconducting electrons. The Ginzburg-Landau theory was sug

gested by V. L. Ginzburg and L. D. Landau in 1950. It succeeded to describe the free 

energy density in the superconductor as the function of the order parameter of the phase 

transition from the normal conducting state to the superconducting one, while the order 

parameter corresponded to the wave function in quantum mechanics. It suggested the 

coherence length of the phase, (, and the Ginzburg-Landau parameter, K., dividing the 

the superconductor into 2 kinds , the type I superconductor(~<< 1/../2), and the type II 

one(~<> 1/../2). The High-Tc superconductor is included into the type II. 

Since the High-Tc superconductor was discovered and the critical temperature ex

ceeded the temperature of liquid nitrogen(77K), the "superconductor fever" arose being 

decaying at this moment in the pursuit of new application of the material. Recently 

the applications of superconductor are still now explored studied in various engineering 

and technological fields, while a success has been achieved in particular field of practical 

use . The most popular one is the superconducting lev itation system such as the magnetic 

vehicles of linear motor cars. As the energy storage technology, SMES(Superconducting 

Magnetic Energy Storage) and SFW(Superconducting FlyWheel)[3)[4] are under devel

opment not only in Japan but also in other countries. HTSC tape material [5] has de

veloped rapidly and its easiness of transformation have attraceted the attention of many 

researchers. 

As regards the nuclear fusion reactor technology, the contribution of superconductor 

is indispensable. In fact, in the design of ITER (Internat ional Thermonuclear Experimen

tal Reactor) , the magnet system consist of many superconducting coils: the CS(Center 

Soleoid) co il to drive the large current in the plasma and the TF(Toroidal Field) and 

PF(Poloidal Field) coils to confine the plasma in the magnetic field. Furthermore, possi

bility of the High-Tc Superconducting Plasma Stabilizer was initiated for t he studies [6] . 

It can be said that the scientific feasibility of the nuclear fusi on reactor has been already 
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proved almost in the large tokamak machine such as JET, JT-60 and TFTR. However, as 

well known, further investigations and development activity are necessary for proceeding 

to demonstration of the technological feasibility of it. The output power density of ITER 

is about 1.5MW /m3 which is 2.0~7.5% of the nuclear fission reactors (20~60MW /m3
) . 

With regards to the output power density of fusion reactor, it is important to consider its 

parameter dependence like this, 

P ex {32 B4a;, 
where f3 is the plasma f3 value, B is the magnitude of the magnetic flux density at the 

center of plasma and aP is the minor radius of plasma. If it is possible to increase the 

magnetic flux density 3 times larger, the 81 times larger power density will be produced. 

Hence the development of the high efficient superconducting magnets is one of the most 

important issues for the realization of nuclear fusion reactors. 

In such general practical applications, the superconductors are used in high magnetic 

field, which is usually higher than the critical magnetic field of the type I superconductor, 

He, and the lower critical field of the type II superconductor, Hc1. It means that only 

the type II superconductor in the mixed state (Hc1 < H < Hc2 ) can be used for most 

practical applications. 

In the type II superconductor in the mixed state, the magnetic flux is quantumized in 

the form of ftuxoids. The distribution of fluxoids is determined by the interaction with the 

impurities, other fluxoids and so on. The macroscopic electromagnetic phenomena of type 

II superconductors can be predicted by analyzing behaviors of fluxoids in the mesoscopic 

electromagnetic level. 

Some physical models proposed up to now such as the critical state model [7]-[9] 

and the flux flow and creep one [10],[11] could be taken as the macroscopic const itutive 

model of the mixed state of type [[ superconductors. These models can be expressed as 

const itutive relations between the macroscopic electr ic field and the macroscopic current 

density. Such macroscopic mathematical models have been successfully applied so far to 

the numerical analysis of the shielding current field in type II superconductors [12]-[14] 
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and the simulation of the levitation force due to the superconducting magnets [15)-[18). 

However, these models can not accurately describe the nonlinear electromagnetic phe

nomena in superconductors such as the electromagnetic anisotropy[19), [20) and the melt

ing of the flux lattice[21)-[23) and so on. Therefore, development of new physical model 

based on the precise analysis of the behavior of fluxoids is expected. 

In this study, a new theoretical analysis method of the behaviors of fluxoids in type 

II superconductor is proposed, which is based on the Molecular Dynamics method (MD 

method) [24)-[26) combined with the London and the Ginzburg-Landau theories. The 

prediction of some macroscopic electromagnetic phenomena and the evaluation of the 

anisotropy of type II superconductor were made. This analysis method was named the 

Fluxoid Dynamics method (FD method). 
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1.2 Objectives and Outlines 

1.2.1 Obj ectives 

This thesis presents the development of the new simulation method, Fluxoid Dynamics 

method (FD method) . By th is method, the nonlinear electromagnetic phenomena in type 

II superconductor which can not be explained by the conventional macroscopic method 

was investigated. 

Then the thesis says the following four purposes: 

o Development of the simulation method of the distribution of the superconducting 

electrons density and the magnetic flux density in type II superconductor by solving 

the Ginzburg-Landau equations. 

o Development of 2-dimensional and 3-dimensional Fluxoid Dynamics (FD method) 

method and its simulation code. This method is based on the concept of the Molec

ular Dynamics method combined with the results of above simulation. The behavior 

of the fluxoids in the superconductor is predicted by solving the various interactions 

such as the fluxo ids and the pinn ing centers. 

o Prediction of the macroscopic electromagnetic phenomena of type II superconductor 

by the FD me t hod, such as the relat ionship between the applied magnet ic flux 

density and the crit ical current density. 

o Evaluation of the anisotropy of type II superconductor by the FD method, such as 

the critical current density in NbTi due to the arrangement of the a-Ti pins. 

1.2 .2 Outlines 

T he thesis consists of seven chapters includ ing t his one. 

In Chapter 2, t hrough t he London t heory, the Ginzburg- La ndau theory and some 

elec t rodynamics of superconductor rev iewed are t he fundamental t heories necessary for 

t he deve lopment of the FD met hod lead ing tG. provision of the bas ic frame of the thesis. 
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In Chapter 3, the FD method was developed and its simulation code were implemented. 

Section 3.1 explains the !-dimensional and 2-dimensional numerical simulation methods 

of Ginzburg-Landau equations. By this method, the structure of an isolated lluxoid in 

NbTi was analyzed and the formation of lluxoids lattice in YBCO thin film was simulated. 

In Section 3.2 the theory and the simulation method of 2-dimensional FD method was 

developed. In this theory five kinds of forces are taken into account: the pinning force 

F P> the magnetic repulsive force between lluxoids F I• the magnetic force due to the 

Meissner current F M, the Lorentz force due to the transport current density F 1 and the 

viscous force caused by he ohmic loss in the normal conducting core F ~· Section 3.3 

describes the theory and the simulation method of 3-dimensional FD method. Here a 

lluxoid is regarded as a chain of short unit of lluxoid, and the tension Fr is added into 

consideration. 

In Chapter 4 the critical current density, J" of NbTi was predicted by 2-dimensional 

FD method and the validity of these method was verified. The relation between the 

applied magnetic flux density and the critical current density agreed with the empirical 

model, Kim model. 

In Chapter 5 the anisotropy of NbTi due to the arrangement of then-Ti pinning centers 

were investigated by using 3-dimensional Fluxoid Dynamics Method. The dependence of 

lc on the angle of the applied magnetic field was analyzed. 

In Chapter 6, the total works in this thesis and the new knowledge from this study 

are concluded. 
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Chapter 2 

Review of Electrodynamics of 
Superconductor 



2.1 London theory for superconductors 

Two fundamental properties of superconductor, the perfect conductivity and the perfect 

diamagnetism are described by the London theory. Moreover this theory can be not only 

a good approximation to the behaviors of the superconductors with high upper critical 

magnetic field, Hc2 , hence some important characteristic features of them can be derived 

from this theory. 

2.1.1 Lo n don equat ions 

In the superconductor, the permanent current flows constantly. This phenomenon should 

be exactly described by the classical equation of motion of the superconducting electrons. 

In the superconductor, the electrons receive only the acceleration due to the electric field, 

thus we have 

m.dv, = -e·E 
dt , (2.1) 

where m · and -e· are respectively the mass and the electric charge of a Cooper pair. 

v, is the velocity of a Cooper pair and E is the electric field. And the superconducting 

current density is written as 

(2 .2) 

where n., is the density of the Cooper pair. Ths subst itution of eq. (2.2) into eq. (2.1) 

yields 

E =~di ,_ 
n_,e ·2 dt 

(2.3) 

The magnet ic field, H and the magnet ic flux density B are governed by the fo llowing 

Maxwell 's equations: 

\lxE 

\1 X H 

8B 

Bt' 
j,. 

where the displacement current density is neglected. 

9 
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The constitutive equation between B and H are written as, 

B = J.LoH. (2 .6) 

By means of eqs.(2.3), (2.4) and (2.6), one can obtain 

fJ ( m ' ) -
8 

B + --2 v x v x B = o, 
t J.Lon,e' 

(2 .7) 

London brothers showed that the Meissner effect can be explained when the fo llowing 

equation is sat isfied, 
m ' 

B + ---2 \1 X \1 X B = 0. 
J.Lon,e ' 

(2.8) 

Equations (2.3) and (2 .8) are called London equations. Employing the ident ity \1 x \1 x 

B = \1(\1 B)- \1 2 B and imposing \1 · B = 0, eq.(2.8) can be rewritten as 

(2.9) 

where >. has the dimension of length and notes 

Here, we consider a suffic ient ly large 

piece of superconductor material which 

occupies the region x ~ 0 as shown in 

Fig.2.1. T hen x < 0 is the air region 

and x = 0 is the surface of the super-

conductor. W hen the external magnetic 

fie ld H ox = Hcxe, is app lied parallel to 

the z-axis, it is thought that the direction 

of magnetic flux density B in the super-

conductor is also parallel to the z-axis a nd 

has a distribution in its magnitude only in 

x-d irect ion. 

B(x) 

0 

I 

I 

(2.10) 

X 

Figu re 2. 1: Distribution of magnet ic f!tLx 
density near the surface of t he superconduc
tor in t he Meissner state 
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Therefore, eq.(2.9) is rewritten as 

(2.11) 

From t he following boundary conditions, 

{ 
B(O) = Jl.oHex 
B~O ' 

(2 .12) 

the funct ion of the magnetic flux density in the superconductor, B(x) is obtained as, 

B(x) = Jl.o Hexexp (-~). (2. 13) 

This equation means that the magnetic fie ld can penetrate the superconductor with the 

depth ~ >.. This depth >. is called the magnet ic penet rat ion dept h. 

2.1.2 Magnetic flux density around a fluxoid 

In the case that the magnetic penetration depth >. is large engouh than the coherece 

length ~. the following London 's equation is satisfied around a fluxo id, 

(2.14) 

where 62 ( r ) is the Delta funct ion satisfying t he fo llowing equat ion, 

(2.15) 

Equation (2.14) is rewritten by subst itut ing \J. B 1 = 0 as 

(2 .16) 

Then, by subst ituti ng B = (0, 0, B) to eq. (2 .1 6) because of t he assumption of the 

un iform ity in z- direct ion, eq. (2.14) is wri tten in the cy li ndrical coordinate system as 

(2.17) 

Th is is one ki nd of t he mod ified Bessel equation (n=O), so the solut ion can be written as, 

(2. 18) 
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where C is a constant and K0 is the modified Bessel function of the second kind (n=O). 

Because the fluxoid has the flux quantum <I> 0 , the following equation is satisfied, 

<I> 0 = j Bt(r)dS = [" 21rBt(r)rdr = 27rC [" Ko G) rdr. (2.19) 

By applying >.r' = r and >.dr' = dr, eq. (2.19) can be rewritten as, 

(2 .20) 

Then substituting the differential equation concerning the modified Bessel function of the 

second kind, 

d~ {x"Kv(x)} = -x"Kv_1(x), (2.21) 

eq. (2.20) is rewritten as , 

(2.22) 

Here, the function K 1 is presented as 

K1(r') = {~+ln(~)}+~(~r
1 

f= ~){1 + ~ + ... + ~ + 2(m1+ 1)} (~)2m+ 1 (2.23) 
m = 1 "'\m+ 1 2 

where ! 1 is the modified Bessel function of the first kind (n=1) and 1 is the Euler's 

constant, 1 = 0.5772166 · From eq. (2.23) the following equation is obtained because 

the second term is dominant when r' goes to zero (r'-+ 0), 

Iim(-r'K1(r')) ~lim {-r'~ (~) -
1

} = -1. 
r 1-0 r'-0 2 2 

(2 .24) 

On the other hand, K 1 can be approximated as follows when r' is large enough, 

K 1(r') ~ (1f"" exp( - r'). V2ri (2.25) 

Then the following equation is obtained, 

(2.26) 
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Substituting eq.(2.24) and (2.26) to eq.(2.22), the constant C is obtained as 

C _ <Po 1 _ <Po 
- 27r-X2 0-(-1)- 2?r-X2 . 

(2.27) 

Then, the magnet ic flux density around a fluxoid B( r) is expressed as 

<Po (r) B,(r) = 2.,._x2 Ko ).' . (2 .28) 

However, th is equat ion is sat isfied in the case that the radius r is greater than the coher

ence length, r > (. Fig.2.2 shows the distribution of the magnetic flux density around 

a fluxoid when it is approximated that the magnetic flux density at the center of the 

fluxoid, B(O) is mostly equal to the magnetic flux density at radius r = (. 

Figure 2.2: Distribution of magnetic flu x density around a fluxo id 

2.1.3 Current density around a fluxoid 

When a fluxoid is parallel to the z-axis, the distribution of shielding current density around 

a fluxoid, J .,(r ) is expressed by using the magnetic flux density around a fluxoid , B 1 , as 

1 1 aB1 J ., = J.,eo = -\1 x (B1e,) = ---e0. 
Jl.o Jl.o 8r 

(2.29) 

By substitut ing cq.(2.28) to eq.(2.29), J.,(T) can be calculated as, 

(2 .30) 
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As described above, the magnetic flux density and the shielding current density around 

a fluxoid can be represented using the modified Bessel functions of the second kind, K 0 

and K 1 . 
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2.2 Ginzburg-Landau theory 

2.2.1 Ginzburg-Landau free energy 

In the Ginzburg-Landau(GL) theory, the superconducting electrons density, n, is given 

as the squrare of the complex function 7f;( r ) as 

n, =I..P(r W. (2.31) 

This function ..P( r ) is called the order parameter and is simi lar to the wave function in 

the quantum theory. 

Generally, the free energy density of superconducting state,£, depends on the super

conducting electrons density, n, and then £, is given as the function of n,. In GL theory, 

it is considered that £, can be expanded with I..PI 2 as, 

(2 .32) 

where cr and {3 are unknown coefficients. 

On the other hand, when the magnet ic field exists, the order parameter 7f; can varies 

in space. In such a case, the expectat ion of the kinetic energy density is derived from the 

quantum theory as, 

(2.33) 

where m " and -e· are the mass and the electrical charge of a Cooper pair , and A is the 

magnetic vector potent ia l. Futheremore, the magnetic energy is gives as, 

(2.34) 

where B is the magnetic flux density and 11-o is the magnetic permeability 111 vacuum . 

From eqs. (2.32), (2.33) and (2.34), the free energy density of the superconducting state 

can be written as 

(2.35) 

where £,.0 is the free energy density of the nOJ:mal conduct ing state in the case B = 0. 
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2.2.2 D e t ermination o f coefficient a and (3 

We consider such a case that there is no gradient of superconducting electrons density 

(\711/11 2 = 0), and there is no magnetic fie ld (B = 0), so that the vector potential A 

can be zero without the loss of generality. In such a case, the free energy density of 

superconducting state can be rewritten as 

2(3 
(2 .36) 

When the temperature is lower t han the critical temperature (T < T,), the energy E:,- E:n 

has the minimum value less than 0 realizing the superconducting state (see Fig.2.3) . And 

the superconducting electron density which gives the minimum E:,- E:no must be 11/11 2 > 0. 

From such conditions, the following equations are obtained, 

2 a 
11/loo l = -{j > 0, (2.37) 

az 
2(3 < 0, (2.38) 

where 1/loo is the order parameter at the fully superconducting region where the magnetic 

fie ld is shielded completely and there is no gradient of the order parameters. From eqs. 

(2.37) and (2.38), the fo llowings are derived, 

a< 0, (3 > 0. (2 .39) 

(a) T > Tc (a > O) (b) T < Tc (a < 0) 

ll'il 2.3: Funcion E:., - E:,.0 in the cases (a) T > T, and (b) T < T, 
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On the other hand , the free energy density without the magnetic flux density is equal 

to the Gibbs's free energy density, eq. (2 .38) can be rewritten as, 

I I 
J-LoH;_ 

E',- E'no = g, 8=0- 9n 8=0 = --2-, (2.40) 

where g, and 9n are the Gibbs's free energy density in the superconducting and the normal 

conducting state, respectively. He is the thermodynamical critical magnetic field. 

Furhtermore, from London theory, the magnetic penetration depth, >. is given as eq. 

(2.10) by using n., the following equation is derived, 

(2.41) 

By solving the simultaneous equations, eqs. (2.37), (2.38), (2.39), (2.40) and (2.41), 

the coefficients a and {3 are obtained as, 

e •2J-L~H;_ >.2 

m • 
(2.42) 

e"4 J-LgH;_ >.
4 

m•2 
(2.43) {3 

2.2.3 Ginzburg-Landau equations 

The free energy of the superconducting state, E, is expressed as the volume integral 

of eq.(2.32), 

E., = 1 E'., dv 

1 [E',.o + all/11 2 + ~11/11 4 + 2~ . ~ ( ~\7 + e" A) 1/11
2 

+ (\7 2xJ-L:)
2

] dv. (2.44) 

The functions ,P(r ) and A(r) are given so that the free energy E., becomes minimum. 

Here, the variation of E., is written as fo llows (see Appendix A), 

oE .• = 1 [ { a,P + /311/11 21/1 + 2~ . (~v + e" A) 
2 

7/1 } o,p · + {C.C.}o,P 

+ { ~(lie" (1/1"\71/J- 1/J\71/J") + 2e"2 Ail/11 2
) + ~(\7 x \7 x A)} oA] dv 

2m ' J-Lo 

+ { [~ { -~87/1" (~\7 1/1 + e" A l/J) + (C.C.) } + ~OA x (\7 x A)] dS, (2.45) 
Js 2m ' ' J-Lo 

17 



where w· is the complex conjugated order parameter. Here, by selecting the 8'1j;, ow· and 

8A which becomes 0 at the surface of the superconductor, the following equations are 

derived from the condition that 8E, = 0, 

1 (li )2 

Q'lj; + ,6lwl2w + - -:-\1 + e· A 'lj; = 0, 
2m• ' 

(2.46) 

(2.47) 

where 
. 1 

J = -\1 X \1 X A . 
JJ.o 

(2.48) 

Equation (2.4 7) corresponds to the equat ion of current density in the quantum mechanics 

and (2.48) corresponds to the Ampere's law. 

Equations (2.46) and (2.47) are called the Ginzburg-Landau equat ions. 

2.2.4 Ginzburg-Landau parame t er 

In the case of zero magnetic field, the magnetic vector potential A can be selected as 

A = 0, and eq.(2.46) can be expressed as 

(2.49) 

where 'lj; can be a real funct ion. By assuming that 'lj; changes only in x-d irection and by 

substituting the normalized order parameter, 

(2 .50) 

eq. (2.49) is written as 

(2.51) 

Consideri ng that order parameter change f is li tt le enough (Ill 1 - !), eq.(2.5 l ) is 

written, 

(2.52) 
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The solution of eq. (2.52) is given as 

(2.53) 

where ~ = li/(2m'JaJ) 112 Then the order parameter changes in the space within the 

length ~ and this length is called the coherence length. By substituting eq. (2.42), ~ is 

written as following, 

(2 .54) 

2.2.5 Quantization of magnetic flux 

Assuming that the order parameter is expressed by the phase () as 

..P = I ..PI exp( -iB) , (2.55) 

eq. (2.47) is transformed as 

(2.56) 

Now, we consider the closed loop C in the superconductor and assume that it is so large 

enough that the magnetic flux density is zero (B = 0) and the current density is zero 

(j = 0) along the loop C. Then A on C is written from eq. (2.56) as followings, 

A = !:_'VB. 
e• 

(2.57) 

The linear integration of A on C gives the flux enclosed by C, 

fc A. df. = J 'V X A. dS =<I> = J B . dS =<I>. (2.58) 

By substituting eq.(2 .57) to (2.58), <I> is written as 

li 1 li <I> =- 'VB· df. = -60, 
e· c e• 

(2.59) 

where 60 is the gain of phase after making one round of C. Therefore, 60 must be 

integral multiples of 271", and the following equat ion is derived. 

(n E Z) (2.60) 
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where <1>0 is the minimum unit of t he magnet ic flux given by 

h 
<I>o = -. 

e' 
(2.61) 

<1> 0 is called the quantumized flux. Then the Ginzburg-Landau theory shows that the 

magnet ic flux can exist as the quantumized flux in t he type-II superconductor. 

2.2.6 Upper critical fie ld in bulk, H c2 

It is assumed that the external magnet ic fie ld is near the upper critical magnetic fie ld, 

H ~ Hc2. In such a case, the order parameter is 17/11 « !.Pool· Then the second term of 

eq. (2.46) is neglected and the fo llowing linearized GL equation is obtained, 

(2.62) 

Here, we assumed that the magnetic fie ld H is parallel to z-ax.is, and select the gauge 

condition as , 

A = (Ax.Ay,A,) = (O,J10 Hx,O). 

Substituting eq. (2 .63) to eq. (2.62), the following equation is derived, 

[ 
2 47ri 8 (27rJ.loH)

2 
2] 1 -\1 --J10 Hx-+ -- x .P=2.P 

<I>o ox <I>o ( 

Here, we assume that ,P is written as 

,P(x, y, z) = e•k,yeik•' f(x). 

Substituting eq. (2.65) to eq. (2.64), the equat ion concerning f(x) is derived, 

where 

- !P:x~x) + c?r;:H) 
2 

(x- xo? f(x) = (~- k;) f(x), 

ky<I>o 
Xo = - 27rJ.Lof/ · 

(2.63) 

(2 .64) 

(2.65) 

(2.66) 

(2.67) 

Equation (2.66) is equal to the Schrodi nger equation of a harmonic osc illator hav ing force 

constant (27rliJ.l0 H /<1> 0 )
2 jm•. Therefore t he eigenvalue of th is harmonic oscillator is given 
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as, 

( 1) ( 1) (27rliJ1oH) li
2 

( 1 2) 
En = n + 2 (u,;e = n + 2 li m•<I>o = 2m• Z2"- k, ' (n E Z ) (2.68) 

and the magnetic field H is written as 

(2 .69) 

When the magnetic field is decreasing, the maximum magnetic field in which the super

conducting core can be driven, He2, is defined as the maximum value of H in eq. (2.69). 

This is the upper critical magnetic field He2 and is given in the case that k, = 0 and n = 0 

as 
<l?o 

He2= -
2 

a· 
1rJ1o~ 

Furthermore, the eigenfunction f(x) is obtained as, 

[ (x- xor] f(x) = exp - 2~2 . 

(2.70) 

(2.71) 

From eq. (2.54), the thermodynamical critical magnetic field He is expressed as 

(2. 72) 

By defining the Ginzburg-Landau parameter as 

), 

K= Z' (2 .73) 

the relation between Hr. and H,2 is obtained as, 

(2.74) 

Therefore, in the case K < 1/../2, the superconductor is the type- I superconductor because 

He2 < He. On the other hand, in the case K > 1/../2, it is the type-II superconductor 

because H, < Hc2· 

{
K<l/../2 
K>l/../2 

H, > H,2 

H, < H,2 
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2.2. 7 Abrikosov 's lattice in type II superconductor 

W hen the applied magnet ic fie ld is parallel to z-axis, Hex II z, the order parameter 'lj; 

can be written in the same manner as eq.(2.65), 

(2.76) 

And by assuming that H., ~ H,2 , the constant x 0 in eq.(2.67) can be rewritten as, 

(2.77) 

Substituting eqs.(2.76) and (2.77) to eq.(2.66), the following equation is obtained con-

cern ing 'lj;', 

-E. - + - - k E. - 1 'lj; = 0. 2 fi?'lj;' [ (X ) 
2 

] 1 

dx 2 f. Y 
(2.78) 

The solution of this equation is given as 

1f;'(x) ~exp [-~ (z -kyc.rJ. (2.79) 

Because ky is the arbitrary constant, 'lj;(x,y) can be written from eqs.(2 .76) and (2.79) as, 

'lj;(x, y) = ~ C,.e-inky exp [ -~ ( Z- nkf.) 
2

] . (2.80) 

By choosing the constant C2"' = C0 and C2m+l = iC0 , the superconduct ing electrons 

density 11f;l 2 is calculated as [27), 

11f;l
2 = ICol

2r '/' [ 1 + 2 exp (- _;) [cos { !~ ( ~x)} 

+cos{!~ ( ~- y) }-cos{~~ ( ~ + y)}]], (2.81) 

where a1 = 21rjk. Because 2exp ( -"?:i) ~ 0.326 ~ 1/3, th is 11f;l 2 becomes 0 at the 

locations , 

(p,n EN) (2.82) 

Then it is found that the triangle latt ice is constructed as shown in Fig.2.4. Th is is called 

Abrikosov's triangle latt ice[28l. 
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0 50 100 
x (nm) 

~ 2.4: Abrikosov's triangle lattice 

2.2.8 Upper critical field near the surface, Hc3 

The upper critical magnetic field, H,2 in section 2.1.6 is realized in the superconductor 

bulk. Near the surface of the superconductor, however, different property can be expected. 

The boundary condition at the surface of the superconductor is represented as follows, 

(2 .83) 

where p is the momentum of the Cooper pair. For the magnetic field which is perpendic

ular to the su rface, Hex II 2:, eq.(2.83) is sat isfied by choosing k, = 0 in eq.(2 .65), because 

A II iJ and iJ .l n. 

Then, we cons ider that x ~ 0 gives the semi-infinite ly large superconductor and the 

magnetic field is app lied parallel to the surface, H ,, II 2:. The vector potent ial can be 
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chosen as expressed in eq.(2.63) too, and eq.(2.83) is rewritten as, 

a,pr = 0. 
OX z =D 

(2.84) 

From this boundary condition and eq.(2.71), the order parameter can be assumed to be 

represented as fo llows, 

(2.85) 

where a is a constant. This function 'if; gives the symmetrical order parameter and the 

reflected image is extended to the outside of the superconductor as shown in Fig.2.5. 

0 
x0 = o 

(a) On the surface 

Xo>> 0 
(b) Inner 

\Cb)u'" 
-----------------£~~~~~~~------------------ x 

0 xo=~ 
(c) near the surface 

@ 2.5: Distribution of order parameter of type- II superconductor 

The approximated Gibbs's free energy per unit length is given as 

G- Gn = - -- I1/JI 2 + -:- - -- A 'if; dx, li.2 i"" [ 12 I ( \1 27f ) l2] 
2m' o ~ t <1' 0 

(2.86) 

where Gn is the Gibbs's free energy per unit length in the normal conducting state. 
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Substituting eq.(2.85) to eq.(2.86), the following equation is obtained, 

G- Gn = ~ [(~) 112 (e- ~) -2 7r!-4JH,, k + (_::__) 
112 

(a2 + (7rJ.loH,,)
2
)] . 

4m' 2a y e <l>oa y 2a3 .Po 
(2.87) 

From this equation, ky which minimizes G is given as, 

k = (2) 1/2 7rJ.loHex. 
Y 7ra .Po 

(2.88) 

Substituting eq.(2.88), eq.(2.87) is transformed as, 

G'- Gn = ~ (~)1/2 [a1/2- ~a-1/2 + (7rJ.loHex)2 (1- ~) a-3/2]. (2.89) 
4m' 2 e .Po 7r 

Furthermore, from the following condition, 

8G' 
8a =0, G'(a)- Gn = 0, (2.90) 

the constant a and the magnetic field H,3 are calculated as, 

a 
2e' 

(2.91) 

.Po {i; {i; -2 --2 --
2 

= Hc2 --
2 
~ 1.66Hc2· 

7rJ.lo~ 7r - 7r -
(2 .92) 

The more accurate value of H,3 was calculated by Saint-James and de Gennes[29) as 

Hc3 = 1.695Hc2· (2.93) 

As mentioned above, in the magnetic fie ld which is parallel to the surface of the super

conductor, the generation of fluxoids begins in the 70% higher magnetic field than H,2. 

2.2.9 Time-dep e nde nt Ginzburg-Landau equations (TDGL eqs. ) 

The time-dependent Ginzburg-Landau equations were suggested derived by Gor'kov 

and Eliashberg[30)-[33). The TDGL equat ions are expressed as, 

(2 .94) 

(2.95) 
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where D is the diffusion coefficient of the Cooper pairs in normal conducting state, u is 

the conduct ivity in normal conducting state, and ¢ is the electric scalar potential. !J. is 

the order parameter, which is normalized by the equilibrium value in zero field, 

(2.96) 

where Tc is the critical temperature and k8 is the Boltzmann constant . ~is the coherence 

length and it is represented by 

~- !:__ (6i5 
- ¢o Y --;;' 

where r is the scattering time of spin flop, 

r,, = 8ka(Tc - T) · 

>. is the magnetic penetration depth, represented by 

h 
).-~=~

- yl81fUT,!J.o . 

(2.97) 

(2.98) 

(2.99) 

Equations (2.94) and (2.95) are called the time-dependent Ginzburg-Landau equations. 

Next, in order to eliminate the scalar potential, ¢, the modified vector potential 

method[34] was applied to (2.94) and (2.95) . By this method, the modified vector poten

tial and scalar potential, A and ¢ can be introduced as: 

A- 'Vx, 

ox 
¢+Bt=O 

(2 .100) 

(2 .101) 

According to these gauge transformation, the order parameter A can be rewritten as 

follows, 

- ( 21r ) ( e· ) !J.=!J.exp iq,
0

X =!J.exp ir;x, (2.102) 

where <1> 0 is the magnet ic flux quantum. By subst itu ting (2.101) and (2.102) to (2.94) 

and (2.95), t he following equations can be obtained, 

1 oA 
D at 

oA 
a8t 
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Here, the following dimensionless variables and operator are defined [35)- [42], 

r tjr, (2.105) 

b _1_B 
fl-oHc2 

1 (2.106) 

1 - e'~ -
(2.107) a --A -A 

fl-o~Hc2 11-oh ' 

V' ~'11. (2.108) 

By substituting (2 .105)- (2.108) to (2.103) and (2.104), the following dimensionless TDGL 

equations can be derived: 

(2.109) 

(2.110) 

where K. denotes the Ginzburg-Landau parameter, K. = >.j(. 

2.2.10 Insulating boundary condition 

As a boundary condition for the surface of the superconductor, the insulating boundary 

condition is adopted . It is represented as 

p · n = (~' +~a) L · n = 0, (2.lll) 

where p and n are the momentum of a Cooper pair and the unit vector normal to the 

boundary. This equation means that the Cooper pair does not go through the surface of 

the superconductor. 
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2.3 Mixed state of superconductor 

The Lorentz force is expressed as F L = J x B. When the current density J exceeds 

a critical value and the Lorentz force acting on a fluxoid in the type-II superconductor 

becomes larger than the pinning force, the fluxoid can be released from the pinning center 

and move around. This critical value of the current density is called the critical current 

density, J c. Then the fluxoid is trapped by another pinning center and the new constant 

magnetic field distribution is formed. Therefore, the magnetic field distribution can be 

assumed to be determined from the condition that the Lorentz force is equal to the pinning 

force . The critical state model modifies the electromagnetic phenomenon of the type-II 

superconductor based on this assumption. 

2.3.1 Crit ical state mod els 

If the magnetic flux density B and the current density J are perpendicular to each other 

in the superconductor, FL = JB. Because the pinning force FP is equal to the Lorentz 

force due to the critical current density, FL = JcB according to the critical state model, 

the critical current density is represented as, 

J _ Fr(B) 
c- B . (2.112) 

Concerning FP in eq. (2.112), some models have been proposed. Here, we introduce 

three models, the Bean model, the Kim model and the Yasukochi model. 

1. Bean model[7) 

The critical current density J is assumed to have a constant value, 

(2.113) 

where Jc0 is a constant . In th is model it is assumed that F
1
,(B) is proportional to 

B . 
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2. Kim model [8] 

Kim et al. proposed an empirical relation, which fits to many experimental results, 

J' 
lc = E +cO Eo' (2.114) 

where Eo and J~ are constants. The equation corresponds to Bean model when 

E « E0 . And it means that FP = const . when E » E0 . 

3. Yasukochi model [9] 

In this model, the dependence of lc on E is expressed as 

J" 
Jc = JB' 

where J::O is the critical current density when B = 1 T. 

In Fig.2.6, the le- E relation for these three models are depicted. 

Critical current density : Jc 

Bean 
Kim 
Yasukochi - - · 

J~o/8 

' 
Jco -· ' - ·-·----------------

J ~o -----------------------------

0 0.2 0.4 0.6 0.8 1 1.2 1.4 

Magnetic flux density : 8 (T) 

Figure 2.6: Conceputual drawing of Jc-B relation by Critical State models 

2 .3.2 E-J constitutive r e lation 

(2.115) 

When the fiuxoids moves in the magnet ic flux density B, with velocity v, the following 

speed electromotive force E is yielded, 

E = B. X v . 
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When the fluxiods moves in the type II supercoductor, the kinetic equation is given as 

TIJV = J X B - Fp, (2.117) 

where "'t is the viscous coefficient for a fluxoid, J is the shielding current density and F P 

is the pinning force . The crit ical current density J, is defined as the maximum current 

density which does not cause the fluxoids' movement. By substituting v = o into eq. 

(2.117), J, is given as 

(2.118) 

By substituting eq.(2.118) to eq .(2.116), the electric fie ld is obtained as 

(2.119) 

where Pt is the flux flow resistivity. From eq. (2.119), the relation between E and J is 

shown in Fig. 2.7. 

E 

0 

/ 
/ 

Jc 

/ 

/ 
/ 

/ 

/ 
/ 

/ 
/ 

/ 

/ 
/ 

Figure 2.7: Re lat ion between E and J 

2.3 .3 Flux Flow r es ist ivity 

J 

When a fluxoid moves, the fluxoid motion in the type-H superconductor causes ohmic 

energy loss, because of the normal conducting electrons flow inside and outside the fltLx-
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oid. Accordingly, a corresponding electric resistivity can be measured. Next, the flow 

resistivity will be determined. 

The power loss inside the normal conducting core of the fluxoid, per unit length, is 

written as 

wl = 1feJ.L5H~v2 (1 + _s __ )2, 
Pn 2J.LQHc2 

(2.120) 

where v is the velocity of the fluxoid and Pn is the normal conducting resistivity. 

Outside of the normal conducting core, the power loss per unit length is 

(2.121) 

The equivalent power loss can be expressed as a function of an equivalent resistance Pt 

as follows; 
7fms2v2 

WJ=---. 
Pt 

(2.122) 

By assuming that the equivalent power loss is equal to the whole power loss W 1 + W2 , 

the equivalent resistivity Pt can be written, 

(2.123) 

When the distance between each fluxoid is large enough, then B « J.LoHc2, and this 

equation becomes 
B 

Pt = J.LoHc2 p,.. (2.124) 

corresponding to the well known experimental results. This formulation IS called the 

Bardeen-Stephen model[43). 
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Chapter 3 

Development of Fluoxid Dynamics 
Method and Simulation Codes 



3.1 Numerical Simulation method for GL equations 

3.1.1 Ginzburg-Landau equations of an isolated fluxoid 

If the induced magnetic field in a type-II superconductor is just slightly higher than the 

lower crit ical magnetic field, He~, only a few numbers of fluxoids exist in the supercon-

ductor. It follows that the distance between fluxoids is enough large as compared to the 

coherence length (, to consider that each fluxoid is isolated, and to neglect its interactions 

with any other fluxoids (see Fig.3.1) . Then the axial symmetry is sat isfied for a fluxoid, 

regarding the distribution of the order parameter and of the magnetic flux density. 

Next, the Ginzburg-Landau simulation concerning an isolated fluxoid will be pre

sented. 

Isolated Fluxoid 

Figure 3.1: Each isolated fluxoid 

Figure 3.2: Axial symmetry a nd uni 
formity in z-d irect ion of a fiuxoid 

By assuming axial symmetry around z axis and 

the uniformity in z direct ion (see Fig.3.2), the 

following equat ions are obtained. 

{ 

1/J = I..Poolf(r)e'6 , 

A = A(r)ee, 
J = J(r)ee. 

(3.1) 

where f(r) is the order parameter normalized by 

I..Pool a nd f(r) becomes 1 in the superconducting 

region. 
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If we substitute eq.(3.1) in eqs.(2.46) and (2.47), the GL equations for an isolated 

fluxoid are obtained as 

3 2 [(1 27rA)
2 1 d ( dj)] j-j -~ --- j--- T-

T <I>o r dr dr 
= 0, (3.2) 

J = ~~I1Jlool2 u- 2;:) j2, (3.3) 

1 dA A 2 dA2 

P.ol = -:;.dr + 72- dr2 (3 .4) 

where <I> 0 is the flux quantum, <I> 0 = hje". 

At the center of the fluxo id, the order parameter equals zero because the supercon-

ducting electrons density is ze ro. Also, both the vector potential A(r) and the current 

density J(r) become zero, due to the axis symmetry. On the other hand , at r »A, f(r) 

equals one because the normalized superconducting electron density is one. Because the 

flux enclosed by the circle of radius r is the flux quantum, for r » A we can write a lso 

'I>o= jB- dS= f A · df. =27rrA(r) . 

Then , the boundary conditions for f( r ), A( r) and J( r) are represented by, 

{ 

f = 0 
(r = 0) A = 0 , 

J = 0 
{ 

f = 1 
(r » 3A) A = !::;. 

1=0 

3.1.2 Discre tized !-dimensional GL equations 

(3.5) 

(3.6) 

The !-dimensional GL eqs. (3.2), (3.3) and (3.4) can be discretized in the region where 

radius is 0 :::; r :S R by using the finite d ifference method, 

1, _I?_ e [(2. _ 21r A,) 2 
J; _ 1 f,+,- J,_, _ f,+, + J;_,- 2j;] = o 

,., 'I>o r, 26r (6r)2 
(3.7) 

(3.8) 

(3.9) 

where N is the number of rad ia l divis ions and i = 1, · · · N + 1. 6r is the d istance between 

two nodes: 6r = r ,+1 - r;; And r 1 = 0; TN + !·= R. 
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By using eq.(3.6), the corresponding boundary conditions for the discretization eqs.(3 .7)

(3.9) are given by 

{

!I= o 
A 1 = 0 , 
J, = 0 

(3 .1 0) 

Because eq.(3.7) contains the nonlinear term,- J;', the first two terms were solved into 

factors as 

/;- !l = t:(l + Jt)(l- It), (3 .11) 

where r is the value at the previous time step. 

The calculation was carried out by inplementing eqs.(3.7) ~ (3.10). The flow chart of 

the program is shown in Fig.3.3. 

II End of calculation 

Figure 3.3: Flow chart of !-dimensional GL simulation 
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3 .1.3 Dis tribution of order param et er and v ector potential 
around an isolated fluxoid 

Fig. 3.4 shows the computed resu lt for t he normalized order parameter f (r) and for the 

vector potential A(r) in t he case of NbTi (€ = 5.2nm, >. = 210nm). As expected, f(r) 

was proportional to the radius r for r ~ 0, and it was saturated at f (r) = 1 for r » 3>.. 

T he res ul t agrees well with the app roxi mate solu tion: 

2 2 2 T 
n, =!..Pool ! (r) =tanh e' 

where n, is the superconductng electron density. 

- .._ ..=:.. E' --..c ..... 
Q.l $: -~ 0.8 o.8 "'o 
cu ..... ~ 
cu -c. ..... 
..... 0.6 0.6 ::{ 
Q.l 

"0 Cii ..... 
0 '+=' c:: -g 0.4 0.4 Q.l 

Nb-Tl: --~ 0 
c. 

Cii s= 5.2nm ..... 
E A.:::: 210nm 0 
..... 0.2 0.2 -u 0 Q.l z > 

~~--~--------~--~--._~0 
5 1 0 15 20 25 30 35 40 

distance r/s 

Figure 3.4: Numerical result for order parameter and vector potential of 
an isolated fluxoid (NbTi : € = 5.2nm, >. = 210nm) 
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3.1.4 Solution of TDGL equations 

In this sect ion, the numerical results of the magnetization process of type II supercon

ductors based on the TDGL simulation for 2-dimensional model will be shown. 

The derivation of the Time-Dependent Ginzburg-Landau equations were expressed as 

eqs. (3 .13) and (3.14) in section 2.2.9., as follows, 

-:2 [(~+ a)
2 

L'l+(IL'l i2 - 1)L'l], (3.13) 

R [ L'l. C' +a) L'l] - K
2
9 x 9 x a , (3 .14) 

For the discretization of these TDGL equations, the finite difference method (FDM) 

was applied. And for the time-integration, the forward difference method and the back

ward difference method were applied for eq. (3.13) and eq. (3.14), respectively. 

Furthermore, for the iterative calculation of eq.(3 .14), the 2-direct ion SLOR method 

was applied[44),[45) Then in x-direction SLOR method , the simultaneous equations are 

given as 

(3.15) 

where superscripts (k + 1) and (k) mean the present and the previous time steps, respec-

tively. On the other hand, in y-direction SLOR method, the simultaneous equat ions are 

given by 

(3.16) 

In th is simulation, the x-direction SLOR and the y-direction SLOR were repeated unt il 

convergence was obtained. 

3.1.5 Discretization of 2-dimensional TDGL equations 

Here, the 2-dimensional problem in xy plane is assumed. The right hand side of eq. (3.14) 

can be transformed as follows; 
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r 

_112 [(~+a) (~~+a~)+ (1~12 -1)~] 

-b [ ( -\7 2~ +~(a~)+ a~~+ a2~) + (1~1 2 - 1)~], (3.17) 

By substituting \7 · a = 0, eq. (3.13) can be discretized as, 

where dr is the time step division. 

Equation (3.18) can be discretized as follows, 

~'(j, k)- ~(j, k) 
dr 

(3 .18) 

1 [~(j- 1, k)- 2~(j, k) + ~(j + 1, k) ~(j , k- 1)- 2~(j, k) + ~(j, k + 1) 
12 (dx)Z + (dy)2 

2'( (' k)~(j+1,k)-~(j-1,k) (' k)~(j,k+1)-~(j,k-1)) 
+ ' a. J, 2dx + ay J, 2dy 

-{l~(j, kW- 1- a2 (j, k)}~(j, k)], (3.19) 

where the prime(') denotes the unknown value. 

Next, the second term of the righthand side of eq. (3.14) is rewritten as 

(3.20) 

where the gauge \7 ·a= 0 is used. By using eq.(3.20), eq.(3.14) can be rewritten as 

8a 
OT 

[ .. (8~ 8~)] I 12 2 (82
a, 82

a, 02
a" 02a") ( ) 

!R _,~ ox' By + ~ a+"' 8x2 + ffil' 8x2 + 8y2 · 3·21 

Then, eq.(3.21) is discretized as follows, 

a~(j, k)- a.(j, k) 
dr 

!R(-·~ ·(· k)~(j+1,k)-~(j-1,k)) I ~(· k) l2 (. k) 
' ], 2dx + J, a. J, 

2 (ax(j - 1, k)- 2a,(j, k) + a,(j + 1, k) 
+~< (dx) 2 

a,(j, k- l) - 2a,(j, k) + a,(j, k + l)) 
+ (dy)2 , (3.22) 
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a~(j, k) - ay(j, k) 
dT 

1R ( -it.•(j,k)t>.(j + 1,k)2~yt>.(j -1,k)) + lt>.(j,k)l2ay(j,k) 

2 (ay(j- 1, k)- 2ay(j, k) + ay(j + 1, k) 
+K (dx)2 

ay(j, k- 1)- 2ay(j, k) + ay(j, k + 1)) 
+ (dy)2 ' (3.23) 

3.1.6 Boundary condition of discretized 2D-TDGL equations 

As a boundary condition at superconductor surface, we adopted the insulating boundary 

condit ion: 

(
\1 e· ) 

P · n = i + /ia C,. · n = 0, (3.24) 

where p and n are the momentum of a Cooper pair and the unit vector normal to the 

boundary. If the surface of the superconductor is parallel to x axis, and the boundaries 

are at y = 0 and y = Ly, the normal vector n is written as 

n = (0,±1). (3.25) 

From eq.(3.25) and eq.(3.24), the fo llowing boundary condition is obtained concerning 

the order parameter t>., 
.at. 

1 By - ayt>. = 0. (3.26) 

Equat ion (3.26) can be discret ized at y = 0 and y = Ly as, 

(y = 0) t>.(j, 3)- t.(j, 1) - (. 2)t>.(. 2) = 0 
l 2dy ay J' J' ' 

.t.(j, Ny + 3)- t.(j, N" + 1) - ( · N 2)t>.(. N + ?) = 0 (3.27) 
l 2dy ay J' Y + J' Y - • 

Furthermore, the boundary condit ion of the vector potent ial a at boundary y = 0 and 

y = Ly is expressed as 

(3.28) 

where hex,, is the external magnetic flux density. Futhremore, the fo llowing condit ions are 

applied for eq.(3.28) as 

Bay= 0 ax ' 
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Equation (3 .29) is discretized as 

(y = O) a.(j, 3)- a- x(j, 1) b 
2dy = - '"' 

( L ) 
ax(j, Ny + 3)- a.(j, Ny + 1) _ -b 

Y = y 2dy - ex, 

(y = O) ay(j + 1, 2)- ay(j- 1, 2) 
0 

2dx = ' 
(y = Ly) ay(j + 1, Ny + 2)2~xay(j- 1, Ny + 2) = O, 

(3 .30) 

Furthermore, the periodical boundary condition was applied for x-direction. It is 

expressed as follows, 

{ 

L'.(1,k) = t:.(Ny+1,k), 
ay(1,k) = ay(Ny+1,k), 
a.(1, k) = a.(Ny + 1, k), 

{ 

t:.(Ny + 3, k) = L'.(3 , k), 
a.(Ny+3,k) = a,(3,k), 
ay(Ny + 3, k) = ay(3, k). 

3 .1.7 T ime integral meth o d of 2D-TDGL simulation 

From (3.21), the stability condition of the Crank- icolson's scheme is derived: 

1 2': 2K
2
(1 - fJ)dr (~ + ~) . 

L'.x- L'.y-

(3.31) 

(3.32) 

(3.33) 

The Ginzburg-Landau parameter of high Tc superconductor is large enough (K = 50~ 

500) to cause the instability for the forward difference scheme (fJ = 0) according to (3.33). 

Therefore, for time-integration, the forward difference scheme was appl ied to (3.19), and 

the backward difference scheme (fJ = 1) was applied to (3.23). 

In order to solve eq.(3.23), 2-direction SLOR method was used [44],[45]. Fig.3.5 shows 

the mesh division of the analytical region and the concept of the 2-direction SLOR method. 

The unknowns are at x - marked nodes, and the knowns are at a-marked nodes. 

(x-direction SLOR) 

a~(j,k)- a.(j,k) 
dr 
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a~(j, k)- a,(j, k) 

dT 

(y-d irection SLOR) 

a~(j,k)- ax(j,k) 
dT 

a~(j, k)- a,(j, k) 
dT 

2 ( a"(j- 1, k)- 2a~(j, k) + ax(j + 1, k) 
+~< (dx) 2 

a~(j, k- 1)- 2a~(j, k) + a~(j, k + 1)) 
+ (dy)2 , (3.34) 

R ( -i!:>.'(j, k) !:>.(j + 1, k)2:y!:>.(j- 1, k)) + j!:>.(j, kWa~(j, k) 

2 (a,(j- 1, k)- 2a~(j, k) + a,(j + 1, k) 
+~< (dx) 2 

a~(j, k- 1)- 2a~(j, k) + a~(j, k + 1)) 
+ (dy)2 , (3.35) 

!R ( -i!:>. ' (j, k) !:>.(j + 1, k)2:x!:>.(j- 1, k)) + j!:>.(j, kWa~(j, k) 

2 (a~(j- 1, k)- 2a~(j, k) + a~(j + 1, k) 
+~< (dx)2 

ax(j, k- 1)- 2a~(j, k) + ax(j, k + 1)) 
+ (dy)Z , (3.36) 

!R (-it,. ' (j, k) !:>.(j + 1, k)2:y!:>.(j- 1, k)) + j!:>.(j, kWa~(j, k) 

2 (a~(j- 1, k)- 2a~(j, k) + a~(j + 1, k) 
+~< (dx) 2 

a.(j, k- 1)- 2a~(j, k) + a.(j, k + 1)) 
+ (dy)2 . (3 .37) 

where again the prime (') denotes the unknown values. 

Equations (3.19) and (3.20) are used for the calcu lat ion of !:>.'(j, k), eqs. (3.34) and 

(3 .35) for the calculat ion of <U, k), and eqs.(3.36) and (3.37) for a~(j , k). 
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3.1.8 Computational model of YBCO thin film 

Fig.3.6 shows the computational model of the type-II superconductor thin fi lm for the 2-

dimensional TDGL simulation. As superconductor material , YBa,zCu30 6+• was employed. 

-+-
Insulating boundary @Bex 

Air region a 

Periodical boundary 

Figure 3.6: Schemat ic drawing for the computational model of 2-dimensional TDGL 
simulation 

T he material and simulation parameters are as follows, 

· Coherence length 
· Magnetic penetrat ion depth 
· Size of the analytical region 
· Mesh division numbers 

3.0nm 
150nm 
L. = Ly = 60~ 
n. x ny = 60 x 60 

T he x- and y-axes are normalized with the coherence length ~· The insulating boundary 

condition was used for the boundary ad and bc, and the periodic boundary condition, for 

the boundary liJJ, dc . 

It is assumed that a constant and uniform magnetic field , B,., was applied to the 

superconductor, and that the superconductor was then cooled in this magnetic field un

til the superconducting state is established {Field- Cooling) , as shown in Fig.3.7. The 
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forma tion of the vortex la ttice in such an occasion was simulated by this computational 

method. 

,,, ',,,,,, 
'' ' '0' 

' ' 

T>Tc l I T<Tc I 
(a) Norm al condu cting state (b )Superconducting state 

Flux old 

Figure 3.7: Field cooling of the YB~Cu30,+6 thin film 

3.1.9 Numerical results of YBCO thin film 

Fig.3.8 shows t he time-vari a tion of the superconducting electrons distribution density, 

ILJ. I2 , normalized by ILJ.oo l\ for the case when the applied magnetic flux density is B .. = 

0.03J.Lo Hc2 . In the superconducting region, ILJ.I 2 becomes 1.0. Around the fluxoid , ILJ. I2 E 
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(0, 1) because of the normal conducting core. The simulation shows that 12 cavities of 

lt>.l 2 are constructed. These 12 fluxoids formed the well-known triangular vortex lattice, 

indicating that the superconductor is in the mixed state. 

0.5 

0.1 
0 

10 
20 

30 

0.5 

oo 
10 

20 

X(/;) 40so 30 40 
60 20 

30 
6o x ~' 4o 

(-,) 50 30 40 
60 20 o 10 Y(l;) 

(e) Time = 480 T 

o 10 Y(l;) 
(f) Time = 600 T 

Figure 3.8: Formation of the vortex lattice in YBCO thin film 
(Superconducting electrons density) 
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Fig.3.9 shows the time-variation of the distribution of magnetic flux density, B. It 

is found that the locations of the peaks for the magnetic flux density correspond to the 

locations of the cavities of the superconducting electrons density. 

1.1 
1.09 
1.08 
1.07 
1.06 
1.05 

1.1 
1.09 
1.08 
1.07 
1.06 
1.05 

1.1 
1.09 
1.08 
1.07 
1.06 
1.05 

1.1 
1.09 
1.08 
1.07 
1.06 
1.05 

0 
10 

20 
30 

X (~) 405o 30 40 
60 10 20 y 

0 (~) 
(f) Time = 600 r 

Figure 3.9: Formation of the vortex lattice in YBCO thin film ( Magnetic flux density) 
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By comparing with the spread of the superconducting electrons density around a 

fluxoid, it can be noticed that the spread pattern of the magnetic flux density peak is 

much broader then that of superconducting electrons density. This is because the magnetic 

penetration depth, >., is 50 times larger than the coherence length, ~· 

Near the surface of the superconductor, it is found that the magnetic flux density 

decreases from the surface exponentially. This magnetic flux density corresponds to the 

Meissner field . 
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3.2 2-dimensional fluxoid dynamics method 

3.2.1 Kinetic equation of fluxoid 

Tn the 2-dimensional FD met hod of type-II superconductor, the fl uxoids are considered to 

be affec ted by 5 kinds of forces (see F ig.3.10) and they move unt il the equilibrium of the 

forces is a ttained. In the 2-dimensional F luxoid Dynamics method , the tensional force 

due to t he curvature of the flu xoid is neglected by making t he assumption of uniformity 

in z-d irection. T hen, kine tic equation of flu xoid movement is wri tten as [46],[47]: 

ar, 
TJJ-a = L::Fp(r ;;) + L::F1(r;k) + F M( r ;) + F 1 (r ;). 

t j k 

(3.38) 

• • • 

• Fluxoid 

0 Pin 

"'~· Jt : Transport current 
density 

Bex : External magnetic 
flux density 

Figure 3.10: 5 kinds of forces in 2-d imensional FD method 

Here t he inertial term was neglec ted because the mass of electrons around a fl uxoid 

is negligibly smal l [46]. T he vectors and the coefficient in eq. (3.38) correspond to the 

followi ngs, 

r ; posit ion vector of i-t h flu xoid 
r ;; relati ve position vec tor between i-th flu xoid and j-th pinning center 
r ;k relative posi tion vecto r between i-th and k-th fluxoids 
T/f viscous coeflicien t 
F P pinning force 
F 1 repulsive force between two fluxoids 
F M Lorentz force due to Meissner current 
F 1 Lorentz force due to t ransport current 
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The left side of eq. (3.38) corresponds to the viscous force - F ~ - This equation was 

discretized to calculate the location of i-th fluxoid, r; . The value of time increment is 

chosen enough small that each lluxoid does not skip over any pinning center. Next, the 

evaluation of the forces FP, F 1, F 1 and FM , and of the viscous coefficient TJ will be 

described. 

3.2.2 Viscous coefficient of fluxoid 

When the fluxoids move in the type-II superconductor, the viscous force appears due to 

the Joule's loss of the normal conducting electrons around the f!uxoids is yielded as shown 

in Fig. 3.11. Here, we assume that the viscous force per unit length of a fiuxoid can be 

expressed as, 

(3.39) 

where T/J a nd v; are the viscous co-

effi cient and the velocity of the flux

oid. We try to evaluate the value of T/J· 

T he energy dispersion per unit length 

Normal conducting core 

of fluxoid, w" is written as, 

(3.40) 

Next, we evaluate the energy dispersion 

due to the Joule's loss of the normal 

Joule's loss 

cond uct ing electrons around a lluxoid . 
Figure 3.11: Viscous force and Joule's loss 

of a fiuxoid 

This energy dispersion per unit length of fluxoid is written as 

where 

J 2 ( ) 2 2 2 
W

2 
= { ___!!:.dS = { en,.v dS = ~ { n!dS 

Js Ue is Ue Ue Js 

J ,. : current density due to normal conducting electrons 
u, : mac roscopic conductivity in normal conducting state 
e : electric charge of an electron 
n,. : normal conducting electrons density 
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Under the assumption that these two energy dispersion are equal, the viscous coeffi-

cient 1/t can be obtained from eq.(3 .40) and eq.(3.41) as, 

The normal conducting electrons density nn is given by following equation, 

By substituting eq. (3.43) to eq. (3.42), TJt is obtained as 

TJt = e2i1/lool• ( (1 - j2j2dS 
ae Js 

3.2.3 Pinning force 

(3.42) 

(3.43) 

(3.44) 

Here we assume that the uniformity in z-direction is satisfied. We consider an isolated 

fluxoid which is parallel to z-axis, so that the axial symmetry is satisfied around a fluxoid . 

If this fluxoid is considered isolated, the Ginzburg- Landau's free energy density is given 

by 

(3.45) 

where r, 1',., He and B are the distance form the center of the fluxoid, the free energy 

density in normal conducting state, the critical magnetic field and the magnetic flux den

sity, respectively. j( r) and A( r) are numerical results of the normalized order parameter 

and of the vector potential around a fluxoid in NbTi (~ = 5.2nm and .X = 210nm) and 

are shown in Fig. 3.4. 

On the other hand, at a location far from the ftuxoid, the variables I and A satisfy 

the following equations: 

I 
dl 
dT 

A 

50 

1, 

0, 

<I>o 
27fT 

(3.46) 

(3.47) 

(3.48) 



By substitut ing eqs. (3.46) ~ (3.48) into eq. (3.45), the free energy density a t a location 

fa r from the fluxo id E:,2 can be obtained as: 

J.LoH~ B 2 

E:,z = E:n - - 2- + 2f.Lo. (3.49) 

Fig. 3.12 shows the conceptual model of the distribution of free energy density, E:, in three 

cases: 

(a) the fluxoid is outside of the pinning center, 
(b) the flu xoid touches the pinning cente r. 
(c) the fluxoid invades the pinning center. 

Free energy density 

Figure 3.12: Variation of the distribution of free energy density 

In t his fi gure, d is the distance between t he center of t he fluxoid and t he surface of 

the pi nning cente r. In the pinning center region, E: = E:n is satisfi ed because t he normal 

cond uct ing state is kept in this region. T herefore, the free energy changes when the fluxoid 

invades the pinning center (see case (c)) . T hus, the vari a tion of the free energy t:!.E can 

be wri t ten as: 
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(3.50) 

Now we assume th at the pinning center is large enough comparing to the fluxoid (see 

Fig. 3.13), a nd the boundary of the pinning center region is almost straight . In this 

case, the pinning force per unit length of fluxoid, FP, can be obtained from the following 

equation: 

Bt::.E 
--n 

Bd 

:d { h, {t:,2- t:,t(r )} dS } n 

{.las, (t:,2- t:.J(v'd2 +£2)) di} n (": r = v'd2 +£2) 

[-jloH; L: { (]2 

~ 1)
2 

+e ( (~~r + G-2;;r P)} di] n (3.51) 

where dis the distance between the fluxoid's center and the surface of the pinning center 

and n is the normal vector at the surface of the pinning center (see Fig. 3.13). 

Fig. 3.14 shows t he numerical result for the pinning force per unit length , Fp(d), 

calculated accord ing to eq. (3.84). FP keeps FP < 0 everywhere and IF.I has a maximum 

at the surface of the pinning center. 

Figure 3.13: T he fluxoid invad ing the 
pinn ing center 
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3.2.4 Magnetic repulsive force between two fiuxoids 

Generally, the magnetic energy is expressed as 

(3.52) 

where B is the magnetic flux density. Fig. 3.15 shows the distribution of the magneitc flux 

denstiy due to two fl uxoids. By using the symmet ri city, the magnetic energy is written as 

E 

8 (T) 

~ij 

is {B ,(r ) + B <(r )} · {B ,(r ) + B <(r )} dS 

if!o · [B,(r ;) + B ;(r k) + B k( r ;) + B k( r k) ) 
2ji.o 

<l>o <l>o . . 
- B ,(r ,) + -B;b), (. B;b) = B<(r ,)) (3.53) 
Jl.o Jl.o 

where r; and r k are the posit ion vectors fo r 

the i-th and k-th fluxoid , respectively. The 

second term of the rignt side of eq. (3 .53) 

corresponds to the magnetic interactive en-

ergy between i-th and k-th fluxo ids, Eik· By 

substituting eq. (2.28), E;k is obtained as 

<l>o ) <I>5 (r••) E;< = - B;(r < = - - -?Ko - , 
Jl.o 27rJi.o>.- >. 

Figure 3.15: Magnet ic fl ux density by 
two fl uxoids 

(3.54) 

From eq. (3.54) the repulsive force between two fluxo ids can be expressed as t he differ

ential of E;k with respect to r;k like, 

(3.55) 

53 



3.2.5 Magnetic force due to Meissner current 

The Meissner field at the locat ion of i-th fl uxoid can be written as follows, 

(3 .56) 

where B,. and df" are the external magnetic flux density and the distance between the 

air boundary of the superconductor and i-th fluxoid, respectively. 

• d 

Figure 3.16: Meissner field and magnet ic 
repulsive force 

Then, the magnetic interactive energy be-

tween the Meissner field B M, and the mag

netic flux density due to i-th fluxoid B , is ex-

pressed in the same manner as in eq. (3.54), 

1 
- Po· B M 
Jl.o 

if>oBez ( df") --exp --
Jl.o >. 

(3.57) 

The Lorentz force due to the Meissner field on the i-th fluxoid is obtained by differen-

tiating EM,i with respect to df", 

(3 .58) 

where n is the normal vector at the air surface of the superconductor (see Fig. 3. 16). 

3.2.6 Lorentz force due to transport current 

When the t ransport cu rrent fl ows in the type- II superconductor, the corresponding Lorentz 

force acts on the fluxo id in the superconductor. In 2-dimensional coordinate system, the 

transport current densi ty J, can be written as 

(3.59) 

From the un iformity in z-d irection, the magnetic flu x density due to the transport current, 

B 1 = (0, 0, B1 ) can be defined, and J, can be expressed by rotation of B 1 as follows; 

J, = ~\7 X B J = (~ 8Bh -~ 8Bh 0 )T (3.60) 
Jl.o Jl.o 8y , Jl.o ax , 
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e Flux•wl - Tranport current~ l mentz force 
Then the Lorentz force due to the transport 

curren t acting on the fluxoid is obtained as, 

Figure 3.17: Lorentz force due to trans
port 

current 

F; - \1· E; 

-Po ( _.!:._ 8B;' 1 8B; 
J.Lo ax J.Lo ay• 

_.!:._ 88; )T 
J.Lo 8z 

Po (J,y, - J,., of 

( ~:: ) x (~) 
J,, Po 

J, X <f>o {3.62) 

T he magnetic interactive energy between the magnetic flux density due to the fluxoid 

(B ), a nd the magnetic flux density due to the transport current (B;) is given by 

E; = f B · B ; dS = <!>0 · B ; = P0 B; 
ls J.Lo J.Lo J.Lo 

{3.61) 

3.2. 7 Calculation of the electric field 

When i-th fluxoid move with speed v, the electromotive force acting upon the unit electric 

charge at location (x, y) is 

{3.63) 

where 62 (x, y) is t he 2-dimensional Delta function. T hen the average electrical field in x 

direction along AB (E. ,An) a nd the voltage difference between AB (VAn) in Fig. 3.18 are 

written as 

.!!.5. N .fJ.. 

E. ,An(Y) = VAn(Y) = j_~ F,dx = t; j_~ (B,(x, y) x v;),6(x, y)dx {3 .64) 

T he average electric fi eld in D abed (E.) can be obtained as follows; 

1 {L , _ 
E. = Ly Jo E.,An(y)dy 

1 L h 

L.Ly 1' .[~ VAn(y)dy 
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-
1
- t { ( fL' 1:- B ;(x, y)82(x, y)dxdy) X v;} 

L.L" •=1 lo - "t 
1 N 
-IJ<~>o · X v) LxLy i= l ,• • :r, 

(3.65) 

Ey can be obtained in a similar way. T hen the average electical field E is expressed as 

(3.66) 

v 

v 

• Lx 
.;--, Figure 3.18: Evaluation of average electric field 
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3.2.8 Discretization of the kinetic equation 

The kinetic equation , eq. (3.38) was discretized like, 

2:: Fpx(r~J- T:z: ,i, r=j- Ty ,i) + L FJx(rx ,k- T:z: ,i, Ty ,k- Ty ,i) 

k 

L Fpy(r:J- rx,i, r~J - ry,i) + L FJy(rx ,k- T:z:,i, ry ,k- ry ,i) 
k 

(3 .67) 

(3.68) 

By applying the explicit method concerning the time integration, eq. (3 .68) is rewritten 

as 

' TJJ r:r;,i- rx,i ~ 
f::,.t 

r~ ,i- ry,i 
T/f--1::,.-t- ~ 

L Fpx(r~.i- T:z:,i, r~J- Ty ,i} + L FJx(rx. ,k- T:z:,i, ry,k- ry,i) 
j k 

(3.69) 

L Fpy(r~J- T:z:,i 1 r=J- ry,i) + L FJy(rx ,k- rx ,i 1 ry,k- ry,i) 
j k 

(3.70) 

where /::,.tis the time division and r; = (r~,i• r~,;) is the position vector of i-th ftuxoid at 

the new time step. From eq. (3.70), the position vector at the new time step can be 

obtained by the following equat ion, 

I 
rx ,a r,,; + ~~ { L FPz(r~,j - r, ,;, r:.j- ry ,;) + L FJx(rx,k- r, ,;, ry,k - ry,;) 

·~ j k 

+FM,(r, ,;, ry,;) + FJx(r,,;, ry,;)}, (3.71) 

ry,i + ~~ {2::: FPY(r~,j- r,,;, r~,j- ry,;) + L FJy(rx,k- r,,;, ry ,k- ry,i) 
'If j k 

+FMy(r,,;,ry,;) + F1y(r, ,;,ry,;)}, (3.72) 

where /::,.t was determ ined so small that no ftuxo id would skip any pinning center around 

within 1 time step. 
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3.2.9 Periodic boundary condition 

For saving the computing memory and shortening the simulation time, the periodic bound

a ry condition was applied for the computational model. Fig. 3.19 shows the 2-dimensional 

• Fluxoid 
• 

• 

• 

D 

• 

• 

boundary condition. From the x direction 

periodic boundary condition , the flux-

oid exits through the boundary CD(AB) 

at (±L./2,y) was applied as the an-

other fluxoid enters through the bound

ary AB(CD) at ('fL./2, y). It is the same 

manner in the case of the y direction pe-

C riodic boundary condi tion. 

Figure 3.19: 2-dimensional periodic 
boundary condition 

3 .2 .10 Insulating boundary condition 

In t he case that t he fluxoid exists near the surface of the superconductor, t he reflected 

image of the fluxoid must be taken in to cons iderat ion. This is an established method and 

it is applied for satisfying the condition that the shielding current around the fluxoid is 

parallel to the surface. When the fluxoid is near the surface of the superconductor at the 

location (x, Ly - d.), the reflected image of the fluxoid is located at (x, L, + dy) as shown 

in Fig. 3.20), T hen the shielding current density at y = L, due to the two fluxoids are 

written as, 
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Then the current density becomes parallel to the surface, and the required condition is 

satisfied. 

J* ... --."' __ .... , t 
, ,. ' ' 
~, ,. -' ' \ ' ~ - ' \ 
I I l' ~ ) l I : ,,, -,,, 
' Air 

S.C. 

Figure 3.20: Reflected image of the fluxoid near the surface 

3.2.11 Initial distribution of fluxoids 

In the case that the magnetic flux density B = B0 # 0 at timet= 0, the initial distribution 

of the fluxoids were calculated according to the Abrikosov's triangle lattice. The length 

of the s ide of the triangle is written as 

(3.74) 
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3.3 3-dimensional fluxoid dynamics method 

In the previous chapter, the behaviors of the fluxoids in NbTi were simulated by the 

2-dimensional Fluxoid Dynamics Method. From the numerical results the evaluation 

and the prediction of the electromagnetic phenomena have been done and the validity of 

this method was verified. In this chapter, the development of the 3-dimensional Fluxoid 

Dynamics Method will be described. 

Normal 
conducting 
core 

Viscous ~rce : 

F11 
Meis~er current 

j . 

~ : 

Repulsive force by 7 
Meissner current : t- M 

Repulsive force : 

~ 
Pinning force : F p 

Arbitary pins 

"Port cvrent 
~ . 
"' ' 

Figure 3.21: 6 kinds of forces acting on the fluxoid 
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3.3 .1 G over n ing equ a tion s of 3D-FD m eth od 

In the 3-dimensional FD method , the lluxoids are considered to be affected by 6 kinds 

of forces as shown in F ig.3.21. Here, the tension due to the curvature of the lluxoid is 

takend into considercation. In the 2-dimensional F D method , this force was neglected by 

assuming the uniformity in z-direction. 

F ,1 visco tts force 
F P pinning force 
F 1 repulsive force between two lluxoids 
F M Lorentz force d ue to Meissner current 
F 1 Lorentz force due to transport current 
F T Tension 

In the 3-d imensional F luxoid Dynamics, a Jl uxoid was discretized with the N circular 

arc elements as shown in F ig3.22. 1\ and r ,+1 are the location vectors of the nodes which 

are the both edges of the i-th element and e, is the length of the i-th element . o, and R.; 

are the locat ion vecto r of the center of curvature and the radius of curvature of the i-th 

element. n , is the normal vec tor which points from the center of the i-th element to o,. 

F , and C , are the fo rce and torque which are act ing on i-th element. 

F igure 3.22: Discretization of a fi tLxoid with arc elements 
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The governing equations of the 3-dimensional FD method concerning the force and 

torque are written as follows, 

L F;,j + L F{,k + F fl + F[ + F f, (3 .75) 
j k,k#i 

2:: c ;,j + 2:: c {,k + c f{ + c f + Ff, (3.76) 
k,kfi 

where the subscripts are the same as the 2-dimensional FD method. The forces and 

torques are calCLtlated as t he line integral of the 2-dimensional forces and torques per unit 

length along the fluxoid, as follows, 

F , [~ df ,dl, 

' '· 
C, = [: (r - r . ,,) x df ,dl, 

' 

(3.77) 

(3.78) 

where df , is the force per unit length of i-th element according to the 2-dimensional FD 

method. And r 9 .• is the location vector of center of gravity of the i-th element given as 

where w , is the deflection vector of t he i-th element. 

3.3.2 Pinning force and torque 

Fig.3.23 shows the pinning force act

ing on the infinitely small element with 

length dl. This force dfP can be written 

as 

(3.80) 

where j•(R) is the amplitude of the pin-

ning force per unit length and r is the 

location vecto r of the arbitrary point on 

(3. 79) 

the i-th element. r~ is the location vee- Figure 3.23: Pinning force on i-th element 
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tor of the perpendicular from r onto the surface of the k-th pinning center. R is the 

vector, R = rf - r ;. Then the pinning force and the pinning torque between the i-th 

element and the k-th pinning center are given as the line integral: 

j f j't · R 
_!... dF" = _!... f"(R)Rdi, 

2 2 

(3.81) 

c~ = r't j't . R j_ 1 (1' - r 9,,) X dFP = 1 fp(R)( r - TJ,,) X -df. 
· -T - t R 

(3 .82) 

By applying the Gauss ian integral , eqs. (3 .81) and (3.82) are transformed as, 

(3.83) 

(3.84) 

where Ih and a, are the weighting coefficient and the representative points of the Gaussian 

integral. 

3.3.3 Magnetic flux density due to each fiuxiod 

j-th element 

Q. 

I 

I -+ 
shielding current : J s -magnetic flux density : B 1 

J 

Figure 3.24: Shielding current loop a.rottnd a. flux-

l\'ext, the magnetic flux density 

which a. fltucoid yields will be eva!-

ua.ted. The j-th fltLxoid element has 

the shielding current loops which lie 

in piles with the length ii as shown 

in Fig.3.24. T hese shielding current 

loops has the current density, 

j , 

where K 1 is the modified Bessel 

oid element function of the second kind (n=l). 
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Fig.3.25 shows the 2-dimensional shielding current loop which fl ows in the xy plane and 

the magnetic flux density b = (b,., 0, bz) due to the plane current loop. These components 

of the the magnetic flux density b can be written by using j , as follows. 

normal conducting core z 

-shielding current : J s 

F igure 3.25: Shielding current loop in xy plane and the magnetic field 

1"" J.Loj, (a) z [ a2 
r
2 

+ z
2 

] 
.,---:-::---::-E - K da, 

o 27r r J (a + 1-)2 + z2 (a - r )2 + z2 
(3 .86) 

f""J.toj,(a) 1 [a2_,.2_z2E+K]d 
lo 27r J(a+r)2+z2 (a-r)2+z2 a, 

(3.87) 

whe re a is the radius around the fluxoid and j, (a) is the magnitude of the shielding current 

density at radius= a around a fluxoid. Fig. 3.26 shows the calculation result of j,(a). 

f1s.o 

'b 16.0 

::; 14 .0 
?:-
·u; 12.0 
c 
~ 10.0 
c 
~ :; 
CJ 

g> 4 .0 
32 
E 2.0 
<J) 

0 o 0. 1 0 .2 o.3 0.4 o.s o.6 o.7 
radius (• m) 

Figure 3.26: Calculation result of the shielding current density J,(•·) 
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And K and E are the complete elliptic integrals, 

K 
(x d() 

lo' v'l - k2 sin2 ()' 
(3.88) 

E ltx Vl - k2 sin2 ()d(), (3 .89) 

k2 = 4ar 
(a+r)2 +z2 

Fig. 3.27 shows the calculation results of br(r, z) and b,(r, z). 

Here , we consider the j-th fluxoid element which is parallel to z-axis and whose center 

corresponds to the origin of the coordinate. The magnetic flux density B 1 = (B" 0, B,) 

yielded by the j-th fluxoid element at the location (r, (), z) can be written as follows, 

(3.90) 

B,(r,O,z) = (3 .91) 

where Hk and ak are the weighting coefficient and the representative points of the Gaussian 

integral. 

br 

4e-05 -
3.5e·05 

3e-05 
2.5e·05 

2e·05 
1.5e-Q5 

1e-05 

Se-0~~~ 

50 

z (~) 

(a) component b,(r, z) 

50 
z (~) 

(b) component b,(r, z) 

figure 3.27: Calcu lation results of br(r, z), b,(r, z) 
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3.3. 4 M agnetic flux density due to M e issn er current 

Next, the magnet ic force and torque d ue to the Meissner current will be derivated. 

Fig.3.28 shows the magnetic flux density near the surface of the superconductor. The 

square corresponds to the surface of the superconductor, and the both sides of the square 

means the superconductor region and the air region, respectively. 

B e, is the exte rnal magnetic field , and this can be divided to the 2 components as, 

(3.92) 

where n and t is the normal and tangential vector of the surface of the superconductor. 

T he tangential component of the external magnetic flux density inside of the super-

conductor, B .,.,., is shielded by the ::Vleissner current and decreases exponentially, as 

where d, is the distance from the surface of 

the superconductor and ).. is the London's mag-

netic penetration depth. Then the magnetic 

flux density which the Meissner current yields, 

B M is obtained as follows, 

B i,l ,t-Bcx ,t 

B cz,t { exp ( -i) -1 }3.94) 

As shown in Fig. 3.28, this magntic flux density 

has only the component which is parallel to the 

surface of the superconductor. 
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Figure 3.28: Meissner fie ld near the 
surface of the superconductor 



3.3.5 Magnetical repulsive force and torque 

From the previous sections, it was found that the total magnetic flux density at the 

arbitra ry location r can be given as follows , 

(3 .95) 

T hen the calcula tion method of the magnetical repulsive force and to rque flux density 

F ,. and C ,. d ue to the total magnet ic flu x density B will be derived. 

Here, we consider the i-th element of fluxoid which is parallel to the z-axis and whose 

radi us is a,11. Furthermore we consider the rectangular prism which is circumscribed 

wi th the i- th element as shown in Fig.3 .29. 

Bta 

Figure 3.29: T he i-th element and magnetic flux density a t 25 nodes 

T he Lorentz fo rce acting on the infini tely small length of the i-th element, df, can be 

written as 

(3.96) 

where B J,i is the magnetic flu x density by the j-th element and J ,,; is the shielding current 

density a round the i -th element. 
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Then the magnetic force and torque acting on the i-th element from the j-th element 

can be written as the integral of eq .(3 .96) around the i-th element as follows 

F L r: ("" !2~ dfLd()drde, 
.1-tlo lo 

c i . == r: ["" !2~ ( r - r ci) X dfLd()drde. 
' '

1 .1- ~ Jo lo 

3.3.6 Lorentz force and torque due to transport current 

(3 .97) 

(3 .98) 

T he transport current fl owing in the type-II superconductor interact with the magnetic 

fi ld around the fltlXoid and yields the Lorentz force. This Lorentz force per unit length 

acting on the i-th fluxoid element can be written as 

r2~ ! "" 
dFf == Jo Jo J , x B f(1-')dr'd() == J , x (<I> 0t ), (3.99) 

where t is the tangential vector of de and <li0 is the qua.ntumized flux as shown in Fig. 

3.30. 

-vector : ti 

Figure 3.30: Lorentz force acting on the infinitely small length de 

Then the Lorentz force and torque acting on the i-th element can be obtained as the 

line integral of dF f along the i-th element as follows, 

(3.100) 
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C f = .l~ (r - Ty;) X dF f de: = .l~ (r - Ty;) X (J, X ( ~ot;))de:. 
2 2 

(3.101 ) 

By applying the Gaussian integral, eqs . (3.100) and (3.101 ) are transformed as, 

F f (3.102) 
<I?ofi m - 2:= HJ, X t ;( ak), 

2 k= l 

<J? £. m 

---'!....: 2:= Hk { ( r ( ak) - r y,i) x t;( ak)} 
2 k = l 

cf = (3.103) 

where Ih and ak are t he weighting coefficient and the representative points of the Gaussian 

in tegral. 

3.3 . 7 Tens ion force 

When the fluxoid has the curvature, the 

tension force ac ts on the fluxoid. By as-

suming that the curvature is constant in 

a fl uxoid element, t he tension force per 

unit length of t he i-th element can be 

written as 

(3.104) 

where Rc.i is the radius of curvature and 

S is the cross sect ion of the i-th element . 

n , is the unit vec tor pointing from the 

center of the i-th element to the cen-

ter of curvature of the i-th element (see 

Fig.3 .31 ). 

-w. 
I 

Figure 3.31: Tens ion acting on the infinitely 
small length de 

T hen the tension force and torque acting on the i- th element are obtained as the line 

integral along the length of the i- th element as follows, 

F r = j 't f rde = ~~ -1
- j 't de 

' ' ' 2 S R l n , ' - T J...Lo c,i - T 
(3.105) 
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~ ~2 1 ~ 
cr = { '( r - r )xPd£=-0

--- { '( r - r ·)x n d£. 1 }_!j c,l ' 2J..LoS Rc,i }_!f c,, 1 (3.106) 

Here, eq.(3.106) can be rewritten because of the symmetry about r c,i written as 

C/ =0. (3 .107) 

The normal vector n ; can be divided to two components as follows, 

n 1 = n c,i cos B' - t c,i sin 8', (3.108) 

where n c, i and t c,i are the normal and tangential vectors at the center of the i-th element. 

Then the line integral of eq.(3.108) becomes 

r!t n ;dt = 
}_!J. 

2 

(3 .109) 

where B; is the angle of the i-th arc element, and is represented by using the bending 

vector of i-th element w; as fo llows, 

(3.110) 

Furthermore, the normal vector n c,i, can be rewritten as 

(3.lll) 

Substituting eqs.(3.109) and (3.111) into eq.(3.105), the tension force Fi can be obtained 

as, 

T ~5 . (B;) F; = __ S_I_I Sin - W; . 
Jl.o w; 2 

(3.112) 
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3 .3 .8 V iscous coefficient of fluxoid 

In the 2-dimensional Fluxoid Dynamics, the viscotts coefficient per unit length of the 

fluxoid was obtained from the Ginzburg-Landau theory as 

ry = 6.1993 x 10- 8 (N · s/m). (3.113) 

In this sect ion, the 3-dimensional viscous force and torque will be evaluated using ry. 

' ,· 

.· 

(b) 
(a) 

Figure 3.32: The translation and rotation of the i-th fltewid element 

Fig.3.32 shows the translation and rotation of the i-th fluxoid element. Here, the 

trans lation vector, Vp .i> and the rotation vector , v c,i of the arbitrary point on the i-th 

element can be wr itten as 
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where r c,i and w; are the location vector and the deflection vector at the center of the 

i-th element. £' is the parameter which means the distance between the arbitrary point on 

the i-th element and the center of the i-th element ( -f.;/2 ::; £' ::; f.;/2) . 0; is the angle of 

rotation of the i-th element and B; is the unit vector of rotation. LJ.t is the time division 

The subscripts (k) and (k + 1) mean the numbers of the time steps. 

Using eq.(3.114), the viscous force acting on the i-th element can be obtained as, 

F~, = 

Next, the arbitrary point on the i-th element can be expressed using the unit vector r 

as follows , 

r = r c,i + tr. (3.117) 

Substituting eq.(3.117), the viscous torque is represented as, 

C~; = It (r - r c,i) X ( -f7v c, .)df.' =It (r - r c,i) X (-rye'~~;) 8,df.' 

-r,~~· (it f.'2dt) r x 8, 

r,erM •. 8 - 12/J.t r X •· 
(3. 118) 

The vector r x iJ corresponds to the following vector product , 

r x iJ = 
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1 [ 0 I J2M -g;,, 
9

• 9i,y 

9i ,y ] 
-g; ,x 

0 

9i ,z -g;,y 0 0 0 0 
0 9i ,z 0 0 0 9i,z 

-g;,x 0 0 0 0 -g;,y 9i ,x 

where 9 ; is the vector 9 ; = r ~~~ - r~k) From eqs.(3.118) and (3 .119), the viscous torque 

c~.i is obtained as, 

c~.i = 0 
-g. ,y 0 0 0 0 
g, ,% 0 0 0 9i ,z 
0 0 0 0 - g. ,y 

-g, ,z 
0 

9i ,y ] 
-g;,x 

0 

Furthermore, eqs.(3 .116) and (3.120) can be transformed to the following matrix equa-

tions, 

where 

[M,1,c] 

- CTJ,t 

i}l; [I J 

2!J.t 
9 

[MF,;J{X;"+l)}- [MF,;J{X;"'} 

[Mc,;){X;(k+ll}, 

9i ,z - g ;,y 0 0 0 0 ·e3 [ o T) i 0 0 0 0 12D.t J J2 - g; ,, 9i ,x g; ,, 
9 • 9i ,y - g; ,x. 0 0 0 0 -g;,y 
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-g;,, 
0 

9i ,z 

(3.121) 

(3.122) 

(3.123) 

(3.124) 

9i ,y ] 
-~; ,% (3.125) 



[! 9] is the eigen matrix (9 x 9). 

3.3.9 Binding condition and edge condition 

(1) Binding condi t ion 

For the binding condition between adjacent two elements, it was assumed that the two 

tangential vectors of the i-th and (i+l}-th elements at the i-th node, - t~, t ; are equal as 

shown in Fig.3 .33 . The tangential vectors t~ and t; are represented as follows, 

- t ,l 

Here, we defined the follow i11g coefficients, 

a, 19.1 tan ( ~) lwlk)l, 

{3,1 H~~ - rlk)- a.wn ,(3.128) 

f3? l r~~~ - r~k) + a,wlk)l· 

(1 ~ i ~ n) 

(3.126) 

(3 .12 7) 

(i -1 )-th node i-th node w_ __ ----~~~rth element 

\._.--------~ 
i-th element t 1 \ 

(i+ 1 )-th node 

Figure 3.33: Unit vectors at the i-th node 
t/, t/ ( 2 ~i~ n) 

From the condition t~ = - t ) and eqs .(3.126), (3.127) and (3.128), the binding condition 

can be written as, 

Futhermore, eq.(3.129) can be transformed as following matri..x equation, 

(3.130) 

74 



Here the matrix [Ms,;] and {Y/k+t) } can be represented as 

[Ms,;] 

{l~(k)} 

[s;,_ ,[/3], a;,:Jf+l[h], -(!3t + !3?+1)[!3], Q;+l/3;\,[h], /3;1dhl] (3.1 31) 

{ r~k) , w~k)' 1'~~1 , wl~,, rl~2f 

{ TJ~, TJ~l, Tl:l, wl,~, wl~, w).:l, rl~,., rl!J,., rl!l1,z, 
wl~1 ,<> w!!L, wl!L, rl~2,<> r!!L, rJ!l2zV, (3.132) 

where [!3] is the eigen matri.x (3 x 3) . 

(2) Edge co nditi o n 

For the edge condit ion of one fltLxo id, it 

was assumed that the tangential vectors 

at the both nodes of the fluxoid edges, 

t , 1 and tct1, are parallel to the exter- / : 

nal magnetic flux density, B "" as shown 

in Fig.3.34. s and e are the number of 

the elements of both edges of the flttxoid 

(s < e). T hen the relation between t , 1 

and t "~' can be expressed as, 

--

(3. 133) 

Figure 3.34: Unit vectors at the both 
edges of fl uxoid contacting with the su
perconductor 's surface 

where bcx is the normalized magnetic flux density. T he tangential vectors t , 1 and tc~l are 

represented as fo llows, 

- t,' 
r (k+l) - r <k+1) + 19 I tan (!!..) w\~+)> J 

s+l s s 2 IW/ 1 

I (k) (k) (!!..) w\'"l I r .,+l- r , + IY,I tan 2 
1
w\'i l 

r (k+l) - 1' (k+t) - 19 I tan (!!..) w(~;; > 
c+ l c l! 2 )W e. I 

.(k) - (k) - I I (!!..) w \'l I 1 c+l r c 9 c tan 2 ~ 
)W , I 
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From eqs.(3.133), (3.134) and (3.135), the edge condition is obtained as follows, 

- r ;k+l) + a, w ;k+l) + r~~~l) 

- r~k+l)- a.w~k+l) + r~~~I) 

T hese equations are transfomed to the matrix equation, 

where 

[MeJ.) {X!kH)} 

[Me2J {X~kH)} 

[-[JJ], a,[JJ], [JJ))' 

[-[JJ], -a.[JJ], [JJ)). 

(3.136) 

(3.137) 

(3.138) 

(3.139) 

(3.140) 

(3.141) 

Furthermore, when the surface of the superconductor is represented as z = 0 and 

z = L"' the fo llowing condition can be derived concerning the two edge nodes r , 

(3.142) 

3 .3.10 Solution of the governing equatio ns 

It is assumed that the lluxoid to be solved consists of the s-th ~ e-th elements. Then 

from eqs.(3.75), (3.76), (3.121), (3.122), (3.130), (3.138) and (3.139), the fo llowing matrix 

equations can be obtained for the i-th element (s :=:; i :=:; e), 

if s < i < e 
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where [OJ is the zero matrix (3 x 6), and C'f, C'{, F'f and F'{ (s :S i :S e) are represented 

as 

C'f = Lcr,;l c '{ = L c{,k , F'f = LFfJ , F'{ = L Ff.k · (3. 146) 
k,ky!:. i j k,k¥i 

The eqs.(??), (??) and (3 .145) can be rewritten as 

(s:Si:Se) (3.147) 

where [M:J, [M,b] and [M,C] are (9 x 3) matrices. 

Furthermore, the matrix equat ion of this fluxoid can be represented by combining 



The sizes of matrices [M], {'Y(k+l)} and fz(<)} are 

[M] 9(e-5+1) x (6(e-5+1)+3) 
{Y(k+J)} : (6(e- 5 + 1) + 3) x 
fz<•l} 9(e- 5 + 1) x 

Furthermore, by using the boundary condition eq.(3.142). eq.(3.148) can be transformed 

as 

[M] {Y<•+l) } = {z<•lL (3 .151) 

rTil =(k+l) =(k) 
where the matrices l'"' J, {Y } and { Z } are represented as follows, 

[Mh,l [Mh,2 [M]l,4 [Mh,N2-2 [Mh,N2-l 

[M] 
[Mh,1 [Mh,2 [Mh,. [M)2,N2-2 [M]2,N2-1 

(3.152) 

[M]N!,l [M]N!,2 [M]N!,4 [M]NJ,N2-2 [M]N!,N2-l 
{Y<<+~)} {r:z:,..,, Ty,..,, w., , ... W e, T:r:,e+b ry,e+l}T (3.153) I [MJ,, ) I [Mj.., 

) 
{z<•l} 

[Mb [Mh,N2 
{z<kl}- o : -L, (3 .154) 

[M]N!-1,3 [M]Nl-l,N2 
[M]N!,3 [M]NI,N2 

where N1 = 9(e- 5 + 1) and N2 = 6(e- 5 + 1) + 3. Then the sizes of matrices [M], 
=(k+l) =(k) 

{Y } and { Z } are 

~k+l) 
{Y } 
=(k) 

{Z } 

9(e-5+1) x (6(e-5+1)+1) 

(6(e- 5 + 1) + 1) x 

9(e-5+1) x 

The method of least squares are applied for the solution of eq.(3.151) because the number 

of simultaneous equat ions, 9( e - 5 + 1) is greater than the number of unknowns, 6( e -

5 + 1) + 1. Finally, the fo llowing matrix equat ion was obtained, 

(3.155) 

Then the unknowns at the (k+l}-th t ime steps are calcu lated by the following equation, 

(3.156) 
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Chapter 4 

Prediction of critical current 
density of type II superconductor 



4.1 2-dimensional analysis of the zero-field cooled 
NbTi 

In this section, the behaviors of the fluxoids in NbTi superconducting film were simulated 

by the 2-dimensional Fluxoid Dynamics Method. In the case that the magnetic field is 

applied to the NbTi fi lm after it is cooled in zero magnetic filed (zero-filed cooling), the 

fluxoids penetrate into the superconductor through its surface. When the applied mag

netic fie ld increases, the penetrating fluxoids are pushed to the inside. Then the fluxoids 

are affected by some kinds of forces and move in the superconductor repeating the traps 

and releases by the pinning center. The magnetic flux density, B , in the superconductor 

is determined from the distribution of the ftuxoids and the shielding current density, J , 

is expressed as rotation of B. The electric field is obtained as eq.(3.66). Most of the 

electromagnetic quantity can be analyzed by the Fluxoid Dynamics Method. 

4.1.1 Computational model near the surface of NbTi bulk 

Fig.4.1 shows the computational model near of the surface of NbTi bulk. The x and z axes 

are coodinated to be parallel to the surface of the bulk and they axis is coodinated to be 

perpendicular to the surface. The line ab means the surface of the superconductor and 

y 2': Ly and yLy correspond to the air region and the superconductor region, respectively. 

The analytic region is the square Dabcd and its size is Lx x Ly = 0.3J.Lm X 10.0J.Lm. the 

periodic bondary condition was applied to the boundary ab and Cd., and the insulating 

boundary condition was applied to the boundary ad. T he green rectangles a re the a-Ti 

pins whose size is Lpx X L1n1 and. The distance between each pins are dpx and dPY. These 

pins are arranged parall el to the x-axis. The external magnetic field is parallel to z-a.x.is. 

and the red circles correspond to the fluxoids parallel to the z-a.x.is. 

F'ig.4.2 shows three sampl ing points of the time-variation of the magnetic flux density 

and the shielding current density. 

F' ig.4.3 is the time-variat ion of the applied external magnet ic flux density normalized 

by the upper critical magnetic flux density, J.LoHc2 . The ampli tude and frequency are lT 

a nd 1.67x 107 Hz, respectively. 
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4.1.2 B ehaviors of fiuxiods in NbTi bulk 

Fig.4.4 (a) shows the distribution of flulxoids at time=15 nsec. At this time the external 

magnetic flux density has the maximum, 1 T. The red circles correspond to the penetrating 

fluxoids whose direction is (O,O,+z) . The fluxoids invade into the superconductor from 

the surface to y':::!. 6.5 Jl.m. It can be seen that the number of the penetrating fluxoids 

are the most at the surface of superconductor and decreases gradualy inside. The right 

figure in (a) shows the expanded view of the neighborhood of the surface of NbTi. The 

green rectangles are the o-Ti pinning centers. Most of fluxoids are trapped by the pinning 

centers and it can be found that the fluxoids pentrate into the superconductor repeating 

the trap and release by the pinning centers. 

Fig.4 .4 (b) and (c) show the magnetic flux density normalized by the magnetic flux 

density at the surface, B, and the flow pattern of the shielding current density, J,. Bz 
has the maximum at the surface of the superconductor and decreases lineary with the 

depth from the surface. J, is almost unique and parellel to x-axis at y 2 6.5pm. and zero 

at y < 6.5pm. 

Fig.4.5 shows the distribution of fluxoids, Bz and J, at time = 30 nsec. The external 

magnetic flux density has decreased to 0 Tat this time. The blue circles correspond to the 

reversed fluxoids whose direction is (0, 0, -z) . Most of the fluxoids whose Many fluxoids 

in the region y2 8.4pm are driven out of NbTi, and on the other hand, the fluxoids in the 

region 6.5pm<y<8.4pm remain the same locations as time= 15 nsec. The magnetic flux 

density, Bz, has the maximum at y':::!.8.4pm and the direction of shielding current density, 

J , reverses abruptly at y':::!. 8.4pm. 

In Fig.4.6 the time is 45nsec, and the external magnetic flux density has decreased 

to -1 T. Most of the fluxoids pointing +z have been driven out of the superconductor 

and the reversed fluxoids penetrate to y':::!.7pm. The number of the reversed fluxoids has 

maximum at the surface of NbTi and decreases to zero li nearly inside. So the Bz is -1 T 

at the surface and increases to about 0 T inside. The direct ion of J ., is (-1,0,0) at most 

part. 
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At time = 60 nsec, the external magnetic flux density increases to 0 T. It is shown 

in Fig.4.7 (a) that the reversed fluxoids near the surface of superconductor are driven 

outside but the fluxoids far from the surface are not. The magnetic flux density, B" 

has the minimum at y~8.4!-'m and the direction of shielding current density, J., reverses 

abruptly at y~ 8.4J.Lm. 
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4.1.3 Comparison with the Bean model 

Fig. 4.8 (a) shows the numerical results of the time-variation of the distribution of the 

magnetic fl ux density, B, and the shielding current density, J, along the y-axis at the 

time = 15 nsec, 30 nsec, 45 nsec and 60 nsec. Fig. 4.8 (b) shows the schematic drawing 

of the distribution of B and J, obtained from the one of the well-known critical state 

model i. e. the Bean model. It is found that Band J, in (a) and (b) agree well . From 

this agreement, the quali tative valid ity of this analyt ical method was obtained. From this 

agreement, futhermore, it is suggested that the critical state was satisfied at every time. 

4.1.4 Relationship between lc and B 

Because the critical state is satisfied, it can be said that the shieding current density at 

the aribitary locat ion corresponds to the critical current density, lc· 

Fig. 4.9 (b) shows the relation between the applied magnetic flux density, B, and the 

critical current density at locat ion (1) in Fig. 4.2 when the external magnetic flux density 

B., increases linearly as shown in Fig. 4.9 (a). The red circles mean the numerical results 

and The green and blue dotted lines are the fitted ones for the numerical results according 

to the Kim model and the Yasukochi model. The yellow line is fitted one according to the 

original function . It can be found that the numerical resu lts and the Kim and Yasukochi 

model agree very we ll. Fig. 4.10 and Fig. 4.11 show the numerical results of the relation 

between B and Jc at the location (2) and (3) in Fig. 4.2. The numerical results at 

locations (2) and (3) correspond to that at location (1). Then it can be found that this 

numerical results are not dependent on the location in t he superconductor. From these 

resu lt, it is concluded that this analytical method is available for the evaluation of the 

relationship between lc and 8 of the type II superconductor. 
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4.2 2-dimensional analysis of the field cooled NbTi 

Next , t he behav iors of the flu xoids in the inn er part of the field cooled NbT i was simulated 

in the case that the tra nsport current was applied uniformly in x direction. T hen the 

elect ical fi eld was calcula ted in some cases of the t ransport current density, J1., and the 

critical current density, l c were evaluated. Furthermore, the constitutive relation between 

t he a pplied magnet ic flux density B .. and l c was obtained and compared with t he existing 

models. 

4.2.1 Computational model 

--+ : transport current 

------~===-Lx-----------1 

I Periodic boundary : ab,dc & be, ad I 
Figure 4.12: Compu tational model of the inner part of NbTi 

X 

Fig. 4.12 shows the schematic drawing of the 2-dimensional computat ional model of 

t he inn er part of NbT i used in the numerical analysis. T he analyzed region is the Cell 1 

(Dabcd) whose size is L. x Ly, and the periodic boundary condi t ion was applied at the 

boundary OJj with dc and ad wi th bC, where the fluxoids moved outside the region were 
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treated as ones coming inside through another boundary. Many thin a-Ti pinning centers 

were located parallel to the x-axis, and each pinning center's size is Lpx x LPY. As the 

repulsive force between two fluxoid, F 1, acting on the fluxoids in Celli, only those by the 

fluxoids in Cell 1 ~ 9 were taken into account. B •• is the applied magnetic flux density 

which is parallel to z-axis and uniform in the analytic] region. The transport current flows 

uniformly and in parallel to x-axis . 

The computational parameters are shown in the following, 

• Coherence length 

• London's penetration depth 

• Ginzburg-Landau parameter 

• Size of analytical region 

• Size of pinning centers 

• Applied magnetic flux density 

• Transport current density 

• Number of pinning centers 

( = 5.2(nm) 

), = 210.0(nm) 

K. = ),j( = 40.38 

Lx = Ly = 120(() 

Lpx = 20(() , Ly = 5(() 

B •• = 0.0956 ~ 1.0357 (T) 

J, = 1.0 X 109 ~ 10.0 X 109 (A/m2
) 

32 

The initial distribution of fluxoids were determinded according to the Abrikozov's 

triangular lattice and the applied magnetic field B .. , and the behaviors of the each 

fluxoids were simulated after the transport current changing with time was induced. 

4.2.2 Flows of the fl.uxoids 

Fig. 4.13 shows the fl ows and the trajectories of the fluxoids in NbTi in the case that B,. = 

1.3543 T and J,=l.4x1011 A/m2 The fluxoids distribute according to the Abrikosov's 

triangle latteice as the time t= O nsec. At time t=0.8nsec, most of the fluxoids are trapped 

by the pinning centers. And direction of the fluxoid s' fl ow is -y because the Lorentz force 

due to the transport current acting on the each fluoxids points in the -y direction . The 

5 colored lines means the trajectories of 5 fluxoids and it can be seen that the fluxoids 

flows in -y direction with the continuous trap and release by the pinning centers. 
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4.2.3 Time-variation of Electric field : Ex 

When the fluxoids moves in the direction of -y with the speed v in the magnetic flux 

density B = B.,e, the electrical field E ~ E,e, is yielded due to the electromotive 

force in the superconducotr. Fig. 4.14 shows the time-variation of the transport current 

density-J,, and the electrical field E, . The green lines and the red ones mean J,, and 

E., respectively. The applied magnetic flux density is B., = 1.3543(T), and the transport 

current density are (a) J,=2.0x1010(A/m2
) and (b) J,=7.5x1010(A/m2

). In case (a), the 

electrical field E, converges to 0 (V /m) because the Lorentz force F J due to J,x is so 

small that the fluxoids are trapped by the pinning centers completely and their velocity 

are v ~ o. In case (b), with the larger J,., Ex converges to an equilibrium value because 

the Lorentz force F J due to J, , is so large enough that the fluxoids can be released from 

the pinning centers and the velocity are v ,P o. 

4.2.4 Relation between J1 and Ex 

Fig. 4.15 shows the relation between the transport current dentisy J,x and the equilibarent 

value of the electrical field Ex in the case that the applied magnetic flux density is is Bex 

= 0.4780 (T). Ex keeps O(V /m) when J, < 1.5 x 1010(A/m2
) , and rises suddenly to 

approaches a line when J, > 1.5 x 1010(A/m2
). This phenomena corresponds to the 

well-known "Critical Current Model". 

From this fact, it can be said that the critical current density can be predicted by 

using our "Fluxoid Dynamics Method". And the crit ical current density is deteminded 

as J, = 1.5 x 1010(A/m2
). 
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4.2.5 Constitutive relation between B ex and l c 

Fig. 4.16 shows the constitutive relation between the applied magnetic flux density and 

the transport current density Jc When B •• is large, this result corresponds to the Kim 

model which is the experimental approximate model, 

J(B) =~ 
c B+Bo 

(4.1) 

where l eo and B0 are constants. When B •• is small , on the other hand, lc converges to 

a constant value 1; and J; is equal to 

8 

J5 5 

~4 
c 
Q) 

!: 3 
c 
Q) 

~ 2 
(.) 

(ij 
(.) 

:;= 
·;:: 

(.) 0 
0 

r= Fp 
c if>o 

Present results 
Kim model 

Jco =7.3x1l1 (Nri'l 
8 0 =0.265 (T) 

<> <> <> 
<> 

0.2 0.4 0.6 0.8 1 
Applied magnetic flux density : 8 (T) 

Figure 4.16: Constitutive relation between B .. and lc 
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Chapter 5 

Numerical analysis of the 
anisotropy of superconductor 



5.1 3D analysis of anisotropy of the shielding cur
rent in NbTi 

In the simulation by the 2-dimensional Fluxoid Dynamics method the magnetic field was 

applied on ly parallel to z-axis. Usually, however, the magnetic field and the surface of 

the superconductor make various angles for the practical use of superconductor, and it is 

expected that the ang le has the effect upon the relationship between the applied magnetic 

flux density and the critical current density. In this chapter, this effect will be evaluated 

by the 3-dimensional FD method for the NbTi thin film. 

5.1.1 Computational model of 3-dimensional FD method 

Fig. 5.1 shows the computational model of 3-dimensional Fluxoid Dynamics method. 

Fluxo1d r=::J Pin ~Transport current 

Z Surface of S.C. 
/ __ _ 

L---,,-- X,Y 

Surface of S.C. 

Figure 5.1 : 3-dimensional computational model of NbTi thin film 

The specimen is the NbTi thin film and the a-Ti impurities are adopted as the pinning 

centers. The analytical region is the rectangular prism abcd-ef gh, whose size is L. x Ly x 

L,. The boundaries Dabcd and Defgh are the surfaces of the NbTi film contacting with 

100 



the air region: z < 0 and z > L,. The periodic boundary conditions are applied for the 

boundaries Dabfe, Ddcgh and Ddaeh, Dcbfg. The green rectangular prisms correspond 

to the n, x nPY x nP, a-Ti pins arranged parallel to t he xy-plane. The size of pins are 

L, X Lpy X Lp, and the distance between them are d,, dl"J and dP, . The applied magnetic 

field is contained in the xz-plane and makes an angle of() with the y-axis. The red lines 

correspond to the fluxoids in the superconductor, and each fluxoid consists of 20 elements. 

T he uniform transport current is induced in the direction of +x. 

In this study, the parameter of material were chosen as follows: 

Pin Arrange-1 Pin Arrange-2 

L,(O x L,(() x L,(() 104.9 X 121.1 X 144.2 
L,(() x Lpy(() x Lp,(() 20 .0 X 4.0 X 1.442 I 20.0 X 8.0 X 1.442 
n, X npy X npz 4x8x5 l 5 X 3 X 5 

5 .1.2 Initial distribution of fl.uxoids in equilibrium state 

It is necessary to obtain the initial distribution of fluxoids in equilibrium state when no 

transport current is induced. It was calculated by solving the equilibrium distribution 

without transport current after the fluxoids were arranged according to the Abrikosov's 

triangle lattice at time = 0 sec in the case of Pin Arrange-!. 

Fig.5.2 and Fig.5.3 show the time-variation of transformation of fluxoids in bTi thin 

film until the equi li brium state were atained in the following cases: 

case A case B 

O(deg) 0.0 45.0 
Bcz(T) 0.096280 0.136161 

nf 16 16 

where Bcz is the applied magnetic flux density,() is the angle of B cr. and n1 is the number 

of the fluxo ids. It was observed that the fluxoids arc att racted, bended and trapped by 

the pinning centers. When t he angle 0 is small , the rate of bending becomes larger and 

the more part of the fluxoids are trapped by the pinning centers and are kept parallel to 

them as shown in Fig. 5.3. 
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(a) time= 0.0 nsec (Abrikosov's lattice) 

(b) time= 2.0 nsec (equilibrium distribution) 

Figure 5.2: Transformation of fluxoids during the initial equilibrium simulation (case A) 
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(a) t ime = 0.0 nsec (Abrikosov's lattice) 

(b) time= 2.0 nsec (equilibrium distribution) 

Figure 5.3: Transformation of fluxoids during the initial equilibrium simulation (case B) 
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5.1.3 Flows of the fiuxoids 

When the uniform transport current density J , is applied in +x direction , the fluxoids flow 

in -y direction due to the Lorentz force. Fig. 5.4 shows the t ime variation of the appllied 

un iform transport current density in the case of Pin Arrange-1. The application of J , 

started after the initial distribution of fluxo ids in equilibrium was attained. J, increased 

linearly from 0 (A/m2
) to Jt ,max (A/m2

) during 50 psec and then kept J, = Jt ,max · 

"') 

J":·u; 
c 
~ J t,max 

c 
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:::> 
C) 

t 
0 a. 
"' c 

"' ~ 

0 
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' -~----- ------- -------- -----

' ' 
' ' ' ' ' ' 

I 
0 

10 +0.03 
Time (nsec) 

Figure 5.4: Time-variat ion of applied transport current density 

Fig.5.5 and Fig.5.6 show the flow of ftuxoids in NbTi thin film in the following condi-

lions: 

case A case B 

e(deg) 0.0 45.0 
Ber.(T) 0.096280 0.136161 

nf 16 16 
Jt ,max(A/m") 10.0x 10'' 10.0x 10"' 

It can be seen that the pinn ing centers capture the fl uxo ids and prevent the flow of 

fluxoids. The fluxods are bended very much when they are released from the pinning 

centers. The degree of the bending is larger in case B than in case A because the more 

parts of fluoids are trapped by the pinning centers. Then it can be predicted that the 

cri t ical current density is higher for the smaller e. 
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(a) time = 2.4 nsec 

(b) time = 3.0 nsec 

Figure 5.5: Flow and transformation of fluxoids (case A) 
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(c) time = 3.6 nsec 

(d) time = 4.0 nsec 

Figure 5.6: Flow and transformation of fiuxoids (case A) 
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(a) time = 2.4 nsec 

(b) time = 3.0 nsec 

Figure 5.7: Flow and transformation of fluxoids (case B) 
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(d) time = 4.0 nsec 

Figure 5.8: Flow and transformation of fluxoids (case B) 
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5.1.4 Time-variation of electric field 

The electric field E = (E., Ey, E,) is yeilded in the superconductor when the fluxoids 

flow in +y direct ion. Fig. 5.g ~ Fig. 5.12 show the time-variation of the electric field 

E and the transport current density J, in the case that 0 = goo, 75°, 60° and 45° with 

t he Pin Arrange-1. It can be seen that E, and E, converges to an equilibrium value 

rapidly and Ey keeps 0 V / m because Ey is not yielded in this arrangement of the fluxiods 

and the transport current . It can be thought that the vibration of the electric field is 

caused by the variation of the velocity of the fluxoids while they pass through the pinning 

centers . The velocity of flu xoids becomes higher when they are attracted and trapped by 

the pinning centers and it becomes lower when they are released. 
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5.1.5 Constitutive relation between lt and Ex 

Fig. 5.13 shows the numerical results of the constitutive relation between J, and E. for 

4 cases of (} obtained from the results shown in Fig. 5.9 ~ 5.12. The dots mean the 

numerical resu lts and the lines are the fitted ones. It can be found that the relations 

between J, and E. are expressed by the linear ones. Therefore, it can be thought that 

the intersect ions of these lines and the x axis correspond to the critical current density, 

Jc, and the inclination of these lines correspond to the flux flow resistivity, p. The flux 

flow resistivity are found to be bigger for the higher magnetic flux density for all cases of 

e. 
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Figure 5.13: The constitutive relations between J, and E. 
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5.1.6 Relation between Bex and flow resistivity 

Fig. 5.14 shows the relation between the applied magnetic flux density B •• and the flow 

resistivity Pi obtained from the numerical results shown in Fig. 5.13. It can be seen that 

Pi and B •• are in proportion to each other. for all cases of IJ. T his result corresponds 

to the Bardeen-Stephen model[43] as expressed in eq. (2.124). Then the validity of this 

method was verified for the evaluation of the dependence of the flow resistivity upon the 

applied magnetic flux density. 

By the way, the dependence of the proportional relation can be found that the propor

tion al ratio between them is bigger for the larger IJ. Fig. 5.15 shows the relation between 

the angle of the applied magnetic field, IJ, and the incliment of the lines in Fig. 5.14, 

pJf B ••. It can be found that pJf B •• is proportional to the square of sin IJ, 

(5.1) 

T hen it was shown t hat this method is useful for the evaluation and prediction of the 

anisotropy of the property of the flux flow resistivity in the type II superconductor. 
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Figure 5.14: Relation between B •• and Pi Figure 5.15: Relation between pJf B •• and IJ 

112 



5.1.8 Time-variation of electric field-2 

Fig. 5.17 shows the time-variation of the electric field E., Ey, E, in the case that 0 = 

goo, 60° and 45°, the arrange of pinning centers is Pin Arrange-2 and n1 = 4. It can be 

seen that the electric field is saturated rapidly and the equi librium value, E are obtained. 

The critical cu rrent density, Jc are obtained as the transitional value of J, giving the 

equilibrium of electric field which is larger than zero. 
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Figure 5.17: Time-variation of electric field E., Ey, E, 
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5.1.9 R elation between B cx and l c 

Fig. 5.18 shows t he numerical resul t of the relat ions between B"" and l e for 3 cases of 0. 

It can be found t hat the angle 0 is smaller, the critical current density l e becomes larger. 

T he three lines means the fitted ones of the numer ical results accoring to Kim model. 

Table 5. 1 shows the fitted constants, l eu and Bu, of Kim model in the three cases of 

0. T hese l eu and Bu are plotted in Fig. 5.19, and it was found that l ev is propotiona.l to 

1/ sin e. 
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Figure 5.18 : Dependence of B",- 1" relation upon 0 

Table 5.1: Fitted constants l eu and B0 of Kim model 

l eo( X 101UA/ m") Bu(T) 
e = 90° 5. 13085 0.75528 
e = 60° 5.77135 1.19816 
e = 45° 7.05059 2.03321 
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Chapter 6 

Conclusion 



The new simulat ion method and its computational code were developed for analysis of 

the mesoscopic behaviors of the fluxoids in type II superconductors and the mesoscopic 

electromagnetic phenomena in type II superconductor was investigated through this sim

ulat ion . As the conclusion of this study the following ones were obtained. 

(1) The new simulation method was developed to calculate the distribution of the super

conducting electrons density and the magnetic flux density in type II superconductor 

based on the Ginzburg-Landau theory. 

• The distribut ions of the order parameter and the magnetic vector potential of 

an isolated fluxoid in NbTi were numerically calculated by this method. 

• The generation of the supercounducting electrons and the formation of the 

fluxoid lattice were simulated for the YBCO thin film. 

(2) The 2-dimensional Fluxoid Dynamics method (FD-method) was proposed and de

veloped for the new analysis method of the behaviors of fluxoids in the type-II 

superconductor. 

• The fluxoids in the type II superconductor were assumed to be the particles of 

the normal conducting core surrounded by the shielding current, and and their 

kinetic equat ion was defined based on the Molecular Dynamics method (MD 

method) considering the 5 kinds of forces affecting on the fluxoids. 

• The pinning force act ing on the fluxoid from the pinning centers and the viscous 

force due to the ohmic loss of the normal conduct ing core of the fluxoid was 

evaluated based on the Ginzburg-Landau theory for the isolated fluxoid. 

• The 3 kinds of electromagnet ic forces were evaluated based on the London 

theory and other macroscopic theories of superconductor. 

(3) The 3-dimensional Fluxoid Dynam ics method was a lso proposed and developed. 

o In this method a fluxoid was discretized as the chained fluxoid arc elements 

and the equ il ibrium of forces and torques gave their movement. 
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• 6 kinds of forces and torques were evaluated as the integral of 2-dimensional 

forces along the fiuxoid arc elements: the tension due to the curvature of fiuxoid 

was added into consideration. 

( 4) The mesoscopic behaviors of fiuxoids and the electromagnet ic phenomena in NbTi 

bulk were simulated by using the 2-dimensional FD method. 

• The penetration of fiuxoids through the surface of the NbTi bulk was simulated 

and their behaviors were observed when the time-variational external magnetic 

field was induced. 

The numerical results agreed well with the critical state model as far to 

concerning the time-variation of the distribution of magnetic flux density 

and the shielding current density in NbTi bulk. 

The relation between the magnetic flux density and the critical current 

density in the arbitrary location in NbTi was evaluated and the agreement 

with the Kim model and Yasukochi model was obtained. 

The validity of th is method was verified from these two agreement. 

• The behaviors of fluxoids and the electric field were simulated in the case that 

the transport current was induced in the NbTi bulk. 

The flow of fluxoids were observed when the uniform transport current was 

induced in x-direction and the time-variation of the average electric field 

due to the speed elect romot ive force was calculated to find that the steady 

state is ob tained very quickly : ~ 1 nsec. 

The constitut ive relation between the induced transport current density 

and the electric fi eld was obtained and it was found that this method was 

useful to evaluate the critical current density of type II superconductor. 

The relation between the applied magnetic flux density and the critical 

current density was obtained and was compared with the convent ional 
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experimental model, Kim model. The good agreement between them gave 

the validity of this method. 

(5) The anisotropy of critical current density was investigated by the 3-dimensional FD 

method. 

• The difference of the trapping of fluxoids was investigated for 4 cases of the 

angle of the applied magnetic flux density. 

• The validity of this method for the evaluation and prediction of the anisotropy 

of the property of the flux flow resistivity and the critical current density in 

the type II superconductor. 
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Appendix 



The change of the energy by its infinitesimal variation oE can be written as 

E + oE 1 [!,. + 01.('1j; + 61j;)(1f; ' + 6'1j;') + ~('lj; + 61f;j2('1j;' + 61f;'j2 

+ 2~. { (~v - e'(A + 6A)) ('lj; + 6'1j;) } { ( -~\7 + e'(A + 6A)) ('lj;' + W)} 

(\7 X (A+ 6A) )2ldV ( ) + 2 · A.l 
J.lo 

By neglect ing the higher order terms , 6E is represented as follows; 

where 

6E DOI.('lj;6'lj;' + 'lj; ' 6'1j;) + .BI1f;l 2(#1f; ' + 'lj; ' 6'1j;) 

+ 2~ . { (~v'lj; + e'A'lj; ) · ( -~\76'lj;' + e'A6'lj;') 

+ ( -~'V'lj;'+ e'A'lj; ') · (~\761f;+e'A6'lj;) 

+ (~(V'!j;)e''lj;' + e·' A j1f;j 2
- ~('V'lj; ' )e ' 'lj; + e·' A J1f;l2) • 6A} 

+ ~(\7 x 6A) · (\7 X A )ldV, (A .2) 
J.lo 

U · (-~ 'V~+e'A~) 
_!i:_u · (V~) + u · (e ' A~), (AA) 

t 

( ~'V'lj;+e 'A'lj;) _ u , 

6'lj; ' - ~· 

(A.5) 

(A.6) 

By using the following formu la of vector identity, 

\7 · (~u ) = (V~) · u +~\7 · u , (A.7) 

the first term of the ri ght hand side o f eq. (A.4) is transformed as 

u · (V~) = \7 · (~u)- ~\7 · u . (A.S) 
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By subst itut ing eq. (A.8}, eq. (A.4} is transformed as 

li. 
---:- U · ('Vcp) + u · (e"A cp) 

t 

li. 
-..,-[\7 ·(cpu )- cp\7 · u] + u · (e" A cp) 

t 

-~\7 ·(cpu )+ { ~\7 · u + u · (e" A)} cp . (A.9} 

T he second term of the right hand side of eq. (A .9} is transformed by substituting eq. 

(A.5} as fo llows, 

~'V· u + u ·(e"A ) 
t 

~'V· (~'V7f;+e"A7f;) + (~'V7f;+e"A7j;) ·(e" A ) 

( ~) 
2 

V27j; + 2~e· A . \77f; + (e" A}2 7f; (A.lO} 

(~'V+e"Ar7f;. ("."'V· A =O) (A.ll} 

Then eq. (A.4} is represented as 

The fo llowing term in eq. (A.4} corresponds to the complex pair of eq. (A.l2}, 

Furthermore the terms in eq. (A.2} are represented as fo llows 

( ~('V7f;}e " 7j; " + e·' AI.PI 2
- ~('V7j; " )e"7j; + e·' AI.PI 2

) 6A 

= { li.r (.p ·v.p- .pv.p·) + 2e·' AI.PI 2
} M , 

(\7 X 6A) · (\7 X A ) ('Vx u )· v ("."o A = u , \7 X A = v ) 

u · ('V x v ) + \7 · (u x v) 

(A .l2} 

(A.l3} 

(A .l4} 

6A · (\7 x \7 x A )+ \7 · {OA x (\7 x A}}, (A. l 5} 

By substit uting eqs. (A.l3}, (A.l4} and (A.l5} into eq. (A.2} and by applying the 

Gauss theorem, oE is represented as fo llows 
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6E 1 [ { et,P + 1311/11 21/1 + 2~. ( ~\7 + e' A r 1/1 } 61/1' + {C.C.}6,P 

+ {- 2~. ( h;· (,P'\71/J -1/J\71/J") + 2e'
2 Al1/ll 2

) + :
0 

(\7 x \7 x A)} 6Al dv 

+ is [ 2~. { -~61/J" (~\71/J + e" A,P) + (C.C.)} + :
0 
6A x (\7 x A)] dS. (A.l6) 
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