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Abstract

Empirical Studies on Freemium Business Model : Case of Online Music Streaming Provider

Suchit Pongnumkul

This dissertation studies three aspects of freemium-based music streaming services that have potential to
increase profits for the providers, which are income, cost and user’s satisfaction. Empirical data from user’s
social network and historical usage data are used in this study. Freemium business model, in which some
parts of the services are offered to users for free and advanced services are charged some premium, has
gained popularity, especially for digital products and services. The motivation of this dissertation comes from
the fact that freemium business providers still struggle to make profits. Therefore, in order for such business
to continue to provide service sustain-ably, this dissertation investigates approaches to alleviate the problem.
The struggle to make profits is especially true for subscription-based music streaming services, because of
three main problems; first, the conversion rates for freemium is normally low; second, the licensing costs for
music are high; and lastly with the ever increasing number of music, finding the music that fits a user’s need
is a challenging task. Therefore, this dissertation is organized into three parts: income loss prevention, cost
reduction and user’s satisfaction improvement.

The first part of this dissertation aims to increase income by analyzing premium subscriptions and un-
subscriptions. Social network of users, usage information and subscription history of both user and friends
are used in the analysis. The model used empirical data from last.fm, an online music streaming service.
The second part of this dissertation aims to improve user’s satisfaction of the service by presenting the right
information to the user with an improved recommendation system. Bayesian probability was adopted to use
with the recommendation system based on random walk with restart and yield better accuracy. The last part
investigates cost reduction through a theoretical model that explains music consumption behavior. Long-
tail distribution of content consumption of last.fm data is analyzed and a new evolution mechanism with
bipartite network of users and songs is proposed to improve the match between the model and real-world
phenomenon in music consumption. Parameters in the proposed model are then used to understand the
changes in the shapes of the longtail and the changes in music licensing costs for the providers. In summary,
freemium-based music streaming services could benefit from the study in this dissertation to increase profit

and make the business more sustainable.
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Chapter 1
INTRODUCTION

Freemium is a popular business model for online services that has become increasingly preva-
lent for not only business providers but also for customers and investors. Freemium services natu-
rally have low barrier of entry for users because they allow customers to use the services for free
and only users who require advanced features need to pay. Therefore, service providers can quickly
gain new users, which is attractive for investors because investors normally look for services with
large user bases. While freemium has been used in practice for a long time, it has only gained
interests from a wide audience and are widely studied after the best seller book, “Free: The future
of a radical price” by Anderson [12] was published in 2009.

While freemium services are easy to deploy and gain users, freemium providers often struggle
to make profit. Increasing the total number of users is not difficult, because users normally do not
have to pay for freemium services. However, these users do not incur any income to the business.
Music streaming services also struggle with this problem. Spotify, one of the most popular music
streaming services, reported a net loss in 2015 [66].

Nowadays, the communication over the Internet is widely adopted and essentially incurs no
additional costs for users due to the design of Internet subscription packages. These make com-
munication over the Internet, especially on social network become popular and social network is
becoming important information source. The social network information is important; therefore,
a lot of researches use social network as source information and show the relationships between
social network position of the users and similarity between friends and trend to use premium ser-
vice. However, while unsubscriptions of premium users decrease income of freemium service,
the relationships between these parameters and unsubscriptions of premium service has not been
studied.

Profit making is problem for freemium content providers, so decreasing unsubscriptions is one
of the important things that freemium providers should explore. If soon-to-unsubscribe members
can be predicted, the provider can make a focused marketing campaign for the users to continue
being premium members by using less marketing cost than make general campaign to all users.

The user behaviors show some longtail phenomenon such as distribution of listening frequency



per songs or distribution of listening frequency per user, and there are many researches that study
the factors that generate the longtail. The longtail is getting more interests as the online distribution
has less marginal cost to add more items. These create unlimited varies of items and services that
have both merits and demerits. The merits are there are more capacity and variety of products
and services to serve varies needs of customers. But the demerit is additional cost and time to find

matched products/services due to increasing of number of items.

For the problem of information overwhelming due to the longtail effect, there are 2 type of
solutions, search engine and recommendation system. The search engine will provide the most
related information that relate to search keyword and user’s information. But for the recommen-
dation system that have no search keyword, user’s information is the most important input to the
system to find the information that user may want. User’s information contains user’s profile, user’s

behaviors and user’s relation to the other users.

Cold start is the main problem of the recommendation system that will occur when the infor-
mation is not enough to find the relation. For example, the new user that have no user’s behavior
information, the system will cannot make the recommendation to such that user. But there are
some studies show that friends have similar behaviors, the social network information can be used
to find new user’s friends behaviors and use as input into the recommendation system. Random
walk with restart is one of recommendation system’s algorithm that can use both users’ behaviors
and social network information to make the efficient recommendation. But the process can be

improved by change to random parameters.

For the providers, such as e-commerce provider that have income related to number of transac-
tions or service used, the marginal cost will not exceed the marginal income. But for subscription
based freemium provider, increasing of usages not guarantee to increasing of income, but certainly
increase the cost. Longtail distribution of usage will change the cost as the shape changed. As the
copyright is one of the main cost for content provider and increased follow to the number of usage
and popularity of creator, changing the shape of longtail usage can reduce the copyright cost that
have to pay to the right holders. But there is no study about the controllable parameters that effect

the shape of longtail.

The goal of this dissertation is to explore approaches to improve profitability of freemium music
streaming services as shown in Figure 1.1. Three main factors were explored, which are conversion
rate, recommendation system and royalty fee, with the aim to increase profit for service providers

by increase the income and reduce the cost and to allow the services to continue to be offered.
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Figure 1.1: Goal and scope of this research



To increase the income, I analyzed the information about when premium users subscribe to
the service and unsubscribe from the service by using the user’s listening behavior and subscription
history, friends’ subscription history, and how important the user is in the social network. The
strategic to increase conversion rate was proposed from the result of the proposed model. This is
described in chapter 3.

Together, as the number of songs exponentially increases, finding the right songs for each user
is challenging. I developed a recommendation system based on historical data of listening behavior
and tags and social network of users to allow users to find the songs that suit their taste better. This
can improve the user experience for the service and increase number of users.This is described in
chapter 4.

To decrease the cost, I proposed a evolution model to explain the longtail phenomena in the
usage distribution of music streaming service. An analysis of how each parameter affect the change
in the shape of the longtail was performed. Then the model is used to propose licensing cost
reduction by a simplified cost model in which popular songs costs more for the streaming service
providers. This is described in chapter 5.

Combining the three factors discussed above, this dissertation provides information and man-
agerial recommendation for freemium music streaming service providers to utilize in their business

with the aim to increase profits.



Chapter 2
OBJECTIVE OF THESIS AND LITERATURE SURVEY

This chapter discusses the objective of this thesis and reviews main related knowledges and

literatures, which are freemium business model and social network analysis.
2.1 The Objective of Thesis

Freemium business model becomes popular, because of clear marketing and monetization model.
However, making profit from the service is the most difficult problem of the providers. To make
sustainable services, the strategy to increase profits are needed which will make the provider can
use the increased profit to improve the services. We can increase profits for service providers by
increasing income or reducing cost of the service. The income of all freemium services is related
to two factors which are the total number of the users and the conversion rate of the service.
One of the strategy to increase both of them is to increase the user satisfaction which will lead
to word of mouth of the service and the continuous using of premium service. For the service
which have too many choices to the users, the recommendation system is need to help solving
information overwhelming problem and increase the customer satisfaction. Together, the effect
from social network have to be concern for online services. The social network can be the media
for word of mouth and spread the technology or service usage. The strategy to increase premium
service usage related to their users’ social network can help provider to increase income too. On
another hand, one of the biggest cost of the music streaming service is royalty fee, which is related
to the frequency of the listening of the music. The frequency of listening is said to be longtail
distribution. If the shape of longtail can be changed by some parameters, the royalty fee cost
is also changed too. The tree factors social network, tag and listening behaviors, which shown as
yellow items in figure 1.1, can affect the conversion rate, recommendation results and royalty fee,
which lead to change in the profit.

The main objective of this thesis is to explore strategies to increase profits for freemium service
providers, which can be done by increasing conversion rate, increasing performance of recommen-
dation system that affects user satisfaction, and reducing the royalty costs. For the conversion rate,

dynamic use-diffusion model, which can be used to explain the continuous usage of the product and



service, does not contain the social network and historical premium service usage factors. One of
the sub-objectives of this thesis is to modify the dynamic use-diffusion model to be able to explain
the factors that effect the premium service usage and use the new model to explain the behavior of
the users and find the strategy to increase conversion rate. This sub-objective is illustrated using
blue borders and arrows in Figure 1.1. Next, as recommendation systems can increase the user
satisfaction, improving the recommendation system can further increase the satisfaction. There-
fore, one of the sub-objectives is to improve the performance of recommendation system, which
is illustrated using orange borders and arrows in Figure 1.1. Another sub-objective is to study the
longtail phenomenon of music listening behavior to find factors which can change the shape of
longtail distribution that affect the royalty cost of the freemium music streaming service. This

sub-objective is illustrated using purple borders and arrows in Figure 1.1.

2.2 Freemium Business Model

Before making a purchase, customers often want to assess the products, both in terms of the prod-
uct’s quality and whether the product fits their needs. One of the known effective method that
companies assist customers in the process is to allow customers to test the products for themselves.
Free samples of products and test driving of cars are marketing approaches that companies fre-
quently use to acquaint consumers with their product before they decide to make purchases. For
physical products, such as cosmetics, food, cars, this type of direct marketing is costly, but it is
known to be effective [1]. For digital products, such as software, mobile application, online ser-
vices, this type of direct marketing has created a business model, Freemium, where users can test
the products for themselves before making the decision to pay for the product.

The term “Freemium” is coined by Jared Lukin in 2006 [143] and has been published in the
book “Free: The future of a radical price” of Chris Anderson [12] and the book “Freemium Eco-
nomics: Leveraging Analytics and User Segmentation to Drive Revenue” by Eric Seufert [119].
Freemium refers to the strategy to set the prices for services that are partly free but charges for ser-
vices or features that are premium. This model includes, shareware, open-source software, many
internet services and in-app purchases.

There has been many examples of successful business that use freemium business model. Pop-
ular examples are Skype, Dropbox and Microsoft Office. Skype is a cross platform software that
allows users to chat and make calls over VolIP for free. Their premium service allows calls to home

phones and mobile phones and also allows others to call from home phone and mobile phones by



giving each premium user a phone number to receive calls. Dropbox is a service that backs up
user’s data on the cloud and synchronizes these data across user’s multiple machines automatically
and easily. Users are allowed up to 2 GB of data for free. Users who wish to use more data storage
can pay premium prices for increased amount of storage. Microsoft Office provides Microsoft
office online for free, which allows viewing and limited editing capability of documents. Users
can purchase offline software for a fee for advanced viewing and editing features.

One of the reasons that freemium pricing strategy has gained attention nowadays is because
products and services that have been provided for free has incurred only small cost for providing
services to more users due to the IT development that follows Moore’s law [116] and Neilsen’s
law of Internet Bandwidth [95] which say that the processing capability, storage and speed of
communication increase exponentially without much increase in cost. Therefore, service providers
can bare the cost of providing services and products to large amount of users. On the users side,
the free services and products provided is also an incentive to allow users to try out their products,
where users only have to learn new technology, but no monetary cost. It also helps increase the

number of total users of their services/products.

2.2.1 Monetizing Approaches for Freemium

Monetization is the main concern in most business. Freemium business makes money by innovative
business model. LinkedIn allows 80 million users to post their personal profile to the internet for
free. These free users incur cost to the service, but does not contribute directly to pay for these
costs. However, they contribute indirectly by being a part of a large number of users, in which
advertisers, recruiters and lead-seeking professionals who want to reach them are willing to pay.
LinkedIn obliges this demand with ad packages, premium subscriptions and hiring solutions that
together have resulted in positive cash flow. The three most common approaches to monetize a
freemium business are advertisement, subscription, and in-app purchase. Additionally, link the

LinkedIn example, combination of the three approaches are commonly employed.

2.2.2 Conversion Rates

The main factor that are often considered to affect the success in freemium business model is the
“conversion rate”. Conversion rate is the ratio of the number of premium users (users who pay for

premium services) to the total number of users. The conversion rate shows the ability to convert



free users to premium users and the income of the product/service can be calculated by

Income = (# of total users) X (conversion rate) X (average income per premium user)

The business sustains when this income exceeds the cost of providing services to both free and
premium users and the fixed cost of running the business.

From the formula to calculate income above, there are three ways to increase income in freemium
business model. The first approach is to increase the number of all users. The second approach is
to increase the conversion rate. The third approach is to increase the average income per premium
user. The third approach is difficult to execute without new features to offer to premium users.
Increasing the total number of users is an attractive approach if the cost per extra user is small.
However, the second approach is the most interesting because it increases the total income from
the same customers.

There is a body of research that studies the factors that affect conversion rates. Factors that
have been found to affect conversion rates include the amount of interactions with other users
and the amount of service usage [92, 46], the difference between privileges of free and premium
users [118, 80], ease of use of the product/service [40], type of freemium service (time-lock,

feature-lock, hybrid, uniform seeding) [31, 91], prices , duration and quality of service [42].

2.2.3  Types of Freemium

There are four main strategies for freemium business model. This list is adapted from the ones

described in [105, 2, 3].

Quantity Limited

Limiting quantity is the traditional approach to allowing customers to test their products before
buying. Product samples are a small quantity of the full product, which are given out to their target
customers for free. For consumable goods (i.e. items which get used up), quantity can be limited
by volume, i.e. volume limitation. For durable goods (e.g. vacuum cleaners, cars), free sampling
can come in a form of product demonstration or test driving, which allows customers to experience
the product for a limited time.

In terms of digital products, quantity limitation is often done by allowing users to test the full
product for a limited time, or time limitation. After the specified time has passed, the users will

not be able to use the product.



A different version for quantity limitation in digital product is capacity limitation or storage
limitation. For example, Gmail, a free email service, allows anyone to use their service for free
with storage up to 17 GB (in 2016). Users who require more than the storage limit can pay a
monthly fee to increase the storage limit. Dropbox also allows users to use their service for free up
to 2 GB, and charges a monthly subscription fee to users who wish to increase this storage capacity.

As recent platforms offer users pay-per-user services, in order for them to provide a trial, they
offer free credits, or seed money, to new users. This type of freemium, free credit limitation,
allows users to explore new service without up-front payment.

Quantity limitation is easy to execute for digital products. Therefore, we see many variance of

this type of freemium.

Feature Limited

The idea of feature limitation is to gives users real utility initially for free, and provides an option to
pay if they want better or more advanced services by the same service provider. Feature limitation
separates functionalities into basic functionality which all users can use, and advanced functionality
where only paid users can use. Limiting the ability to accomplish certain tasks is a capability
limitation. Skype, a VOIP service, allows anyone to make VOIP call between computers for free,
but charges for calls to phones, sms, and multi-party conference calls. Google Voice is a US-based
VOIP service that allows free calls and sms to US phone numbers, but charges for international
calls and sms.

Mobile applications often offer freemium in the form of in-app purchases, in which the ap-
plications can be downloaded and used for free, but advanced features are offered for a price. This
also include effort limitation such as Temple Run, a game in which all or most features are avail-
able for free, but require extended unlocking or slowly obtained in-game currency which can be
accelerated or purchased for a fee.

In some segment of service, advanced service can be differentiated by quality, or quality lim-
itation. Specific examples can be said about music streaming services. Free users can listen to
music at lower quality (i.e. bit rates), while paid users will get the same song at higher quality. Other
services that speed of services depends on the network speed also employ bandwidth limitation
to differentiate their service quality.

The challenges of feature limited freemium model is to create a good balance between the basic

and advanced functionalities. The basic functions need to be able to convince users of the quality
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of the product, but does not provide too much that the users feel that they do not need to pay for

extra functions provided for the premium users.

Distribution Limited

Distribution limitation distinguishes the free and paid version by the way that the product or service
is distributed. This scenario is mostly found today in packaged software that includes a user license.
The license, open source or commercial, dictates the use cases where the product may be used at no
charge and those that require a commercial right. Depending how the end user obtains the product
and what she does with it, it is free or it costs money. For example, TeamViewer is a software that
allows their users to access and control a remote computer via GUI, which employs distribution
limitation by supporting personal use for free, but has different premium packages for business
uses. Seat limitation freemium services allow software to be only usable on one computer rather
than across a network.

A specific approach to distribution limitation is customer class limitation, in which some
segments of users are offered the product for free. The most common segment is educational
users. Most Autodesk software with full features, Matlab, Tableau Desktop are free for students.
A few reasons to offer products for students for free are to allow users with limited purchase power
to use their software, and once students who are used to a software graduate, they are likely to

continue to use the product, which will results in sales.

Support Limited

Support for software can come in many forms. Users of a "lite” version do not receive telephone
and/or email support. A different type of support is customization of software. Open source
software are one of the support limitation, as everyone can access the source code. Many companies
are founded to provide support to implement open source software. Some of the well-known
software include Pentaho.

While this list separates the dimensions that freemium services differentiate their free and pre-
mium services, many business often combine the dimensions to create hybrid freemium service.
For example, Tableau, a visualization software and service, provides free Tableau Public by limit-
ing distribution of the final visualization to public access (no privacy or security to the data), but
provides Tableau Desktop, the same software, which users can save files offline for a licensing fee.

At the same time, students can get Tableau Desktop for free.
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These can tell that monetize of freemium service is related on willing to pay of the users which
has conversion rate as the main measurement and the provider can increase willing to pay of the

users by make the limitation of quantity, feature, distribution or support.

2.3 Social Network Analysis and Network Matrices

Online social network (OSN) has become very popular and attained a large user base. Therefore,
many business became interested in using OSN in advertising their services and products. Some
business has created their own OSN for their customers for their specific products to provide extra
features for their customers. However, due to the large number of users and active users in OSN,
there has been many studies that aimed to find effective targeted advertising strategy. The main
goal is to discover the users who has high probability of being premium users. For example, there
were studies that found peer pressure to link to the probability of being premium users. That is,
users that are friends with premium users have high probability of being premium users. Moreover
social interactions, such as when premium users favorite or comment on photos in flickr, also
increase probability of being premium users [139, 54, 61]. Therefore, if we can identify the users
who have potential in influencing other users to change member status, we can create an effective
strategy for target marketing with such user group. The network position in addition to some private
information can be used to predict the ability to influence their neighbors [69].

An analysis of OSN which has gained traction nowadays is Social Network Analysis (SNA)
[44], which utilizes theories from Network (which is part of Graph theory) to analyze relationships
within OSN. Users or objects in OSN are represented with nodes and relationships are represented
with edges between corresponding nodes, resulting in a big graph representing the entire OSN.
Metrics of the resulted graphs can be calculated, where each node and each edge can has their
own metrics. For example, the most effective person to spread information in the network can be
found [15]. Structure holes are a metric that looks for a node that if removed from the network,
the number of clusters in the network will increase [145]. Data visualization can also be used to

further utilize this data.
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Chapter 3

SOCIAL DYNAMIC USE-DIFFUSSION OF PREMIUM SERVICE IN
SUBSCRIPTION BASED ONLINE MUSIC STREAMING FREEMIUM
SERVICE

This chapter proposes a social dynamic use-diffusion model, which is improved from dynamic
use diffusion model[125], by investigates technology adoption and usage behavior in online-social-
network based freemium services, which is described in section and 2.2 and 2.3. As the use-
diffusion model focused on technology devices, such as computer[123], tablet[77] and smart prod-
ucts[99], the determinants do not fit to analyze the online-social-network based freemium services.
This paper modified determinants and index in dynamic use diffusion model[125], by creating
hypotheses about relationships between social network metrics, such as degree and clustering co-
efficient, and used patterns of premium service. Empirical data from last.fm, a global company
that provide the online music streaming service since 2003, was used to assess the regression mod-
els. Data was collected at three time points, Aug 2013, Jun 2014 and Dec 2014, which allow us
to construct history of subscription status of users and their friends. The network of users were
also constructed to calculate network metrics of users. Activities of users were measured using
the number of songs that the user listened to, which is main usage of the music streaming service.
The subscription status in each time point of the users are used as both usage behavior and the
proxy of the outcome. One linear regression model and two logit regression models were proposed
to analyze the subscription status of at the last time point of users. The result of the regressions

support the hypotheses, which means the modification of the model is supported.

3.1 Introduction

Freemium has been a popular business model for digital products and services in the past decade,
especially for the services that are provided through the Internet. Freemium services offer their
core features to customers for free and charge money for premium features. For example, some
providers provide only browser based online contents for free, but also provide the mobile de-
vice based online contents and offline contents for premium features. One key success factor of

freemium services is the conversion rate, which is the ratio of the number of premium users to the
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total number of users. Conversion rate shows the ability to convert free users to premium users
which generate revenue through the usage of premium product/service. This conversion rate di-
rectly affects the income of the business due to the income of freemium business can be calculated
from the product of the total number of users times the conversion rate times the average income
per premium user. In this research, users can be divided by subscription status into free users and
premium users. Both type of users are service adopters and the usage was determined by num-
ber of music that user listening to. A large body of research have studied the factors that affect
user’s conversion from free user to premium user, which include difference between privileges of
free and premium users [118, 80], user’s usage rates [92, 46], peer influence [139], etc. The typ-
ical conversion rate in freemium business is quite small, which is 5-10%. While researchers have
studied factors that would encourage free users to convert to premium users, little is known about
factors that make premium users unsubscribe in freemium services. This chapter also explores

such factors.

While premium unsubscribes in subscription-based freemium services have not been widely
researched, studies related to users dropping out of a service are not new. In traditional business
models, churn rates are refereed to the rates at which users stops subscribing from a service. Churn
management and prediction have been extensively explored for mobile network services [109, 70]
and internet service providers [84]. Decisions to stop subscription in traditional business is different
from freemium business, because the absent of subscription in traditional business means no access
to the service, but users in freemium services could access some features of the service. For
example, unsubscribed last.fm users are able to listen to free music but cannot listening to premium
radios which can be listened while subscribed. To the best of our knowledge, there is no studies of
churn on premium service of freemium business. On the other hand, there are multiple approaches
to monetizing freemium services, including subscription, and in-app purchases. Detection and
prediction of churners in freemium which employed in-app purchase to monetize has been explored
for online games [113, 53, 47]. However, these studies also predict and detect cases when users stop
using the services instead of stop paying for the services, which is different from when premium
users in subscription-based freemium services stops paying for subscription. Therefore, premium

unsubscribes in freemium services need to be further explored.

The dynamic use-diffusion model [125], which can explain about satisfaction of technology us-
age and used to analyzed the difference of usage of personal computer in 3 countries, was modified

by adding the social network metrics and subscription history. The hypotheses about relation be-



14

tween social network metrics and pattern of premium service usage are constructed and empirical
data from last.fm, which is an online music streaming service, is used to verify the hypotheses and
test the models. The results show that the proposed parameters can be used as the determinants

and index in the dynamic use diffusion model [125], which can improve the model.
3.2 Related Works

3.2.1 Technology adoption and use diffusion

There are many studies about decision of product and technology adoption and diffusion. Rogers’s
Diffusion of Innovation (Dol), which is one of the most referred study, described innovation,
adopters, communication channels, time and social network as 5 elements of the theorem. The
innovation spread to the adopters through the communication channels of the social network by
time. Dol separated the decision into 5 steps as knowledge, persuasion, decision, implementation
and confirmation. Each adopter have own decision process, which start from get the information
in knowledge process and compare to other choices in persuasion process. If the adopter decide to
adopt the innovation in decision process, adoption will be done in the implementation process and
confirmed the results in confirmation process. These processes will take time deference in each
adopter which made the theory divide the adopters into 5 groups as innovators, early adopters,
early majority, late majority and laggards.

Social cognitive theory [16, 17, 18] explain the information received process from social net-
work by divide the cognitive processes into 4 steps as attention, retention, reproduction, and moti-
vation. The information is received in attention step, and repeated receiving in retention step. After
try in reproduction step and understand the results, the learner will be motivated in motivation step.
These steps is close to decision processes in Dol, without decision step.

To understand an individual decision making, Ajzen and Fishbein proposed that attitude and
subjective norm affected behavioral intention in theory of reasoned action(TRA) [9] and perceived
behavioral control that control intention of behavior was added by Ajzen in theory of planed be-
havior(TPB) [7, 8]. The attitudes is a person’s opinion about behavior and subjective norm is
perceived social pressure while perceived behavioral control is a perceived difficulty of perform-
ing the behavior. These affect the intention to perform behavior and the intention can be used as
the predictor of behavior performing.

Technology Acceptance Model(TAM) [37, 136] apply the TRA to explain the innovation adop-

tion behavior that affected by attitude and perceived of usefulness. Attitude are affected by per-
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ceived of usefulness and perceived ease-of-use, where perceived of usefulness is affected by per-
ceived ease-of-use and external factors. And perceived ease-of-use is affected by external factors

too.

To explain external factors, there are Social identity theory [130] which tells that the social
behavior will vary along a continuum between interpersonal behavior and intergroup behavior and
purely interpersonal or purely intergroup behavior is unlikely to be found. Together, individuals are
intrinsically motivated to achieve positive distinctiveness. Self-categorization theory [134], which
is related to social identity theory, explained the grouping categorization and leveling the group by
the difference between the individual and the others in the group as the more difference, the longer
distance between the individual and the group. These 2 theories can tell the power from the social

network separated by group of source information and the intent behavior of the individual.

In the confirmation process, there is the expectancy theory [137] which explain that the be-
havior is motivated by expectation of rewards from performing the behavior. With 3 elements as
expectancy, which is believe of effort will result performance, instrumentality, which is believe of
performance will result reward on outcome, and valence, which is valuation of the reward. Expec-
tation confirmation theory, or expectation disconfirmation theory [93, 94], explain post-purchase
or post-adoption satisfaction as a difference of expectations and perceived performance which
make a disconfirmation of beliefs and concluded into satisfaction. These two theory explain the
confirmation process as the comparison of expected value created from the information that re-
ceived from social network through communication channel before adoption and perceived value

after adoption.

Shih and Venkatesh proposed use-diffusion model that shows relation between determinants
and patterns and outcomes of innovative products and services usage [124]. Users was divided
into 4 groups as intense users, specialized users, nonspecialized users, and limited users by rate of
use and variety of use as in Table 3.1. Use patterns are effected by determinants and the outcome
is results of UD patterns. Where UD determinants can be divided into 4 dimension as: house-
hold social context, technological dimension, personal dimension, and external dimension. This
model was confirmed and used to examine varies usage of products and services such as mobile 3G
service [68], broadband Internet [120], IPTV [126, 117, 115, 89], hypermarket [62], and digital
library [50].

Use-diffusion model [124] use information only from one time point, which cannot include time

effect into model, so Shih et al. improved the model to take such effect by replaced UD patterns with
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Table 3.1: Users group in use-diffusion model

low rate of use high rate of use
high variety of use ~ Nonspecialized Users Intense Users
low variety of use Limited users Specialized Users

dynamic use diffusion index (UDI) and added satisfaction as final outcome and used the modified
model to analyze and compare the usage of personal computer in United States, Sweden, and India.
The results show that in India which has shortest used period have positive relation between usage

and social status.

3.2.2 Increasing Freemium Conversion Rates

There is a body of research that studies the factors that affect conversion rates. Factors that have
been found to affect conversion rates include the amount of interactions with other users and the
amount of service usage [92, 46], the difference between privileges of free and premium users
[118, 80], ease of use of the product/service [40], type of freemium service (time-lock, feature-
lock, hybrid, uniform seeding) [31, 91], prices , duration and quality of service [42].

Enders et al. [46] proposed strategies to earn income for social networking sites in terms of a
long tail model (a model where a lot of users has low service usage and a small number of users has
high service usage, resulting in a power law graph of the amount of service usage to the number of
users). Social networking sites were studied and their income models were categorized into three
categories : advertising, subscription and transaction. The revenue drivers for all three models were
the number of users, willingness to pay, and trust in service. For subscription model, willingness
to pay is the most important driver. The strategy proposed for increasing income for subscription
model is to fatten the tail by encouraging user-generated contents, increasing site activities and cre-
ating different subscriptions based on the demands and amount of usage of the users. In freemium
business model that uses subscription for their premium services, the proposed strategy to increase
income is to fattening the tail, which is a way to increase conversion rate. Therefore, Enders et al.
[46] proposed a way to increase conversion rate, but the study did not include or use the structure

of social network or network positioning in a meaningful way.
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Lopes and Galletta [80] studied perception and willingness to pay for online contents using
questionnaires that address factors affecting decision to pay for online contents. Answers from
392 students were used to construct a model that explains the relationship between perception of
reputation, perception of technical quality, expected benefit and willingness to pay. The results
show that perception of reputation is a predictor of both perception of technical quality and ex-
pected benefit. Perception of technical quality is a predictor of expected benefit, and expected
benefit is a predictor of willingness to pay. While Lopes and Galletta [80] did not directly study
conversion rate, they propose a model that are predictors of willingness to pay. Therefore, they
studied the decision to pay for online contents which can be applied to services in freemium model
which are mostly services that offer online contents. However, social network was not included in
[80], so social network for this context can be further explored.

Doerr et al. [42] studied factors influencing willingness to pay for music as a service (MaaS) by
means of questionnaires with response from 132 users of MaaS. From the questionnaire responses
factors influencing willingness to pay were evaluated. The results show that factors that have neg-
ative influence on willingness to pay are prices and duration of subscription. Factors that have
positive effects on willingness to pay are sound quality, offline feature for listening to music, in-
browser player, feature for editing music, mobile application availability and community features.
The work of Doerr et al. [42] has confirmed the positive influence of community or social network
on the decision to pay for premium music streaming service in freemium model. However, no
model for predicting conversion rate was proposed. Also the factor about the positions of users in

the network was not included in the study of factors affecting the willingness to pay.

3.2.3  Relation with Social Network Analysis and Network Metrics

Katona et al. [69] created prediction models of diffusion process of technology adoption from so-
cial network data and compared the prediction accuracy between a model that using social network
metrics to a model that uses just demographic information. The social network data was obtained
from a popular social network site. Two periods of user and friendship data were captured in this
study. In the first period, daily data were obtained for 3.5 years (1247 days), resulting in data
from 138,964 users. Then, 3 years later, the second period of data were captured as a snapshot of
friendship data of the same users, which contains 111,036 additional users. The second period of
data were used as a ground truth for how users adopt this technology. Katona et al. [69] created

a prediction model using network position to predict how users adopt the technology. The results
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show that using social network properties, which include degrees, clustering coefficients and local
betweenness, together with demographic information of users (gender, age, and density of popu-
lation of the users’ cities) increases the accuracy of prediction 50% to 100% from the model that
uses just demographic information. Even though Katona et al. [69] did not conduct their study on
freemium model, but converting from free users to premium users is a form of technology adop-
tion. Therefore, Katona et al. [69]’s work was applied to predict how users would change services
level by using social network metrics. Specifically, in freemium services that social network data
of users are available, the pay users in this study was compared to adopted users in Katona et al.

[69] and free users was compared to non-adopted users.

Wang and Chin [139] studied the relationships peer pressure to the probability of being a pay
user. Peer pressure in this study includes social connections (the percentage of friends that are
pay users) and social interactions (the percentage of people that interact with this user that are
pay users). Data used in this study are from Last.FM and Flickr that are freemium services that
are also a social network. The result shows that probability of being pay users increases as the
number of friends that are pay users increases. The probability of being pay users also increases
as the number of interactions from pay users increases. However, there seem to be a limit as
the additional benefit drops. In Wang and Chin [139]’s study, the probability of being pay users
are calculated as a ratio between the number of pay users to the number of total users, which is
the conversion rate mentioned above. Therefore, Wang and Chin [139] has concluded that if the
number of friends who are pay users increases, the conversion rate increases. However, Wang and
Chin [139] only studied this from one point of time, there is no temporal confirmation that there is
a conversion from free users to pay users. Therefore, additional study is need to further understand

the relationship between number of friends who are pay users to the conversion of user types.

Wagner et al. [138] conducted a survey with Music-as-a-Service users and found that the in-
crease in the similarity between the free and the premium function leads to the increase in user’s
conversion. Therefore, companies should consider providing time limitation freemium instead of
feature limitation freemium. Sylvester and Rand [129] found in-game social network characteris-
tics, namely the local clustering coefficient among only those of their friends who have subscribed,
to link to users’ conversion. Peer influences have also been found to affect user’s conversion in

other studies including [19].

Oestreicher-Singer and Zalmanson [92]’s study found that consumer’s willingness to pay in-

creases as the level of their community participation rises. The study was conducted using Last. FM
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data to find factors that influence the willingness to pay. The factors that were studied include con-
tent consumption, content organization and community participation, and usual factors that were
included in previous research, such as user’s demographics, amount of service usage, number of
friends who are premium users and number of all friends. Result from logistic regression shows
that the factors that have strongest positive influence on the consumer’s willingness to pay are the
number of friends that are pay users and the number of songs that the user listens to. Other fac-
tors that have positive influence on user’s willingness to pay are the number of playlist created, the
number of songs that the user likes, the number of groups that the user belongs to, the number of
groups that the user is a leader, the number of blogs posted, and age. The factors that has neg-
ative influence on the willingness to pay are the number of all friends, duration of membership.
Therefore, Oestreicher-Singer and Zalmanson [92] proposed a model that predicts the willingness
to pay for premium service, which in other words is conversion rate, from various factors including
demographic information, content consumption rate, user’s relationship to other users in the social
network. However, other social network metrics have not been explored, which could be factors
that help increase the precision of conversion rates. The goal of this research is to discover the
relationship between the position of the network and the probability that a user is a premium user
in order to provide effective targeted advertisement. The position of the network can be measured
by the selected metrics above, which are centrality and clustering coefficient.

Metrics that are selected for this paper are degree centrality and local clustering coefficient.
Centrality is a measure of the connectedness to other nodes, or how close to the center of the
network the node is. There are many ways to compute centrality. Degree centrality is the connect-
edness measured by the number of edges, so the node with high number of edges has high degree
centrality. Local clustering coefficient is an indicator of the degree to which nodes in a graph
tend to cluster together to other neighboring nodes. In the social network, this indicator show the

connection strength between one user’s friends.

3.2.4  Churns Detection and Prediction

Churn rates, or churns, are the rates at which users stops subscribing from a service. Traditional
business, such as mobile network operators, found that it is more expensive to earn new customers
than to convince existing users not to leave the services. Therefore, churn management and predic-
tion have been extensively explored both in research and in practice for mobile network services

[109, 70] and internet service providers [84]. Kim and Yoon [70] surveyed 973 mobile users in
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Korea and, using a binomial logit model, found that the probability that a subscriber will switch
carrier depends on the level of satisfaction of service attributes including call quality, tariff level,
handsets, brand image, as well as income, and subscription duration.

Churn in freemium services have been studied for games [113, 53, 47], which employ in-app
purchase to monetize instead of subscription. However, these studies also predict and detect cases
when users stop using the services instead of stop paying for the services, which is different from
when premium users in subscription-based freemium services stops paying for subscription. Runge
etal. [113] predicts when high-value players (top 10% of paying players) will completely quit online
social games using in game activity tracking data, revenue related data, and user’s profile data. Four
classifiers were compared and single hidden layer neural network with fine-tuned learning rate and

momentum out performs other algorithms.

3.3 Hypotheses

In UD models by Shih and Venkatesh [124], Shih et al. [125], family was used as one of UD
determinants because the technology in the past were physical devices. The closer in physical
distance, the more frequency that usage can be seen. So the family who stay in the same house
was the most effective people to influence the usage and give the knowledge of the technology.
However, online technology and service cannot be seen in physically, but can be seen in the social
network. For example, users can see the music listening list of their friends in last.fm; users can
see score rankings of friends in social-network based online games; users can see the uploaded
photos of friends in social network site such as instagram or facebook. Therefore, the physical
distances become less effective than distances on online social network. The distance on online
social network can be described in many ways. One is transitivity or clustering coefficient which
shows how strongly connected their friends are. If friends are connected together, or can be said
that the node is in the close group of friend, should have shorter distance.

As users are influenced by their friends on social network, the more friends they have, the more
information they get. Therefore, the number of songs that are listened increases in relation to the
number of both friends who are premium users and the number of friends who are free users.
However, the stronger connection their friends are, the more information they share. This makes
the variety of information that the user received from friends deceased compare to user who have
same number of friends but have weak connection strength between his/her friends. Therefore, the

information from their friends decreases as the strength of their friend’s connection increases. The
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decreasing information will lead to the decreasing of usage in the music streaming service, which
means that the number of songs that are listened to will decrease too. This makes the number of

songs that are listened to decreases in relation to the strength of friends’ connection.

Hypothesis 1. Higher number of premium friends, higher number of free friends and weaker

connection between friends lead to higher usage.

Social identity theory [130] describes that people will behave in the way that their society
perceives as distinctively positive. Premium users perceive paying for the service as a positive
behavior. Therefore, the more premium friends a user has, the higher the chance that a user is a

premium user.

Hypothesis 2. Higher number of premium friends leads to higher chance to be a premium user.

Self-categorization theory [134] states that a person will perceive collections of people as a
group by the similarities of the people. Therefore, free users will be closer to free user’s friends
than premium user’s friends. On the other hand, premium user will be closer to premium user’s
friend than free user’s friends. And social identity theory [130], which says that individual will have
behavior that is positive distinctive, made us can create the hypotheses about relationship between
behavior and social network as follows. Because using only free service is normal behavior of free
users and using of premium service is normal behavior of premium users, using only free service

should be positive to free users and using premium service should be positive to premium users.

Hypothesis 3. Stronger connections between free friends of a free user leads to lower chance to

become a premium user.

Hypothesis 4. Stronger connections between premium friends of a premium user leads to higher

chance to continue to be premium user.

Social identity theory describes that people have intentions to perform positive distinctive be-
havior, and for the groups which can move in and out easily, one of the positive distinctiveness
strategies that can be taken is individual mobility [57], which is to leave the group and increase
social status in comparison to the others in the group. Premium users, who are paying to use the
premium services that only paid users can use, can be viewed at as people who have higher social
status in the community when compared to the free user who cannot use the premium services.

And starting using of premium service of the free user can be implied as leaving the free user’s
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group and get higher social status. This makes the free users that change to premium users can
be viewed by their free friends as a positive distinctive behavior, which is one type of individual
mobility. Therefore, a free user who has a lot of free friends can be influenced to change to a

premium user as it is perceived as a positive distinctive behavior.

Hypothesis 5. Higher number of free friends of a free user leads to higher chance to become a

premium user.

Social identity theory describes that people have intentions to perform positive distinctive be-
havior [130]. Free users’ positive distinctive behavior can be the use of the service for free. There-
fore, a premium user who has a lot of free friends can be influenced to become a free user as it
is perceived as a positive distinctive behavior. That means a premium user who has a lot of free
friends will have less chance to continue to be premium user.

However, self-categorization theory [134] states that a person will perceive collections of peo-
ple as a group by the similarities of the people and the distances between groups depend on the
differences between the groups. This can lead to the assumption that the people who start using
premium service is closer to the free user group than the people who continue using the premium
service, because they just changed group that they were belonging. Therefore, the premium users
who just started using premium services will be affected by free friends more than the people who
have continued using premium service.

However, the previous hypothesis did not make a distinction between free users who have not
used premium services and free users who just stopped using premium services. This is because
the previous hypothesis focuses on the influence of free friends and the two subgroups are both free

users. Therefore, there are no difference between these two subgroups of free users.

Hypothesis 6. Higher number of free friends of a premium user leads to lower chance to continue

to be a premium user, and the effect is higher for the premium users who were recently free users.

From expectancy theory [137], which describes the expectation of behavior, and expectation
confirmation theory, which describes the evaluation of adoption, the group of users which stopped
using premium service got disconfirmation of beliefs. This means that there are differences between
expectation and perceived performance.

The disconfirmation of beliefs occurs when the expectation is higher than the perceived perfor-
mance. As perceived performance will not change after a user stopped using the premium service,

the expectation have to be changed before reusing the premium service, and the new expectation
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have to be lower than the previous perceived performance. However, if the usage is high, the per-
ceived performance should be good too, which means that the expectation have to be much higher
to have created disconfirmation of beliefs. This made the probability to lower expectation small.
This means that, for the users who stopped using premium service, the more usage of service, the
less chance that they will use the premium service again.

But for users who never use premium service, they have only the expectation, which is explained
in expectancy theory as the valuation of reward related to performing behavior, which should be
related to the usage of that user. The more usage that user has, the higher the expectation and the

higher the chance to use the premium service.

Hypothesis 7. Higher usage of a free user leads to higher chance to become a premium user, but

leads to lower chance to become premium users again for the people who stop using premium service.

Premium users are users who already have the perceived performance and still didn’t get the
disconfirmation of beliefs. Therefore, the expectation of premium users will be related to the
usage. The more usage the user has, the higher performance they perceived, the less chance the
expectation to be higher than perceived performance, and the less chance the disconfirmation of
beliefs can occur. This should be the same for both people who start using the premium service

and people who continue using the service.

Hypothesis 8. Higher usage of a premium user leads to higher chance to continue to be a premium

user.

From dynamic use diffusion model [125], which shows the effects from determinants in 4 di-
mensions to the index and the effect from the index to the outcome such as user satisfaction, the
hypothesis can be used to modify 2 parts of the model which are the determinants and the index.
The number of free friends (#FreeFriend@t1 and #FreeFriend@t2) and premium friends (#Pre-
miumFriend@t1 and #PremiumFriend@t2), which is degree of node in social network metrics,
and connection strength between friends (Clustering@t1 and Clustering@t2), which is local clus-
tering coefficient in social network metrics, can be used as social network dimension, which is new
dimension in the model. The usage (Current Usage) and subscription history (#Payment@t2) can
be used as the index of the model.

All of the proposed hypotheses can be summarized into one diagram as shown in Figure 3.1.

The explanatory variables that related to UD determinants are colored in yellow and two variables
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related to the dynamic use index are colored in blue and two dependent variables which are UD

outcomes are colored in pink.

Determinants #PremiumFriend@t2 Convert

Clustering@t2

#FreeFriend@t2

H Outcome

#Payment@t1
Clustering@t1

Dynamic Use Index

#PremiumFriend@t1 *
{
H1

#FreeFriend@t1

Current Usage s Retain

Figure 3.1: All hypotheses

3.4 Data

3.4.1 Data Source and Target User Group

Empirical data was collected from last.fm, an online music streaming service founded in UK in
2002 to provide music and radio. Last.fm collects listening data from users around the world,
which contain users’ information, friend relationship and subscription data. The data was collected
at three points of time, which are August 2013 (¢1), June 2014 (¢3), December 2014 (¢3), to get
the historical information of listening data, subscribe data and social network data. The aim of
this chapter is to analyze the premium subscription and unsubscribes using user’s usage data, user’s

network position and the subscription history of the user’s friends.

3.4.2  Explanatory and Dependent Variables

There are five types of variables, some are explanatory variables and some are dependent variables
in the regression models, that were calculated for each user. The first four types of variables are
treated as input or explanatory variables to the models, which are an indication of previous sub-
scription of the user, indications of how the user’s friends change subscription in the previous time
steps, the user’s social network metrics, and the user’s activity. User’s activity is both explanatory

and dependent variables up to the time point of the data and regression model. The fifth type of



25

variable is the user’s subscription status at ¢3, which is the dependent variable of the regression
model.

The first group of variables is the user’s own subscriptions status in time ¢; and ¢9 for this group,
which is subl and sub2 which have number of users as shown in 3.2. These variables are dummy
variables. The subscription status at time to was used to separate users into 2 groups as the free
users and the premium users and use regression on each users group to confirm our hypotheses in

sec 3.3. And subl is referred as #Payment@t1 in Figure 3.1

Table 3.2: User groups and statistics. Users are segmented into four groups according to their subscription

statuses at 1 (subl) and t5(sub2).

subl  sub2  Changes in Subscription Status of Period 1 (p1) Number of Users
0 0 Users who remain as a free user (at both time ¢1 and ¢5) 117,840
1 0 Users who change from a premium user (at ¢1) to a free user (at to) 2,179
0 1 Users who change from a free user (at ¢1) to a premium user (at to) 417
1 1 Users who remain as a premium user (at both time ¢ and ¢2) 2,477
Total 122,913

The second group of variables indicate number of friends separated by the subscription status of
their friends at time ¢; and ¢5. Due to the number of friends can increase exponentially, the natural
logarithm of number of friends in each group are used. The #FreeFriend@t1 and #FreeFriend@t2
are indicated to the natural logarithm of number of friends who is free user at time ¢; and s,
and the #PremiumFriend@t1 and #PremiumFriend@t2 are indicated to the natural logarithm of
number of friends who is premium user at time ¢; and 5.

The third group of variables are the network parameters of each user. From friends’ information
of same subscription status, a user network can be created, separated by subscription status at time
t1 and t9, where each user is represented by a node, and an edge between two nodes represents
that the users are friends. The clustering@t1 and clustering@t2 are indicated for local clustering
coefficient which equal to the ratio of number of paired friends who connected together to the

all possible number of connection. These indicate the strength of connection between each user’s
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friends, if all of the user’s friends all know each others, the value equal to 1, if they are not know
each others, the value is 0.

The fourth group of variable indicates the user’s activity, for which the number of the unique
songs that the user listened to between time ¢; and 9 are calculated. The variable is called Play-
count.In, which indicated the natural logarithm of number of unique songs that user listened to.

The fifth group is the ground truth contains two variables, convert and retain, separated by
subscription of the user at time t2. The variable convert is for the free users and retain is for the
premium users, which is 1 if the user is a premium user at t3, and 0 otherwise. In summary,
for each user, nine variables are calculated as listed in Table 3.3. Eight variables are input to the
regression model and the output of the regression model is the premium status at time ¢3, which is
captured by variable convert or retain up the subscription status at time ¢o of each user.

The statistics of each parameter are shown in Table 3.4. Note that the transitivity cannot be
computed if the number of connected node is less than 2, which results us to have to dropped some

data. This made the number of data of Clustering@t1 is less than the others.

Table 3.3: List and description of user’s calculated variables. For each user, the following variables are

calculated.

Variable Description

subl Dummy variable indicating that the user is a premium user at ¢,
#FreeFriend @t1 Natural log of number of friends who are a free user at ¢;
#FreeFriend @t2 Natural log of number of friends who are a free user at ¢,

#PremiumFriend@t1  Natural log of number of friends who are a premium user at ¢;

#PremiumFriend@t2  Natural log of number of friends who are a premium user at to

Clustering@t1 Local clustering coefficient for free and premium graph at ¢;

Clustering@t2 Local clustering coefficient for free and premium graph at ¢

playcount.In Natural log of number of unique songs that user listened to between ¢; and ¢
convert Dummy variable indicating that a free user at o is a premium user at ¢3

retain Dummy variable indicating that a premium user at ¢5 is a premium user at ¢3
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Table 3.4: Statistic of variables

Statistic N Mean  St. Dev. Min Max
subl 121,430 0.031 0.173 0 1

#FreeFriend @t1 121,430 2.294 0.996 0.000 6.807
#FreeFriend @t2 121,430 2.675 1.068 0.000 7.422

#PremiumFriend@tl 121,430  0.439 0.632 0.000 4.997
#PremiumFriend@t2 121,430  0.434 0.689 0.000  5.505

Clustering@t1 116,432 0.071 0.140 0.000  1.000
Clustering@t2 121,430  0.016 0.028 0.000 0.237
playcount.In 121,430  3.975 2.386 0.000 9.353

3.5 Experiment and results

The linear regression and logit regression were used to confirm the proposed hypotheses, and the
results for coefficients was shown in Table 3.5 and the marginal in Table 3.6.

In the first model, the linear regression was used to confirm Hypothesis 1 by using the play-
count.ln as dependent variable and sub1, #FreeFriend @t1, #PremiumFriend @t1 and Clustering@t1
as the explanatory variables. The F-Test’s p-value of the regression is less than 2.2 % 10~ ¢, which
allows us to reject the equality of model with only intercept and model with explanatory variables,
and accept that the dependent variable is related to the selected explanatory variables. The coeffi-
cient of #FreeFriend@t1 is equal to 0.356***; the coefficient of #PremiumFriend@t1 is equal to
0.026"; the coefficient of Clustering@t1 is equal to —0.301***, which mean that the number of
unique songs that are listened to between time ¢; and ¢ increased in relation to number of free
friends and number of premium friends but decreased in relation to the strength of connection
between their friends. Additionally, Hypothesis 1 is supported at significant level 90%

For the other hypotheses, the logit regression was done on 2 groups of users’ data separated
by the subscription status at time ¢2. Both groups use the number of friends who are premium
users, the number of friends who are free users, the strength of connection between friends of

each user, the payment status at time ¢; and the number of unique songs that user listened to as
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Table 3.5: Coefficient of regression results

Dependent variable:

playcount.In convert retain

OLS logistic

ey 2 3)
Constant 3.160"**(0.020) —8.375"*%(0.321) 0.519(0.507)
subl 0.560"**(0.049) 3.825"(0.361) —0.294(0.530)
#PremiumFriend@t1 0.026%(0.014)
Clustering@t1 —0.301"**(0.050)
#FreeFriend @t1 0.356™**(0.009)
#PremiumFriend @t2 0.292*%(0.110) 0.348™*(0.077)
Clustering@t2 —6.947(4.737) 10.500"**(2.668)
#FreeFriend @t2 0.255**(0.086) —0.446**(0.138)
playcount.In 0.160*(0.045) 0.059%(0.025)
#FreeFriend @t2:subl 0.331%(0.144)
playcount.In:sub1 —0.170%(0.070)
Observations 116,432 119,595 1,835
R? 0.026
Adjusted R? 0.026
Log Likelihood —1,221.885 —1,091.008
Akaike Inf. Crit. 2,457.769 2,196.017

Residual Std. Error

F Statistic

2.349 (df = 116427)
770.932%* (df = 4; 116427)

Note:

*p<0.1; **p<0.05; ***p<0.01
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the explanatory variables and the status of subscription at time ¢3 of each group as the dependent
variable. The result of regression was shown as model (2) and model (3) in Table 3.5 and marginal
effect are shown as model (2) and model (3) in Table 3.6.

From both model (2) and model (3), the coefficient, shown in Table 3.5, and the marginal
effect, shown in Table 3.6, of #PremiumFriend@t2 are positive at significant level 95% and 99%
(coefficient = 0.292** and 0.348***, marginal effect = 0.267"* and 74.705***). This means that
when the number of friends who are premium users increases, both the chance to start using pre-
mium service for free user and the chance to continue using premium service for premium user
also increase. Therefore, Hypothesis 2 is supported.

The coefficient of Clustering@t2 of model (2) is negative; however the p-value is large, so
Hypothesis 3 is not supported.

However, the coefficient and the marginal effect of Clustering@t2 of model (3) is positive with
significant level 99% (coefficient = 10.500™** and marginal effect = 2251.850**), which means
that the chance to continue using premium service increases as the strength of connection between
premium friends of the premium user increases. Therefore, Hypothesis 4 is supported.

As the coefficient and the marginal effect of #FreeFriend@t2 of model (2) is positive with
significant level 95% (coefficient = 0.255** and marginal effect = 0.234*), the chance to be-
come premium user increases as the number of friends who are free users increases. Therefore,
Hypothesis 5 is supported.

The coefficient and the marginal effect of #FreeFriend@t2 of model (3) is negative with sig-
nificant level 95% (coefficient = —0.446™" and marginal effect = —95.658*). This means that
the chance to continue to be premium user decreases as the number of friends who are free user
increases for user who just start using premium service. Additionally, the coefficient and the
marginal effect of interaction term #FreeFriend@t2:sub1 of model (3) is positive with significant
level 90% (coefficient = 0.331* and marginal effect = 70.939*), which means the chance to con-
tinue to be premium user of the user that continue using premium service both time ¢; and t9 is
affected less from the number of the friends who are free user. However, as shown in Table 3.7,
the coefficient and marginal effect of the group of user who continue using premium service are
negative, the relationship is in the same direction with the users who start using premium service
at to. Therefore, Hypothesis 6 is supported.

As the coeflicient and the marginal effect of playcount.ln of model (2) is positive with significant

level 99% (coefficient = 0.160™** and marginal effect = 0.146™**), the chance to become premium
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Table 3.6: Marginal effect of logit models

Marginal (x 1000):

convert

retain

subl

Clustering@t2
#PremiumFriend @t2
#FreeFriend @t2
playcount.In
#FreeFriend @t2:subl

playcount.In:subl

36.893"*(0.012)
—6.358(0.004)
0.267**(0.000)
0.234**(0.000)
0.146**(0.000)

—0.156*(0.000)

—60.185(0.103)
2251.850** (0.565)
74.705"*(0.016)
—95.658"*(0.030)
12.565*(0.005)
70.939*(0.031)

Num. obs. 119595 1835

Log Likelihood -1221.885 -1091.008
Deviance 2443.769 2182.017

AIC 2457.769 2196.017

BIC 2525.612 2234.621
Note: *p<0.1; *p<0.05; ***p<0.01

Table 3.7: Coefficient and marginal effect of retain

COEF COEFsubl dYdX dYdXsubl
(Intercept) 0.519 0.226 0 -0.060
friends.free.ln  -0.446 -0.115 -0.096 -0.025
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user increases as the number of listened unique songs increases for user who don’t use premium
service. However, the coefficient and the marginal effect of interaction term playcount.In:subl
of model (2) is negative with significant level 90% (coefficient = —0.170" and marginal effect =
—0.156"), and as shown in Table 3.8, the coefficient and marginal effect of the group of user who
stop using premium service become negative. This means that the chance to become premium
user of the user who stop using premium service between time ¢; and o decreases in relation to

the increase of number of the listened unique songs. Therefore, Hypothesis 7 is supported.

Table 3.8: Coeflicient and marginal effect of convert

COEF  COEFsubl dYdX  dYdXsubl

(Intercept) -8.375 -4.549 0 0.037
Playcountdn  0.160 -0.011 0.0001 -0.00001

The coefficient and the marginal effect of playcount.ln of model (3) is positive with significant
level 90% (coeflicient = 0.059* and marginal effect = 12.565"), which means the chance to become
premium user increases as the number of listened unique songs increases. This result supports

Hypothesis 8.

292"
#PremiumFriend@t2 Convert

Clustering@t2

#FreeFriend@t2

0071

#PremiumFriend@t1

#Payment@t1
Clustering@t1

#FreeFriend@t1

Current Usage oo Retain

Figure 3.2: Results
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3.6 Discussion and managerial recommendations

As hypothesis 1 was supported, the usage of a user can be said to be related to the amount of
information that the user received from his/her friends. Additionally, the usage of a user and can
be increased by increasing the number of free friends and premium friends but the connection
strength between friends have to be reduced. To increase the number of friends without increase
the connection strength between friends, the provider can recommend friends which have fewer
connection to that user, which means that the criteria of friend’s recommendation should use the

behavior based instead of common friend based.

As hypothesis 2 was supported, increasing the connection from premium user to the other users
will increase the chance of becoming premium user of that user, but due to the hypothesis 6 also be
supported, connections to free users will increase chance of unsubscription of that premium user.
This means that the provider should not recommend the connection between free and premium
users, but should recommend only premium user to premium user. Together, as hypothesis 4 was
supported, if connection strength between premium users increase, the chance to continue being

premium user of their common premium friend will also increase.

As hypothesis 3 was not supported, the relationship between the strength of connection between
friends of free users and chance of unsubscription can be ignored. This may be because of the free
friends have both positive and negative effect to the free user due to the self-identity theory, and
both effects are canceled in this case. However, due to the hypothesis 5 was supported, the provider
should increase connection between free users to increase chance to become premium user of their

common friend.

As hypothesis 7 was supported, the provider should increase the usage of free user who never
subscribe to the premium services, and find the unsubscribed users who have low usage to proposed
some marketing campaign such as discount promotion and community party because they have
higher chance to become premium user again when compared to unsubscribed users who have
high usage.

As hypothesis 8 was supported, the provider should increase the usage of the premium users
to increase the chance to continue being premium user, which can be done by recommending new

musics to that user.

For the understanding of the relationship between social network, usage and subscription be-

havior of the users in online-social-network based freemium music streaming service, the dynamic
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use diffusion model can be modified by applying the social network dimension which contains
social network metrics of the user into the determinants and historical subscription status into index
of the model. The modified model can be used to analysis online social network based freemium
service which is getting popular now.

From the results of hypothesis confirmations, the suggestions which can be proposed to the
service provider are about increasing the number of premium users and preventing churns.

For free users, service providers want them to convert to premium users. From the results
above, the number of friends is positive related to the chance to become premium user, for both
premium users and free users. This means that if the service provider increases the connection to
other users, the free user may have more chance to be premium user, which can be done by add
friend recommendation system to the service.

For premium users, service providers want to prevent churns. From the results above, the
number of friends who are premium users has positive relationship to the chance to continue using
premium service but the number of friends who are free user has negative relationship. This means
that the provider should recommend premium user to be friend with premium user than free user,
because the connection to free user increase the churn rate. Together, the strength of connection
between friends who are premium users also increase the chance to continue to be premium user.
The more connection between premium users will increase strength of the connection and increase
the chance to continue to be premium users as well. Furthermore, the usage also has positive
relationship to the chance to continue to be premium user, which means that the recommendation
of new songs that increases the usage are also able to prevent churns.

For people who stop using premium service, the provider can focus on user who has less usage
and more number of friends because they have higher chance to re-use the premium service. The
discount and special training for the premium service to increase perceived performance can be

used to prevent the disconfirmation of belief again.

3.7 Conclusion and future works

Hypotheses in Section 3.3 and the results of hypothesis testing in Section 3.5 confirmed that the
previous usage pattern and the social network is related to premium usage in next step. This can
be used to improve the model by adding explanatory variables, which are related to social network,
into the model. The variables that are used in this research are number of friends both premium

users and free users, and clustering coefficient which shows how strong friends connected together.
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The hypotheses and the testing results show that the payment and usage history of users also affect
their change of premium service usage. There is one hypothesis which are not supported by the
empirical hypothesis testing, which can be removed from the model improvement. However, the
more dataset have to be used to significantly reject the unsupported hypothesis again.

As the premium service usage can be used as indicator of satisfaction to the service, or the final
outcome of the dynamic use-diffusion model [125], the house-hold social context in the determi-
nants can be changed to social network matrices and the payment pattern can be added to dynamic
use-diffusion index for the freemium music streaming service.

From the hypothesis testing results, the managerial recommendation are proposed for the
provider to increase premium users and prevent churns by making different friend recommen-
dation to difference group of users, and providing the selection criteria of the users who stop using
premium service to do targeted marketing to make them use the premium service again.

For future work, the proposed model can be used to predict the change of subscription by
applying these parameters and may be able to increase conversion rate by both increasing the chance
of subscription and decreasing the number of unsubscription by offering some special discount to
users who have influence power. As the subscription of the user increase the chance to be premium
user of their friends, this will decrease the chance of his/her friends to unsubscribe too. Together,
the model can be applied to the other freemium online services such as video streaming services,

or online data storage services.
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Chapter 4

RECOMMENDATION SYSTEM BY RANDOM WALK WITH RESTART
USING CONDITIONAL TRANSITION PROBABILITY ON SOCIAL
INFORMATION

A recommendation system is an information retrieval system that employs user, product, and
other related information to infer relationships among data to offer product recommendations. The
basic assumption is that friends or users with similar behavior will have similar interests. The large
number of products available today makes it impossible for any user to explore all of them and
increases the importance of recommendation systems. However, a recommendation system nor-
mally requires comprehensive data relating users and products. Insufficiently comprehensive data
creates difficulties for creating good recommendations. Recommendation systems for incomplete
data have become an active research area. One approach to solve this problem is to use random
walk with restart (RWR), which significantly reduces the quantity of data required and has been
shown to outperform collaborative filtering, the currently popular approach. This study explores
how to increase the efficiency of the RWR approach. We replace transition matrices that use in-
formation regarding relationships between user, usage, and tags with transition matrices that use
conditional probability based on social information, and we compare the efficiency of the two ap-
proaches using mean average precision. An experiment was conducted using music information
data from last.fm. The result shows that our approach provides better recommendations specially

in limited data case.

4.1 Introduction

Exponential increases in available information emphasize the importance of information filtering
systems. As stated by Chris Anderson, “The secret to creating a thriving Long Tail business can
be summarized in two imperatives: (1) Make everything available. (2) Help me find it.” [11]. The
success of any online service lies in helping users find what they are interested in, even before they
realize that they are interested in it. Recommendation systems help online service providers offer
personalized product suggestions by predicting user responses to items they have not yet considered.

Traditional recommendation systems achieve this goal by using either content-based filtering



36

(CBF), which analyzes product characteristics, or collaborative filtering (CF), which analyzes user
behaviors. However, the popularity of social networking has prompted researchers to use the con-
cept of friendship and social information to increase recommendation accuracy. Konstas et al. [74]
showed that a generic framework of random walk with restart (RWR) that includes social annota-
tion (tags) and friendship established among users outperforms the currently popular CF approach.
While social annotations and friendship data capture some information regarding how a user is
related to a product, it does not provide a straightforward probability. The authors hypothesize
that this relationship is captured more effectively using conditional probability transition based on
social network information of the user instead of the direction relation between users, items and
tags. In this study, we extend the work of Konstas et al. [74] using conditional probability tran-
sition based on social network information of the user in RWR’ s transition matrices to increase
recommendation accuracy.

We evaluated our modified model against the method proposed by Konstas et al. [74] on a data
set we collected from last.fm, an online music recommendation service. The dataset includes user,
friendship, artist, and usage data. The modified model achieved better recommendation accuracy,
particularly with limited data (80% of data removed). The contributions of this study include the

following:

* We evaluated the use of social network based conditional probability in RWR transition

matrices and found that it outperforms the original RWR model.

* We changed from track to artist recommendations.

* We found that changes in parameters (alpha) have little effect on recommendation accuracies.

The rest of this paper is organized as follows. Section 4.2 reviews previous related work. Sec-
tion 4.3 describes the proposed method. The experiments, including how we collected data from
last.fm, are explained in Section 4.4. We discuss the implications of our study and draw conclusions

in Section 4.5 and Section 4.6, respectively.
4.2  Related Work

4.2.1 Information Retrieval

Information retrieval (IR) is the finding of information that is relevant and satisfies an information

need from a normally unstructured and large collection of information resources. As collection of
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information resources is big, people have difficulties in navigating within the collection manually.
Such difficulties are called information overload, and automated information retrieval systems help
reduce the difficulties [142].

The two most frequent and basic measures for information retrieval effectiveness are precision
and recall [111]. Precision (P) is the percentage of retrieved information that are relevant and recall
(R) is the percentage of relevant information that are retrieved, as calculated by formula (4.1) and

(4.2).

#(relevant items retrieved)

Precision “4.1)

#(retrieved items)

Recall — #(relevant item§ retrieved) 42)
#(relevant items)

The standard measure in the Text Retrieval Conference (TREC http://trec.nist.gov/) commu-
nity is the mean average precision (MAP), which provides a single-figure quality measure, across
recall levels. In particular, among available evaluation measures, MAP has been shown to have
effective discrimination and stability [85].

For each information query, the average precision (AP) is calculated by averaging the precision
value of a set of documents after each relevant document is retrieved. MAP is the average AP for
all queries for all the related documents. In other words, if the set of relevant documents for an
information need ¢; € Qis dy, . .., dmj and Rjy, is the set of ranked retrieval results from the top

result until you arrive at document dj, then

Q| my
MAP(Q !Q| Z ZPreczszon Rji) 4.3)
My =

4.2.2  Recommendation systems

Recommendation systems, sometimes also called “recommender systems,” are an extensive class
of Web applications that involve predicting user responses to options [107].

There has been substantial research on this topic showing that a recommendation system can
help users with information retrieval ([108, 67, 59, 135, 14, 56]).

Such systems typically use one of three approaches.

1. Collaborative filtering (CF) [128]: This method employs user behavior information, such as
ratings or usage of an item, to find similar users and try to predict a missing usage or rating.

There have been many studies using systems with this approach. As examples,


http://trec.nist.gov/
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* Cho, et al. [32] use data mining and decision tree on web usage, while

* Kim, et al. [71] create groups of people who have similar activities with items.

2. Content-based filtering (CBF): This method uses item similarities and recommends the item

closest to the items used by a target user. As examples,

 Baraglia and Silvestri [22] cluster the contents and use the results for recommendation,

while

e Han, et al. [55] introduce an algorithm based on rules created from combinations of

items selected together.

3. Hybrid recommendation systems [29]: This approach uses information regarding both users

and items.

Recent rapid social network growth has created interest in using social information in recom-
mendation systems. Studies have shown that people on the same network or having friendship
relations share similarities ([38, 35, 6]). This shows that social information can be used to suggest
directions for finding recommendations based on relationship and item usage information.

Tagging, in which user-generated keywords are attached to online contents, is also used in
recommendation systems, for example, to identify items to be retrieved in the future ([102, 110, 63,
58, 133]). Studies have shown a relationship between friendship and tagging, or social bookmarks
([13, 24)).

A tagging system (folksonomy) model is often characterized by a tripartite graph with hyper-

edges. The three disjoint, finite sets of such a graph correspond to

1. aset of persons or users u € U

2. aset of resources or objects 0 € O and

3. aset of annotations or tags t € T'

which are used by users U to annotate objects O. A very general model of folksonomies is defined
by a set of annotations ' C U x T x O ([127, 76, 87, 60]).
Studies have shown that tags can be used as inputs to a recommendation system ([86, 43, 27,

52]).
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However, since a recommendation system uses information as input, a system cannot provide
suitable recommendations, when there is insufficient or sparse data.

Huang et al. [65] created social item-and-user graphs and used graph analysis on this problem.

4.2.3  Random walk with restart (RWR)

Random walk, a series of random variables [51], was first introduced by Karl Pearson in 1905
[101] and has been used in many fields. Google™’s well-known PageRank is based on random
walk [97].

Random walk on graphs is a series of random variables X; where X is a connected vertex
selection for each node of each step ([10, 82, 81]).

RWR is the random walk that has probability o of jumping to the starting point, as shown in

equation (4.4).

pitt = (1- a)Spt + agq 4.4)

where p' and p'*!

are the probabilities of remaining at each node at steps ¢ and ¢ + 1, S is the
transition matrix, o is the restart ratio, and g is the probability of remaining at each node at the
starting step.

When the start stage probabilities are set equal, as in (4.5), the probabilities at the stable stage

of node y show the relationship between node x and y ([144, 132])

4 = (4.5)

4.2.4 RWR-based Recommendation System

Studies on the use of RWR on related topics include the following.

L]

Clements et al. used RWR in information retrieval [34].

Craswell, et al. used random walks to create rankings of documents for a given query [36].

Barnd modeled consumer behavior as random walks on a weighted association graph [28].

Fouss et al.present a new perspective on characterizing the similarities among elements of a

database [48].


www.google.com
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Furthermore, Konstas et al. [74] show results indicating that RWR outperforms the standard
CF method using the four transition matrices shown in Fig. 4.1. The main target of using RWR is

to deal with cold start problems, which will occur when there is insufficient information.

User Track
User I UTr
Track | TrU | TrTr

User Track
User | UU UTr
Track | TrU | TrTr

User Track  Tag
User 1 Ulr | UTlyg
Track | TrU | TrTr | TrTg

Tag | TgU | TgTr | TgTg

User Track  Tag

User | UU | UTr | UTyg
Track | TrU | TrTr | TrTg
Tag | TgU | TgTr | TgTg

Figure 4.1: Four types of transition adjacency matrices for a recommendation system using RWR

Not only music ([74, 90]), the RWR based recommendation system was applied into many
targets of recommendation such as, movies ([41, 48, 140, 122, 79, 141]), publications [131], point
of interests (Pols [83]), Dictionary/Internet/Citation/Social/Email [49].

However, there are no studies regarding the effect of data size, recommendation accuracy, or

restart ratio.

4.3 Methodology

RWR is used in creating recommendations from user, item, and social information similar to the

method used by Konstas et al. [74]. I modified the method by creating relationships for artists
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instead of tracks and user-artist tags instead of user-track tags, as shown in Fig. 4.2 and equations

(4.6)-(4.9). This modification reduces the number of calculations required.

UU;,

/A

(=)

Utu
AU,
UAya
ULyt
OO
AA; AT, TT;,

Figure 4.2: Graph for RWR

I UAy,

Sy = ’ (4.6)
AU, AA;
UUi; UdAyg

Sp = 4.7)
AU, AA;j

I UAy, UTy,
ST = AUa,u AAZ‘J' ATa,t (48)
TUiw TAy, TT;;

)

UU;j UAya UTyy
SB = AUa,u AAZ'J‘ AT(I’t (49)
TU;w TAy, TT;,

To improve recommendation accuracy, the traditional transition matrices are replaced with
social-network-based conditional probability transition matrices. The main idea is to utilize both
information from the user and information from the user’s friends, instead of using only that user’s
information. The constructed social-network-based conditional probability transition matrices are

used to perform RWR on the graph.
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There are 9 transitions in the transition matrix as illustrated by the arrows in Fig. 4.2. The

social information are added into the transition matrix as follows.

* For transition from user to artist (AU, ,,), the more listening counts from the friends of that
users, the higher the transition probability. Therefore, the probability that the walker will
move from user node ¢ to artist node j was changed to add social information. In [74], this
was the ratio of the number of times that user ¢ listens to artist j to the number of times
that user 7 listens to all songs. To add social information, this was changed to the ratio of
the number of times that user 7 and his friends listen to artist j to the number of times that
all users listen to artist 7 divided by the ratio of the number of friends of user 7 to the total

number of users. This yields equations 4.10.

#u
k=1 Fk,qu,a
#u #a
it j=1 P ;
#u
k=1 Fk,u
#u

AUy = (4.10)
* For transition between users (UU; ;), the more friends the two users have in common, the
higher the transition probability.

Hu
1 L ki Lk g

UU; ; = T
k:]. k7]

4.11)
* For transition from artist to user (U A, 4), the more listening counts from the friends of that

users, the higher the transition probability.

#u
_ Zk:l Fk,upk,a

UAya = (4.12)
Uu,a z,il Pk’a

* For transition from tag to user (U1 ), the more tags from the friends of that users, the

higher the transition probability.

2?21 Z?aﬂ FiuTij

(4.13)
St i Tige

UTu,t =

* For transition from artist to artist (AA; ;), the more common users that listen to their songs,
the higher the transition probability.

AA, . = Zz’il Lk,iPk,j

i = 4.14)
Zi& Pk,j
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For transition from tag to artist (AT}, ;), the higher listening counts from user that tag to the
artist, the higher the transition probability.

Z?@uzl Tk:,a,th:,a
S S TP
1;@“:1 Pk,a

Y, P

AT, = (4.15)

For transition from user to tag (1'Uy ), the more friends of the user that use the tag, the
higher the transition probability.

#u #a
21:1 j=1 Fi,uTiv]'»t
H#u #a #t
TU, _ 2 ien j=12uk=1 Tij,k
tu — H#u
Zk:l Fk,u
#u

(4.16)

For transition from artist to tag (7'A; 4 ), the higher listening counts of the user that use the
tag to that artist, the higher the transition probability.

Ziuzl Tk,a,th,a
PO ?il Ti,5,t P

#u #a
Zizl j=1 Tijt
#u #a #t
2ien j=1 2sk=1 T g,k

TAy, = (4.17)

For transition from tag to tag (1"I; ;), the more common users that tag both, the higher the

transition probability.

2?;11 Zzaﬂ Wx,y,iTx,y,j
TT;; = P - (4.18)
Zx:l y=1 Z T‘Ivyvj
where,
#u = Number of users
#a = Number of artists
#t = Number of tags
1 User i and user j are friends
iy =
0 otherwise
P,. = Number of playcount by user u on artist a
Twat = Number of tag by user u on artist a with tag t
1 P,o>0
Lu’a _ u,a
0 P,o=0
1 T, at > 0
Wu,a,t = ot

0 Tu,a,t =0
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These transition probabilities have to be normalized to 1 in all type of transition adjacency

matrices shown in Fig. 4.1

4.4 Experiments

4.4.1 Data collection

Data from last.fm were collected through their free web service API which provided data in xml
format. The essential data includes user information, which can be obtained from user.getInfo. The
user id list was not public information, but the authors worked around this problem by requesting
random user ids and obtained more information from the user’s friend relations (user.getFriends).
Repeating this process provided us with a quantity of user information. Another essential datum is
the artist information, which was obtained through user.getTopArtists. The information associated
with this includes play counts (the number of times this user plays songs from this artist) and
social tags (user.getTopTags). The relationships between users, artists, and tags were also collected,
through user.getPersonalTags. The last.fm license agreement forbids obtaining an exhaustive list
of data; hence, the authors collected a subset of data including 11,239 users, 49,000 artists, and
11,726 tags.

4.4.2 Data set

The data from last.fm are too numerous to create an exhaustive transition matrix. To test our
method, users and artists were randomly selected using the same method as that was used to collect
the data. A user was first randomly selected and all the user’s friends were included. Then, all the
artists this user listened to and all the user’s tags were included. This process was until the target
data size was reached (Case 1: 400 users, 1,500 artists, and 600 tags; Case 2: 1,200 users, 3,000
artists, and 800 tags). For each case, some data regarding how users listened to their artists were
randomly deleted by 20%, 50%, 80%, 90% and 95%. Then the remaining data were used to
create a transition matrix, as described in the Methodology section. For performance comparison,
the authors also created the transition matrices, using the method described in [74]. This resulted
in 20 data sets. Each data set received nine restart rations (« alphas) 0.1, 0.2, 0.3, 0.4, 0.5, 0.6,
0.7,0.8, 0.9.
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4.4.3 Evaluation

We evaluated our method by creating recommendations for each user using RWR for each data set
and the 4 set of transition matrices. Each user has a sorted recommendation list based on artists’

respective probabilities.

The RWR equation was solved p = aSp + (1 — «)q as

(I—aS)p = (1-—a) (4.19)

p = (I—aS) 1 -a) (4.20)

and the probabilities p and g were obtained at the convergence and restart stages.

Then, the artists who already exist in the user’s history were removed and the authors compared

the remaining artists to calculate precisions and MAPs.

Q) m;
e 1 1 .
AP(Q) = 7’@ ]E_l 7mj 321 Precision(R;,) 4.21)

where Precision(R;),) = #artists who user j listened to in recommendation results from rank 1

to £, and m; is number of recommendations returned for each query (one query for each user).

4.5 Results and Discussion

4.5.1 Comparing Effects of Restart Ratio

Table 4.1 shows the averaged MAP from all case effected by restart ratio «. The o = 0.4 yields

the highest MAP, but the change is insignificant.

4.5.2 Comparing Effects of Data Size

Fig. 4.3 shows the MAP for each test case group, with 20%, 50%, 80%, 90% and 95% of the
listening data deleted. This result shows that with the proposed method, the recommendation
efficiency (MAP) is not affected by the quantity of data used. The previous method show the
changed of performance effected by size of data. However, the proposed transition matrix show
at the very small size of the data (where 90% and 95% of the data were deleted), the proposed

method show the better performance.
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Compare MAP between proposed(S) and previous(D)
transition matrix

0.25
0.2
0.15
0.1

0.05 o— —

0
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

——S51500 —@—D1500 S3000 —@—D3000

Figure 4.3: Comparing the MAP of each result with change in data size. The x-axis shows change in data
size, when the listening data were deleted 20%, 50%, 80%, 90% and 95% and the y-axis shows the MAP.
Four lines resulted from 2 types of transition matrix (proposed S for Social information based transition
matrices and D for directed calculation) x two sets of data size (1,500 and 3,000 artists) which shown by
type of transition matrix (S or D) and number of artists(1500 or 3000). The result shows that the proposed

method performs better than previous methods for a small quantity of data.
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Table 4.1: Long table caption.

Restart probability(a) | average MAP for all cases | SD for MAP
0.1 0.068917215 0.057843304
0.2 0.070890507 0.057721083
0.3 0.071567747 0.057584985
0.4 0.071676979 0.057623017
0.5 0.071568089 0.057660298
0.6 0.071474233 0.057663397
0.7 0.071395429 0.057678964
0.8 0.071233106 0.057557769
0.9 0.071123089 0.057525516

4.6 Conclusion

In the information overload era, recommendation systems are essential in helping users discover the
information they are looking for. RWR has been used in recommendation systems to reduce the
amount of information required to offer a recommendation. This study showed that RWR works
well even in the case of limited data quantity. The effects of RWR’ s restart ratio was examined
and the restart ratio @ = 0.4 yielded the best recommendation accuracies. Social information
based probabilities was used in creating transition matrices and tested with a data set collected from
last.fm. The results showed that social information based probability transition matrices outperform
the traditional transition matrices.

Our method relies on RWR, whose creation and inversion of transition matrices require sub-
stantial memory. Therefore, for an increasing number of users or items, straightforward RWR
implementation could result in memory or speed limitations. There has been research on increas-
ing the efficiency of RWR that can be applied here to work around this problem.

Major directions for future work include improving the efficiency of using RWR in recom-
mendation systems, particularly with regard to calculation costs. One approach is to select suitable
iterative RWR methods or to compute the inverse of the transition matrix. The matrix inversion
approach requires computing the inverse, which can be expensive, but once computed, the inverse

can be readily used to compute recommendations. The iterative approach allows more frequent up-
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dates of the transition matrix. Another direction is to improve RWR scalability, because the sizes
of social network graphs and items are constantly increasing. Yet another direction is to study
how other social networking information (e.g., the number of messages sent or received between
two friends, user viewing data, user following information, or friend suggestions) might improve
recommendation accuracy.

Our proposed method is not limited to music domain. RWR-based recommendation systems
have been shown to work in many domains ([41, 48, 140, 122, 79, 141, 131, 83, 49]), for which

social information based conditional probability transition matrices can also be introduced.



49

Chapter 5

A BIPARTITE FITNESS MODEL FOR ONLINE MUSIC STREAMING
SERVICES

This chapter proposes an evolution model and an analysis of the behavior of music consumers
on online music streaming services. While previous studies have observed power-law degree dis-
tributions of usage in online music streaming services, the underlying behavior of users has not
been well understood. Users and songs can be described using a bipartite network where an edge
exists between a user node and a song node when the user has listened that song. The growth mech-
anism of bipartite networks has been used to understand the evolution of online bipartite networks
[146]. Existing bipartite models are based on a preferential attachment mechanism [21] in which
the probability that a user listens to a song is proportional to its current popularity. This mecha-
nism does not allow for two types of real world phenomena. First, a newly released song with high
quality sometimes quickly gains popularity. Second, the popularity of songs normally decreases as
time goes by. Therefore, this paper proposes a new model that is more suitable for online music
services by adding fitness and aging functions to the song nodes of the bipartite network proposed
by Zhang et al. [146]. Theoretical analyses are performed for the degree distribution of songs.
Empirical data from an online streaming service, Last.fm, are used to confirm the degree distribu-
tion of the object nodes. Simulation results show improvements from a previous model. Finally,
to illustrate the application of the proposed model, a simplified royalty cost model for online music
services is used to demonstrate how the changes in the proposed parameters can affect the costs

for online music streaming providers. Managerial implications are also discussed.

5.1 Introduction

Online music streaming services have become an attractive means to consume music; however,
despite the large and growing number of users, providers are still struggling to make a profit. Spo-
tify, a music streaming service founded in Sweden in 2006, reported a net loss of €173.1M in
2015 [66]. To make effective business adjustments, providers need to understand how users use
their services. The listening frequency of each song are longtail, and there are some studies which

explain the longtail phenomenon. However the weighted bipartite graph which proposed by Zheng
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and Chen, which is the closest representative model, cannot reproduce some properties of the real

world.

Therefore, a large body of empirical research has explored the distribution of usage data
[64, 121, 73] and found that the usage distribution follows a heavy-tailed distribution. The quan-
titative understanding of music listening behavior has been a subject of research interests. Hu and
Han [64] studied the visiting log of a large Chinese online music service system for 105 days at
the end of 2006. The results showed that distribution of inter-event time between two consecutive
listening of music shows the fat tail feature. Koch and Soto [73] study the music listening behavior
and confirmed that for each listener, the number of songs reproduced per artist follows a truncated
power-law distribution. These shows that listening frequency per listener follows heavy-tailed dis-
tribution for both individual listeners and collectively. Our paper also found similar pattern for
users of Last.fm. Some research paper view the relationship between a user and an object as a bi-
partite graph, or a two-mode network. If a user u uses or access object o, there is an edge between
u and o Shang et al. [121]. While empirical research allows us to understand the current state
of the usage of services, it does not allow us to understand the underlying evolution of the usage.
Accurate models of human activities are crucial for better resource allocation and pricing plans
for service companies, and to improve inventory and service allocation in both online and retail
stores [20]. Research into the evolution of complex systems helps us understand the phenomena
observed in real-world complex systems. However, the existing models are not suitable to model
the network for online music streaming services. Therefore, this paper proposes a new model to

solve the problem.

A seminal work on models of human activities by Barabdsi and Albert [21] proposed prefer-
ential attachment as an evolution mechanism for a unipartite graph, where nodes are created and
attached to previous nodes with a probability proportional to the degree of the previous nodes. Such
evolution mechanism results in networks with power-law distributions, also called long tailed dis-
tributions. Preferential attachment mechanism has been shown to describe real-world phenomena,
such as the network of the World Wide Web [33, 75, 78] and the research citation network [33]. In
a subsequent study, the Bianconi - Barabasi model [26] added fitness to the model of Barabdasi and
Albert [21]; when the fitness of a node is higher, the chances that it will be connected to other nodes
increases, even if the node is created later. Lefortier et al. [78] and Ostroumova Prokhorenkova
and Samosvat [96] added lifetime attractiveness to the Bianconi-Barabasi model [26]. This makes

the chances of being connected decrease as time passes. However, the aforementioned models
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utilized unipartite graphs, which do not fit well to music listening.

A bipartite graph is a natural way to model online streaming services, where each user is repre-
sented by a user node and each song is represented by an object node. If a user u uses or accesses
an object o, there is an edge between v and o. A weighted bipartite network based on the strength
preferential attachment of Zheng and Chen [147] enables modeling of the usage of a scale-free
network with a bipartite graph. However, the degree distribution for the user nodes is uniform.
The Mandelbrot law distribution for the user nodes’ degree in unweighted bipartite graph proposed
by Zhang et al. [146] solves the problem of inappropriate degree distribution of the user nodes.
Zhou et al. [148] add the aging parameter proposed in Lefortier et al. [78] to unweighted bipartite
graph model and make popularity prediction model more accurate. However, they did not consider

the fitness to market of each song.

This chapter proposes a new model, which combines the bipartite models [146, 147] and adds
the fitness from the unipartite model [26] to the object nodes, as well as the recency property [96].
After the model is described, a theoretical analysis is performed on the degree distribution of the
object nodes. Empirical data from Last.fim are collected, and the degree distribution of the objects
is found to follow a power-law distribution. Using these empirical results, the fitness distribution
of the objects is analyzed and new parameters are proposed. The new parameters are examined
using a theoretical analysis to show how the changes in the parameters will affect the shapes of

distributions of the objects.

Finally, we propose an example usage for the model in managerial decisions by constructing a
simple cost model for online music streaming services and analyzing the effects of each parameter
on the cost. While some studies on online music streaming services have proposed approaches
for services and pricing strategies such as Adrian Maftei et al. [5] and Paul Thomes [100], none
has analyzed costs, which directly affects profits. We focus on the royalty fee which is one of the

various cost in the music streaming services.

The main contributions of this chapter are threefold. First, a weighted bipartite model for online
music streaming services is proposed with a fitness function and a recency property. To the best
of our knowledge, we are the first to incorporate a fitness function into a bipartite model. Second,
the degree distributions are theoretically analyzed. Third, empirical data are used to demonstrate

the usefulness of the model in making managerial decisions.
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5.2 Limitation of Previous Bipartite Models in Explaining Real-world Music Listening Be-
haviors

The bipartite network model for modeling the content consumption of users proposed by Zhang
et al. [146] has several behaviors that cannot reflect real world phenomenon. Because the model
uses the preferential attachment model proposed by Barabdsi and Albert [21], the model will follow
the rich-get-richer phenomena. The rich-get-richer phenomena makes older nodes more likely to
get linked to than newer nodes. As in Barabasi and Albert [21], the function of expected degree of
node 7, which was created at time ¢;, at time ¢ was shown as k;(t) = m(ti)é where m is number
of connected links for new node, which mean that the expected ratio of degree between the older
node x, created at time ¢,, and newer node y, created at time £, is (Z)l/ 2 As ty > t;, we have
(Z)l/ 2 > 1, 1.e. older nodes have higher degrees than newer ones.

However, real-world music listening behaviors establish a different phenomena. To illustrate
this, we use the Echo Nest Taste profile subset! from the Million Song Dataset (MSD) [23]. The
dataset contains the play counts of 384,546 unique MSD songs by 1,019,318 unique users, collected
from 2005 to 2011. More specifically, the data is a set of tuples (u,s,n), in which each tuple
indicates that a user u listened to a song s for n times between 2005 and 2011. To obtain the
released year of each song, the song data were mapped with a list of the 515,576 songs with
released year information [4] from the same dataset. We can match 60,715 songs, ranging from
songs that were released in 1920’s to 2011. Songs that were released from 2005 to 2010 are used
here to illustrate the differences between usage of older songs and newer songs. Here, we note
that newer songs have fewer number of years that are available to be listened to. Songs that were
released in 2005 had six years to be listened to, while songs that were released in 2010 had one
year to be listened to.

This dataset shows that newer songs are listened to more than older ones, as illustrated by the
statistics of play counts shown in Table 5.1 and the distributions shown in Figure 5.1. In Table 5.1,
to eliminate the effect of extreme values, the average, standard derivation, the maximum and min-
imum of the natural logarithm of the play counts are shown. Figure 5.1 shows the distributions of
play counts of songs in each released year using a violin plot. Even though newer songs had fewer

number of years that were available to be listened to, the play counts of newer songs were higher

than those of older ones. Therefore, this set of data confirms the difference from rich-get-richer

"The Echo Nest Taste profile subset, the official user data collection for the Million Song Dataset, available at:
http://labrosa.ee.columbia.edu/millionsong/tasteprofile.
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phenomena, in which older songs should be listened more than newer ones. Therefore, we propose
a new model to solve this problem by adding fitness and aging function to each object following

the work of Bianconi and Barabasi [25], Lefortier et al. [78] as described in Section 5.3.

Table 5.1: Natural logarithm of the play count for each song in each released year, shown the departure

from rich-get-richer phenomena that the older songs have higher play counts.

Song’s Number  Natural logarithm of play count per song
released year of songs Mean  Min Max St.Dev.
2005 2,024 1.634 0 4.514 0.891
2006 6,336 1.648 0 5.285 0.873
2007 4,786 1.688 0 4.801 0.900
2008 3,711 1.665 0 4.864 0.884
2009 4,687 1.743 0 5.295 0.878
2010 1,865 1.784 0 5.094 0.898

Distribution of the play count of matched songs

\A/\ )\ /éé
WAVYAVYaV.

2005 2006 2007 2008 2009 2010
Released year of song

Play count of song

Figure 5.1: A violin plot shows the distribution of play counts of songs grouped by songs’ released year
from real data in the Million Song Dataset. The y-axis shows the play counts and the width of violin plot
shows the density of songs that have the play count. Three lines in each violin plot show three quartiles of
the distribution. The lines get higher in each year showing the newer songs have higher play counts than the

older songs.
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5.3 Model

To analyze the factors that affect the degree distribution of the content consumption, we constructed
a model to explain the relationship between users and objects using a weighted undirected bipartite
graph. The model proposed in this study is inspired by four related papers [146, 78, 26, 147]. Our
model improved on the bipartite models of Zhang et al. [146] and Zheng and Chen [147], which
did not model the intrinsic quality of the nodes or the order in which the nodes occur, by adding the
fitness parameter that was proposed by Bianconi and Barabdsi [26] and the lifetime attractiveness
parameter that was proposed by Lefortier et al. [78]. With the added parameters, our model can
explain the intrinsic quality of songs and their reduced popularity after they have been released for
some time. Users and songs can be modeled as a weighted bipartite graph where the set of users
is the top nodes, the set of songs is the bottom nodes, and the weight of the edge is the number of
times the user listened to that song.

The proposed network can be described as a weighted bipartite graph G = {U, O, E} where
U and O are two disjoint sets of nodes, where U is the set of users and O is the set of objects
(e.g. songs) and £ C U x O x N is the set of relationships between a user and an object with
a natural number as a weight for each relationship. User u; denotes a user node that is created at
time step 7. Object o; denotes an object node created at time step j. User nodes and object nodes

have properties and functions that are defined as follows:

* Strength, s, (t,1), of a user node u; at time ¢ is the sum of the weight of all the edges that

connected to node u; at time t. Therefore, we have s, (¢,1) = Z( enep Vi (t).
Uj,05,Wq 5

* Strength, s,(t, j), of an object node o; at time ¢ is the sum of the weight of all the edges that

connected to node o; at time ¢. Therefore, we have s,(t, j) = Z ( )k w; ().
Ui,05,Wi,j

» Fitness, f,(j), of object o; is a random variable that indicates the object’s quality.

Jj—t

* Age function, a(t, j), at time ¢ of an object node o, is defined as a(t, j) = e"= , where 7 is

the mean lifetime of all the objects.
* Attractiveness function, attr(¢, j), at time ¢ of an object o; is defined as attr(¢, j) = s,(t, 7) fo(J)a(t, to).

The model starts from an initial state that G = {U = {uo},O = {00}, F = {(uo,00,1)}}.

On each time step, ¢, do the following independently.
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* Add a new user u; and connect to m existing object nodes o; € O according to the attrac-
attr(¢, 7)

tiveness probability —————————
Y pepattr(t, k)

with weight = 1.

* Add a new object o; with attractiveness defined above and connect to n existing user nodes
Su(t,1)
Zk<t Su(tv k )

u; € U using the preferential probability and weight = 1.

» Evolve edges with preferential attachment. If an edge between two nodes exists, increase

the weight of the edge by one; otherwise add a new edge with weight = 1.

1
— Randomly: Randomly select c users u; € U by an equal probability of n and connect

ttr(t, 5
to c objects 0; € O selected by an attractiveness probability of M.
Y peqattr(t, k)
‘i
— Attractiveness: Randomly select b users u; € U by preferential probability M
Zkz<t $ u(tv k )
attr(¢, 7)

and connect to b objects 0; € O according to their attractiveness probability m
k<t UL,

5.4 Empirical Analysis

This section studies the current usage distribution of an online streaming service and shows that

play count distribution (object’s strength distribution) follows a power-law distribution.

5.4.1 Description of the Last.fm Data

Last.fm is an online music streaming service, which allows developers to obtain music usage data
from their service via a programmable API. We obtained usage data of 265,975 users for three
one-month periods; August 2013, June 2014, and December 2014. The data specify which songs
each user listened to. Out of all users, 125,822 users had listened to at least one song in the periods

of data collection. The number of songs that were listened to was 13,040,032.

5.4.2  Object Strength Distribution

This section investigates Last.fm’s object strength distribution. The strength of an object for
Last.fm is the sum of play count of a song (i.e. object) by all users in the data set. Therefore,
object strength indicates the popularity of the song. To investigate which distribution matches the

data set, we use a visual comparison and a statistical method proposed by Clauset et al. [33].
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For visual comparison, several distributions were tested, as shown in Figure 5.2, calculated
by maximum likelihood estimation (mle) using R [106] package “fitdistrplus’ [39], where the dis-
tribution of the data seems to fit to power-law distribution. This is consistent with the results of
Shang et al. [121], where the distribution of the degree is not uniform but follows a power-law

distribution.

Compare real data with theoritical distributions

1e+00 -

1e-02-

Distributions
Exponential
Gamma

w== | oglogistic

=== | ogNormal

Density

== | ogistic
1e-041 == Pareto

= Weibull

1e-06-

Te+01 16403 16405
Listening count

Figure 5.2: Comparison between the empirical data and theoretical data shown using density on a log-log
scale. Empirical data is the number of times each song is listened to by users of Last.fm (play count per
song), shown using the black dot, where x axis show the listening count and y axis show the density of songs
that have such listening count. Theoretical data are different distributions fitted with the data shown using

colored lines as listed in the legend.

The distributions’ parameters estimations were compared by visualized method as shown in
graph on Figure 5.2 and by using the information criterion both Akaike’s Information Criterion(AIC)
and Bayesian Information Criterion(BIC) as shown in table 5.2 ordered by information criterion
value in ascending. The AIC and BIC of Pareto distribution is less than the other distributions

which mean that the real data is closer to Pareto distribution when comparing with the other dis-
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tributions.

Table 5.2: Compare the goodness of fit of the listening data from last.fm by the information criterion

Distributions  Akaike’s Information Criterion Bayesian Information Criterion

Pareto 25,175,313 25,175,341
LogLogistic 34,379,031 34,379,031
LogNormal 35,152,088 35,152,115

Weibull 39,604,048 39,604,076

Gamma 42,875,218 42,875,245

Logistic 61,411,392 61,411,419
Exponential o0 o0

However, the graph in Figure 5.2 and Information Criterion in table 5.2 do not allow us to
conclude that the distribution is a power law. Therefore, we utilize the method proposed by Clauset
etal. [33] to more rigorously confirm that the distribution is a power law. The power law distribution

has a shape parameter « and a scale parameter x,, and can be written as

(e

Oz.%'m T > .
1 - m»
ooty (@ m, @) = { 20T (5.1)
0 T < Tpy.

where s,(t, j) is random variable of strength of object j at time ¢.

The method proposed by Clauset et al. [33] is a three-step process to determine whether a set
of data is a power law. The first step is to estimate « and x,,, to be used in the second and third
steps. The second step calculates the goodness-of-fit between the data and the power law to test
hypothesis and if the resulting p-value is greater than 0.1, the power law is a plausible hypothesis
for the data. The third step compares the power law with an alternative distribution via a likelihood
ratio test. If the calculated likelihood ratio is significantly different from zero, then its sign indicates
whether the alternative is favored over the power-law model or not.

For the second step, Clauset et al. [33] suggested that the null hypothesis, ‘the data is generated
by a power-law distribution”, can be tested using a goodness-of-fit (GoF), which generates a p-
value that can be used to quantify the plausibility of the hypothesis. The null hypothesis will be
rejected when the p-value is less than 0.1. To calculate goodness-of-fit test, Clauset et al. [33]

estimated parameters and calculated the difference between the real data and the estimated model
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with Kolmogorov-Smirnov (KS) statistic, then generated some datasets from the estimated model
and calculated KS statistic in the same way as real data. The p-value is calculated from proportion
of the dataset that have larger distance from the model than the real data. Clauset et al. [33]
recommended to use 2,500 datasets to get reliability of p-value at 0.01, and recommended the
default value of number datasets as 1,000 datasets; however, the process takes a long time for
the large number of data in our dataset (using R [106] package ‘poweRlaw’ [114] on a personal
computer with 2.5 GHz Intel Core i5 CPU and 8 GB 1600 MHz DDR3 RAM), we dropped the
number of datasets to 100 datasets but this still have reliability of p-value at 0.05 which can be
used to reject the null hypothesis. We get the GoF from KS statistic as 0.0134, and p-value = 0.69,

which indicates that the data may be generated by a power-law distribution.

For the third step, Clauset et al. [33] suggested to compare the distance with other related
distributions to confirm if the other distribution is closer to real data or not, by setting the null
hypothesis as “both distributions are equally far from the true distribution” and testing with the same
process as previous step. To confirm the longtail property of the data, the exponential distribution
was compared by using the third step in the method. The log likelihood ratios = -10.470 and p-
value = 1.181 x 10™2°, which means that Pareto distribution is closer than exponential distribution
and this show the longtail property of the data. From comparing with log normal distribution,
which sometime be confused with the power-law distribution, we get log likelihood ratios = -0.757
and p-value = 0.449. These made us cannot reject null hypothesis, i.e. the log normal distribution

is not closer to the real data than power-law distribution.

Therefore, the object strength of our Last.fm data follow a power-law distribution. This re-
sult aligns with the previous studies by Lefortier et al. [78] and Ostroumova Prokhorenkova and

Samosvat [96] that showed the power-law distribution of the song’s play counts.

5.5 Theoretical Analysis

This section analyzes the degree distribution of the object nodes. The user nodes in our model
are exactly as proposed and analyzed by Zhang et al. [146], who found the distribution of the
user strength to follow a shifted power-law distribution. For the strength distribution of the object
nodes, the method described in [25] and [78] is applied to analyze the effects of the fitness and

aging functions. The proof follows the method in Lefortier et al. [78].
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In the mean-field approximation, the dynamics of the attractiveness for an object o; is

8so(taj) attr(taﬁ
ot Y g attr(t, k)

At time ¢, there are ¢ 4 1 objects and ¢ + 1 users with the sum of the weight of the users equal to

=(m+b+c) (5.2)

the sum of the weight of the objects, which is (m +n + b+ ¢)t + 1.

Let N = (m+ b+ c¢) and W (t) be the expected value of sum of attractiveness at time ¢, then:

W(t) =E[>_atte(t, k)] = E[>_ so(t, k) fo(k)a(t, k)] (5.3)
k<t k<t
Then we have the following differential equation:

Oso(t,7)  atte(t,§) sty 1) folf)e’ T
o =N =N W

W (t) tends to some positive constant (see A.1 for a proof that W : tlim W (t) = W). There-
—00

5.4)

fore, with the initial condition s,(¢,j) = n att = j, we have the following solution of Eq. (5.2):

N N1 j—=t
So(t7j) = nveo(J)( —e 7 ) (55)
This gives lim s,(t, j) = ne W fo(),
t—o00 N '
Because ne w /°() can be considered to be a one-to-one function to transform a random

variable of fitness f,(j) to a random variable of object strength, the cumulative distribution of

TN .
ne w /() can be computed as

. N g , Win(%) Win(%)
Fo iy () = P{so(t,j) <y} = P{new JoU) <y} = P{f,(j) < T} = Ffo(j)(T)
(5.6)
Next, the chain rule is used to compute the density of s, (¢, j) such that
w Win(%)
_ _ n
fSo(t,j) (y) - Fso(t,j) (y) - TN’y‘ ffo( TN ) (57)

Because thm So(t,j) =me~ W, we obtain the relationship between the fitness distribution
—00

of objects to the strength distribution of objects shown in Table 5.3.

5.5.1 Analysis of the Fitness Distribution and Parameters

The results from fitting the play counts of the songs with a power law in subsection 5.4.2, allow us
to use an exponential distribution for the fitness distribution of the objects. The probability density

function(PDF) of the exponential distribution can be written as:

Frgy (@A) =A™ (5.8)



60

Table 5.3: Relationship between the fitness distribution of objects and the strength distributions of objects

Object’s Fitness Distribution (f,(j)) Object’s Strength Distribution (s, (%, 7))

Exponential distribution Power-law distribution
Normal distribution Log normal distribution
Exponential gamma distribution Gamma distribution

where f,(j) is random variable of fitness of object j.

The fitness of an object is the probability that the object is attractive. However, because it is
a probability, some objects that are accessed more by users may have a lower fitness than some
objects that are accessed less.

The strength distribution of object nodes can be rewritten as follows. The strength distribution
w Win(%)
= fr.(
Nyl Nt
follows exponential distribution f,(z) = f(x;\) = Ae *%. Therefore, the distribution of the

of the object node is f;, ;) (v) ) and the fitness distribution of the objects

strength of the object nodes can be written as

w Win(%)
4 = 5.9
fSO(Z)(y) NT|y’ffo( NT ) ( )
% _\ Win(¥)
= e A7) (5.10)
Nrlyl
AWy _aw gy
= = T 5.11
nNT (n) " ( )
AW AW
. Wn NT
= T%H) (5.12)
This corresponds to a power-law distribution with a scale parameter n and a shape parame-
AW AW
ter ——, which is equal to ——————. However, because the expected value of exponential
Nt (m+b+c)r

distribution with a rate parameter X is A, AW will not be affected by a change in \.

From the empirical data, the song’s play count distribution follows the power-law distribution;
therefore, the fitness random variable should follows the exponential distribution f(z; \) = Ae 7.
The resulting fitness distributions of objects and the other proposed model details create five pa-
rameters for the model. These parameters can be categorized into two groups; exogenous variables
and endogenous variables. Two variables, the fitness distribution’s parameter A and the usage rate
of new user m, are endogenous variables. There are three exogenous variables: the mean life time

of objects 7, the object usage rate for each object created in each interval n, and the number of
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interactions between the previously created users and the previously created objects in each inter-
val (b + ¢). These three variables can be adjusted using the content discovery functions of the
system, such as the recommendation systems and the ranking systems. The values of n and (b+ ¢)
can be influenced by the appropriate recommendation systems. If the recommendation system
recommends recently created content, the usage rates of the new content, n, will increase while
the usage rates of previously created content, (b+ ¢), will decrease. When n increases and (b + ¢)

decreases, the mean life-time of objects 7 in the system will also decrease.
5.6 Comparison with a Previous Model

The proposed model was compared to the model proposed by Zhang et al. [146] to show the
improvement in using the model to describe the real-world music listening behaviors. As mentioned
in Section 5.2, we use the Million Song Dataset provided by The Echo Nest to examine the real-
world usage distribution.

The Simulation was used to create a user-object network by setting parameters to m = n = 100
and b = ¢ = 50 for both models and 7 = A = 1000 in the proposed model run with a total of
10,000 time steps, Then, we compared the behaviors of the two models.

Both models show a power-law object strength distribution which is shown as a straight line

when plotting the relationship between the rank and play count, as in Figure 5.3.

Relationship between the rank of the object and the strength of the object

1e+05-

L1 Model
Proposed

* Previous

Strength of object

1e+03-

10 1000
Rank of object

Figure 5.3: Relationship between the rank of the object and the strength of the object in the proposed
and previous models. The parameter settings are m = n = 100 and b = ¢ = 50 for both models and
7 = A = 1000 in the proposed model and run with a total of 10,000 time steps. The x-axis shows the rank
of the object node, and the y-axis shows the strength of the object node. The graph shows straight line that

is one property of power-law distribution.
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The density of object strength or playcount in real world show straight line in log-log scale,
which have a similar shape to the real data as shown in Figure 5.4 for simulation from both models,
which both models result in highly similar density, compared to Figure 5.2 and Figure 5.5, which

plots the real data from last.fm and MSD.

Simulation Data

Density

Playcount

Figure 5.4: Density of the object nodes in the proposed and previous model in log-log scale. The parameter
settings are m = n = 100 and b = ¢ = 50 for both models and 7 = A = 1000 in the proposed model and
run with a total of 10,000 time steps. The x-axis shows the strength of object nodes, and the y-axis shows

the density of the object nodes which have that strength.

To examine the rich-get-richer phenomena where nodes that are created before will have higher
degrees than nodes that are created later, we made a scatter plot between the created time of each
object and the strength of that node. The previous model shows that earlier created objects have
higher strength than later created objects, as shown in the Figure 5.7; however, this did not occur
in our proposed model as shown in Figure 5.6.

The violin plot was created to compare the simulation results with the real data. The objects
were separated into five groups according to their created time as shown in Table 5.4, and the
results are shown in Figure 5.8 for the previous model and Figure 5.9 for the proposed model.

The result of the old model simulation in Figure 5.8 shows the rich-get-richer phenomena as
objects in the first group have relatively more strength than those in the second and third groups
and so on. However, the proposed model’s result in Figure 5.9 has a similar strength distribution

in all groups, which closer to the real data shown in Figure 5.1.
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Real Data from MSD

Density

1e403
Playcount

Figure 5.5: Density of playcount of the songs in the real data from MSD in log-log scale. The x-axis shows

the play counts of songs, and the y-axis shows the density of the songs that got the playcount.

Relationship between the created time and the degree of the objects in the previous model

1e+05-

Strength of the node

1e+03-

0 2500 5000 7500 10000
Created time of node

Figure 5.6: Relationship between the created time and the strength of the objects in the previous model.
The x-axis shows the created time of each node and the y-axis shows the strength of the node. This shows

the rich-get-richer phenomenon that the older nodes have more chance to get link than the newer nodes.
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Relationship between the created time and the degree of the objects in the proposed model

Strength of the node

0 2500

5000
Created time of node

7500 10000

Figure 5.7: Relationship between the created time and the strength of the objects in the proposed model.

The x-axis shows the created time of each node and the y-axis shows the strength of the node. The rich-get-

richer phenomenon cannot be found in the result.

Table 5.4: Relationship between the created time and the group of objects.

Group Created time
from to

1 1 2000

2 2001 4000

3 4001 6000

4 6001 8000

5 8001 10000
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Distribution of the strength of object node from previous model

1e+05-

Strength of object node

1e+03-

éééé

Group of object node separaied by created tlme

Figure 5.8: A violin plot shows the distribution of strength of the object nodes grouped by created time
from previous model’s simulation. The y-axis shows strength of the object node and the width of violin plot
shows the density of object nodes that have the strength. Three lines in each violin plot show three quartiles

of the distribution. The lines in the first group have relatively higher value than those in the second and third

groups and so on.

Distribution of the strength of object node from proposed model

10405

Ll

Group of object node separated by created tlme

Strength of object node

Figure 5.9: A violin plot shows the distribution of strength of the object nodes grouped by created time
from proposed model’s simulation. The y-axis shows strength of the object node and the width of violin plot
shows the density of object nodes that have the strength. Three lines in each violin plot show three quartiles

of the distribution. The lines in the first to the fourth groups has almost same value.
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5.7 Application to the Cost Structure of Online Music Services

This section explores a sample application of the proposed weighted bipartite graph model with
fitness and aging functions to be used for businesses. We constructed the simplified cost model for
royalty fee and use the proposed model to show the effect of each parameter to the cost.

Some studies on online music streaming services have studied the factors that affect profits and
suggests service and pricing strategies, but none has addressed the cost factor, which is a factor
that directly affects profits. Adrian Maftei et al. [S] proposed that the critical success factors of
online music streaming premium services are free music streaming, the ability to purchase music,
the lack of advertisements and the satisfaction of supporting one’s favorite artists. Paul Thomes
[100] proposed an economic analysis on monopoly online music streaming premium services that
showed the effect of piracy and advertising which causes a divergence in the profit equilibrium
between users and the provider. These studies show the services and pricing strategies but still did
not concern about cost which affect the profit of the service. We focus on the royalty fee which is
one of the large expenses in the music streaming services. This royalty fee is calculated per play
count per music and the price varies according to the popularity of that songs. Celma and Cano
[30] showed that recommendations from collaborative filtering tend to steepen the slope of the
distribution but content-based and human-based recommendations will drive usage to the tail part
of the distribution, which indicates that there are methods that can change the distribution of the

play count and also royalty fee of the service.

5.7.1 A Simplified Cost Model

To propose a way to reduce the cost of online streaming services, this section models how the
changes in usage behavior affect the changes in the royalty cost, which is the biggest expense for
this type of service [66]. The cost structure of online streaming services is simplified to create a
mathematical model by making two assumptions that follow Elberse [45] findings about the royalty
cost of songs in online streaming services. First, hit songs are more expensive than songs that are
not famous. Second, a royalty fee is collected per play count per song. We simplified the cost
model into two groups of songs: one group for hit songs and another group for non-hit songs. The
number of hit songs is assumed to be (5 x 100)% (where 0 < 5 < 1) of the total number of songs,
and the number of non-hit songs is ((1 — 3) x 100)%. The average royalty fee ratio of non-hit

songs to hit songs is assumed to be v (where 0 < v < 1)
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If the play count distribution of each song follows a probability distribution function f(z),
where x is the play count for each song then we need to find a play count c that separates songs

with play counts more than ¢ to 8 x 100% of all songs.

1-p8= /OC f(x)dx (5.13)
c=F11-p) (5.14)

Here, F'(x) is the CDF of f(x). We can calculate the cost of the royalty fee (Cost(f(x))) to
be

F-1(1-8) o
Cost(f(x)) = C(v/o xf(:c)d:L"Jr/Fl(l_B) zf(z)dz) (5.15)
F=1(1-p)
— C(E[f(x)] — (1) / £ (z)dz) (5.16)
0

where C' is the cost per play count of each hit songs.

Because we know that the play count distribution follows a power-law distribution or f(x) =
o

%, from the CDF of the power-law distribution, F'(z) = 1 — (x—m)a, Fl(z) = ximl
rotl x (1 — gj)E
and F'(1—f) = ——m - Im
(1-(1-B)a pe
The cost can be calculated as
F=H(1-B)
Cos(f(2)) = C(EIf(@)] - (1 =) [ of (x)dz) (5.17)
0
_ Oé.’I}?n : l—a _ l-a _ _ Tm\1-a _ -«
= O lim a0 = = (=)D ) 68
L axy, I—a AT, B az1l
—Cl_azlgn;ox +Ca_1(1+(1 ¥) (B 1)) (5.19)
From Eq. 5.19, we get & > 1 and
aTm, a1
Cost(f(2) = €2 (14 (1= 7)(8°" ~ 1) (5.20)

We can calculate the change in Cost( f(x)) related to the change in « by partially differentiating
Cost(f(x)) by c such that

Tm a—1 a—1

m(ﬂT(l—W(

2Cost(f(ac)) =C

da (logB) —1) =) (5.21)

a
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-1 0
Because 1 —~ > 0 and a-- > 0and log 8 < 0, we get a—Cost(f(a;)) < 0 for all o, which
o o

means that o increases, the cost decreases.

5.7.2  Changes that Online Music Providers Can Adopt

Using the variables in Section 5.5.1, this section explores how changes in the exogenous variables
will affect the shape parameter of the power-law distribution and the cost to online music streaming

providers.

* Recently created object usage rate (n) : Because the new object usage rate n is a scale pa-
rameter, it will not affect the shape parameter of the power-law distribution. This means

that the royalty fee will not be affected by the recently created object usage rate.

* Previously created objects usage rate (b + c) : Because the strength distribution follows the

power-law distribution with a shape parameter , we can conclude that when

(m+4+b+c)r
the previously created object usage rate b + c increases, the shape parameter of the power
law will decrease. This will increase the cost of the royalty fee to the music online streaming

service.

* Mean life time parameter (T) : Because the strength distribution follows the power-law dis-

tribution with a shape parameter , we can conclude that when the mean life

(m+b+c)r
time 7 increases, the shape parameter of the power law will decrease. This will also increase

the royalty fee cost of the streaming service.

As discussed above, the changes in the two exogenous variables (the previously created object
usage rate and the mean life-time parameter) will affect the shape of the power-law distribution.
The results from Section 5.7.1 also suggest how the changes in the shape of the power law will affect
the cost of online music streaming with respect to royalty fees. Therefore, except for n, which is a
scale parameter that does not affect the shape of the power-law distribution, the following insights

can be drawn:

» With respect to the previously created object usage rate (b + c), the recommendation of old

songs should be avoided to reduce the usage of old songs.
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* With respect to the mean life time parameter (7), songs should be displayed in lists ordered
from new songs to old songs. List ordering has been known to influence users’ responses
that the beginning of the list often received more responses [88, 72]. Therefore, ordering
new songs at the beginning of the list will increase the access to new songs and decrease the

access to old songs, which in turn will decrease the mean life-time.

5.8 Conclusion and Future Work

This chapter proposed a new bipartite evolution model for online music streaming usage to improve
on the limitations of previous bipartite models that established rich-get-richer phenomena, which
does not exist in music listening behaviors. The improvement was accomplished by adding fitness
and aging functions to the object nodes. After theoretical analysis on object strength distribution,
we also confirmed the distribution of the play counts of songs from Last.fm dataset is a power law.

Additionally, to find a way to reduce the cost of the royalty fee for content, which is based on
the number of times the content has been accessed, and the price differences between popular and
non-popular contents, we proposed a simplified model to explain the usage of the content. Based
on the adjustments of model parameters, we suggested that royalty fee for the entire system can be
reduced by recommendations of newer songs.

There are many directions for future work. First, due to the limitation of the datasets we have,
we were not able to perform the statistical hypothesis testing and parameter estimation of recency
property or aging phenomena in online music streaming service. To do such the testing, the dataset
needs to contain the released time and the number of times each song is listened to for a few years
following the released year. The MSD dataset contained only aggregated number of times the
songs were listened to from 2005 to 2011. Last.fm did not contain the released year information.
The dataset similar to the one used in Park and Kahng [98], but in larger scale, can be used to test
the aging phenomena. The hypothesis testing and parameter estimation are our future work for
this weighted bipartite graph model.

Moreover, the results of the cost model analysis suggest that the scale parameter is an indicator
of the increased cost. We would like to further explore the results combining the scale parameter
and the shape parameter of the power law in the cost model. This will further enhance our under-
standing of the cost structures. More factors can be added to the model to allow different factors

to be explained by the model such as:

* The arrival rate of users and objects could follow the Poisson distribution and more param-
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eters could be added.

¢ The content creators (artists) could be added to the model because content creators could

influence the attractiveness of their content (songs).

* Personalized attractiveness could be added to the model and personal preferences (personal-
ized attractiveness) should have a greater influence than the popularity (global attractiveness)

of the songs

* The social network among users could be added by generating a network of users following
the fitness-age scale-free network and adding parameters, which would also include the local

attractiveness from the relationships between the users.

This chapter concerns only the cost of royalty fee, but in the real service, there are other costs
such as server cost, marketing cost, and others. Together, to maximize profit, the provider should
also be concerned about the income. Due to the variety of business model in the online music
streaming services, we did not include these part in our paper but these should be investigated in

the future.
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Chapter 6
CONCLUSION AND FUTURE WORK

In this chapter, the implications from the results of the studies are summarized in section 6.1.
Then all of the contributions are concluded in section 6.2 and the future works are listed in section

6.3.
6.1 Management Implications

From the objective of this study, which is to increase the profit of freemium music streaming
business, the results in previous chapters can be applied to management implications both in income
and cost part as shown below.

The result in chapter 3 shows that, chance to convert to premium user is related to the number
of friends. This can imply that increase the connection between free users can lead to increase
conversion rate too. This can be implemented by recommend other free users to be friend with
that free user.

For a premium user, connection strength between premium friends have positive relation with
chance to continue being premium user. This mean that when user change to premium user, the
system should recommend other premium users to be friends and recommend some new songs to
that user too.

While the recommendation system have to be used in the previous management implications,
the performance of the recommendation system can be improved by using both data of social
network of users and other information in the Bayesian statistic based random walk with restart
recommendation system proposed in chapter 4. This recommendation system can be used in next
implications too.

Due to the profit is related to both income and cost, the cost of providing the streaming service
should be concerned. The result in chapter 5 shows that the cost of royalty fee for the music
streaming service is related to number of usage of new and old songs. The more listening of the
new songs and the less listening of old songs lead to the less royalty fee cost. This can imply that
if the system can recommend new songs more that older songs, the cost of royalty fee should be

reduced.
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The managerial recommendations from these studies can be concluded as:

¢ Recommend other free users to be friend with free user.

¢ Recommend other premium users to be friend with premium user.

* Recommend newer songs to the users more than the older one.

Use both individual behaviors and social network’s data and Bayesian statistic to create better

recommendation system.

6.2 Contribution

To address the profitability problem that freemium music streaming providers face, this dissertation
studies three approaches to increase the ability to make profit for music streaming providers. The
three approaches address the providers’ income, the providers’ cost and user satisfaction as shown
in Fig. 6.1.

First, this dissertation examined the behavior of online consumers using historical usage log,
social network information and user’s history of premium subscription. The results show that for
free user, number of both free and premium users’ friends have positive relation to the chance to
convert to a premium user, however, the usage rate and the chance to convert to a premium user
shows a different relation between users who stop using premium service, as negative relation, and
the other free users, which are positive relation. For premium users, the number of friends who
are premium users and connection strength between premium friends and usage rates have positive
relation to the chance to continue using premium service, but the number of friends who are free
users has negative relation, which show stronger relation for the user who start using premium
service than the other premium users. These results can suggest strategies to increasing conversion
rates by recommending free users to be friends with other free users and recommend premium
users to be friends with other premium users especially with the ones who just start using premium
service. This is shown in blue in the diagram. Additionally, the recommendation of songs is also
necessary.

To increase user satisfaction in music consumption, this dissertation improves a recommen-
dation system, which was based on random walk with restart, by using social information based
probability in the randomized process of the system. The accuracy of the system improves from

the previous recommendation system specially when the data is limited, which would allow users
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to find songs that they like, and improves user satisfaction to the system. This is shown in orange
part in the diagram.

In the domain of longtail phenomenon in usage distribution of music consumption, this dis-
sertation improves the generating model by Zhang et al. [146] to reduce the discrepancy between
the model and the real world, in which the previous model did not allow new songs to gain popu-
larity quicker than older songs. The new generating model can explain the real world data better.
Moreover, the model parameters were analyzed in terms of how they affect the shapes of the long-
tail. This is used to make recommendations to providers about how to strategically adjust the user
interfaces and recommendation system to reduce the usage of old contents in order to reduce the
licensing costs that providers have to pay to music creators. This is shown in purple part in the
diagram.

Overall, in order to increase profits for freemium music streaming providers, I studied the fac-
tors that affect both premium subscribes and unsubscribes in subscription-based freemium music
streaming services and proposed a managerial recommendation to increase conversion rate. More-
over, I developed a recommendation system to improve the user experiences in discovering music
to increase users satisfaction to the services. Finally, I examined longtail distribution in music con-
sumption and developed a model that explains the longtail phenomena in music consumption and
use the model to explore how providers can reduce royalty costs. Combined 3 parts which should

be able to increase income and reduce cost that should increase profit to the provider.

6.3 Future Work

Many directions of future work can be explored. For increasing the conversion rate, both strategy
for increasing the conversion and preventing unsubscribes, other parameters could be examined to
improve the accuracy of the model. An example of the parameters is the similarity of usage be-
tween friends. For social-information-based conditional probability transition matrix RWR-based
recommendation system, in order to effectively deploy, the computation needs to be optimized to
increase the scalability of this approach. For the weighted bipartite graph that generates longtail
distribution in music, users could access contents with Poisson process or new users and new ob-
jects could be added to the system with random process instead of the fixed rates of creating users
and object in the current model.

This studies is based on information from last.fm, which is global music streaming service,

therefore, the data refer to behavior of global user, which mean that users of localized service may
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have difference behaviors and have to be studied separated in each countries.

Lastly, the author of this dissertation hopes that this research will be useful to providers of
freemium music streaming services. While the empirical data in this dissertation is from a mu-
sic streaming service, the methods can be applied beyond music domain. Because RWR rec-
ommendation system was applied to various target not only music ([74, 90]), but also movies
([41, 48, 140, 122, 79, 141]),and publications [131], this studies should be applicable to other
social-based freemium services such as movie/video streaming services or publications or other
contents providers too. However, the distribution of content consumption has to be confirmed to
be power-law distribution and the cost structure of royalty fee for the contents has to be changed.
The increased ability to make profits for content providers would allow the business to sustain-ably

operate and provide quality services to a large number of users.
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Appendix A

A.1 Lemma and Proof

Lemma A.1.1. tlim W (t) is a constant (for the Object Degree Distribution in Section 5.5).
—00

Proof. Let us now check that tlim W (t) is indeed a constant. Let p(q) be the probability density

—00
function of f, (). Therefore,
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Let F(W) = % ( / p(q)e W dg—1), we confirm the monotone decreasing of the function
0
F(W) such that

“Naw'), "M 1 N ‘
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Because e <1 and/ p(q)dg = 1, F'(W) < 0 which shows that F'(W) is
0

a monotone decreasing function.

. nW nNrq . Ntg
Because lim ——e W = lim nrge w = nrq, F(x) — ntE[¢] as z — oo and
W—o00 W—o0

F(z) — occasz — Otell us that y = z and y = F(z) have a unique intersection, which

makes Eq. A.6 have a unique solution.
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