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Chapter 1 

Introduction 

 

With the development of nanotechnology, many new materials and devices with great research 

values and a vast range of prospects in applications were proposed. Recently, some nanoscale 

information and energy devices, whose operation depends on the control of atomic diffusion, 

have drawn a lot of research attentions. For example, the working mechanism of resistive 

random access memory (RAM), an emerging memory device, is immediately related to the 

diffusion of metal ions or the oxygen vacancies under a bias voltage. The diffusion rate has a 

significant influence on many key properties of resistive RAM, such as the switching time and 

turn-on voltage. Another example is the all-solid-state battery. As a battery, the operation of 

all-solid-state battery inevitably involves the ionic transportation between the two electrodes, 

and the ionic conductivity can greatly impact the performance of the battery. However, the 

sputtering and pulsed laser deposition techniques, which are frequently used in the fabrication 

of nanoscale devices, tend to make the form of materials amorphous in many devices. 

Therefore, the atomic diffusion in amorphous materials is a widely seen phenomenon. However, 

our understanding on this phenomenon is still very poor. 

Atomistic simulations have been a very powerful tool to reveal the structural evolution in 

atomic level. However, the application of atomistic simulations in the theoretical study of 

atomic diffusion in amorphous materials was hindered by the complex and stochastic structure 

of the amorphous matrix. A systematical simulation method is needed. In this dissertation, we 

tackle with this issue by the combination of first-principle simulation and machine-learning 

techniques. 

In this introductory chapter, we briefly review two kinds of nanoscale devices, i.e. atomic 

switch and all-solid-state battery, because the research topics discussed in Chapters 3, 4 and 5 

stemmed from these devices. In addition, previous atomistic simulations of diffusion in 
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amorphous materials are reviewed. Afterward, an breif review of the neural network potential, 

a merging simulation techniques, is given. Finally, we describe the objectives of the present 

study and give the organization of this dissertation. 

 

1.1 Atomic switch 

The resistive random access memory (ReRAM) is a kind of nano information devices. 

Usually, they have a metal-oxide-metal sandwich structure. The operation mechanism of 

atomic switch depends on the oxidation/reduction reaction under external bias voltages, which 

changes the resistance of device.[1] The ReRAM can be categorized into two types according 

to the working mechanism: the electrochemical metallization memories in which the diffusion 

particle is thought to be metal cations, and the valance change memories, in which the diffusion 

particle is oxygen anions or vacancies.  

The electrochemical metallization memory is also called atomic switch.[2] D. Eigler 

firstly introduced the term “atomic switch” in 1991.[3] The device they proposed can controlled 

the atom transfer between the tip of scanning tunneling microscope and the surface of the 

sample. By absorbing the transfer atoms to different sites, the resistance of the sample can be 

changed by one order of magnitude. As the development of atomic switch, the precipitation of 

metal atoms in the electrolyte materials was increasingly used in the operation of device. These 

mechanically control the atomic switch has attracted intensive research attention. 

At the early stage of atomic switch development, the performance and application of 

atomic switch are overshadowed by the rapidly-developed semiconductor transistors, which 

are widely used as the logical cell and memory devices of von-Neumann computers in the 

present day. To increase the computational power, more and more semiconductor computation 

elements need to be integrated into one chip, which demands the further down-scaling of 

transistors. However, due to the quantum tunneling, the limitation of transistor down-scaling is 

supposed to be 7 nm. On the other hand, owing to its unique working mechanism, the atomic 

switch shows several excellent characteristics, such as non-volatility and scalability. These 

characteristics have made it a promising candidate for substituting the semiconductor 

transistors in the future computer. 
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1.1.1 Types of  atomic switch 

 

The atomic switch can be classified into gap-type and gapless-type according to the 

structure of device. The gap-type is firstly proposed. The switching of resistance in gap-type 

atomic switch depends on the growth/shrink of metallic nanowire that controlled electrically.[4] 

Figure 1.1(a) shows how the Ag nanowire grow from the surface of an Ag2S crystal under an 

electron beam irradiation of scanning electron microscope (SEM). Injection of electrons from 

the SEM tip causes the reduction reaction of Ag+ ions and formation of Ag nanodots on the 

Ag2S surface. In contrast to SEM, the scanning tunnelling microscope (STM) can both inject 

and extract electrons by changing the bias voltage applied between tip and sample. When 

electrons are injected into the Ag2S, the Ag+ cations are reduced, resulting in the precipitation 

of Ag atoms on the surface of Ag2S crystal. On the other hand, the electron extraction causes 

the oxidation of the precipitated Ag atoms. The oxidized Ag+ cations dissolve into the Ag2S 

Figure 1.1: The growth and shrink of Ag nanowires in an Ag2S crystal that controlled by scanning electron 

microscope (SEM) and scanning tunneling microscope (STM). (a) The growth of Ag nanowire growth under 

electron beam irradiation of SEM. (b) Formation and annihilation of Ag nanowaire that induced by injection 

and extraction of electrons with STM. Source: [4,5] 
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and cause the shrink of Ag nanowire.[5] The control of Ag nanowire growth and shrink by 

STM is shown in Figure 1.1(b). The gap-type atomic switch was developed based on the 

controlling technique of nanowire mentioned above.[6][7] The Ag/Ag2S/Pt atomic switch was 

fabricated by fixing the relative position of the Ag2S tip and Pt electrode in one device. The 

growth of Ag nanowire under external bias results in the connection between Ag2S tip with Pt 

electrode and the device change into the “ON” state. Under reverse bias, the nanowire will 

shrink and the device is turned off. Figure 1.2 shows the structure and I-V curve of the 

Ag/Ag2S/Pt gap-type atomic switch.[2] 

The gap-type atomic switch has been realized base on different electrolytes, such as 

Ag2S[6–8], Cu2S[9], CuI, RbAg4I5[10]. A theoretical model was established to explore the 

relation between switching time and switching bias of a Ag/Ag2S/Pt atomic switch.[11]  
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where Pd(VSW) and Pup(VSW) are probability parameters determined by the atomic diffusion on 

the Ag2S surface and atomic diffusion over a step hopping in the precipitated Ag nanodot, 

respectively. The model indicates that the the diffusivity of participated metal atoms has great  

impact on the switch time of gap-type atomic switch. The crossbar circuits based on gap-type 

Figure 1.2: (a) Schematic of the Ag/Ag2S/Pt gap-type atomic switch, and the “ON” and “OFF” state of it. (b) 

I/V characteristics curve of the Ag2S gap-type atomic switch. The Ag nanowire grows under positive bias 

application grows, resulting in the switch change to “ON” state. Application of opposite bias makes the Ag 

nanowires dissolute into the Ag2S, and the switch turned off. Source:[2,7]  
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atomic switch have been successfully fabricated. [12] In addition, some atomic switches with 

new functions, such as learning abilities, neuromorphic and synaptic operations, were 

developed based on the gap-type atomic switch. 

Another type of atomic switch is gapless-type. Similar with the gap-type, the gapless-type 

also has sandwich structure, consist by active metal electrode (e.g. Cu and Ag), inert electrode 

(e.g. Pt) and ionic conductive layer (e.g. Ta2O5 and SiO2). Its biggest difference with the gap-

type atomic switch is that the electrolyte material is in contact with both electrodes in the 

gapless-type. In the gapless-type atomic  switch, the conductive path was formed inside an 

ionic conductive layer.[13] The typical operation process of a gapless-type atomic switch in 

illustrated in Figure 1.3. The first step is “forming process”, which is the first time turning-on 

process after the fabrication of device. In this step, the metal atom (such as Cu and Ag) dissolve 

in to the ionic conductive layer at the anode/electrolytes interface under a positive bias voltage. 

Then, under the electronic field, the dissolved metal ions diffuse in the direction of inert 

Figure 1.3: Illustration of the structure and operating mechanism of a Cu/Ta2O5 /Pt gapless-type atomic 

switch. (a) The forming process. (b) The turning-off process under Joule-heating. (c) The turning-on process. 

Source: [132] 
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electrode, and finally lead to the inhomogeneous nucleation of metal atom filament at the 

surface of the inert electrode. Then the metal filament grows until it forms a bridge between 

the two electrodes and turns on the device, and the device is turned on. The turn-off mechanism 

of gapless-type atomic switch is related to the joule-heating-assisted oxidation reaction. As the 

temperature rises due to the joule heating, the metal atoms located at the thinnest part of the 

conductive filament are oxidized, and the conductive path is disconnected. Due to the filament 

breaking taking place at the thinnest part of metallic filament, the turn-on operation after the 

“forming process” costs much shorter time. The gapless-type atomic switches have been 

fabricated with a variety of materials. The active metal electrode can be Cu or Ag, while the 

ionic conductor can be Ag2S[14–16], Cu2S[17,18], GeSe[19], Ta2O5[20], HfO2[21], SiO2[22], 

Al2O3, TiO2[23], and ZnO[24]. The inert electrode can be Pt, W, Au and Mo. 

The switch time of gapless-type atomic switch is related to the applied voltage, diffusion 

constant of cations in the ionic conductive materials, the reduction/oxidation activation energy 

and temperature.[25] Since the thickness of ionic conductive layer is usually longer than a few 

nanometers, the switching times depends on the cation diffusion constant.[26] The gapless-

type atomic switch is the nonvolatile bipolar switch, which needs the bipolar bias voltages to 

writing and erasing. The gapless-type atomic switch can be used as the nonvolatile memories 

and reconfigurable switches in field programmable gate arrays. [27] A nonvolatile memory 

chip, which is based on the Cu2S atomic switch, has been successfully fabricated. [27] 

1.1.2 Ta2O5 atomic switch 

The Cu/Ta2O5/Pt gapless-type atomic switch was firstly fabricated by T. Sakamoto 

et.al.[20] Due to its high threshold voltage and compatibility with the complementary metal-

oxide-semiconductor (CMOS) techniques, it has attracted intensive research interests. In the 

fabrication process, the Pt electrode was firstly deposited by sputtering. Then hydrogen 

silsesquioxane, which works as the interlayer dielectric, was patterned on the Pt. The Ta2O5 

film was fabricated on the electrode by pulsed laser deposition. Lastly, the Cu electrode was 

deposited. The thickness of Pt electrode and Ta2O5 film were 50 nm and 15 nm respectively. 

Due to the fabrication technique, the Ta2O5 was in an amorphous state. The I-V characteristic 

of the Ta2O5 atomic switch is shown in Figure 1.4. It can be seen that the current increases by 

more than five orders of magnitude at the voltage of 2.2 V. The switch mechanism, as we 
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mentioned, is related to the formation and annihilation of the Cu conductive filament.  

Based on the Ta2O5 atomic switch, further investigations were conducted to understand 

the relation between properties of devices and its structure. First, to facilitate the application of 

atomic switch in logic devices, the turn-on voltage should be large enough. N. Banno et al. 

established the relation between Cu+ ion diffusivity and the turn-on voltage based on both 

Cu/Cu2S/Pt and Cu/Ta2O5/Pt switches.[26] They found that the turn-on voltage increases 

linearly when the Cu+ ion flux (the product of Cu+ diffusion coefficient and the Cu+ 

concentration) increases exponentially.  

Another interesting experiment was the examination of effect of moisture to the 

operational characteristics atomic switch. To this end, the Cu/Ta2O5/Pt and Cu/SiO2/ Pt cells  

are fabricated under different ambient water vapor pressure and temperature.[28] The main 

findings are: 1) the water molecular will be absorbed in the grain boundary and form a network 

of hydrogen bonds. The water molecular absorption will facilitate the metal ionic diffusion. 2) 

The Cu oxidation at the anode interface might occur via the reaction between Cu and H2O 

ambient.  

Very recently, the effect of electrolyte film density on the atomic switch operational 

characteristics was investigated based on the Cu/Ta2O5/Pt cell.[29] The research shows that the 

structural properties of Ta2O5 film have great impact on the switch behavior of atomic switch. 

With the decrease of Ta2O5 film density, the redox current is increased and forming voltage is 

reduced. It is assumed that the decrease of forming voltage can be attribute to the enhace of Cu 

ionic diffusion in the low-density film. 

Figure 1.4: (a) Switch structure and (b) current-voltage (I-V) characteristics of the Cu/Ta2O5/Pt atomic switch. 

Source: [26] 
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In addition, the first-principles calculation was used to reveal the microscopy structural 

and switch mechanism of Cu/Ta2O5/Pt atomic switch [30–34]. B. Xiao et al revealed the 

structure of Cu metallic filament in the a-Ta2O5 cell. [30,34] The molecular dynamic simulation 

shows that the minimum diameter of Cu filament is about 0.24 nm. The Cu2O layer will form 

at the interface of Cu and a-Ta2O5, The Cu+ in the Cu2O layer can be that main sources of the 

diffusive Cu ions in the Ta2O5 layer.[30,31] 

 

1.2 All-solid-state battery 

The all-solid-state battery is a kind of battery containing both the solid electrodes and the 

solid electrolyte. Common rechargeable batteries contain a liquid electrolyte, which leads to 

the low charge retention, limited operation temperature and risk of leakage. The solid-state 

battery works on the basis of the same working mechanism as other batteries, except that the 

liquid electrolyte is replaced with a solid electrolyte. An immediate benefit of using the solid 

electrolyte is that we can inherently avoid the risk of the liquid leakage and the consequent 

safety problem. Moreover, due to the omission of large separator in the liquid electrolyte, which 

is necessary for liquid cells, solid state batteries can achieve a much thinner thickness. Solid-

state electrolytes have a typical thickness of approximately 1 µm, whereas the separator in 

liquid electrolyte-based cells typically has a thickness of 20 µm. For this reason, the solid-state 

battery has great potential in achieving larger energy density. 

1.2.1 The structure of  solid-state battery 

The solid-state batteries  are formed by two electrodes and an electrolyte layer in 

between.[35] The structure of a planar all-solid-state battery is shown in Figure 1.5. The battery 

usually is fabricated on a substrate. First, the active electrode is deposited on the top of the 

current collector. To ensure the high power capabilities of battery, the electrode materials 

should have good electronic and ionic conductivities and high charge density. Above the 

electrode, the solid-state electrolyte is deposited. The electrolyte layer should have high ionic 

conductivity and low electronic conductivity. At last the second electrode should be positioned. 
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It should be mentioned that the two electrodes (cathode and anode) should have a large 

equilibrium potential difference to guarantee a sufficient battery voltage.  

Compared with the common batteries, the all-solid-state battery has several advantages 

due to the omission of liquid electrolyte. First, it fundamentally solved the safety problem 

caused by the leakage of organic solvent. Second, it has much longer cycle-life owing to the 

absence of liquid electrolyte, which is involved in the degradation of traditional batteries. The 

disadvantage of solid-state batteries is much lower ionic conductivity of the solid electrolyte 

compared with the liquid one. This low conductivity results in a higher voltage drop. So 

searching the solid electrolyte with high conductivity is a very important research topic in the 

field of all-solid-state battery. 

1.2.2 Li3PO4 based electrolyte 

As mention above, the biggest drawback of all-solid-state batteries is the low ionic 

conductivity of solid electrolyte. Thus, great effort has been made to discover the electrolyte 

materials with fast ionic diffusion. Different kinds of electrolytes have been proposed, such as 

LiNbO3, Lithium Lanthanum Titanium Oxides, Polymer Electrolytes, etc. Among them, 

amorphous lithium phosphates are a popular class of electrolytes because of its high ionic 

conductivity, and chemical and physical stability. The pure bulk Li3PO4 has an ionic 

conductivity of about 3∙10-7 S∙cm-1.[36] Many experiments found that better ionic conductivity 

can be achieved by creating mixed phosphates. Therefore, a variety of mixed phosphates 

Figure 1.5: Schematic of a solid state battery. Source:[35] 
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electrolytes that based on Li3PO4 based are proposed, such as Li2O∙P2O5∙SiO2, Li3PO4∙Li4PS4. 

In the 1990s, the LiPON electrolyte material was developed at Oak Ridge National 

Laboratory. The LiPON is fabricated by sputter deposition of Li3PO4 thin films in the nitrogen 

atmosphere. [36,37] The LiPON has doubly and triply coordinated nitrogen atoms and bridging 

O atoms, which will form a crosslink network between the phosphates. The LiPON has a high 

conductivity of 3∙10-6 S∙cm-1. LiPON has been most frequently used electrolyte in the all-solid-

state batteries. 

The Li3PO4 based electrolytes can be fabricated with sputter deposition[36,38], pulsed 

laser deposition[39], ion-beam assisted deposition [40,41] etc. These fabrication methods make 

the resultant materials have an amorphous structure. 

 

1.3 Previous study on atomic diffusion in amorphous 

materials 

Just like the atomic switch and all-solid-state battery, the working mechanisms of many 

recently-developed nano-scale information and energy devices are related to the atomic 

diffusion in the electrolyte. Because that the fabrication methods of these devices are usually 

sputtering or pulsed laser deposition, the electrolyte materials tend to exist in amorphous form. 

For this reason, to understand the microscope mechanism of the atomic diffusion behavior in 

amorphous materials is becoming increasingly important.  

Atomistic simulation has played a significant and increasing role in the materials science. 

It has been a very powerful tool for the investigation of the microscope structure evolution. 

Thus, a lot of theoretical research was conducted to investigate the structural properties of the 

amorphous materials. The models of amorphous material were almost exclusively constructed 

with the melt quenching method (also called simulating annealing method). This method is 

based on the molecular dynamics, and its specific procedure is as follow. First, a crystal 

structure the model is melted with high-temperature (usually higher than melt point of material) 

molecular dynamics simulation, until liquid-like structure is achieved. Then, the material is 

gradually annealed to low temperature (typically 300 K). The resultant model can present 

amorphous state of the material. The melt quenching method have been used in a variety of 
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materials, and usually the amorphous model can reproduce the structure characteristic (such as 

pair correlation functions and structure factors) of the amorphous materials prepared 

experimentally. [42–45] 

On the on the hand, relatively few research was conducted to simulate atomic diffusion in 

amorphous materials, due to the relative large computational cost. Here, we briefly introduce 

some atomic simulations about atomic diffusion in different amorphous materials and the 

simulation methods used in them. First, the lithium diffusion in amorphous silicon was 

investigated theoretically, because the kinetics of Li diffusion is an issue of central importance 

in the mechanical failure of amorphous Si (a-Si) electrodes.[46] The nudged elastic band 

together with first-principles calculations were used to study the diffusion pathways of Li inside 

a supercell contains 60 Si atoms. The diffusion pathways inside the a-Si model are shown in 

Figure 1.6. The Li diffusion pathways were found to have relatively low energy barriers (<0.50 

eV). In addition, it was found that both the energy barriers for diffusion and the topology of the 

atomic structure control the diffusion behavior. For the same issue, the ab-initio molecular 

dynamics was performed to compute the Li diffusion coefficient in a-Si.[47] The supercell 

contains 120 atoms and molecular dynamics was performed for 15 ps. It was found that Li 

diffuses faster in amorphous than in crystalline Si. In addition, theoretical research was also 

performed to understand the performance of battery coating materials, amorphous Al2O3 and 

Figure 1.6:All the Li equilibrium sites and diffusion pathways in a bulk amorphous silicon supercell (contains 

60 atoms). Source: [46] 
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AlF3.[48] The a-Al2O3 and a-AlF3 models contains 32 and 40 atoms, respectively. Form the 

two models, 307 and 356 Li diffusion paths are characterized with climbing images nudged 

elastic band method. Then the Li diffusivity was calculated with kinetic Monte Carlo 

simulation.  

The simulation of atomic diffusion in amorphous needs more computational effort than 

crystal case. For example, the number diffusion pathways existed in an amorphous supercell 

(as shown in the Figure 5.1) is much more than a crystalline case. Such issue is one factor 

leading to the poor understanding of diffusion in amorphous. The previous research, to some 

level, provides insight into their respective materials. However, these research is not system 

for two reasons. First, because of the stochastic nature of amorphous materials, it is almost 

impossible to represent them by small structure models. A reliable theoretical study might need 

the use of large-scale model or the averaging over calculation results for many small models. 

Second, the difference of fabrication condition results in a very different structure of 

amorphous materials. The variation of density and composition of the amorphous materials 

certainly has great influence on the diffusion behaviors of the constituent atoms. 

The most primary factor that hindered the systematic theoretical research of diffusion in 

amorphous material is that the high computational cost and slow simulation speed of first-

principles calculation.  

 

1.4 Application of  neural network potentials 

The high-dimensional neural network (NN) potential was proposed by J. Behler and 

coworkers. It has attracted much attention as a promising way of achieving high computational 

accuracy and speed [1]. The basic idea of high-dimensional NN potential is to represent the 

total energy E of the system as a sum of atomic contribution Ei. The contribution of each atom 

is predicted using an NN according to its local atomic environment. The atomic environment 

is described with the atom-centered symmetry function. The high-dimensional NN potential 

can be trained with gradient based optimization algorithm using a large amount of DFT 

calculations result as reference data. The details about how to construct a high-dimensional NN 

potential will be elaborated in Chapter 2. 
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The previous studies shows that high-dimensional NN potentials are much more accurate 

than conventional interatomic potentials while the computation speed is usually several orders 

of magnitude faster than DFT calculations, and thus were utilized for simulating various 

material, such as Si,[49] C,[50,51] Cu,[52] ZnO,[53] TiO2,[54] H2O dimers,[55] Cu clusters 

supported on Zn oxide,[56] and Au/Cu nanoparticles with water molecular.[57] The detailed 

information of several constructed NN potentials has been listed in Table 1.1. As we can see 

from the table, all NN potentials provide very precision energy and atomic forces. Since the 

NN potential omits the electronic calculation, the calculation speed is several orders of 

magnitude faster than DFT. 

Owning to the accuracy and computational efficiency of the high-dimensional NN 

potential, it has been used to address several key issues in the materials science that beyond the 

reach of DFT. For example, an ab-initio quality NN potential was constructed for carbon, to 

carry out a large-scale study of the graphite-to-diamond transition.[50] The simulation was 

performed with a 100×100×100 Å supercell contains 145152 carbon atoms. Another example 

of the application of NN potential is the study of fast crystallization of the phase change 

materials GeTe.[58] In this study, a large-scale molecular dynamic simulation was performed 

with the NN potential. The simulation cell contains 4096 atoms, and the simulation time is 2-

Table 1.1: List of neural network potentials in the previous research 

 

Materials Number of 
Parameters 

RMSE of Energy 
(meV/atom) 

RMSE of Force 
(eV/Å) 

Database 
size 

Ref. 

Training Test Training Test 

Si - 4 ~ 5  5 ~ 6 0.2 0.2 ~10,000 [49] 

Cu 2521 3.6 3.9 0.081 0.079 37,763 [52] 

C 1901 4.0 4.9 - - ~60,000 [26] 

Na - 0.72 0.91 - - ~17,000 [133] 

ZnO - 3.5 3.9 0.03 0.03 38,750 [53] 

GeTe 7,281 5.01 5.60 0.46 0.47 30,000 [91] 

CuZnO 8,553 5.8 6.1 0.18 0.17 100,000 [56] 
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4 ns. Very recently, the high-dimensional NN potential was used to study the self-diffusion of 

surface defects on low-index copper surface in the water environment.[59]. The simulation 

supercell contains approximately 2000 atoms. Molecular dynamic simulation was performed 

for 1 ns to study the diffusion properties of surface defects at different copper surfaces. 

 

1.5 Objective of  the present work 

As mentioned in Section 1.3, many theoretical studies were conducted to simulate atomic 

diffusion behaviors in amorphous materials. However, these research is not enough for the 

complete understanding for this issue. First, the diffusion behavior are all comes from the 

calculation result of one amorphous model in the previous study. However, whether all the 

structural characteristic of amorphous materials can be represented by only one model is still 

unclear. Thus, it is more accurate to get the reliable results from the large-scale amorphous 

model or several small-scale models. Second, the amorphous materials inevitably subject to 

the density and composition variation depending on the fabrication conditions. However, no 

previous research considered such issue in their simulation.  

In principle, we can consider all these factors by performing a vast number of computation 

with first-principles method. However, due high computational cost and slow simulation speed 

of first-principles calculation, to perform a systematical simulation of atomic diffusion must 

need a huge computational resource. Therefore, to tickle this problem, a reliable and more 

efficient simulation method is needed. 

In this study, we try to establish computational approaches that can accurately and 

efficiently predict the atomic diffusion behavior in the amorphous materials. These approaches 

are based on the combination of first-principle calculation and the machine learning techniques. 

The dissertation is organized as following: Chapter 2 provides the computational methodology 

used in this study. The computational approaches for the atomic diffusion, including molecular 

dynamics, nudged elastic band and kinetic Monte Carlo, will be described. In addition, the 

emerging simulation technique, machine-learning interatomic potential, will be introduced. In 

Chapter 3, we proposed a simple neural-network-based interatomic potential, which is named 

simplified neural network potential. We demonstrated that the new method is capable of 
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accurately predicting the diffusion paths and barrier energies of Cu diffusion in amorphous 

Ta2O5. In Chapter 4, we adopted the high-dimensional neural network potential, which is 

proposed by J. Behler, to study the Li diffusion behavior in amorphous Li3PO4. All the 

calculation results, including the diffusion coefficient, diffusion pathways, and activation 

energy are carefully compared with the results of the first-principles simulations. In addition, 

the neural network potential is used to construct a large-scale amorphous Li3PO4 structure. 

Based on the neural network potential methods that we validated in Chapters 3 and 4, we 

systematically investigate the Cu diffusion behavior in the amorphous Al2O3, with considering 

a large density and composition variance of amorphous matrix, in Chapter 5. Finally, a 

summary of our study is given in Chapter 6. 

 

 



  

 

Chapter 2 

Methodology 

 

In this chapter, the computational approaches used in this work are introduced. First, the 

frequently used atomic simulation methods for the atomic diffusion, such as nudged elastic 

band method, kinetic Monte Carlo simulation and molecular dynamics, are described in detail. 

Then, we explain the potential energy surface, which is the foundation of atomic simulation. 

The two types of potential energy surface, i.e. ab-initio and empirical interatomic potentials, 

are elaborated. Lastly, we introduce a recently developed computation method, i.e. the 

machine-learning interatomic potential. The machine-learning interatomic potential represents 

potential energy surfaces by fitting large data sets of ab-initio calculation results with machine-

learning techniques. In this part, we focus on the high-dimensional neural network potential, 

since it is used in the present study described in the following chapters. 

In the dissertation, the Vienna ab initio simulation package (VASP) [60,61] was utilized 

to perform all the required ab-initio calculations, including energy calculation, nudged elastic 

band calculation and ab-initio molecular dynamic. On the other hand, all the calculations that 

based on neural network potential is performed with the code developed by ourselves. The 

nudged elastic band and molecular dynamics methods are also implemented in the code. 

 

2.1 Computational approaches for atomic diffusion 

In this part, we survey the available computational methods for studying atomic diffusion 

in solid bulk materials. The molecular dynamics, nudged elastic band and kinetic Monte Carlo 
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methods are introduced, as well as the pros and cons of each method in studying atomic 

diffusion. 

2.1.1 Molecular dynamics method 

Molecular dynamics is an atomic simulation approach. By simulating the motion of 

molecules and atoms in a certain period of time, the physical properties of the material can be 

obtained. Usually, the molecular and atomic trajectories are obtained by numerically solving 

the Newton equations of motion.  

2.1.1.1 Molecular dynamics algorithm 

In the MD simulation, it is assumed that all atoms and molecules obey the laws of classical 

mechanics. Then the equation of motion is numerically solved to get the trajectory of each 

atom. The statistical method is used to calculate the macroscopic physical quantity of the 

system. 

The basic algorithm of MD simulation is shown in Figure 2.1. Firstly, the initial 

configuration, which is usually a structure derived from the experimental data or quantum 

Figure 2.1: Illustration of molecular dynamics simulation based on the Verlet algorithm. 
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chemistry calculation, is given. After that, each atom is assigned with an initial velocity ν(0), 

which is generated according to the Boltzmann distribution. Then, the evolution of atomic 

positions are obtained by solving the classical equation of motion 
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Many algorithms can be used to perform the step-by-step numerical integration of the equation. 

The Verlet algorithm [62] is the most popular way, in which the atomic coordinates and velocity 

at the time t+Δt can be evaluated according to: 

 ，mtFtrr iiii 2/21 
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After a long enough simulation time, the macroscopic physical properties can be calculated. 

The actual calculations of the macroscopic physical quantities are often carried out in the final 

stage of the simulation.  

The determination of the force acting on each nucleus is the most crucial part of molecular 

dynamics. The potential energy surface, also known as the force field, provides the atomic 

force information for the MD simulation.[63] The potential energy surface is obtained either 

by the on-the-fly quantum mechanics calculation (i.e. ab-initio MD) or by empirical 

interatomic potential (i.e. classical MD). Detailed information about potential energy surface 

will be elaborated in Section 2.2. 

2.1.1.2 Diffusion coefficient 

The diffusion coefficient of an atom can be estimated by analyzing the mean square 

displacement (MSD) along the trajectory of molecular dynamics. The MSD is defined as: 

      ,2
00 trttrt)msd( ii 

 
(2.4) 

where ri(t0) and ri(t0+Δt) represent the position of particles i at origin time t0 and t0+Δt, 

respectively, and the angle bracket denotes averaging. The MSD is a measure of the atomic 
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displacement during a short time interval Δt. It should be mentioned MSD only looking at 

relative times rather than absolute time, which means any step of MD trajectory can be regard 

as the original time t0. In solids, liquids and gases, the trajectory of an atom under thermal 

motion has quite complex shape in space, due to the collisions with other atoms. The atom 

motion resembles a random walk. In such case, the MSD of particles will increase linearly with 

time. Thus, it is possible to investigate the behavior of diffusion by looking at the slope of MSD. 

Such relation is defined by the Einstein equation: 
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where D indicats the diffusion coefficient, which also known as diffusivity. 

2.1.1.3 Diffusion activation energy 

Another key property of atomic diffusion, the diffusion activation energy, can also be 

evaluated from the MD simulation. In doing so, the atomic diffusion coefficients at various 

temperatures should be calculated with the Einstein equation (Equation 2.5). In general, the 

temperature dependence of atomic diffusion coefficient obeys the Van't Hoff equation or the 

Arrhenius Law: 
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where Ea is the diffusion activation energy, D0 is the pre-exponential factor, k is Boltzmann 

constant and T is temperature (in Kalvin). This equation can be rewritten as: 
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Therefore, the activation energy Ea and prefactor D0 can be obtained by linear fitting of the plot 

of log(D) against (1/T). 

2.1.1.4 Pros and cons of molecular dynamics 

The MD simulation can provide unique insight into the atomic diffusion mechanism. The 
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MD simulation does not require prior knowledge of the materials which makes it suitable for 

the investigation of new materials. Various diffusion properties, such as the diffusion 

coefficient, activation energy, diffusion pathways, can be directly obtained from the MD 

simulation.  

The limitation of MD is mainly the short simulation time. Due to the small time step 

(usually 1fs/step) used in the MD, the total time span of a molecular dynamic trajectory is 

usually limited in picoseconds or nanoseconds. Therefore, the MD is mainly used for the 

materials with fast diffusivities. Moreover, in many cases, MD have to be performed at elevated 

temperatures to get a faster diffusion speed and then the diffusion coefficients are extrapolated 

to the temperature range where we are interested. However, such extrapolation is also based on 

the assumption that the diffusion mechanism is the same at any temperature ranges. In another 

word, the temperature dependence of diffusion coefficients perfectly obeys the Arrhenius 

relation and the material has invariable activation energy. 

2.1.2 Nudged elastic band method 

In many solid materials, the atomic diffusion process can be regarded as atom hopping 

among many well-defined equilibrium sites via an activated states located at the saddle point 

of the diffusion pathways. The nudged elastic band (NEB) method is capable of searching the 

diffusion pathway between two equilibrium sites and estimating the activation energy of such 

atomic hopping.[64,65] 

2.1.2.1 Computation algorithm 

The nudged elastic band method was developed from the chain-of-states method, which 

is also devised to search the minimum energy path between two equilibrium sites.[66] In the 

NEB method, we begin with the geometry optimization of the initial and final equilibrium 

structures. Then, a serial of images of the system was interpolated between the initial and final 

structures. The atoms in the interpolated image structures feel the force from both the external 

force field )( irV


  and imaginary spring force s
iF . In the NEB method, the force acting on 

image i is defined as: 
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where: 
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The ||̂r  is the unit tangent to the diffusion pathway. Thus the first two terms of Equation 2.8 

|||| ˆˆ)()( rrrVrV ii 


 represent the perpendicular component of external potential force and 

the last term 
|||| ˆˆ rrF s

i   represents the parallel component of spring force. Such projection of 

force was referred as “nudging”. The optimization of the images according to Equation 2.8 

ensures the convergence to the minimum energy paths and can maintain equal spacing between 

neighboring images. 

The schematic of NEB calculation is shown in Figure 2.2. The energy profile along the 

diffusion path can also be plotted, from which barrier energy of atomic hopping can be 

computed. The barrier energy Ea is given by: 

 
initiala EEE  max , (2.10) 

Figure 2.2: The illustration of nudged elastic band method. (a) The initial and final positions of NEB with 

transient images are shown. The straight line denotes the initial interpolation of the images. After 

optimization, the image chain converges to the curve line, which is the minimum energy path. (b) The 

energy profile along the diffusion path. Source:[66] 

(a) (b) 
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where Emax is the maximum energy along the minimum energy path, and Einitial is the energy of 

the initial structure. Performing NEB calculation also requires an accurate description of 

external force field, i.e. the potential energy surface. In most cases, the external atomic forces 

are provided by the first-principles calculation, though occasionally the empirical interatomic 

potentials can also be used. 

2.1.2.2 Pros and cons of NEB  

The NEB method has many merits including 1) the guarantee to find a continuous 

minimum energy path between the given initial and final states; 2) a discrete representation of 

diffusion path with fine resolution (if used with enough number of images); 3) relatively light 

computation compare to the MD calculation, and 4) easy parallelization of the algorithm in the 

practice use.[66] 

However, the application of NEB method is limited to the cases of dilute limits, that is, 

hopping of a single atom or a single vacancy in the host structure. The identification of 

concerted motions of multiple atoms, which often appear during atomic diffusion, is still very 

challenging for the NEB method. In addition, the NEB method is difficult to apply to the high-

disordered system, such as amorphous materials, due to the existence of massive inequivalent 

diffusion pathways. Even if all the diffusion pathways in an amorphous structure are 

characterized with NEB, to obtain the actual diffusion behavior still requires other simulation 

approaches, such as the kinetic Monte Carlo method.[67] 

2.1.3 Kinetic Monte Carlo method 

Kinetic Monte Carlo simulation (KMC) is a very powerful tool for simulations of 

dynamics, because of its highly adaptive and simple procedure.[67] For studies of atomic 

diffusion, it requires the input information of all the atomic diffusion pathways and 

corresponding barrier energies, which are usually computed with NEB method.  

Same as the molecular dynamics, the KMC provides the time-evolution trajectory of 

materials system. In the case of MD, however, as mentioned in Section 2.1.1.4, the small time 

step limits the application of MD to the long time-scale simulation. Even with an acceleration 

algorithm, such as hyperdynamics, the simulation time of MD can be extended to at most 

several ms.  
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As illustrated in Figure 2.3, the diffusion particles spend most of the time at a well-defined 

equilibrium site, i.e. the bottom of a potential well, and only a small fraction of the time at the 

diffusion pathways in an MD trajectory of atomic diffusion. In the KMC simulation, we change 

our focus from the “trajectory of atomic movement” to the “evolution of system”, then the 

simulation time-scale will span from the atomic vibration scale to the system transition scale. 

The extension of the time-scale is achieved by the discard of the small vibration which has 

nothing to do with how the system crosses through the energy barrier. The KMC simulation 

assumes that the atomic diffusion process in the solid materials is a typical Markov process, in 

which the future evolution of a system is solely based on its present state and has nothing to do 

with the history. 

 

2.1.3.1 Transient state theory 

The most vital process of KMC is to calculate the transition rate, which determines the 

accuracy of the simulation results. In general, the transition state theory (TST) is used to 

calculate the transition rate. In the TST, the transition rate of the system depends on the 

behavior of the system at the saddle point, while the influence of the state of the equilibrium 

(potential well) can be neglected. If a large number of identical systems form a canonical 

ensemble, the flow of the system across a vertical section perpendicular to the transition path 

Figure 2.3: Contour plot of the potential energy surface for an energy-barrier-limited infrequent-event 

system. After many vibrational periods, the trajectory finds a way out of the initial basin, passing a ridgetop 

into a new state. The dots indicate saddle points. Source: [67] 
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i-j in a unit of time is kij. In the TST, the transition rate from i to j can be obtained as[68]: 
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where f(R) is the plane equation of the perpendicular section. However, in practical calculations, 

kij is frequently obtained according to the harmonic transition state theory (hTST)： 
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(2.12) 

The first term of Equation 2.12 requires the phonon calculations for the two systems where the 

diffusion particle is located at the initial position and the saddle point, respectively. The phonon 

calculation can be performed by Hessian matrix diagonalization or density functional 

perturbation method (DFPT), and Eij is the energy barrier of the pathway i-j, which can be 

obtained by NEB. Therefore, Equation 2.12 guarantees that the kij can be analytically solved 

by using an atomistic simulation (MD or DFT). However, the calculation of phonon spectra at 

the saddle point should be calculated for each transition process, which greatly increases the 

amount of calculation. So the prefactor is often set as a constant value: 
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where the typical value for ν’ is 1013 Hz. 

2.1.3.2 Outline of KMC algorithm 

There are many ways to implement the KMC method. In this section, we only introduce 

the direct method, which is the most commonly used algorithm with high efficiency. In each 

step, two random numbers r1 and r2 are generated following the uniform distribution in the 

range (0,1]. The r1 is used to select the transition path, r2 determines the time interval of system 

staying in one state. To be more specific, we assume that the system is in the state of i, and then 

the transition event k is chosen if the 
1
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   , in which ktotal is the sum of 
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kij for all possible transition events. Then the system time proceeds for  1
ln ik

total

t r
k

   . The 

algorithm is summarized as follows: 

1) Calculate the total transition rate of state i, ,total i j
j

k k ; 

2) Generate random number r1; 

3) Determine the transition event k that satisfies the condition: 

1
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1 1
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i j i j
j jtotal total

k r k
k k



 

   ; 

4) The system is changed to state k, while the time of simulation is increased by 

 2

1
ln

total

t r
k

   . 

5) Repeat the procedure from step 1. 

It should mention that the residual time of a KMC event is calculated as δt=1/ktotal in some 

of the previous KMC studies, but the simulation results are basically the same. 

Similar to the molecular dynamics, various atomic diffusion properties can be extracted 

from the state-to-state trajectory generated by KMC simulation. The diffusion coefficients of 

particles as well as the diffusion activation energies can be calculated with the method 

introduced in Section 2.1.1.2 and Section 2.1.1.3. 

2.1.3.3 Application of KMC 

The superiority of KMC is obvious: it expands the simulation time span for several orders 

of magnitude and enables the study of atomic diffusion at a relatively lower temperature than 

MD. In addition, if we know these rate constants exactly, the state-to-state trajectory will be 

indistinguishable from a (much more expensive) trajectory generated from a full molecular 

dynamics simulation. 

However, the KMC simulation requires that every escape pathway for every state (that 

will be encountered in the dynamics simulation) should be accurately characterized. However, 

the real dynamical evolution of a system will often surprise us with unexpected and complex 

reaction pathways. Because these pathways (before we have seen them) are outside our 

intuition, they will typically not be included in the rate catalog, and hence cannot occur during 



2.2 Potential energy surface 26 

the KMC simulation. In such a case, KMC would give a seriously flawed description of the 

diffusion dynamics. 

 

2.2 Potential energy surface 

Potential energy surface is the direct function of atomic configurations and potential 

energies. For dynamic simulation, like MD, the energies and forces for a large number of 

configurations should be provided from the potential energy surface. So, the potential energy 

surface is the foundation for performing the simulation introduced in the proceeding section. 

The potential energy surface is constructed by either quantum mechanical methods, i.e. ab-

initio methods, or by molecular mechanics with empirical interatomic potentials. Both methods 

will be introduced in the following text. 

2.2.1 Ab-initio method 

2.2.1.1 Many-body Schrödinger Equation 

In the first-principles calculation, the state of system is determined by solving the time-

independent many-body Schrödinger equation: 
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(2.14) 

where i and j represent electrons, and A and B represent nuclei. riA, rij and RAB represent the 

distance between electron i and nuclei A, election i and electron j, nuclei A and nuclei B, 

respectively. MA and ZA are the atomic mass and atomic number of element A. However,  

Equation 2.14 is so complex that solving it for only a few atoms is impossible even today. Thus, 

several approximations should be introduced to solve the many-body Schrödinger equation. 

Born-Oppenheimer approximation, which assumes that the motion of nuclei and electrons 

can be treated separately, was firstly introduced to simplify Equation 2.14. It is based on the 

large difference of the nuclear and electronic masses: Then the electrons can be expected to be 
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in instantaneous equilibrium with the much heavier nuclei. Under this approximation, time-

independent many-body Schrödinger equation can be rewritten as: 
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where Vext represents the external field created by the nuclei, i.e.  iext rV = 
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2.2.1.2 Density functional theory 

By applying the Born-Oppenheimer approximation, 3M nuclear degrees of freedom are 

removed from the many-body Schrodinger equation. However, the 3N electronic degrees of 

freedom left in Equation 2.15 make it still very difficult to solve. The density functional theory 

provides a method to systematically map the many-body problem to the single-body problem 

with only 3 degrees of freedom. 

The density functional theory is based on the two theorems proposed by Hohenberg and 

Kohn.[69,70] The first Hohenberg-Kohn theorem proves the existence of one-to-one mapping 

between the external potential Vext(r) and the electronic density ρ0(r) at the ground state. In 

another word, once the ground state electronic density ρ0(r) is given, the external potential 

Vext(r), as well as the Hamiltonian, is uniquely determined. The second Hohenberg-Kohn 

theorem proves that for any external field Vext(r), the total energy E[ρ(r)] can be regard as the 

functional of electronic density ρ(r), and for a specific external field, the electronic density ρ(r) 

which minimizes the total energy is the ground state density ρ0(r). 

The Hohenberg-Kohn theorems demonstrate that a many-body electronic system can be 

treated as a functional of the ground state electronic density ρ0(r). However, the exact form of 

total energy functional E[ρ(r)] is not provided. So physical sound and reliable approximations 

are indispensable. However, to find a reasonable approximation of the energy functional is 

difficult, especially for the kinetic term. To circumvent this problem, Kohn and Sham replace 

the many-body system as a set of independent and non-interacting particles. The Kohn-Sham 

equation[69] can be expressed as: 
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where the term VH(r) is the Hartree potential describing the Coulomb interaction energy of an 

electron in the average field generated by all other electrons: 
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The term Vext(r) is the external potential which is generated from the nuclei-electron interaction. 

The term Vxc(r) is the exchange-correlation potential which contains all the interactions that are 

not considered in VH(r) and Vext(r). The exact form of Vxc(r) is still unknown but several reliable 

approximations have been devised. 

The Kohn-Sham equation enables us to obtain the ground state information by solving a 

set of single-particle equations (Equation 2.15) with three degrees of freedom each. The 

electron density ρ(r) can be obtained using the single-particle wavefunctions ψi(r) according to 

Equation 2.17. It should be pointed out that ρ(r) appears in VH(r), thus Equation 2.16 and 2.17 

should be solved self-consistently. Once the ground state density ρ0(r) and single-particle 

wavefunctions ψi(r) are obtained from the self-consistent calculation, the total energy of the 

system can be expressed as: 
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where Exc[ρ(r)] is related with the exchange-correlation potential Vxc(r) by the equation: 
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2.2.1.3 Exchange and correlation functions 

The previous section outlined the formalism of DFT, which is an exact theory if the exact 
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XC functional is known. Unfortunately, the exact form of XC function is unknown, so we need 

reasonable approximations. A simple way is to assume exchange correlation potential at the 

position r depending only on the electron density value at r and not on its derivates, then the 

relation between exchange-correlation energy density ϵxc[ρ(r)] and Exc[ρ(r)] can be express 

as[69,70]: 
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Such approximation is called local density approximation (LDA). The LDA is exact for a 

homogenous gas, and works well in the system where the charge density does not vary too 

rapidly. 

The several ways to improve LDA have been proposed, and the most obvious way is 

generalized gradient approximation (GGA), which express the exchange-correlation energy as 

functional of both electron density and its gradient.[71] The GGA exchange-correlation energy 

is expressed as: 

 
.)()]([)()]([ 3 sFrrrdrE xxcxc 
 

(2.22) 

where Fx(s) is a dimensionless function that includes the gradient of density. Various forms of 

Fx(s) have been proposed, such as Perdew-Wang (PW91) [72] and Perdew-Burke-Enzerhof 

(PBE) [73]. 

2.2.1.4 Bloch theorem 

The number of atom that is consisted in solid materials is about 1023, which makes the 

explicitly consideration of each particle impossible. However, the Bloch theorem can 

simplified such problem under periodic boundary condition. In the Bloch theorem, the one-

electron wavefunctions under a periodical boundary condition can be expressed as: 

 rik
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where u(r) is a periodic function with the same periodicity as the periodical potential, k is a 

vector in the reciprocal lattice. The range of k vector is usually limited in first Bollouin zone, 
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which is the Winger-Seitz cell of the reciprocal lattice G defined by G∙R = 2πN, where N is 

arbitrary integer. The periodical part of Bloch wavefunctions u(r) can be solved independently 

for each k vector, according to: 
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The Bloch theorem transfer the calculation of wavefunction of infinite number of 

electrons to the calculation of finite number of electrons at infinite number of k points which 

are limited inside the first Bollouin zone. In addition, election wavefunction over a small region 

can be represented by a single k point. The properties, such as total energy, number of elections, 

of solid materials can expressed as the summation of k. 
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where Nk is the number of K points used in the calculation. The discrete set of k points can be 

automatically generate by Monkhost-Pack Scheme [74]. The error cause by using discrete k 

point mesh can be reduce by using denser sets of k points. 

2.2.1.5 Plane wave 

In practical calculation, the periodical function u(r) in Equation 2.23 can be written as a 

sum of plane wave: 
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Combine the Equation 2.23 and 2.27, the electronic wavefunction can be rewritten as : 
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The plane wave set are complete and orthonormal. The coefficient c can be solved with Iterative 

diagonalization and minimization method. However, a large number of plane wave set 

functions should be used to expand the electronic wavefunctions. Usually, the plane waves with 

small kinetic energy |k+G|2 is more important than those with large kinetic energies. For this 
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reason, we set a truncate criterion that the plane waves with kinetic energies lower than certain 

value (the cutoff energy) are used.  
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In principle, the cutoff energy should be tested to guarantee the convergence of total energy. 

2.2.1.5 Pseudopotentials and Projector-Augmented-Wave method 

The core electrons do not have contribution to the physical properties of materials. 

However, a large number of plane waves are needed to describe the core electrons due to the 

rapid oscillation of potential and wavefunctions near the nuclei. Thus, pseudopotential is 

introduced to achieve better computational efficiency. The pseudopotential replaces the all-

electron potential by an effective potential that only acting on the valence electrons. By using 

the pseudopotential, the number of plane waves and number of electrons are reduced. There 

are several types of pseudopotential have been proposed, including norm-conserving 

pseudopotentials, ultra-soft pseudopotentials and the Projector-Augmented-Wave (PAW) 

method. 

The PAW method can keeps all the information of core electrons. In PAW method, a set 

of smooth partial wavefunctions i
~

 are related with all electron wavefunctions i  with a 

linear transformation T. The smooth wavefunctions and all electron wavefunctions are matched 

outside the core region. The smooth wavefunction can be expressed with Dirac notion as: 

 ,
~~ 

i
iic   (2.30) 

and all electron wavefunctions are expressed as: 

 .
i

iic   (2.31) 

The smooth wavefunctions i
~

 are related with all electron wavefunctions i  with a linear 

transformation T: 

  .~~~  
i

iiicT   (2.32) 
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To make sure the transformation T is linear, the coefficient ci must satisfy: 

 ,
~~ ii pc   (2.33) 

where p is the projection operator. The transformation can be express as: 

   .~~
1  

i
iii pT   (2.34) 

There are several possible choices of the projection operator. Compare with other 

pseudopotentials, the PAW method can conserve the information of all-electron wavefunctions. 

For this reason, it is widely used in the electronic structure calculation. For any operator A that 

used for the all electron wavefunctions, we can defined a modified operator A
~  that can be 

used for the smooth wavefunction, by: 

 
.

~
ATTA   (2.35) 

2.2.1.6 Atomic Force in DFT 

DFT provide an accurate and efficient way to determine the ground state energy of a 

structure. To perform dynamics simulation base on the DFT, such as ab-initio molecular 

dynamics, the atomic forces should be determined. The atomic forces can be calculated in DFT 

according to: 
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(2.36) 

The first term is called Hellmann-Feynman force.[75] The second term is Pulay force, due to 

the holonomic orthonormality constraint.[76] The last term is referred as non-self-consistent 

force.[77] 

2.2.2 Empirical interatomic potentials 

The empirical interatomic potentials use simple mathematical functions to describe the 
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relation between the potential energy of a system with N atoms and the coordinates of atoms. 

The empirical interatomic potentials have the formula of: 
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where V1, V2 and V3 represent one-body term, two-body term and three-body term, respectively. 

N is the number of atoms and ri is the position of atom i. The atomic force can be calculated 

by: 

 
 .,,,, 321 Nii rrrrVF


  (2.38) 

Base on Equation 2.37, the empirical interatomic potential can be loosely categorized into two 

classes: pair potentials that contain only two body terms, and many-body potentials that contain 

three-body terms and higher terms.  

The empirical potentials usually have a simple, physical-motivated formula. For example, 

the Lennard-Jones potential is defined as: 
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where r is the interatomic distance. The first term represents the repulsion between atoms at 

short distance region, while the second term describes the atomic attraction that dominating at 

long distance. The parameters σ and ε are determined by fitting the experimental data. 

 

2.3 Neural network potential 

The density functional theory (DFT) and empirical interatomic potential have been widely 

used in the dynamics simulation in the fields of chemistry, condensed matter physics and 

materials science. However, the bottlenecks for performing these methods are also obvious. 

DFT calculation requires a huge computational resource, which limits its application to large-

scale structures. On the other hand, to construct interatomic potentials providing reliable 

energies and forces is not easy due to the limitation of the simple formula of the potential. The 
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development of a method having both high reliability and computational efficiency remains a 

challenge. To address this problem, an alternative approach for the representation of potential 

energy surfaces by fitting large data sets from electronic structure calculations has been 

proposed recently. Since such an approach is based on the machine-learning (ML) techniques, 

it is referred as machine-learning interatomic potential.[78,79] 

The machine-learning interatomic potentials have three characteristics as follows: 1) An 

ML technique is employed to construct a functional relation between the atomic coordinates 

and its energy (or atomic forces); 2) Construction of ML potential does not base on any physical 

approximations, and it is just the mathematical fitting of the reference data; 3) ML potential is 

based on a set of structure and energy data obtained from electronic calculations, such as DFT. 

The machine learning techniques include linear regression [25], Gaussian process [23], Kernel 

regression[80] and neural network (NN) [51]. Based on these techniques, various methods have 

been developed such as high-dimensional neural network potential (HD NN potential),[49,81–

84] Gaussian approximation potential (GAP),[85,86] sparse linear regression method,[87,88] 

etc.  

2.3.1 Neural network 

Many different types of NNs have been proposed in the literature for various purposes 

[51], while the most frequently used type is multi-layers feed-forward NNs. The multi-layers 

NN is consist of a lot of computational units, which is called nodes. As illustrated in Figure 2.4, 

the nodes are arranged in layers. The NN configuration, that is the number of layers and the 

number of neurons per layer, determines the complexity of NN. The NN can construct a 

functional relation between the input values (the value that supply to the input nodes) and the 

output value (the computed results in the output nodes). In general, one or more hidden layers 

are employed to bridge the input and the output layer. It should be mentioned that the nodes do 

not have a clear physical meaning. Instead, they just define the mathematical formula of the 

NN. The higher the flexibility can be achieved by employing the larger the numbers of layers 

and nodes per layer. The nodes in each layer is connected to the nodes in the neighboring layers 

via a connection coefficient, which is called “weights”. The numerical value of a node j in layer 

n, yj
n, is then calculated from the values of the nodes yi,

j-1 in the previous layer j-1 according to: 
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where ,  represents the connection weights and  is called the “bias”. The function f is 

called activation function. The frequently used activation functions include Sigmoid, Hyper-

tangent, Gaussian and Linear. In this dissertation, the NNs that are used to construct potentials 

employ the hyperbolic tangent function f H for the hidden layers, and the linear function fL for 

the output layer. The formula of these two functions are: 
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and, 

   .Lf x x
 (2.42) 

 Note that the NN configuration is usually indicated by a set of number for simplicity. For 

instance, the notation “20-10-10-1” represents a NN that is composed by an input layer with 

20 nodes, two hidden layer with 10 nodes each, and 1 output nodes. Such notation method will 

be frequently used in this dissertation.  

2.3.2 General idea of  high-dimensional NN potential 

Figure 2. 4: Schematic structure of a small feed-forward NN.  
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The central idea of high-dimensional neural network potential is to construct the potential 

using a set of atomic NNs[82]. Each atomic NN is simply a multi-layer perceptron with a single 

output node. The single output of the atomic NN is called atomic energy, which represents the 

contribution of an atom to the total energy. Thus the potential energy E is given by:[82,89] 

 

.
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atomN

i
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The atomic energies depend on the local atomic arrangement around the center atom, which is 

referred as “local atomic environment”.[82] The local atomic environment of an atom is 

defined by a cutoff sphere with a radius of Rc. It is assumed that only the atoms inside the cutoff 

sphere have contribution to the atomic energy. The input of each atomic NN is the atom-

centered symmetry functions, which will be elaborated in the next section. The values of 

symmetry functions depend on the atomic coordinates of all neighboring atoms inside the 

cutoff sphere, and serve as a structure fingerprint (the measure that quantify the similarity of 

different structures) of the local atomic environment. It should be mention that although the 

atomic energies are calculated in the computational process, the parameter of atomic NN is 

actually optimized using the total energy as the target value. Thus, to extract the atomic energies 

value from reference DFT calculation would not be necessary. The optimization of NN 

parameters can be done by gradient-based optimization algorithms, such as Broyden–Fletcher–

Goldfarb–Shanno algorithm (BFGS)[90] and Conjugate gradient (CG). Of course, these 

gradient-based optimization algorithms requires the derivative of total energy error with respect 

to each parameter of all atomic NN used in the potential. The schematic of high-dimensional 

NN potential for a structure that contains three atoms is shown in Figure 2.5.[82] It should be 

mention that the same atomic NNs are assigned to the atoms belonging to the same atomic 

species. For this reason, the high-dimensional NN potential can be applicable to the systems 

with an arbitrary size. For example, if a new atom was introduced into the three-atom structure 

illustrated in Figure 2.5, the NN potential should by modified merely by adding one more 

atomic NN with the same topology and weight parameters.  

For multicomponent systems, the consideration of electrostatic interactions may be 

necessary due to charge transfer between different elements. For this purpose, J. Behler and his 

coworker calculated the electrostatic term with either Coulombs equation or Ewald summation, 

while the charge of each atom is predicted by a second set of atomic NNs.[53] However, they 
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also claimed that including long-range electrostatic interactions only marginally improves the 

quality of the NN potential for most materials.[83] It is because that the electrostatic interaction 

energy inside the cutoff sphere are already included in the atomic energy, thus the additional 

electrostatic term is relevant for only the electrostatic interactions outside of cutoff sphere. 

However, the computational costs is raised due to the usage of additional NNs. Therefore, in 

many previous studies, high-quality NN potentials can be obtained without taking the long-

term electrostatic interaction into account explicitly.[56][91] In our study, the NN potential 

scheme without long-range electrostatic term is adopted.  

 

2.3.2 Atom-centered symmetry functions 

To accurately describe the local atomic environment is crucial for constructing robust 

high-dimensional NN potential. Considering the nature of atomic NN, the structure descriptors 

used in the NN potential should fulfill the following criteria: 1) the values and slopes of 

descriptors should be continuous for the application of force calculation; 2) the values of 

descriptors should be invariant in translation and rotation; 3) the value of descriptors should be 

unchanged when two atoms of the same element permute; 4) the number of descriptors should 

Figure 2.5: Schematic structure of high-dimensional NN potential for a structure contains three 

atoms. Source: [82] 
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be constant irrespective of the number of atoms exist inside the cutoff sphere.[92] Derivation 

of structure descriptors that meet such criteria is not easy, but several functions, i.e. atom-

centered symmetry functions, have been proposed.[92] 

All the atom-centered symmetry functions contain a cutoff function to define the local 

environment. The cutoff function used in the present work is expressed as: 

 

 






























cij

cij
c

ij

ijc

RR

RR
R

R

Rf

0

1cos5.0


. (2.44) 

The symmetry functions can be categorized into radial and angular symmetry functions, which 

describe the radial and angular distribution in the local environment, respectively.  
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and, 
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The G1 function is a simple summation of cutoff functions for all neighboring atoms inside the 

cutoff sphere. In the G2 function, the cutoff function is combined with the Gaussian functions, 

so that the Gaussian exponent η is introduced to control the radial resolution. The parameter Rs 

can be used to shift the peak of function, to facilitate a better description of specific interatomic 

distance. The G3 function represents a damped cosine function, in which parameter κ controls 

the period length. The three kinds of symmetry functions with different parameters are plotted 

in Figure 2.6.[92] The radial distribution can be described by a set of radial symmetry functions 

with different parameters, i.e. cutoff radii in G1, η and Rs in G2 and κ in G3. 

Two types of angular symmetry functions are also proposed by J. Behler. The angular 

symmetry functions consider not only the interatomic distance of neighboring atoms but also 

the angle of the triples formed by the center atom and two arbitrary neighboring atoms. The 

two kinds of angular are expressed as: 
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and, 
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where θijk is defined as acos(Rij∙Rik/RijRik). In both functions, the parameter ζ is used to control 

the angular resolution, and λ, which takes +1 or -1, is used to shift the maximum of function 

between θijk=0 and θijk=π. The angular part of G4 and G5 functions are plotted in Figure 2.7. 

Similar with the radial functions, the Gaussian function with parameter η is also incorporated 

to control the radial resolution. 

Figure 2.6: Symmetry functions G1, G2, and G3 for an atom with one neighbor only. In larger systems the 

radial symmetry function value of an atom is the sum of the contributions of each neighbor. Source: [82] 



2.3 Neural network potential 40 

2.3.3 Training of  neural network 

The most import step of constructing the high-dimensional neural network is to 

determinate the weight parameters of atomic NN, namely, training of neural network. Many 

different algorithms can be employed to numerically determine such values. The gradient-

based optimization algorithms are frequently used for this purpose. As mentioned previously, 

the optimization algorithms require the derivative of NN potential error with respect to the each 

weight parameter. Usually, the root mean square error (RMSE) of NN potential energy is 

chosen as the measure of NN error, i.e. the objective function of optimization algorithm. The 

RMSE is defined as: 
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where N is the number of strucutures that used as the reference data, Ei,ref and Ei,NN are the total 

energy of the ith structure obtained by reference electronic calculation and NN potential 

prediction, respectively. It should mention that for the training of atomic NN, the 

backpropagation algorithm is usually adopted, which makes parameters converge to a local 

Figure 2.7: Angular contributions of the angular symmetry function G4. The angular parts of function G5 

are identical to those of G4. The plotted angular part corresponds to a triatomic system. In many-atom 

systems, the angular terms for all triples of atoms are added. Source: [82] 
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minima. Several approaches are proposed to find the global minimum in the weight parameter 

space, such as Kalman filter[93] and the Levenberg–Marquardt algorithm. However, 

application of these algorithms is extremely challenging due to a lot of parameters used in the 

NN potential. Therefore, many times of training of NN with randomly initialized weights are 

usually performed to find a local minima with sufficient accuracy. 

The iterative training ensures the NN potential provides reliable energies for structures 

not included in the training set. However, this would be not enough. Only if the NN potential 

yields accurate results for the structures not used in the training, it can be safely used in the 

atomic simulation. For this purpose, an independent validation data set, i.e. the so-called testing 

set, should be prepared. During the optimization of NN weights, the RMSE of both training 

and testing set should be monitored. As shown in Figure 2.8, both the training and testing errors 

reduce rapidly in the initial stage of training. Then, the testing error will reach the minima and 

then start to increase, while the training error still decreases monotonously. The different 

behaviors between the training and testing error curves in the latter part indicate the overfitting 

of NN potential, which occurs due to the too-flexible function formula of NN. To avoid the 

overfitting, “early stopping” method is adopted in our study. In the early stopping method, the 

training and testing error in each training iterations are monitored, and training of NN will be 

truncated when the testing error starts to increase. The early stopping method gives an 

appropriate number of training iterations.  

The high-dimensional neural network can provide a very accurate description of potential 

Figure 2.8: The optimum fit. The best fit corresponds to the set of weights minimizing the error for the testing 

set, since this fit has the best transferability to structures not included in the training set. An increasing error 

for the test set indicates the onset of overfitting. Source: [82] 
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energy surface, owing to its complicated non-linear formula. It provides the total energy of a 

structure directly, and then the atomic forces can be calculated according to: 
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where α represents the x, y and z axis of Cartesian coordination, Ej is the atomic energy of the 

jth atom and Gjμ is the μth symmetry function used for the jth atom. 

 



  

 

Chapter 3 

Potential for Cu Diffusion in Amorphous 
Ta2O5 

 

In this chapter, a simple neural network (NN) interatomic potential to investigate the 

diffusion of a single Cu atom in amorphous Ta2O5 is developed. The developed potential is as 

accurate as the DFT in predicting hopping paths and the corresponding barrier energies in a 

given amorphous structure. Although the developed NN-based approach exhibited some 

limitations since it was constructed specifically for Cu, the obtained results showed that the 

NN potential was able to satisfactorily describe the Cu diffusion behavior.  

 

3.1 Background 

3.1.1 Ta2O5 crystalline 

Ta2O5 have a wide band gap and high-constant[94], thus it is frequently used in various 

electronic devices, such as the capacitor in DRAM devices, gate dielectric thin-film in 

transistors, and coating materials in solar cells and photocatalyst. Basically, Ta2O5 has four 

crystal structures at low and high temperature. The β-Ta2O5 and δ-Ta2O5 exist at low 

temperature. The β-Ta2O5 has orthorhombic structure and Pccm space group. A β-Ta2O5 cell 

contains 4 Ta atoms and 10 O atoms, and the lattice constants are a= 6.217 Å, b=3.677 Å and 

c=7.794 Å.[95] The δ-Ta2O5 has hexagonal structure. [96] Its space group is P6/mmm. The unit 
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cell contains 4 Ta atoms and 10 O atoms. The lattice constants are a = 3.370 Å and c = 8.432 

Å according to the calculation. The structure of high-temperature Ta2O5, namely H-Ta2O5 is is 

determined to be tetragonal and the space group of I41/amd. The L-Ta2O5 also exists at low-

temperature but is stabilized only in the Ta2O5-WO3 binary system. The L-Ta2O5 is measured 

to be the orthogonal structure. Figure 3.1 gives the illustrations of all four kinds of crystal Ta2O5. 

Except for the experimental measurements, the crystal structures, as well as the electronic 

properties of crystal Ta2O5, were also intensively investigated with first-principles 

calculations.[32,97–99] The GGA and LDA calculations show that the band gap of β and δ-

Ta2O5 are ~0.1 eV and ~1eV, respectively. To overcome the well-known underestimation of 

band gap by DFT with conventional LDA and GGA, HSE06 hybrid functional was used to 

calculate the DOS of the two low-temperature Ta2O5 crystals by Y. Wu et al.[97] The HSE06 

functional opens the gaps to 0.9 eV and 2.0 eV for the two phases. 

3.1.2 Amorphous Ta2O5 

The structures of the different crystalline polymorphs of tantalum oxides are intensively 

Figure 3.1: Structure of crystalline Ta2O5. (a) δ-phase Ta2O5. (b) β-phase Ta2O5. (c) H-phase Ta2O5. (d) L-phase 

Ta2O5. Source:[97]  
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studied by both from diffraction-based experimental measurements and from the atomic 

simulations using the density functional theory. However, there are only a few publications 

about the structure of amorphous Ta2O5. The structural information is the foundation of further 

investigation of other properties of this important material. R. Bassiri et al tried to get a deeper 

understanding of the amorphous structure based on both experiment and atomic simulation. 

[100] First, the amorphous film was fabricated by argon-ion-beam-sputtering. Then electron 

diffraction patterns were measured. In order to accurately probe the atomic structure and gain 

a full understanding of the information stored in the RDF, reverse Monte Carlo (RMC) 

refinements of atomistic models was performed using the experimentally obtained scattering 

intensities. Information from the density-functional-theory-based molecular dynamics 

simulations of liquid quenching was used in the RMC refinements in order to ensure that a 

physically meaningful model of the amorphous material, which fits both the theoretical and 

experimental data, can be obtained. 

The atomic structure that obtained from the aforementioned method is shown in Figure 

3.2. The total pair distribution function (PDF) of the atomic structure is shown in 3.2(c). The 

first peak position in the PDF corresponds to the Ta–O distances found at 1.93 Å. The shoulder 

of the second peak at about 3.2 Å can be attributed to the Ta–Ta distances. It was found that 

the refined amorphous structure had a considerable contribution from the planar or nearly 

planar Ta2O2 fragments with a relatively short average Ta–Ta distance of 3.2 Å. The average 

coordination numbers computed from the refined model are 6.53 for Ta and 2.09 for O. 

Another attempt to reproduce amorphous Ta2O5 structure was conducted by B. Xiao et al. 

Figure 3.2: (a) The structure of amorphous Ta2O5 (b) Structure of a Ta2O2 fragment from amorphous model. 

(c) Comparison of the pair distribution function between the amorphous model and experimental data. Source: 

[100] 
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Their model was generated with a much simple atomic simulation approach: melt quenching 

method. In B. Xiao’s work, the model for amorphous Ta2O5 was generated using ab-initio MD: 

the crystalline hexagonal δ-Ta2O5 was first melted at 6000K and then cooled down to 300K 

with a quenching speed of 4 K/3fs. In the resultant amorphous structure, the length of Ta-O 

bond is estimated to be 1.97 Å, and Ta-Ta bond is 3.2 Å. The presence of considerable amount 

of Ta2O2 quadrangle fragments also can be found in this model. All these structure 

characteristics are consistent with the study of R. Bassiri et al. 

3.1.3 Cu diffusivity in amorphous Ta2O5 

The diffusion coefficient (DCu) and the solubility of Cu+ ions in Ta2O5
 were measured by 

N. Banno et al. The sample is fabricated by depositing a 120 nm thickness Ta2O5 film on Cu 

with pulsed laser deposition. The Cu diffusion coefficient is measured by characterizing the Cu 

distribution profile in the sample by secondary ion mass spectroscopy (SIMS) after annealing 

at different temperatures. Annealing temperatures vary in the range of 200 ℃–500 ℃. The Cu 

diffusivities derived from the SIMS depth file. The temperature dependence of Cu diffusivity 

obeys the Arrhenius relationship. By extrapolating the temperature dependence of obtained DCu, 

the room temperature diffusivity was estimated to be 4.9×10−20 cm2/s, which is extremely low 

in comparison with the diffusion coefficient in other electrolytes. Due to the suppressed Cu+ 

ion diffusion, the Ta2O5 switch provides a high turn-on voltage VON (0.65 V), which is a 

desirable characteristic for the application of Ta2O5 based atomic switch in a field 

programmable gate array.  

Another experimental evaluation of room temperature Cu diffusivity was performed by T. 

Tsuruoka et al. They fabricated Cu/Ta2O5/Pt multilayer thin film, which is an atomic switch 

device, by electron-beam (EB) deposition. Then the cyclic voltammetry (CV) measurement 

was performed. Figure 3.3(a) shows the typical variation of CV curves for Cu/Ta2O5/Pt cells 

measured with different sweep rates ν. The current peaks in the positive (negative) sweep 

direction are associated with the oxidation (reduction) processes at the anode interface. In 

general, we could clearly observe two oxidation current peaks and two reduction current peaks 

in the Cu/Ta2O5/Pt cell as indicated by jp,ox1 , jp,ox2 , jp,red1 , and jp,red2.The reduction current 

density jp is related to the ionic concentration cion, the number of electrons transferred z and the 

sweep rate ν and the diffusion coefficient D. The relationship can be estimated from the 
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Randles–Sevick equation 

 
Dczj ionp  2/351099.2

 (3.1) 

where α is the charge transfer coefficient. The values of diffusion coefficient D estimated 

using Equation (3.1) are plotted in Figure 3.3(b) as a function of v. D increases with the increase 

of v. The diffusion coefficient D can be estimated to be ≈10 −13 cm2/s for Cu2+ at room 

temperature. However, this estimated value of D is about eight orders of magnitude higher than 

the extrapolated diffusion coefficient of Cu ions evaluated by N. Banno et al. The enhanced 

diffusion coefficient may come from the downscaling of the film thickness as well as the 

structural difference of the deposited Ta2O5 film.  

3.1.4 Research objective 

Due to the successful fabrication of Cu/Ta2O5/Pt atomic switch, the Cu diffusion behavior 

in amorphous Ta2O5 has drawn considerable attention. However, the theoretical study is still 

lacking. Similar to many theoretical studies about atomic diffusion in crystal, the NEB method 

combined with DFT is applicable to study Cu diffusion in an amorphous Ta2O5 supercell to 

evaluate atomic migration energy. However, due to the disordered and stochastic structure 

dozens, or even hundreds of diffusion pathways should be characterized in an amorphous 

Figure 3.3 a) Typical cyclic voltammetry curves of Cu/Ta2O5/Pt atomic switch measured with different sweep 

rates. b) The plot of diffusion coefficient D against sweep rate ν. Source: [29]  
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supercell that contains about 100 atoms. For this reason, the computation cost for amorphous 

materials is much more expensive than the crystalline case. In this chapter, we want to 

theoretically reveal the Cu diffusion mechanism in atomic level. More importantly, we want to 

develop a simulation tool that can be efficiently predict of atomic diffusion behavior in 

amorphous materials with relatively low computational cost. 

The outline of this chapter is as follows. Section 3.2 describes a new NN potential to 

examine the diffusion behavior of a single Cu atom in amorphous Ta2O5. Although the 

described system contains three different atomic elements, the utilized NN potential is much 

simpler than those proposed previously for ternary systems.[56] Hence, such method is named 

as “simplified neural network potential” in this dissertation. The potential energy surface of Cu, 

diffusion paths, and barrier energies obtained using the NN potential (which are compared with 

the results of DFT calculations) are presented in Section 3.3. In Section 3.4, the diffusion 

behavior of Cu is further examined by calculating the diffusion network, diffusion coefficients, 

and effective diffusion activation energy. In Section 3.5, we will explore the possibility of 

applying the potential to different amorphous Ta2O5 matrices. The obtained conclusions are 

provided in Section 3.6. 

 

3.2 Construction of  simplified NN potential 

3.2.1 General Idea 

The main idea of the simplified NN potential utilized in this study is to express the total 

energy of the structure containing a relaxed amorphous Ta2O5 matrix and a single Cu atom, 

ETa2O5+Cu, as the sum of the energies of the pure Ta2O5 matrix, ETa2O5, and dissolution energy 

of the Cu atom, Edissolution. The second term Edissolution can be further subdivided into two parts: 

1) the energy change when the Cu atom is inserted into the frozen host matrix, Einsert, and 2) 

the energy change due to the host matrix relaxation (i.e. the displacements of nearby Ta and O 

atoms caused by the insertion of Cu atom), Erelax: 
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 ETa2O5+Cu = ETa2O5
 + Edissolution= ETa2O5

 + Einsert + Erelax. (3.2) 

The value of the first term, ETa2O5, can be directly obtained by performing DFT calculations, 

while the NN approach is focused on predicting the value of Edissolution. The value of Einsert is 

determined from the atomic arrangements around the inserted Cu atom before the relaxation, 

while that of Erelax is determined from the matrix structure after the relaxation. In this work, 

however, we implicitly assumed the positional shifts of atoms in the host Ta2O5 matrix in 

structure optimization were not significant. In this case, the magnitudes of both Einsert and Erelax, 

and thus that of Edissolution can be approximated as a function of atomic arrangements around the 

inserted Cu atom before the relaxation. Fortunately, this assumption appears to be valid for 

NEB calculations since the atomic displacements in the host matrix are usually smaller than 

0.5 Å. Then we can forget about the host matrix structure after the relaxation and consider only 

the initial host structure and the Cu insertion position explicitly. It should be noted that although 

the matrix relaxation was not actually preformed in calculations using the constructed NN 

potential, the energy after matrix relaxation was directly predicted, because Erelax calculated 

with in the DFT was taken into account in the training of NN. In another word, we expect that 

the effects of Ta2O5 relaxation after the Cu insertion were automatically taken into account in 

the NN potential. 

The use of a simplified NN potential considerably reduces the complexity of the 

computational procedures utilized in previous works because it contains only one NN, while 

the other high-dimensional NN potentials consist of multiple NNs corresponding to different 

species. The number of parameters in a simplified NN potential is equal to several hundred, 

which is much smaller than that in a typical NN potential. The details of the utilized simplified 

NN potential will be provided in the following sections. 

3.2.2 NN input and output 

We think the symmetry function proposed by J. Behler et al is a good choice to describe 

the atomic environment of Cu,[81,92] because they provide a unique description of the atomic 

positions and contain a constant number of functions independent of the number of atoms in 

the supercell. The applicability of symmetry functions is proved in the construction other kinds 

of NN potentials. The detailed information of symmetry function has been introduced in the 
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Section 2.3. In the present work, G2-type radial symmetry functions (Equation 2.30) and G5-

type angular symmetry functions (Equation 2.33) were used. 

The NN defines a functional relation between the atomic environment of a Cu atom in the 

amorphous matrix (which is described by the symmetry functions in the nodes of the input 

layer) and the dissolution energy of the Cu atom Edissolution, which is obtained in the node of the 

output layer. After the value of Edissolution is calculated, the total energy of the structure can be 

easily computed by adding the energy of the pure amorphous matrix ETa2O5. As we mentioned 

previously, in the training procedure of the present NN, the pre-relaxation structures were used 

as the input, while the corresponding energies after matrix relaxation were used as the target. 

Thus, the effects of Ta2O5 relaxation after Cu insertion were automatically incorporated into 

the training process of NN. Similar to the high-dimensional NN potential, the force component 

acting on the Cu atom Fα with respect to the coordinate α = x, y, or z can be evaluated according 

to the chain rule: 

 Fα= −
∂E

∂α
= − ∑ ∂E

∂Gμ
×

∂μ

∂αμ  .  (3.3) 

However, the simplified NN potential related system energy with only the Cu position. Thus 

the atomic forces of other atoms cannot be calculated in this method. The molecular dynamics 

simulation cannot be performed with the simplified NN potential.  

3.2.3 Amorphous Ta2O5 model 

A model for the amorphous Ta2O5 matrix was constructed using the melt quenching 

method based on ab-initio MD. The simulation was performed with VASP. In the calculation, 

The PAW method was adopted to treat atomic core electrons, while the generalized GGA 

(PW91) was adopted to describe the electron-electron interactions.[101,102].A plane-wave 

basis set with a cutoff energy of 500 eV was used, and 2×2×4 k-points were adopted. Here the 

crystalline hexagonal δ-Ta2O5 consisting of 32 Ta and 80 O atoms was used as the initial 

structure. The studied structure was first melted at 6000 K for 9 ps and then cooled down to 

300 K at a rate of 4 K/3 fs. Finally, the structure was annealed at 300 K for 9 ps (the utilized 

time step was set to 3 fs during the entire simulation). The final structure obtained during the 

melt quenching procedure was further optimized at a force tolerance of 0.01 eV/Å (its 

corresponding unit cell was relaxed with respect to the atomic coordinates and cell shape). 
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After relaxation, the density of amorphous Ta2O5 was 7.55 g/cm3, which was close to the 

magnitude obtained by R. Bassiri et al.[100] The structure of the amorphous Ta2O5 created by 

the aforementioned process is shown in Figure 3.4.  

3.2.4 Training data 

Construction of a neural network potential acquires the training procedure, in which the 

weight parameters of NN are determined according to the reference data. As a result, a training 

database that contains a variety of training structures and corresponding energies should be 

constructed. All the training data utilized for training the NN potential were generated based 

on the amorphous Ta2O5 model created in the proceeding section.  

 Considering the input and output of the NN potential, we can see that a piece of training 

data should contain 1) the structural information about Cu insertion position, and 2) the Cu 

dissolution energy at this position (in which the amorphous matrix relaxation should be taken 

into account). The procedure of creating training data is as follow. First, one Cu atom was 

randomly inserted into the amorphous Ta2O5, and the resulting structure was optimized while 

keeping the Cu atom position fixed. During optimization, 1×1×2 k-points were used for all 

structures, and the force tolerance was equal to 0.05 eV/Å. Lastly, the Cu dissolution energy 

Edissolution at this position can be obtained by subtracting the energy of pure Ta2O5 matrix from 

Figure 3.4: The structure of amorphous Ta2O5 generated using the melt quenching method of the utilized DFT 

procedure.  



3.3 Performance of NN Potential 52 

the final total energy. The same pseudopotential and cutoff energy are adopted as previous melt 

quenching simulation. To construct the NN potential, 2000 training data were obtained. The 

resulting data was randomly distributed into two sets: a training set (90%) which will be used 

as the reference data to tuning the parameters of neural network, and an independent testing set 

(10%) which will be used as independent validation data. 

 

3.3 Performance of  NN Potential 

3.3.1 Energy calculations 

We utilized a multi-layer feedforward neural network (MLFF NN) to express the relation 

between the atomic structure and energy, as was done in most of the previous studies of NN 

potentials. For the activation function, the hyperbolic tangent function fH was used for the 

hidden layers, and the linear function fL for the output layer. The 

Broyden−Fletcher−Goldfarb−Shanno (BFGS) algorithm[90] was adopted to train the NN , 

while a root-mean-square error (RMSE) between predicted value and reference value was used 

Table 3.1 Convergence testing of the cutoff distance for the utilized NN potential. 

 
Configuration Cutoff 

distance 

(Å) 

Training 

RMSE 

(eV) 

Testing 

RMSE 

(eV) 

36-8-8-1 4 0.039  0.063  

36-8-8-1 5 0.027  0.048  

36-8-8-1 6 0.026  0.062  

36-8-8-1 7 0.025  0.052  

36-8-8-1 8 0.024  0.050  

36-8-8-1 9 0.024  0.051  

 



3.3 Performance of NN Potential 53 

as the objective function.  

Determination of the parameters of NN potential (such as the cutoff distance Rc of 

symmetry functions, the number of hidden layers and the number of nodes in each layer) needs 

a testing procedure. We tested the convergence of the cutoff distance Rc using NN potentials 

with the architecture of 36-8-8-1. The symmetry functions with the cutoff distance in 4~9 Å 

were used as the input of NN. After the “early stop” method (introduced in Section 2.3.3) was 

adopted to determine the number of training iterations. The RMSEs of NN potentials in the 

training and testing sets are listed in Table 3.1. As we can see, the accuracy of NN potential 

increases with the cutoff distance. The accuracy is basically converged when the cutoff distance 

was larger than 7 Å.  

Then several NN configurations was tested to find the optimum NN to represent the 

Table 3.2 Testing the NN configurations with different sets of the input symmetry functions. 

 
Configuration Num. of 

parameters 

Training 

RMSE 

(eV) 

Testing 

RMSE 

(eV) 

Configuration Num. of 

parameters 

Training 

RMSE 

(eV) 

Testing 

RMSE 

(eV) 

60-10-10-1 731 0.037  0.113  36-8-8-1 377 0.024  0.050  

60-9-9-1 649 0.038  0.125  36-7-7-1 323 0.037  0.061  

60-8-8-1 569 0.039  0.096  36-6-6-1 271 0.041  0.060  

60-7-7-1 491 0.039  0.107  36-5-5-1 221 0.049  0.064  

60-6-6-1 415 0.054  0.112  36-4-4-1 173 0.058  0.070  

60-5-5-1 341 0.064  0.124  36-8-8-8-1 449 0.016  0.043  

60-4-4-1 269 0.085  0.122  36-6-6-6-1 313 0.037  0.062  

60-6-6-6-1 457 0.037  0.130  36-4-4-4-1 193 0.048  0.061  

60-4-4-4-1 289 0.063  0.113  16-16-16-1 561 0.037 0.061 

36-14-14-1 743 0.013  0.054  16-12-12-1 373 0.034 0.061 

36-12-12-1 613 0.015  0.056  16-8-8-1 217 0.033 0.064 

36-10-10-1 491 0.017  0.045  16-6-6-1 151 0.049 0.060 

36-9-9-1 433 0.023  0.039  16-6-6-6-1 193 0.047 0.064 
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potential energy surface. Three different sets of symmetry functions was used to describe the 

chemical environments of the atoms. The set I included 8 G2 functions and 22 G5 functions for 

O and Ta atoms, respectively. Set II included 8 G2 functions and 10 G5 functions. Set III 

includes 8 G2 functions. The RMSEs of the energies are listed in Table 3.2, and the NN 

configuration with the lowest testing RMSE is shown in bold in the table. The optimum NN is 

based on the input symmetry function set II (the parameters of these input symmetry functions 

are presented in the appendix), and it contains two hidden layers and 9 nodes per layer. The 

NN potential contains 433 parameters in total. This NN architecture was adopted in the 

following study.  

After training, the NN potential achieved a root-mean-square error (RMSE) of 23 

meV/structure for the reference training set, and RMSE of 39 meV/structure for the 

independent testing set. The mean absolute errors (MAEs) obtained for the training and test 

Figure 3.5:  A comparison between the total energies of the training set and testing set structures obtained 

using the DFT and NN approaches. The inset contains the MAE distributions (|ENNP - EDFT|) calculated for 

these two data sets. 
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structures were 16 and 21 meV/structure, respectively. According to the results presented in 

Figure 3.5. The energies of the training and test structures calculated using the NN potential 

matched the values obtained via DFT simulations (the corresponding correlation coefficients 

were equal to 0.998 and 0.997, respectively).  

It should be noted that the calculation of the total energy of a single geometric 

configuration, which was conducted using the current implementation of the NN potential 

Figure 3.6:  A comparison between the NEB calculation results obtained for the selected diffusion pathway 

of a Cu atom in amorphous bulk Ta2O5 using the DFT and NN potential approaches. (a) Transient images of 

the Cu atom obtained during the NEB calculations, from which the locations of diffusion pathways can be 

acquired. The convex polyhedrons represent TaO species in the amorphous matrix, while O and Ta atoms are 

not shown for clarity. (b) Energy profiles computed along the corresponding diffusion paths. 
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model on a single CPU core (Intel® Xeon® W3565 processor), took only 0.001 s (for 

comparison, performing the same task using the VASP code and 12 CPU cores of the same type 

took about 1 h). Hence, the computational speed obtained using the NN potential was 107 times 

greater than that observed during DFT simulations 

3.3.2 NEB calculations 

To test the reliability of the NN potential for describing the atomic diffusion process, the 

former was used to predict a long path of the Cu diffusion in the amorphous Ta2O5 matrix and 

the corresponding energy profile via NEB simulations. During this procedure, the overall 

motion of the Cu atom was described by several hops between the equilibrium sites. The 

locations of images after optimization (representing the diffusion path) are shown in Figure 

3.6(a). The obtained NN potential was in good agreement with the DFT results. The lengths of 

the diffusion paths defined as the sums of distances between the adjacent Cu transient positions 

were equal to 28.6 and 28.9 Å for the NN potential and DFT simulations, respectively. The 

corresponding energy variations along the long-range diffusion path, which are plotted against 

the diffusion length in Figure 3.6(b), also demonstrate a good agreement between the two 

utilized methods. The largest mismatch between the data obtained via the NN potential and 

DFT calculations was about 0.15 eV, which corresponded to the saddle point of the highest 

barrier. Apart from the inherent inaccuracy of the NN potential method, a large discrepancy 

observed for this point might also result from the NEB images that missed the saddle point of 

the minimum energy path, which represented a common problem for NEB calculations and 

could be fixed by using a climbing image NEB method.[64]  

 

3.4 Cu Diffusion in amorphous Ta2O5 

3.4.1 Metastable interstitial positions 

Determining potential equilibrium sites in amorphous bulk materials is a challenging task 

because of structural disorder. To avoid bias, it is important to locate all interstitial sites without 
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making assumptions about their structure. Owing to the high computation speed of the NN 

potential, all possible Cu positions in the amorphous Ta2O5 matrix structure were investigated 

in this work. The computational procedure is: first, Cu atoms were inserted at each of the points 

defining the 50×50×50 uniform grid in the matrix supercell, and then their positions were 

optimized using the BFGS algorithm. The inserted Cu atom will shift to the closest energetic 

minimum position, i.e. the equilibrium site. Since the very dense initial mesh was used, we 

supposed that all the equilibrium sites on the potential energy surface can be found in this way. 

Of course, many of the Cu atoms inevitably shift into the same energy basin, and their final 

positions were close both spatially and energetically. However, these atoms usually do not end 

up with exactly the same spatial position, because the usage of lax force convergence criterion 

which terminated Cu optimization slightly before reaching energy minimum. Therefore, 

hierarchical clustering analysis was performed for the optimized interstitial positions using the 

distances between two Cu atoms as the metric[103]. it should be noted that the described 

technique was used in previous studies to search for equilibrium sites in amorphous bulk 

materials[46,104]. As a result, the calculated interstitial positions were successively merged 

until all the distances between clusters became longer than the cutoff distance of 0.5 Å. During 

Stable position 

After DFT optimization 

 

Figure 3.7: The metastable Cu interstitial positions that obtained from the searching protocol using neural 

network potential are represented by the yellow sphere. The final Cu positions after further optimization in the 

DFT calculation is represented by the blue spheres. The polyhedrons represent the shape Ta-O units in the 

amorphous Ta2O5 model. 
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this procedure, 29 different clusters were obtained. For each cluster, the energy variance of all 

configurations was below 0.04 eV, and the lowest energy configuration was used to represent 

the metastable Cu interstitial position. These metastable Cu interstitial positions were 

represented by the yellow spheres in Figure 3.7.  

The Cu stable positions found by the aforementioned approach was further validated with 

DFT calculation using VASP. In doing so, we created a set of initial structures in which one Cu 

atom located at the equilibrium site. These structures were then fully optimized within VASP 

code. The Cu atoms should not move considerably if the Cu stable positions predicted by the 

neural network potential are reliable. In our test, the Cu atoms shifted for 0.23 Å in average 

during the DFT optimization, while the largest atomic position shift was about 0.59 Å. For all 

the Cu stable positions predicted by the neural network potential, we could find the 

corresponding stable positions in the DFT calculation. This demonstrates the reliability of 

neural network potential in searching equilibrium positions. The Cu positions after the DFT 

optimization are shown in Figure 3.8 by the blue spheres. The energies of these equilibrium 

structures are plotted in Figure 3.8, in comparison with the energies of equilibrium structures 

predicted by the neural network. 

Figure 3.8: The black bars represent the energies of structures predicted by the neural network potential when the 

Cu atoms are inserted into the 29 equilibrium sites of the amorphous matrix. The red bars represent the energies 

calculated by DFT after the further optimization. For clarity, the Cu dissolution energies are shown, instead of the 

total energies. 
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3.4.2 Diffusion network 

According to the results obtained in the previous section, 29 metastable interstitial 

positions of Cu atoms were determined using the NN potential. Assuming that a Cu atom can 

hop between the two adjacent interstitial positions with a distance between them less than 5 Å, 

67 diffusion paths have been obtained (during the search, the paths that can be considered as 

the combinations of two or more individual pathways were eliminated). It should be mentioned 

that t he cutoff distance of the atomic hopping should be large enough, so that the diffusion 

pathways can link all the metastable interstitial positions together, and form a 3D diffusion 

network. However, the allowance of large hopping distance inevitably introduces diffusion 

pathways that actually are the combination of two or several individual hopping. Such diffusion 

pathways should be removed manually. After that, the activation energies of the resulting 

pathways were determined using the NEB method. The spatial locations of all the obtained 

diffusion paths are depicted in Figure 3.9.  

For each individual diffusion path, two different activation energies corresponding to the 

two opposite hopping directions were computed. In general, for the path connecting sites i and 

j with the saddle point energy Eij (which represents the maximum energy of the NEB energy 

Figure 3.9: Equilibrium sites (blue spheres) and diffusion pathways (blue lines) determined for the Cu atoms in 

the bulk amorphous Ta2O5 structure. The polyhedrons represent TaO polyhedrons, while O and Ta atoms have 

been removed for clarity. 

 



3.4 Cu Diffusion in amorphous Ta2O5 60 

profile), the activation energy of Cu diffusion from i to j is equal to EijEi (here Ei is the energy 

of site i), while the activation energy of the diffusion in the opposite direction equals EijEj. 

The calculated barrier energies of the diffusion paths span across a wide range between 0.01 

eV and 1.79 eV with an average value equal to 0.55 eV, while their lengths vary from 0.91 to 

4.98 Å. Figure 3.10 displays the distribution of barrier energies determined for single hops. 

Although most of the pathways exhibit relatively small barrier energies of less than 0.2 eV, it 

does not imply that the corresponding Cu diffusion activation energies are very low because a 

particular Cu atom may not be able to escape from the narrow region between the sites 

connected via the paths with such small energies. Thus, the statistic of single hopping barrier 

energy cannot reveal the cha racteristic of atomic diffusion behavior. For this reason, we 

proposed a new measurement, namely, periodical paths barrier energy. The periodical diffusion 

paths are defined as the pathways connecting equilibrium sites and their equivalents in the 

adjacent supercells. The barrier energy of a periodical path was equivalent to the largest barrier 

energy calculated for individual hops. We sampled the shortest (determined from the obtained 

number of nearest-neighbor hops) and the second shortest periodical diffusion paths, and the 

Figure 3.10: Distributions of the barrier energies calculated for all diffusion pathways of atomic Cu in bulk 

amorphous Ta2O5. The black columns correspond to individual hops (single NEB calculations), and the red 

columns represent the periodical paths, which connect equilibrium sites with their equivalent sites in the 

adjacent supercells. The frequencies were normalized with respect to the total number of diffusion pathways. 
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results of the statistical analysis summarized in Figure 3.10 reveal that the obtained barrier 

energies of the periodical paths vary from 0.68 eV to 1.79 eV. Interestingly, the lowest value 

(0.68 eV) corresponds to the activation energy of Cu diffusion in the diffusion network obtained 

via kinetic Monte Carlo (KMC) simulations, which will be described in detail in the next 

subsection.  

3.4.3 KMC simulations of  Cu diffusion 

The diffusivity and diffusion activation energy of Cu atoms were examined by performing 

KMC simulations, which is introduced in Section 2.1.3. The in this simulation we assume the 

vibration frequency of Cu atom (ν’ in Equation 2.13) is equal to about 1013 s-1. The Cu diffusion 

barrier energies calculated with NEB are used as the input parameters of KMC simulation. At 

the beginning of the simulations, Cu atoms were distributed randomly among the interstitial 

sites according to the Boltzmann-weighted energy relationship. Afterwards, the initial state was 

equilibrated by running 5000 MC events per atom. After reaching equilibrium, additional 10 

million MC events were run for 1000 atoms, and the self-diffusivity of Cu atoms was evaluated 

from their respective trajectories using the Einstein expression (Equation 2.13): 

 Figure 3.11(a) describes the self-diffusivity of Cu atoms in a-Ta2O5 estimated at 

Figure 3.11: (a) Cu self-diffusivity in the amorphous bulk Ta2O5 structure calculated from the results of KMC 

simulations. The two black lines represent the linear fits of the simulation data obtained at high temperatures 

(9001400 K) and low temperatures (500800 K). (b) The comparison of Cu diffusivity between experimental 

observations and KMC simulation. The data of experiments 1 and 2 are taken from ref. [26] and [29], respectively. 



3.5 Transferability of simplified NN potential 62 

temperatures ranging from 500 to 1400 K. After fitting the obtained temperature dependence 

of the Cu self-diffusivity with the Arrhenius expression (Equation 2.6), slight differences 

between the activation energies calculated for the low-temperature (500800 K) and high-

temperature (9001500 K) regions were observed. The activation energy at low temperature is 

0.67 eV, which is 0.2 eV lower than the high-temperature activation energy 0.87 eV. In addition, 

the obtained low-temperature activation energy values matched the lowest barrier energies of 

the periodical paths obtained in the previous section, suggesting that at low temperatures, one 

or several periodical paths with the lowest barrier energies determined the hopping behavior of 

Cu atoms, while the contribution of the pathways with higher barriers (which were calculated 

via Equation (2.13)) increased rapidly with increasing temperature. 

Lastly, we compared the diffusion behaviors extracted from the KMC simulation with the 

experimental observations. Two independent experiments about the Cu diffusion in amorphous 

Ta2O5 thin film have been introduced in the previous Section 3.1.[26,29] The diffusivities 

evaluated from the experiments are shown in Figure 3.10(b), as well as the KMC simulation 

results in the same temperature range. In the first experiment, the Cu diffusivity at 200~500℃ 

was measured with secondary ion mass spectroscopy.[26] By fitting the measured data to the 

Arrhenius relation, the activation energy for Cu diffusion is estimated to be 0.64 eV, while the 

room temperature diffusivity is estimated to be 4.9×10-21 cm2/s. In the other experiment, the Cu 

diffusivity in amorphous Ta2O5 film deposited by electron-beam was evaluated to be 10-13 

cm2/s from cyclic voltammogram measurements.[29] The discrepancy of about eight orders of 

magnitude in the room temperature diffusivity may be ascribed to the difference in the sample 

thickness and the structure of the deposited Ta2O5 film.[29] Though the large discrepancy 

between the two experiments makes the quantitative comparison with our simulation results 

difficult, we may be able to say that our KMC results are reasonable. Firstly, the low 

temperature activation energy obtained from KMC simulation, 0.67 eV, is close to the one 

estimated from the first experiment, 0.64 eV. Secondly, the room temperature diffusivity 

extrapolated from the KMC results, 5.7×10-17 cm2/s, is in between the two experimental 

estimates.  

 

3.5 Transferability of  simplified NN potential 
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The construction and application of the simplified NN potential is describe in the above. 

However, the application of the constructed potential is still limited to the amorphous matrix 

utilized in the training procedure. It is desirable for the constructed NN potential to exhibit high 

transferability (when it can be used to study Cu diffusion in the amorphous Ta2O5 matrix with 

a significantly different atomic structure). To test the transferability properties of the NN 

potential, two additional amorphous structures were created using the melt quenching method. 

The initial structure corresponded to that of the amorphous Ta2O5 utilized as the matrix for the 

training structures, as shown in Figure 3.4. The melting temperature was set to 4000 K. One 

structure was melted for 1 ps, and the other one was melted for 10 ps (these two structures were 

named structure I and structure II, respectively).  

Subsequently, 50 test structures were created by randomly inserting Cu atoms into each 

matrix. The NN potential trained for the initial amorphous structure was used to predict Cu 

dissolution energies for all the test structures that were created from amorphous structures I 

and II. Figure 3.12 shows the correlation between the total energies of the test structures 

predicted using the NN potential and the corresponding DFT energies. The NN potential 

exhibited higher accuracy for the structures created from amorphous structure I as compared 

to those created from structure II, and their corresponding RMSE and MAE values were 0.117 

eV and 0.071 eV, respectively. 

The observed transferability of the utilized NN to amorphous matrix I can be explained 

by the use of symmetry functions for describing the atomic arrangement in the Cu local 

environment. To be more specific, the symmetry function values of two local environments are 

Figure 3.12 (a) The amorphous Ta2O5 matrix utilized in creating training database. (b) and (c) the amorphous 

Ta2O5 matrix I and II that created with melt quenching method using (a) as the initial structure. Matrix I was 

melted as 4000K for 1 ps and the matrix II was melted for 10 ps. 

(a)                         (b)                          (c) 
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very close when their atomic arrangements are similar (even if they are located in different 

matrices). In other words, the NN potential is expected to predict the Cu dissolution energy 

Edissolution for structures containing different matrices with a relatively high accuracy as long as 

similar Cu local atomic environments are used in the corresponding training structures. On the 

other hand, the NN potential may lose its ability to predict energy when the Cu local 

environment in the test structure is very different from those in all training structures (this may 

be the reason for the relatively poor performance demonstrated by the NN potential for 

amorphous matrix II).  

To perform a more comprehensive transferability analysis of the NN potential, the 

obtained MAE values were plotted as functions of the similarities of Cu local environments, 

which were represented by the formula ΔG = min(|Gtest - Gtraining, i|) utilized for the nearest 

Euclidean distance between the symmetry function vector of the test structure and those of the 

structures in the training set. When ΔG is small, at least one training structure exists, in which 

the Cu local environment is similar to that of the test structure. As expected, the test structures 

with smaller ΔG exhibited smaller errors. The ΔG values calculated for the test structures of 

Figure 3.13. A correlation between the total energies of the test structures created from amorphous structures I 

and II (which were calculated using the NN potential) and the corresponding DFT reference values. (b) 

Transferability analysis of the utilized NN potential. The MAEs obtained for the energies calculated using the 

NN potential are plotted as functions of the nearest Euclidean distances between the symmetry function vectors 

of the test structures and those of the structures in the training set, ∆G = min Gtest-Gtraining, i . The test 

structures created from amorphous structures I and II are represented by the black squares and red triangles, 

respectively. 

 

(a)                                          (b) 
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amorphous phase I were much smaller than those obtained for amorphous phase II since the 

former were melted for a much shorter time, which allowed to retain a larger number of the 

structural features of the initial amorphous Ta2O5. The obtained analysis results also suggested 

a possible way to improve the transferability of the NN potential by including the training 

structures created from different amorphous matrices.  

Finally, the transferability of NN potential was also examined for the Cu metastable 

positions and the energy profile along a diffusion path in the amorphous matrix II. By 

performing the same metastable position searching protocol as introduced in Section 3.4.1, 37 

metastable positions were found in the amorphous matrix II. Then, these positions were further 

optimized with DFT. During the DFT optimization, Cu atoms were displaced by 0.46 Å in 

average, while the maximum displacement was 1.3 Å. The reliability of NEB calculation is 

tested in matrix II as well. The comparison of diffusion paths and energy profile between NN 

potential and DFT is shown in the Figure 3.14. Not surprisingly, the accuracy of NN potential 

in the amorphous matrix II, which is significantly different from the amorphous matrix utilized 

in training, is not good. However, the NN potential captures the characteristics of atomic 

diffusion in the test matrix rather well, though at several points the energy prediction error is 

Figure 3.14: Test of NN potential transferability in searching metastable positions. The amorphous matrix II 

was used as host matrix. (a) 37 metastable positions found in the amorphous matrix II, using the same method 

introduced in the section 3.4.1. Then, those positions are further optimized with DFT. During the DFT 

optimization Cu displaced for 0.46 Å in average, while the maximum displacement is 1.3 Å. (b) Energies of 

equilibrium configurations obtained with NN potential and DFT respectively. The average error is 0.28 eV, 

while the maximum error is 1.29 eV. 
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large. We expect that the transferability of the proposed method can be significantly improved 

by training the NN potential with a wide variety of the local environments of Cu atoms (which 

would require the use of various amorphous host matrices) and/or larger cutoff radii of the 

symmetry functions.  

 

3.6 Advantages and disadvantages of  simplified NN 

potential 

The advantages of the simplified NN potential are as follows: 1) it is based on the multi-

layer perceptron NN, which can be easily constructed using various open-source codes; and 2) 

the number of data sets required for training the NN is about 1~2 orders of magnitude smaller 

than that utilized for a typical ternary high-dimensional NN potential.  

However, the proposed simplified method also has limitations. First, it cannot be extended 

to MD techniques because of the absence of atomic descriptions (especially forces acting on 

atoms) in the host matrix. Second, the transferability of the simplified NN potential was not 

very high (except for the cases with a very similar matrix structure). As illustrated in Section 

Figure 3.15: Test of NN potential transferability in the NEB calculation. A long diffusion path in amorphous II 

was chosen as an example. The length of the diffusion paths is about 16 Å. (a) Diffusion path indicated by the 

Cu transient positions, which were extracted from the NEB calculation. (b) Energy profiles along the diffusion 

path predicted by the NN potential and DFT respectively. 
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3.5, the simplified NN potential captures rough characteristics in the calculation of metastable 

Cu positions, migration paths and migration energy barriers in a different amorphous matrix, 

but in some cases the errors are considerably large. The improvement of its transferability 

remains as future task.  

On the basis of the above, we think that the NN potential method proposed in this chapter 

can be complementary to the high-dimensional NN potential in studying atomic diffusion. 

Highly reliable description of atomic diffusion behavior is possible by a well-constructed high-

dimensional NN potential (the performance of high-dimensional NN potential will be shown 

in Chapter 4), while at least rough overview can be obtained by the present NN potential with 

much lower computational cost. 

 

3.7 Summary 

In this work, a simplified NN potential was developed to investigate the diffusion behavior 

of a single Cu atom in amorphous Ta2O5 structure. In contrast to the NN potentials that were 

used for describing binary and ternary systems in previous studies, the proposed technique was 

found to be much simpler, easier to use, and required much less training data. The reliability of 

the utilized NN potential was validated via energy predictions and NEB calculations. Its RMSE 

for energy predictions was equal to 23 meV/structure for the training set and 39 meV/structure 

for the testing set, and the NEB calculation results obtained for selected diffusion pathways 

were in good agreement with the DFT simulation data. 

Using the developed NN potential, the equilibrium positions and diffusion paths of Cu 

atoms in the amorphous Ta2O5 structure were located and characterized. The obtained energy 

barriers of single-hop paths ranged between 0.01 and 1.79 eV. The lowest energy barrier 

determined for the periodical pathways connecting equilibrium interstitial sites and their 

equivalent sites in the adjacent supercells was 0.68 eV. This magnitude matched the Cu 

diffusion activation energy calculated from the Arrhenius plot of the low-temperature self-

diffusivity values generated via KMC simulations (0.67 eV) as well as the number obtained 

from experimental observations (0.64 eV). The conducted KMC simulations also revealed that 

the Cu diffusion activation energy obtained at high temperatures (0.87 eV) was larger than the 
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magnitude calculated at low temperatures. Though the proposed simplified NN potential has 

disadvantages such as the inability to perform molecular dynamics simulations, it can be used 

as an important complementary technique, especially for studying atomic diffusion processes. 

 

 



  

 

Chapter 4 

Potential for Li Atom Diffusion in 
Amorphous Li3PO4  

 

Li diffusion in amorphous Li3PO4 (a-Li3PO4) based electrolytes is an important phenomenon 

in nanoscale information and energy devices, such as all-solid-state battery[105] and recently 

developed nonvolatile memory device [106]. However, theoretical studies based on density 

functional theory (DFT) are limited by the high computational demand. In Chapter 3, we 

proposed a simple neural-network-based method that can be used to study the single atom 

diffusion in an amorphous matrix. The method can give accurate diffusion pathways and barrier 

energies. However, the transferability is limited. In the present study, we explored the 

applicability of high-dimensional neural network (NN) potentials developed by J. Behler et 

al[49] to the study of Li atom diffusion in a-Li3PO4, considering that their NN potential scheme 

has great transferability. The general ideal and construction procedure of Behler-scheme high-

dimensional NN potential has been introduced in Section 2.3. The high-dimensional NN 

potential was used together with NEB, KMC and MD to characterize the diffusion paths, barrier 

energies, diffusion coefficient and effective activation energy. The results were compared with 

the corresponding DFT simulation, and show that NN potential can accurately reproduce the 

DFT results in studying the atom diffusion of amorphous. The computation speed of NN 

potential is 3~4 orders of magnitude faster than DFT. Lastly, structure and ion transport 

properties of a-Li3PO4 were studied with the NN potential using a large-scale model containing 

more than 1000 atoms. The preliminary results agree well with the experimental observation 

and might shed light on rvealing diffusion mechanism. 
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4.1 Background 

4.1.1 Experimental characterization of  amorphous Li3PO4 

The Li3PO4 is intensively used as the electrolyte material of various thin-film 

electrochemical devices for its high ionic conductivity, low electronic conductivity and great 

chemical stability. The a-Li3PO4 thin film can be fabricated by RF sputtering, pulsed laser 

disposition (PLD) and rapid quench.  

The structure of a-Li3PO4 thin film was systematically studied by Kuwata et al.[107] The 

thin films were deposited by PLD of Li3PO4 targets using an ArF excimer laser in different 

oxygen atmosphere bias from 0.1 to 10 Pa at room temperature. The local structure of a-Li3PO4 

thin film was studied by Fourier transform infrared spectroscopy (FTIR) and Raman 

spectroscopy. From the FTIR spectroscopy (Figure 4.1(a)), it can be seen that the Li3PO4 film 

grown by the ArF excimer laser at 0.2 Pa shows five absorption peaks, which are located at 

1170, 1038, 932, 750 and 586 cm−1. The peaks at 1038 and 586 cm−1 can be attributed to the 

asymmetric stretching and asymmetric bending vibration modes of tetrahedral PO4
3− units. The 

other three bands result from the P2O7
4− units. The formation of P2O7

4− units is due to the partial 

condensation reaction of Li3PO4 : 

Figure 4.1: (a) FTIR spectra of Li3PO4 thin films prepared by YAG laser at 0.2 Pa O2, ArF excimer laser at 0.2 

Pa O2, and ArF excimer laser at 10 Pa O2. (b) Raman spectra of the Li3PO4 crystalline target and thin film 

grown by ArF excimer laser deposition at 0.2 Pa O2. Source: [107]  

 

(a)                                           (b) 
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 2Li3PO4 → Li4P2O7 +Li2O (4.1) 

The additional Li2O units were lost in the deposition procedure. The observation of Raman 

spectroscopy also agreed with the FTIR. As shown in Figure 4.1 (b), four peaks can be seen in 

the a-Li3PO4 thin film. Compared with the bulk polycrystalline Li3PO4, the spectroscopy of a-

Li3PO4 has an additional weak peak at 750 cm−1, which corresponds to the vibration of the P–

O–P group.  

Due to the loss of Li2O units, the composition of a-Li3PO4 thin film was slightly changed 

from the stoichiometric value. From the inductively coupled plasma atomic emission 

spectroscopy (ICP-AES) analysis, the Li/P atomic ratio of the Li3PO4 film grown by the ArF 

excimer laser at 0.2 Pa O2 was estimated to be 2.9. The Li/P atomic ratio measured here has 

been used as important structural information when we constructed the large-scale a-Li3PO4 

model (see Section 4.5.1). 

The Li diffusion coefficient and the ionic conductivity in the a-Li3PO4 thin film can be 

measured by different techniques. The impedance spectroscopy is frequently used to measure 

the ionic conductivity of electrolyte materials. The ionic conductivity was determined from the 

Table 4.1: The conductivity and Li diffusion activation energies of amorphous lithium phosphate electrolyte films 

prepared by different methods. DLi indicates the diffusion coefficient of Li atoms, Dσ is conductivity diffusion 

coefficient, which is calculated from conductivity σ with Nernst-Einstein equation. 

Sample Fabrication method Properties Measurement techniques Ea(eV) Reference 

a-Li3PO4 PLD; ArF DLi Ion-exchange, SIMS 0.58 [108] 

a-Li3PO4 PLD; ArF DLi Mask, SIMS 0.57 [108] 

a-Li3PO4 PLD; ArF Dσ impedance spectroscopy 0.55 [108] 

a-Li3PO4 PLD; ArF σ impedance spectroscopy 0.58 [107] 

a-Li3PO4 PLD; ArF σ impedance spectroscopy 0.57 [134] 

a-Li3PO4 PLD; YAG σ impedance spectroscopy 0.60 [134] 

a-Li3PO4 RF sputtering σ impedance spectroscopy 0.68 [36] 
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frequency-independent plateau in the impedance spectra. Recently, the Li diffusivity in the a-

Li3PO4 was measured using the ion-exchange and SIMS techniques.[108] In Table 4.1, the 

activation energy of Li diffusion and ionic conductivity measured with different experimental 

methods are listed. From the table, we can found that the Li diffusion activation energy is 

related to the fabrication method of thin film. The film fabricated with PLD has a diffusion 

activation energy of 0.55~0.60 eV, while the activation energy of RF sputtering film is higher 

(0.68 eV). 

4.1.2 Theoretical research about crystalline Li3PO4  

The structural, electronic, atomic diffusion properties of two well-characterized 

crystalline Li3PO4 forms, which labeled as β- and γ-Li3PO4, were systematically investigated 

by Y. Du et al, with first-principles calculation. Crystalline γ-Li3PO4 has the orthorhombic 

Pnma structure, while the β-Li3PO4 has the orthorho mbic Pmn2 structure. Figure 4.2(a) shows 

the structure of β- and γ –Li3PO4. The lattice constants extracted from first-principles 

calculation are in good agreement with the experimental observation for both crystals. In 

addition, the first-principles calculation shows that the β-Li3PO4 is energetically more favorable 

compared with the γ-Li3PO4. However the energy difference is small, that is ΔEβ-ΔEγ = 0.01 

eV per Li3PO4 unit. The partial density of states (DOS) calculated with first-principles 

calculation are shown in Figure 4.2(b). The two crystalline forms have similar DOS properties. 

For both materials, the band gaps are about 6 eV. The values are smaller than the experimentally 

measured one, 8 eV. Such band-gap underestimation can be attributed to the well-known 

problem of density functional theory using the local/semi-local approximation. 

Migration energy barriers of Li vacancy and Li interstitials were studied using the NEB 

method based on first-principle calculation (LDA approximation). For the vacancy migration, 

the lowest diffusion barriers were estimated to be 0.62 eV and 0.55 eV for γ and β-Li3PO4, 

respectively. The interstitialcy diffusion mechanism of Li3PO4 involves the concerted motion 

of two Li atoms. During the interstitialcy migration process, an interstitial Li ion kicks out and 

replaces a neighboring Li of the host lattice, while the “kicked-out” Li ion takes an equivalent 

interstitial site. From the NEB calculation, the lowest migration barriers for the Li interstitial 

were found to be 0.29 and 0.39 eV for the γ and β-Li3PO4, respectively. These results indicate 

that the interstitial ion processes are considerably more efficient for ion transport than the 
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vacancy transport processes in these materials.  

4.1.3 Research objective 

The Li3PO4, as an important electrolyte material, has been intensively studied both 

experimentally and theoretically. However, there is little published information about the 

structural and atomic diffusion properties of a-Li3PO4.  Since the high-dimensional neural 

network (NN) potentials proposed by J. Behler can achieve high accuracy and good 

transferability, and a recently published work shows that the high-dimensional NN potential 

can be successfully used in the study of defects diffusion on the surface of crystalline 

copper[59], this method seems suitable for studying the structural and atomic diffusion 

properties of a-Li3PO4. However, the structure variety in the amorphous materials is much 

more complicated than that in the crystal, and so it is still unclear how accurate the high-

Figure 4.2: (a) The structures of the γ-Li3PO4 and β-Li3PO4 supercells obtained from first-principle 

calculations. Li atoms are indicated by white and gray spheres, representing the crystallographically 

inequivalent sites. P atoms are yellow sphere and O atoms are blue sphere. (b) The densities of states for γ-and 

β- Li3PO4 crystalline forms. Source: [114] 

γ-Li3PO4 

 

 

 

 

 

 

 

β-Li3PO4 

(a)                            (b) 
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dimensional NN potential can be when it is applied to the diffusion properties in the amorphous 

materials. Therefore, in this research, the structural and atomic diffusion properties of a-Li3PO4 

will be investigated with the high-dimensional NN potential. At the same time, the results are 

carefully compared with the corresponding DFT simulation to show that the NN potential can 

accurately reproduce the DFT results in studying the atom diffusion of amorphous. For clarity, 

the “high-dimensional neural network potential” will be referred as “neural network potential” 

or “NN potential” in this chapter. 

The outline of this chapter is as follow. Section 4.2 introduces the details of constructing 

the NN potential for Li3PO4. The performance of the NN potential in energy prediction is 

introduced in Section 4.3. In Section 4.4, the NN potential is used to characterize the Li 

diffusion mechanism in a small size a-Li3PO4 model together with nudged elastic band, kinetic 

Monte Carlo, and molecular dynamics. The results of NN potential are carefully compared with 

the DFT results. In Section 4.5, NN potential is used to construct a large-scale model of a-

Li3PO4, and examine the Li diffusion coefficient in it. The obtained conclusions are provided 

in Section 4.6. 

 

4.2 Construction of  neural network potential 

4.2.1 DFT calculation for reference energies 

Same as in Chapter 3, a reference database, which contains reference structures and 

corresponding DFT energies, is needed in optimizing the parameters (or weights) of NN 

potentials. All the reference DFT energies of reference structures were calculated with Vienna 

ab initio simulation package (VASP)[109,110]. The projector augmented wave (PAW) method 

was adopted to treat atomic core electrons, while the Perdew-Burke-Ernzerhof functional 

within the generalized gradient approximation was adopted to describe the electron-electron 

interactions.[101],[111] The training structures have variable size containing up to 64 atoms. 

The setting of cutoff energy (for the plane wave basis set) and k-point mesh were set so that the 

convergence of the total energy within 1 meV/atom was achieved. Specifically, the cutoff 

energy was set to 700 eV, and the 4 × 4 × 4, 4 × 4 × 2 and 4 × 2 × 2 k-point meshes were 
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adopted for the supercells having 15~16, 29~32 and 61~64 atoms, respectively.  

The database for the training of the NN potential included the following three kinds of 

data: 1) Snapshots taken directly from the molecular dynamics trajectories at various 

temperatures from 300K to 4000K; 2) Defective structures created by just removing one Li 

atom or one Li2O unit randomly from the MD snapshot structures; 3) NEB intermediate images 

obtained using a roughly trained NN potential. The structures of the third kind were included 

in the training dataset since we applied the NN potential to the investigation of diffusion paths. 

Since in an MD trajectory a Li atom spends most of the time vibrating around an equilibrium 

site and only a small fraction of the time around the saddle points between the neighboring 

equilibrium sites, the first and second structures might contain very limited information related 

to transient structures around the saddle points which govern the diffusion behaviors. More 

specifically, the data of the third kind were obtained as follows: firstly, a rough NN potential 

was trained with the MD snapshots and defective structures; then, the NEB calculations were 

performed with the rough NN potential to obtain the Li vacancy diffusion paths in other 

amorphous structures. At last, the intermediate images, especially those close to the saddle 

points, were added into training database. The transient structures are of great significance in 

obtaining an accurate potential. The detailed discussion will be given in Section 4.4. 

In total 38592 structures were created. These structures were randomly distributed into 

the training and testing sets. The training set contains 30874 (~80 %) structures, while the 

remaining 7718 (~20%) structures were used as the independent testing data.  

4.2.2 Construction of  neural network potential 

As introduced in the Section 2.3, the basic idea of NN potential is: the total energy of a 

structure can be expressed as the sum of energy contributions of respective atoms, and the each 

energy contribution can be predicted by the NN according to the local atomic environment of 

the atom. The local atomic environment can be described with radial and angular symmetry 

functions. The functional formula of frequently used symmetry functions are given with 

Equation 2.45 ~ 2.49. In this research the G2-type radial symmetry functions (Equation 2.46) 

and G5-type angular symmetry functions (Equation 2.49) were adopted. 

4.2.3 Simplification of  neural network potential 
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 A very severe disadvantage of high-dimensional NN potential is its applicability in 

systems containing a large number of different chemical elements. This problem arises from 

the rapidly increasing structural variety with the number of elements, which demands too many 

symmetry functions for the unambiguous description. This trend can be seen in Table 4.2, in 

which the requisite symmetry function types in the single-element, binary and ternary system 

are listed. In a single-element system, only one species exists in the neighboring environment 

of an atom, and thus only one kind of radial symmetry functions A-A (the first letter indicates 

the central element, and the letters after the dash represents the neighboring elements) and one 

kinds of angular symmetry functions A-AA (the first letter denotes the central element and the 

two letters after the dash do the elements of the neighboring atoms) are needed in the atomic 

NNs. However, in multi-component materials, different species in the neighboring system 

exists in the local environment of one atom, and the presence of different species should be 

treated separately. For instance, in Li3PO4, a lithium atom can have other lithium atoms, 

phosphorous atoms and oxygen atoms in its local atomic environment. Thus, for each species, 

we must employ a set of radial symmetry function for each of three possible neighboring 

elements, and a set of angular symmetry function for each two-two combinations of three 

elements. This yields 3 types of radial set and 6 types angular set for each element, 27 kinds of 

symmetry functions in total. Obviously, the amount of symmetry function types increases 

rapidly with respect to the number of species. For the quaternary and quinary system, the 

Table 4.2 The requisite symmetry function types for the high-dimensional NN potentials that constructed for the 

unitary, binary and ternary system. The different elements are represented by letters A, B and C. 

 

System Elements 
Types of radial 

symmetry functions 
Types of angular symmetry functions 

Total 

number 

Single-

element 
A A-A   A-AA      2 

Binary A, B A-A A-B  A-AA A-BB A-AB    10 

  B-A B-B  B-AA B-BB B-AB     

Ternary A, B, C A-A A-B A-C A-AA A-BB A-CC A-AB A-AC A-BC 27 

  B-A B-B B-C B-AA B-BB B-CC B-AB B-AC B-BC  

  C-A C-B C-C C-AA C-BB C-CC C-AB C-AC C-BC  
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number will increase to 56 and 100. In these cases, hundreds, or even more than a thousand, of 

structural descriptors must be used, which results in the very complex NN architectures. For 

this reason, the application of NN was restricted in the system with four elements at largest so 

far.[57]  

Under the above situation, simplification of the atomic symmetry function would be worth 

exploring. We tried this when we constructed the NN potential for Li3PO4. Our idea is to omit 

some types of angular symmetry function that seem physical much less important. To be more 

Table 4.3: The RMSEs of the NN energies obtained for the training set and the testing set of the Li3PO4 system 

using different input symmetry function sets. Further, the number of parameters in the NN potential is given for 

each architecture. 

  Species Types of angular symmetry function set Network 
No. of 

Parameters 

RMSE 

(meV/atom) 

Training Testing 

1 

Li Li-LiLi Li-PP Li-OO Li-LiP Li-LiO Li-PO 156-15-15-1 

7833 4.9 5.7 P P-LiLi P-PP P-OO P-LiP P-LiO P-PO 156-15-15-1 

O O-LiLi O-PP O-OO O-LiP O-LiO O-PO 156-15-15-1 

2 

Li Li-LiLi Li-PP Li-OO      90-15-15-1 

4863 5 5.5 P P-LiLi P-PP P-OO     90-15-15-1 

O O-LiLi O-PP O-OO      90-15-15-1 

3 

Li         24-15-15-1 

2553 5.7 6 P P-OO       46-15-15-1 

O O-PP         46-15-15-1 

4 

Li Li-OO           46-15-15-1 

3213 5 5.6 P P-OO       46-15-15-1 

O O-LiLi O-PP      68-15-15-1 

5 

Li             24-15-15-1 

1893 8.3 8.6 P         24-15-15-1 

O             24-15-15-1 
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specific, we considered the following features of bonding in the Li3PO4: P atoms tend to bond 

with four neighbor O atoms and form phosphates (PO43−) with the shape of tetrahedron, while 

Li and O atoms tend to form the Li2O unit. These P-O and Li-O covalent bonds have specific 

angular preference. Based on these structure characteristics in Li3PO4, we used only four types 

of angular symmetry function sets, i.e P – O O，O – P P，Li – O O and O – Li Li while keeping 

all the radial symmetry function sets in constructing the NN potential. In fact, we examined 

several choices of angular symmetry function sets. In the examination, NN potentials based on 

different symmetry function sets were trained with the Broyden–Fletcher–Goldfarb–Shanno 

(BFGS) algorithm,[111] using the training set as reference data, while the testing set was used 

to validate them. The parameters for radial and angular symmetry functions are shown in 

appendix. Table 4.3 shows the lowest root mean squared errors (RMSE) of energy prediction 

of the constructed NN potentials. Note that for each kind of NN potential, we repeated the 

training 10 times to get the best fitting. As seen in Table 4.3, compared with the NN potential 

having no angular symmetry function as inputs (No. 5), the NN potentials constructed using 

the angular symmetry function sets have clearly improved accuracy. On the other hand, the 

difference in the degree of accuracy is hardly seen among NN potentials with different choices 

of angular symmetry function sets (No. 1 to No. 4). The results shown in Table 4.3 suggests 

that to describe the characteristics of P-O and Li-O band angles is of great significance in 

constructing accurate NN potential, while the description of the rest of angular symmetry 

function sets are much less important. Meanwhile, the use of simplified input symmetry 

function sets reduces the number of input nodes, which leads to the significant reduction of the 

total amount of parameters in NN potential. 

Although this is just a preliminary attempt to simplify the NN potential, our idea 

successfully reduced the size of input symmetry function set without severe loss in accuracy. 

We think this idea could be a promising solution to solve the dilemma of NN potential in the 

complex materials with many species. Of course, this approach has a limitation as well. Though 

in the case of Li3PO4, we can easily recognize the structural feature and corresponding 

important symmetry function sets, this may not always be possible for other material systems. 

Another idea/approach should be explored in such cases if the simplification of NN potential 

is desirable. 

On the basis of the comparison shown in Table 4.3, we adopted the simplified input 

symmetry function set No. 4 in the construction of the NN potential. The atomic NN for each 
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species has two hidden layers with 15 hidden nodes in each layer. The hyperbolic tangent 

activation functions are employed at the nodes of the two hidden layers, and a linear activation 

function is employed at the output node. Consequently the NN potential contains 3123 

parameters in total.  

 

4.3 Neural network potential 

4.3.1 Energy prediction 

In Figure 4.3, the energies predicted by the NN potential were plotted against DFT 

energies. As mentioned above and shown in Table 4.3, the residual mean square error (RMSE) 

of the energy prediction is 5.0 meV/atom for the training set and 5.6 meV/atom for the testing 

set. However, verifying the NN potential with the testing set might be problematic for the 

following two reasons. Firstly, the structures from the testing set might be highly correlated 

with those in training set due to the inclusion of continuous MD trajectories in the training 

database. Secondly, the prediction capacity of the NN in structures having much larger 

supercells is unclear since all the testing structures have relatively small supercells. 

Considering the above, we performed another verification test with data obtained using a totally 

Figure 4.3: A comparison between the total energies of the training set and testing set structures obtained using 

the DFT and NN Potential. (a) training set; (b) testing set 
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different structure: 500 steps MD trajectory of Li48P16O64 at 4000 K. The size of these testing 

structures is twice larger than the largest training structures, and these data are not correlated 

at all with any of the training structures. The comparison between DFT and NN potential 

energies were shown in Figure 4.4. The RMSE of energy prediction is 6.2 meV/atom, which is 

similar to the error in the training and testing sets. The verification test further proved the 

accuracy of energy prediction and demonstrated its transferability to larger structures.  

 

4.3.2 Crystal structure parameters 

The first application of NN potential was the characterization of the two most important 

crystal phase of Li3PO4, which labeled by  and . The crystalline -Li3PO4 has the 

orthorhombic Pnma structure, while the crystalline -Li3PO4 has the orthorhombic Pmn2 

structure. Table 4.4 lists the lattice constants obtained from DFT (GGA, PBE) calculations, NN 

potential calculations and experiments. The lattice constants obtained by the NN potential are 

highly consistent with those by the DFT and experiments (the relative error does not exceed 

Figure 4.4: Comparison of density functional theory (DFT) and neural network potential (NNP) along a 

molecular dynamic trajectory. The structure contains 128 atoms and none of structures are included in the 

training set. The residual mean square error (RMSE) of NNP is 6.2 meV/atom. 
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1%). The total energies calculated by the NNP and DFT also agree with each other well. In 

agreement with DFT, the NN potential calculations show that the  form is energetically more 

favorable than the  form. The energy difference per Li3PO4 unit between the  and  forms, 

E −E , is 0.01 eV for the DFT and 0.03 eV for the NN potential.  

 

The first application of NN potential was the characterization of the two most important 

crystal phase of Li3PO4, which labeled by  and . The crystalline -Li3PO4 has the 

orthorhombic Pnma structure, while the crystalline -Li3PO4 has the orthorhombic Pmn2 

structure. Table 4.4 lists the lattice constants obtained from DFT (GGA, PBE) calculations, NN 

potential calculations and experiments. The lattice constants obtained by the NN potential are 

highly consistent with those by the DFT and experiments (the relative error does not exceed 

1%). The total energies calculated by the NNP and DFT also agree with each other well. In 

agreement with DFT, the NN potential calculations show that the  form is energetically more 

favorable than the  form. The energy difference per Li3PO4 unit between the  and  forms, 

E −E , is 0.01 eV for the DFT and 0.03 eV for the NN potential.  

 

Table 4.4: Comparison of the lattice parameters and total energy of β and γ Li3PO4 crystal structures obtained 

with NN potential, DFT and experimental measurement. 

 

 NNP DFT Expt. 

 Energy 

(eV) 

Lattice constant 

(Å) 

Energy 

(eV) 

Lattice constant 

(Å) 

Lattice constant 

(Å) 

γ- Li3PO4 -200.963 a = 5.003 

b = 6.108 

c = 10.502 

-200.935 a = 5.001 

b = 6.177 

c = 10.615 

a = 4.927 

b = 6.120 

c = 10.490 

- Li3PO4 -100.491 a = 4.914 

b = 5.287 

c = 6.164 

-100.484 a = 4.923 

b = 5.298 

c = 6.177 

a = 4.856 

b = 5.240 

c = 6.115 
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4.4 Performance of  neural network potential in 

studying atomic diffusion 

4.4.1 Structural model for this study 

In this section, we test the reliability of the NN potential in atomic diffusion behaviors. 

For this purpose, we examined diffusion behaviors by combining the NN potential with various 

computational approaches, i.e. NEB, KMC and MD, and then compared the results with those 

obtained by the combination of these approaches with DFT. All computations were carried out 

using an a-Li3PO4 structure created with the typical melt quenching method: The -Li3PO4 

structure (containing 32 atoms) was melted and equilibrated for 15 ps at 6000 K, then quenched 

to 300 K at the rate of 1 K/fs. At last, the structure was equilibrated for 3 ps at 300 K. The 

aforementioned process was performed with ab-initio MD. This a-Li3PO4 structure was further 

relaxed with NN potential and DFT until the maximum force acting on atoms became less than 

0.01 eV/Å to obtain the final models for the NN potential and DFT simulations, respectively.  

The two final structures are almost the same: The discrepancy in the atomic positions 

between the two is 0.02 Å on average and 0.05 Å at a maximum. The total free energy is -

200.93 eV in the model for the NN potential, while -200.90 eV for DFT. The final model for 

the DFT is shown in Figure 4.5.  

Figure 4.5: The final structure of Li3PO4 after melt quenching simulation. The structure was fully optimized 

with DFT. 
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It should be noted that these models are partially crystallized after the annealing and 

relaxation procedures, and thus are not fully relevant to represent the structure of a-Li3PO4 

synthesized experimentally via e.g. the pulsed laser deposition technique. However, we call 

these models “amorphous” for simplicity. To construct a more reasonable model of a- Li3PO4 

requires the use of much a larger supercell and a slight different composition. The structure of 

a-Li3PO4 will be discussed in Section 4.5.  

4.4.2 Vacancy formation energy 

The vacancy formation energy was defined as, 

     ,f Li LiE E O E bulk     (4.2) 

in which E[OLi] is the total energy of the supercell containing one Li vacancy, E[bulk] is the 

total energy of the disordered Li3PO4 supercell, and μLi is the chemical potential of Li obtained 

from DFT calculation of a perfect Li bcc crystal. The supercells with a vacancy have been 

generated by removing a Li atom, and then relaxed the structure. Since the supercell contains 

12 Li atoms that are not equivalent to one another, we can obtain 12 different Li vacancy 

formation energies. Figure 4.6 shows the comparison of the vacancy formation energies 

between DFT and NN potential. The average disagreement is 0.029 eV, and the maximum is 

0.040 eV. The final vacancy structures relaxed by DFT and NN potential were also quite similar. 

Figure 4.6: Li vacancy formation energies in the Li3PO4 model calculated by density functional theory (DFT) 

and neural network potential (NNP).  
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The average and maximum differences in atomic positions are about 0.03 Å and 0.08 Å, 

respectively.  

It should be noted that the large formation energies (～5 eV) obtained here means very 

small probability of formation of Li vacancy. In reality, a vacancy-interstitial pair would be 

formed rather than an isolated vacancy. Since the purpose of this section is the verification of 

the applicability of the NN potential in various calculations, we do not discuss the cases with 

complex defects here.  

4.4.3 Diffusion paths and network 

Here we examine the Li vacancy diffusion network (including the Li migration paths, 

barrier energies and the topology connection of paths) using the nudged elastic band (NEB) 

Figure 4.7: All diffusion paths of Li atom in the Li3PO4 model, predicted by density functional theory (DFT) 

and neural network potential (NNP) with nudged elastic band (NEB) method. 
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method, which is introduce in Section 2.1.2. The images optimization can be based on the 

potential energy surface provided by DFT calculation or classical interatomic potential (e.g. 

NN potential).  

In the present study, we assumed that a Li atom can directly hop to the neighboring 

vacancy site when the distance between the two sites is shorter than 3.5 Å. Then, we obtained 

a Li diffusion network comprising 46 individual migration paths in the disordered Li3PO4 

model. Each of these paths was characterized by the NEB calculation (based on either NN 

potential or DFT). The location and shape of these migration paths are shown in Figure 4.7. As 

we can see, the diffusion paths predicted by the two methods agree well with each other.  

 Figure 4.8 gives the comparison of activation energies obtained by the NN potential and 

DFT. The average barrier energy is 0.58 eV in the DFT calculation, while 0.57 eV in the NN 

potential. The prediction error of barrier energies is 0.048 eV in average, which is about 8 % 

compared with the average barrier energy.  

Here we would like to emphasize that to achieve a high accuracy in predicting barrier 

energies, it is necessary to include Li diffusion transient structures (introduced in Section 4.2.1) 

Figure 4.8: Comparison of barrier energies of 92 diffusion paths in Li3PO4 model calculated by density 

functional theory (DFT) and neural network potential (NNP). (a) The barrier energies obtained by NNP and 

DFT; (b) The difference of activation energies. 
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into the training database. The NN potential constructed without using the transient structures 

gave the average error of barrier energies of 0.08 eV, though the energy prediction accuracy is 

not bad (RMSE: 5.2 meV/atom for the training set; 5.8 meV/atom for the testing set). The 

detailed information is provided in the appendix.  

4.4.4 Kinetic Monte Carlo simulation 

To evaluate the realistic atomic diffusion coefficients as well as the effective activation 

energies for diffusion, kinetic Monte Carlo (KMC) simulations are often performed using the 

information of the diffusion networks obtained from NEB calculations. So we performed KMC 

simulations employing the two Li diffusion networks, obtained with DFT and NN potential 

respectively, to check the validity of the NN potential further. As introduced in chapter 2 

(Section 2.1.3), the probability for the Li atom hopping from the site i to the neighboring 

vacancy site j was determined using the harmonic transition state theory (Equation 2.13). The 

value of atomic vibration frequency ν’ is assumed to be 1013 s-1 for all Li atoms, and ΔEij is the 

barrier energy of Li vacancy migration computed with NEB.  

Figure 4.9: Temperature dependence of Li diffusion coefficient obtained from kinetic Monte Carlo simulation 

and molecular dynamic simulation. The diffusion network topology and hopping possibility obtained from 

previous NEB calculation were used as prior parameters of KMC simulation.  
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The KMC simulations were run at different temperatures from 500K to 1500K. For each 

simulation, 100 million MC events were performed. The statistically averaged mean square 

displacement (MSD) along the KMC simulation is calculated according to Equation 2.4. 

Afterward, the diffusion coefficient D can be evaluated based on the Einstein relation (Equation 

2.5).  

Figure 4.9 shows the temperature dependence of Li diffusion coefficients in the Li3PO4 

model, and the overall diffusion obeys an ideal Arrhenius behavior. By fitting the plots with 

straight lines, the effective diffusion activation energies of Li vacancy diffusion are estimated 

as 0.60 eV for NN potential, and 0.56 eV for DFT.  

4.4.5 Molecular dynamics simulation 

We performed molecular dynamics with vacancy Li3PO4 model (Li11P4O16) at 800 K, 1000 

K, 1200 K and 1500K. All these MD simulations used the same initial structure, which is an 

optimized amorphous vacancy model obtained in Section 4.4.2. The simulation was performed 

Figure. 4.10: Average mean square displacement along the molecular dynamic trajectory at 800K, 1000K, 

1200K and 1500K. 
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with the canonical ensemble (NVT) using the Verlet algorithm. Each molecular dynamics 

trajectory last for about 60 ps, and each MD step corresponds to 2fs. The averaged mean 

squared displacements (MSDs) [112] of Li atoms at different temperatures are shown in Figure 

4.10. According to the Einstein equation (Equation 2.5), the diffusion coefficient can be 

directly obtained from the slope of MSD plot. From Figure 4.11, we can see that MSDs of Li 

ions increase almost linearly with time at 1000K, 1200K and 1500K. On the other hand, the 

MSD plot of 800K deviates from the linear relationship considerably, which may be due to the 

low temperature and short simulation ti me. The Li diffusion coefficients extract from the NN 

potential trajectories are 5.34×10-6 cm2/s at 1000 K, 1.26×10-5 cm2/s at 1200 K and 3.32×10-5 

cm2/s at 1500 K, while those from ab-initio molecular dynamics trajectories are 4.54×10-6 cm2/s 

at 1000 K; 1.23×10-5 cm2/s at 1200 K and 3.28×10-5 cm2/s at 1500 K. Except the 800K case, 

for which the effective diffusion coefficients cannot be extracted from the MD simulations, the 

Li diffusion coefficients determined from the NN potential MD simulations are in good 

agreement with the DFT results.  

In order to further confirm the agreement between the NN potential and DFT in the MD 

simulations, we calculated the total radial distribution functions averaged over the MD 

trajectories at respective temperatures, which are shown in Figure 4.11. As can be seen in this 

figure, there are only slight discrepancies between radial distribution functions obtained from 

the NN potential and DFT simulations. 

The calculation speed of the NN potential MD is much faster than the ab-initio MD. For 

example, generating a trajectory described above takes about 96 hours on 192 cores (Intel® 

Xeon® processor L5640) in the case of ab-initio method, while it takes only 4.5 hours on a 

single core of the same processor in the case of the NN potential. That is, the calculation speed 

of NN potential MD simulations is about 4000 times faster than the ab-initio ones. 

Finally, we carried out long time MD simulations (1ns per trajectory) to obtain reliable Li 

diffusivities. The results were plotted in Figure 4.10 together with the KMC results, and the 

mean squared displacements of Li along these trajectories are shown in the appendix. As can 

be seen from Figure 4.10, the temperature dependence of the evaluated Li diffusivities obeys 

the Arrhenius law. The effective activation energy for diffusion obtained from the linear fitting 

of Arrhenius law is 0.59 eV for the MD results with the NN potential, which qualitatively 

agrees with our KMC simulation results using the same NN potential. The quantitative 

difference in the diffusion coefficients seen in Figure 4.10 between the MD and KMC can be 
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attributed to the jump frequency used in our KMC simulations: The same value of 1013/s was 

set to the jump frequencies of all the transitions, which must be a very crude approximation. 

 

4.5 Large-scale simulation of  Li diffusion in 

amorphous Li3PO4 

4.5.1 Amorphous Li3PO4 structure 

By means of DFT calculation, the structure and properties of crystalline Li3PO4 and 

LiPON have been studied[113–116], but the theoretical researches on amorphous Li3PO4 are 

still scarce. We used the NN potential developed in the present work to construct large-scale a-

Li3PO4 models. According to the experimental measurements introduced in the background 

Figure 4.11: The partial radial correlation function of Li3PO4 averaged over the 60 ps MD trajectory at 

different temperatures. 
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(Section 4.1.1), the composition of Li3PO4 thin film fabricated by pulsed laser deposition is 

often slightly different from the stoichiometric one. [107,108] The ratio of Li/P is about 2.9 

according to the ICP-AES analysis. The deviation from the stoichiometric value can be 

attributed to the partial condensation reaction of Li3PO4, 2Li3PO4 → Li4P2O7 + Li2O, where 

the resultant Li2O is lost during the fabrication.  

The amorphous models having similar Li/P ratio were generated as follows. We started 

from three crystalline supercells composed of 16, 64 and 128 Li3PO4 units. Then, one, three 

and six Li2O units were removed from the supercells to set the Li/P ratio as 2.875, 2.906 and 

2.906, respectively. The supercells contain 125, 503 and 1006 atoms, respectively. For the three 

initial structures, the amorphous models were generated by the melt quenching method with 

the NN-potential-based MD. For comparison, ab-initio MD was also used to perform the same 

Figure 4.12: The structure of amorphous Li3PO4 created by melt quenching simulation. (a) The resultant structures 

with different size and the shape of P2O7
4- dimmers inside them. (b) The radial distribution functions of 

corresponding amorphous structures. Each function is averaged over 5ps MD run at 300K. 
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melt quenching procedures on the smallest model (Li46P16O63). The detailed procedure is: 1) 

initial structures was heated to 2000K and thermalized for 30ps; 2) the structures were 

subsequently cooled to 300K with a speed of 0.5fs/step; 3) the final structures were equilibrated 

for 5ps at 300K and then relaxed until the maximum force acting on an atom was smaller than 

0.01 eV/Å.  

The resultant structures are shown in Figure 4.12(a). We can see a strong similarity 

between the structures of Li46P16O63 created by NN potential and ab-initio MD. This 

demonstrates that the NN potential can reproduce final structures of the melt quenching DFT 

simulations. On the other hand, it is also noticeable that the generated Li46P16O63 structures are 

partially crystallized. The arrangements of Li and P atoms in the Li46P16O63 structures are 

analogous to those in γ and β-Li3PO4, though the orientations of P-O tetrahedrons are 

disordered. This partial crystallization problem was eliminated by using the larger supercells. 

As seen in Figure 4.12(a), the resultant structures of large models (Li186P64O253 and 

Li372P128O506) are much more disordered. The broader peaks in radial distribution functions 

shown in Figure 4.12(b) also suggest this. From the first peak positions of the curves shown in 

Figure 4.12(b), the bond lengths of Li-Li, Li-P, Li-O, P-O and O-O can be estimated as 2.8, 3.1, 

2.0, 1.6, and 2.5 Å, respectively. It should be stressed that all the resultant structures include 

not only the isolated PO4
3- tetrahedrons but also the P2O7

4- dimers. The P2O7
4- dimers are 

formed from two PO4 tetrahedrons via corner-sharing. The shape of P2O7
4- dimers found inside 

the resultant structures are shown in Figure 4.12(a). The presence of this dimer structure is 

consistent with the observed FTIR spectra of Li3PO4 thin film (as introduced in Section 

4.1.1).[107] 

 

4.5.2 Diffusivity of  Li 

The Li diffusion coefficients in the largest amorphous Li3PO4 model were evaluated by 

MD simulations for 100 ps at 600K, 700K, 800K, 1000K and 1200K. The obtained Li diffusion 

coefficients are plotted in Figure 4.13. The activation energy obtained from the fitting to the 

Arrhenius law is 0.55 eV. 

We also plotted Li diffusion coefficients that measured experimentally by N. Kuwata in 

Figure 4.13. [108] The Li diffusion coefficient DLi was measured by SIMS for 6Li/7Li diffusion 
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couples prepared by an ion-exchange method using liquid electrolyte and a mask method based 

on thin-film deposition. In addition, the ionic conductivity σ was measured with impedance 

spectroscopy, and then, conductivity diffusion coefficient Dσ is calculated with Nernst-Einstein 

equation. The diffusion activation energies obtained from these experiments are 0.58 eV (SIMS, 

ion-exchange), 0.57 eV (SIMS, mask) and 0.55 eV (impedance spectroscopy).  

 

4.6 Summary 

In summary, we investigate the application of high-dimensional NN potential in the study 

of atomic diffusion using Li3PO4 as the model system. For this purpose, an NN potential was 

constructed using about 38592 various structures and corresponding energies. NNP is capable 

of accurately predicting the energy of these structures, and the structural and energetic 

properties of crystalline Li3PO4 calculated with NNP are in good agreement with DFT 

calculation and experiment. In addition, the effective method to reduce the size of input 

Figure 4.13: The diffusivity of Li in the amorphous Li3PO4. The simulation results were obtained from the 

large-scale MD (1006 atoms) using NN potential. The experimental results were measured with ion mass 

spectroscopy (SIMS) and impedance spectroscopy (IS)[108]. 
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symmetry function descriptors is discussed. Such method might be useful in applying the NN 

potential to the system with more chemical elements. 

The application of NN potential in atomic diffusion was explored by computing Li 

vacancy formation energies, diffusion pathways and barrier energies, diffusion coefficients and 

activation energies in a small disordered Li3PO4 model. We found that NN potential can 

accurately reproduce the DFT results in all kinds of calculation with much small the 

computational costs. Further, it has been shown that a large-scale amorphous Li3PO4 structure 

can be constructed by the NN potential. The Li diffusivity in it was determined by MD 

simulation and agrees well with the experimental observation. 

 

 



  

 

Chapter 5 

Cu Diffusion in Non-stoichiometric 
Amorphous AlOx with Density Variation 

 

5.1 Background 

The impact of oxides thin film density on the properties of atomic switch was investigated 

by T. Tsuruoka[29]. In their work, the Cu/Ta2O5/Pt atomic switches were fabricated using the 

electron beam (EB) deposition and RF sputtering. The Ta2O5 thin film deposited with EB 

deposition has the density of 7.1 g/cm3, whereas the densities of films fabricated with RF 

sputtering at 30W and 200W (RF power condition) are 6.2 and 7.6 g/cm3, respectively. [29] 

The Ta2O5 thin films have a Ta/O atomic ratio of 0.41~0.42, which slightly deviates from the 

stoichiometric value of 0.4. The cyclic voltammetry measurement of these atomic switches 

revealed that the density of Ta2O5 thin film has great impact of the forming voltage of the atomic 

switch as seen in Figure 5.1(a). The forming voltage of atomic switch with a dense Ta2O5 film 

(7.6 g/cm3) is 4.3 V, whereas the one with a low-density film (6.2 g/cm3) has the formation 

voltage of 0.44 eV as seen in Figure 5.1(b). They attributed this large reduction of formation 

voltage to the enhancement of Cu diffusion in the low-density film as schematically shown in 

Figure 5.1(c).  

Actually, the variation of density and composition is widely seen in various amorphous 

oxides thin films[117][118][119], which has complication influence on the materials properties. 

For example, C. S. Gorham synthesized several a-Al2O3 thin films, whose densities were 

ranging from 2.66 to 3.07 g/cm3, by varying the temperature during atomic layer deposition 

(ALD). The thermal conductivities of the thin alumina films at room temperature decreased by 

35% with the decrease of atomic density.  
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In Chapter 4, we have demonstrated that the high-dimensional neural network (NN) 

potential can accurately reproduce the atomic diffusion behavior in the amorphous materials. 

In this chapter, our development of the high-dimensional NN potential that is transferable to 

different density and highly off-stoichiometric composition is described. Such a NN potential 

has not been developed before as far as we know. In this work, the high-dimensional NN 

potential was constructed for the amorphous non-stoichiometric Al2O3 (a-AlOx)/Cu system. 

The density of a-AlOx (ρ) varies between 2.7 g/cm3 and 3.3 g/cm3, while the O/Al ratio, i.e. the 

x value, varies between 1.0 and 1.5. With the Cu/a-AlOx NN potential, we examine: 1) the 

effect of density and O/Al ratio variation on the structural characteristics of a-AlOx; 2) the 

effect of density and O/Al ratio variation on the Cu diffusion behavior in a-AlOx. In addition, 

we expect that these simulations can provide theoretical explanation for the experimental 

finding of T. Tsuruoka et al., that is, the Cu diffusion is enhanced in low-density oxides. For 

Figure 5.1 a) The cyclic voltammetry curves of the Cu/Ta2O5/Pt atomic switch measured for different film 

densities and b) The forming operation of based on the . The inset shows the forming voltage as a function of 

the film density. c) Schematic illustration of the impact of Ta2O5 film density on the forming process. Source: 

[29] 
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simplicity, the “high-dimensional neural network potential” will be referred as “neural network 

potential” or “NN potential” in this chapter. 

 

5.2 Construction of  NN potential 

5.2.1 Configuration of  neural network potential 

In constructing the neural network potential for this research, the architecture, input and 

output of NN potential illustrated in chapter 2 were adopted. To guarantee the quality of NN 

potential in the large variation ranges of density and composition, it is better to evenly sample 

the reference structures in the configuration space. However, the density and composition 

considerably increase the complexity of the configuration space, which makes the selection of 

training structures not straightforward. Performing the molecular dynamics simulations with 

DFT, which was adopted in the study described in Chapter 4, is the simplest way to obtain the 

reference structures. However, the efficiency of this method is low because the snapshots of 

MD always have high structural correlation. Thus, a more efficient sampling method is urgently 

needed. Here, a kind of iterative method was adopted to construct the training database for 

Cu/Al2O3 system. The similar procedure is used in the previous study [52] The outline of this 

method is shown in Figure 5.2. First, an initial training database, which contains only a small 

number of training structures, is created using a MD trajectory. Then several preliminary NN 

potentials were trained based on the initial training database. Owing to the small training 

database, these preliminary potentials can only give a quite rough representation of the 

potential energy surface. Although these potentials are trained using the same set of training 

data, the function formula (i.e. weights of NN) of these potentials are not exactly the same, 

because of the high flexibility of NN and different initial values of parameters for training. The 

two NN potentials with comparable quality are selected. Here, we call them potential I and II, 

respectively. Then, many structures are generated with potential I, by 1) running the MD 

simulations at different temperatures (300 ~ 4000 K) and 2) performing NEB calculations for 

Cu interstitial diffusion. For thus obtained MD trajectories and NEB images, the energies of 

the structures are recalculated with the potential II. As shown schematically in Figure 5.2, the 



5.2 Construction of NN potential 97 

energies calculated by potential I and II are compared. If the potentials I and II give very 

different energies for one structure, it means that the features of the structure is unfamiliar to 

the NN potential. Such a structure is identified as the problematic structure, which is worth 

being included into the training database to further refine the quality of potential in this part of 

configuration space. The refined potentials are again used to identify and select the new 

problematic structures until no further problematic structures can be found. 

To sample the reference structures (Cu/a-AlOx) within the density and composition 

variation ranges of interest (2.7 g/cm3 ≤ ρ ≤ 3.3 g/cm3; 1.0 ≤ x ≤ 1.5), the aforementioned self-

consistent was used. The initial training database contains the MD trajectories of a-Al2O3 and 

a-Al2O3 +1 Cu whose density and composition as follow: ① ρ=3.2 g/cm3, x=1.5; ② ρ=3.2 

g/cm3, x=1.0; ③ ρ=1.9 g/cm3, x=1.5; ④ ρ=2.9 g/cm3, x=1.0. In the iterative steps, the MD 

and NEB calculation is performed based on the AlOx/Cu structures, whose density and atomic 

ratio is arbitrary combinations of ρ=2.7 g/cm3, 2.8 g/cm3, 2.9 g/cm3, 3.0 g/cm3, 3.1 g/cm3, 3.2 

(b)                                 (c) 

(a) 

Figure 5.2: (a) Outline of the iterative way of creating training database. (b) and (c) are the illustration of 

criterion of training data selection using two preliminary fitted NN potentials I and II. 
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g/cm3, 3.3 g/cm3 and x=1.5, 1.375, 1.25, 1.125, and 1. Such method ensures that reference 

structure evenly distributed in the interested density and atomic ratio range. Finally, we 

obtained of 41495 structures with a variable size containing up to 161 atoms. These structures 

are randomly distributed into the training set (90 %) and testing set (10 %). 

5.2.3 Training of  NN potential 

The details of high-dimensional NN potential has been explained in chapter 2 and 4, so I 

won’t reiterate them here. The three layers NN configuration, which is 46-15-15-15-1, was 

employed for Cu/a-AlOx potential. Hyperbolic tangent activation functions were used at the 

nodes of the three hidden layers, and a linear activation function was used at the output node. 

Such NN architecture results in 3603 parameters in the potential. The G2-type radial symmetry 

functions (Equation 2.46) and G5-type angular symmetry functions (Equation 2.49) re used to 

Figure 5.3: A comparison between the total energies of the training set and testing set structures obtained using 

the DFT and NN approaches. The inset contains the MAE distributions (|ENNP - EDFT|) calculated for these two 

data sets. 
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describe the local atomic environment of Cu, Al and O atoms. Here, we used the same 

symmetry functions set with Li3PO4, which us presented in the appendix. In Figure 5.3, the NN 

energies of the training and the testing set are plotted against of their DFT energies. The root 

mean square error (RMSE) is 13.8 eV/atom for the training set and 13.4 eV/atom for the testing 

set. The mean absolute error is 6.7 and 6.5 eV/atom for training and testing sets, respectively. 

The energy prediction error is relatively large compared with the Li3PO4 potential in Chapter 

4 (RMSE: training 5.0 eV/atom; testing 5.6 eV/atom) and Cu/ZnO NN potential in a previous 

study [56] (RMSE: training 4.8 eV/atom; testing 5.1 eV/atom), which are both ternary NN 

potentials. This increase in prediction errot can be attributed to the fact that the density and 

composition variation considerably increases the structural variety.  

5.3 Amorphous AlOx structures 

5.3.1 Structural characteristics of  a-AlOx 

The melt quenching method base on the constructed NN potential was employed to create 

the a-AlOx structures with the density and composition variation. The specific steps are as 

follows. The initial structure was γ-Al2O3 supercell containing 256 Al and 384 O atoms. A 

certain number of O atoms were removed to achieve the desirable atomic ratio. Afterward, the 

structure was melted at 3500 K for 100 ps under NVT ensemble using a time step of 1fs. During 

this procedure, the shape of the cell slightly deformed once a few hundred steps, until the 

density of the as AlOx supercell is reduced to the desirable value. Then the melted structure 

was subsequently cooled to 300K with the temperature change speed of 0.5 K/fs. At last, the 

structure was equilibrated at 300K for 5 ps. This MD trajectory was employed to analyze the 

structural information (such as bond length, coordination number) of a-AlOx. The final 

structure was optimized with the NN potential until the maximum force acting on an atom was 

smaller than 0.02 eV/atom. Figure 5.4 shows representative a-AlOx structures obtained with 

the procedure described above.  

Using the a-AlOx model with ρ = 3.2 g/cm3 and x = 1.5 (Figure 5.4(c)), we characterized 

the structural properties of amorphous alumina. The total pair correlation function (PDF) of the 

a-AlOx model is shown in Figure 5.5(a). The PDF curve is compared with the experimental 
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result obtained from the x-ray diffraction measurement by P. Lamparter et al.,[120] and two 

simulation results obtained from the first-principles calculations by D. Sergio[121] and K.  

Sankaran,[122] respectively. The PDF of our theoretical model shows a good agreement with 

the experiment measurement and the first-principles calculations. The locations of first and 

second peaks are 1.81 and 2.82 Å, which coincide with the experimental values of 1.8 and 2.8 

Å. The PDF of K. Sankaran’s model considerably deviates from other results possibly because 

the acceleration MD technique (bond-boost method [123]) is used in the simulation. 

The partial PDF’s of Al-Al, Al-O and O-O pairs are shown in Figure 5.5(b). The location 

of the first peak of the partial PDF curve represents the corresponding bond length. From it, 

we estimated the Al-O bond length as 1.81 Å, Al-Al bond length 3.11 Å and O-O bond length 

2.79 Å. The bond lengths agree with those estimated from the reverse Monte Carlo model 

Figure 5.4: The representative a-AlOx structures that created with melt quenching method using NN potential 

MD. 
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constructed based on the x-ray diffraction, in which the Al-O, Al-Al and O-O bond lengths are 

1.8 Å, 3.2 Å and 2.8 Å, respectively. [120]    

Another very important structural property is the coordination number, which can be 

computed by the integration around the first peak in the PDF. Note that the Al-O coordination 

numbers have a great influence on the catalytic ability.[124,125] For example, the five-

coordinated Al3+ in the Pt/Al2O3 heterogeneous catalysts shows much stronger affinity to Pt 

than other Al3+ species and serves as the Pt anchoring site.[125] For this reason, the 

characterization of Al-O coordination numbers in the amorphous alumina has attracted many 

research attention. Using nuclear magnetic resonance (NMR) techniques, S. K. Lee’s revealed 

that the fractions for four-, five- and six-coordinated Al were 55%, 42%, and 3% respectively 

in the amorphous Al2O3 thin film fabricated with RF sputtering.[126] Afterward, they further 

investigated the Al-O coordination numbers in ALD and PLD thin films with the same 

technique. The fractions of four-, five- and six-coordinated Al in the ALD thin film were 54.3%, 

40.6%, and 5.1%, whereas those in the PVD thin films were 56.4%, 36.2%, and 7.4%, 

respectively.[127] The distribution of Al-O coordination number obtained from the a-AlOx 

model (ρ=3.2 g/cm3, x = 1.5) in this work is shown in Figure 5.6, and compared with the 

experimental results [126,127] and the first-principles calculation results[121]. Three kinds of 

Al-O polyhedral exist in our amorphous model, which are AlO4, AlO5 and AlO6. Among them, 

Figure 5.5: (a) The total pair correlation function of amorphous AlOx with ρ=3.2 g/cm3, x=1.5, and the 

experimental and theoretical results in the previous research. (b) The partial pair correlation function of a-AlOx 

with ρ=3.2 g/cm3, x=1.5. 

(a)                                          (b) 
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the four- and five-coordinated Al are the predominant species. The fractions of AlO4, AlO5 and 

AlO6 were 0.53, 0.45 and 0.02. The average Al-O coordination number was 4.49. We can see 

the remarkable similarity between our results and previous experimental and theoretical results. 

All of them show that the AlO4 and AlO5 are the main components accounting for more than 

90%. The average Al-O coordination numbers are 4.48, 4.508, and 4.51 for the RF sputtering, 

ALD and PLD thin films and 4.56 for the first-principles calculation. 

5.3.2 Effects of  density and composition variation 

The structural characteristics of our a-AlOx model (ρ=3.2 g/cm3, x = 1.5) are in 

good agreement with experimental observations and other theoretical studies. In the next step, 

the effects of density and composition variation on the structural properties are investigated. 

To analyze the influence of density variation, a serial of stoichiometric a-AlO1.5 models with  

different densities (ρ = 2.9, 2.95, 3.0, 3.05, 3.1, 3.15, 3.2, 3.25 and 3.3 g/cm3) were constructed. 

On the other hand, another set of a-AlOx models, whose densities were fixed to 3.2 g/cm3 and 

x values varied from 1 to 1.5, were created to study the effects of composition variation. The 

Figure 5.6: The distribution of Al-O coordination numbers. The magenta bars are from the amorphous AlOx 

model (ρ=3.2g/cm3, x = 1.5) in this work. the black, red and blue bars are obtained from the NMR observations 

of amorphous Al2O3 thin films fabricated with RF sputtering[126], ALD[127] and PLD[127], respectively. The 

Olive bars are from the first-principle structure model of a-Al2O3[121]. 
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Al-Al, Al-O and O-O bond lengths in these structures were extracted from the partial pair 

correlation functions, and are plotted in Figure 5.7. With the increase of density, the Al-Al and 

O-O bond lengths tend to decrease slowly, while the Al-O bond is basically constant. The 

variation range of Al-Al, O-O, and Al-O bonds are 3.10 ~ 3.21 Å, 2.77 ~ 2.84 Å and 1.81 ~ 

1.83 Å. The bond lengths of these structures are shown in Figure 5.7(b). Again, the Al-O bond 

length is almost constant in the variation range. On the other hand, the Al-Al and O-O lengths 

increase with x. It is worth mentioning that the Ta-Ta bond length showed similar increase with 

the proportion of O in the nonstoichiometric a-TaOx. [128] 

The dependence of the average Al-O coordination number and the proportion of different 

Al-O polyhedra on the density and atomic composition is shown in Figure 5.8. As seen in 

Figure 5.8(a), a fraction of AlO5 and AlO6 increases with the increase of the density, which 

results in the increase of the average Al-O coordination numbers. The average Al-O 

coordination number basically follows a linear relationship with the density in the range of 3.0 

≤ ρ ≤ 3.3 g/cm3. The similar trend was found by G. Gutierrez also in a-Al2O3 with classical 

MD[43]. The variation range of Al-O coordination number is between 4.3 and 4.7, which  also 

agree with the experimental range of 4.1 to 4.8. The dependence of Al-O coordination number 

on the atomic composition is shown in Figure 5.8(b). Not surprisingly, the average Al-O 

coordination number is reduced when the amorphous structure is in O deficiency state (i.e. 

decrease of x value). In addition, owing to the O deficiency, the two- and three-coordinated Al 

atoms appear. These species do not exist in the stoichiometric alumina.  

Figure 5.7: (a) The plot of Al–Al, Al-O and O-O bond lengths as a function of density in a-AlO1.5 (b) The plot of 

Al–Al, Al-O and O-O bond lengths as a function of x value in a-AlOx (density is 3.2 g/cm3). 

(a)                                          (b) 
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5.4 Cu diffusivity in the amorphous Al2O3 

 The Cu diffusivity in the a-AlOx was investigated with the NN-potential MD. In the first 

step, the Cu diffusion behavior in a stoichiometric amorphous matrix with a density of 3.1 

g/cm3 was studied. The stoichiometric amorphous matrix structure was created with melt 

quenching method, which has been introduced in the preceding section. The amorphous matrix 

contains 128 Al atoms and 192 O atoms, and its supercell size is 15.18 Å ×15.18 Å×15.18 Å. 

Figure 5.8: The plot of the average Al-O coordination number and the proportion of different Al-O polyhedra 

in the a-AlOx as a funtion of (a) density (with x = 1.5); (b) x value (with ρ = 3.2 g/cm3) 

(a) 

 

 

 

 

 

 

 

 

 

 

 

(b) 
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Afterward, one Cu atom was added into the amorphous structures, and MD simulation was 

performed at 1400K, 1200K, 1000K and 800K. The simulation was performed with the 

canonical ensemble (NVT) using the Verlet algorithm. The time step is 1fs/step. The total 

simulation time length is 2ns at 1400 and 1200K and 10 ns at 1000 and 800K. Since the Cu 

diffusivity is very low at low temperature, we need to perform longer simulations to get reliable 

values of diffusivity. Figure 5.9 shows the Cu diffusivities of a-Al2O3 (ρ=3.1 g/cm3, x = 1.5). 

By fitting to the Arrhenius relationship, the activation energy of Cu diffusion was estimated to 

be 1.02 eV, while the pre-factor D0 was estimated to be 1.4×10-3 cm2/s. Unfortunately, we 

could not find any experimental estimation of the Cu diffusivity in amorphous Al2O3. However, 

the theoretical research was performed by K. Sankaran with accelerated ab-initio MD using the 

bond-boosted technique.[122] Their simulation was also based on the amorphous 

stoichiometric a-Al2O3 with the density of 3.1 g/cm3. The Cu diffusivities obtained by K. 

Sankaran are compared with our results in Figure 5.9. We can see that the Cu diffusivities in 

the temperature range of 800 ~ 1400 K are similar between his and our estimations. The 

diffusion activation energy extracted from K. Sankaran’s simulation is 0.90 eV, which basically 

agrees with our result. 

 

Figure 5.9: The Cu diffusivity in the a-AlOx (ρ=3.1 g/cm3, x = 1.5). The black squares represent the results 

obtained from the NN-potential-based MD, while the red circles represent the simulation results of accelerated 

ab-initio MD by K. Sankaran[122]. 
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To understand the effect of matrix density on the Cu diffusion behavior, two other 

amorphous matrices (ρ= 2.9 g/cm3 and 2.7 g/cm3) were created, and Cu diffusivities at 800 

~1400K were calculated with the same process. The Cu diffusivities in the three kinds of 

amorphous matrices are shown in Figure 5.10. The Cu diffusion activation energies and pre-

factors obtained from fitting to the Arrhenius relationships are listed in Table 5.1. We can find 

a rough trend that the Cu diffusion activation energy decreases with decreasing the matrix 

densities. Although the experimental evidence of this relationship between the density and 

activation energy cannot be found in the previous literature, the similar trend is reported about 

the Cu diffusion in amorphous SiO2.  [118] I. Fisher measured the diffusion of Cu into the SiO2 

in metal-insulator-semiconductor devices subjected to thermal stress. The SiO2 films that were 

fabricated with self-assembly spin-on deposition, plasma enhanced chemical vapor deposition 

and thermal growth had very different densities, which were 1.06 g/cm3, 1.36 g/cm3 and 2.25 

g/cm3. The Cu diffusion activation energies in these thin films were 0.71 eV, 0.84 eV and 1.02 

eV, respectively. By extrapolating the Arrhenius fitting, we estimated the room temperature 

diffusivities of Cu atoms in the three amorphous matrices to be 4.07×10-20 cm2/s (ρ= 3.1 g/cm3), 

1.17×10-18 cm2/s (ρ= 3.1 g/cm3) and 1.09×10-17 cm2/s (ρ= 3.1 g/cm3). With the decreasing of 

atomic density, the room temperature Cu diffusivity is significantly enhanced. The variation of 

diffusivities seems to be very large (about three orders of magnitude). Such large diffusivity 

variation is possible in the amorphous materials. For example, the Li diffusivity in amorphous 

Figure 5.10: The effect of density and composition variation on the Cu diffusion coefficient D in a-AlOx.  
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silicon spans four orders of magnitude, from 10-14 cm2/s to 10 -10 cm2/s.[129–131] The 

relationship between the density and diffusivity is also consistent with the hypothesis of T. 

Tsuruoka based on the effect of thin film density on the formation voltage of Cu/Ta2O5/Pt 

atomic switch. In their hypothesis, Cu atoms can migrate faster in the low-density Ta2O5 thin 

film, which results in the significant decrease of formation voltage from 4.3 to 0.44 V.[29] It 

should be mentioned that their group also reported the great influence of the water molecules 

absorbed in the a-Ta2O5 thin film on the Cu diffusion,[28,29] this water molecular effect was 

not considered in this research. Thus further research is still needed to give a thorough insight 

of atomic diffusion behavior in the atomic switch. Anyway, we believe the NN potential 

(maybe Cu/Al/O/H quaternary potential) can be a powerful tool for solving this problem 

considering the fact that it has been successfully applied to the solid-water interface system.[59] 

At last, the effect of O/Al atomic ratio on the Cu diffusion behavior was investigated using 

three models with (ρ= 2.9 g/cm3; x = 1.5), (ρ= 2.9 g/cm3; x = 1.25) and (ρ= 2.9 g/cm3; x = 1.0). 

The Cu diffusivities in these models were calculated in the same way as the above and are 

plotted in the Figure 5.10(b). The Cu activation energies and pre-factors are listed in Table 5.2. 

Unlike the density variation, the change of atomic ratio in a-AlOx matrix does not significantly 

influence the Cu diffusion activation energy. However, the Cu diffusion in enhanced in the 

severe O deficient case (x = 1.0).  

Table 5.1: The Cu diffusion activation energies and pre-factors in the a-AlOx matrix with different densities 

(ρ=3.1, 2.9 and 2.7 g/cm3; x=1.5) . 

 

Density Activation Energy Pre-factor 

3.1 g/cm3 1.02 eV 4.10×10-3 cm2/s 

2.9 g/cm3 0.90 eV 1.12×10-3 cm2/s 

2.7 g/cm3 0.79 eV 1.49×10-4 cm2/s 
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5.5 Summary 

The high-dimensional neural network potential for the Cu/a-AlOx system was constructed. 

The NN potential that can consider the large density and composition variation (2.7 ≤ ρ ≤ 3.3 

g/cm3; 1.0 ≤ x ≤ 1.5) was constructed for the first time. Based on the NN potential, we 

investigated 1) the effect of density and composition variation on the structure of a-AlOx; 2) 

the effect of density and composition variation on the Cu diffusion behavior in the a-AlOx. 

The structural properties of a-AlOx, such as the pair correlation function, bond length and 

coordination number, are consistent with the experimental observations and other theoretical 

models. With the increase of density, the Al-Al and O-O bond lengths decreased and Al-O 

coordination number increased. On the other hand, the Al-Al and O-O bond lengths as well as 

the Al-O coordination number increased with the O/Al ratio (i.e. x value). 

The Cu diffusivity in the a-AlOx (ρ=3.1 g/cm3, x = 1.5) was consistent with the previous 

theoretical research with accelerated ab-initio MD. With the decrease of a-AlOx density from 

3.1 to 2.7 g/cm3, the activation energies decreased from 1.02 eV to 0.79 eV. By extrapolating 

the diffusivities using the Arrhenius relationship, we found that the room temperature 

diffusivities of Cu are enhanced with the decrease of a-AlOx density. This is consistent with the 

Table 5.2: The Cu diffusion activation energies and pre-factors in the a-AlOx matrix with different O/Al ratios 

(x = 1.5, 1.25 and 1.0; ρ = 2.9 g/cm3) . 

 

O/Al ratio Activation Energy Pre-factor 

1.50 0.90 eV 1.12×10-3 cm2/s 

1.25 0.95 eV 1.48×10-3 cm2/s 

1.00 0.96 eV 4.96×10-3 cm2/s 
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hypothesis proposed by T. Tsuruoka to explain the effect of thin film density on the formation 

voltage of Cu/Ta2O5/Pt atomic switch. On the other hand, the variation of O/Al ratio does not 

have a significant impact on the Cu diffusion activation energy. 

Although the relationship between matrix density and atom diffusivity found in this work 

is consistent with T. Tsuruoka’s experiments, further study, e.g. consideration including the 

moisture effect, is needed to provide a thorough understanding of atomic diffusion in the atomic 

switch. We expect that such research tasks can be done with the NN potential in the future. 

 

 



  

 

Chapter 6 

Summary and Outlook 

 

Atom/ion diffusion in amorphous materials is an important phenomenon in many 

nanoscale information and energy devices. However, the systematical theoretical investigation 

of this issue is hindered by the high computational cost and slow simulation speed of first-

principles calculation. In this dissertation, we tried to apply the neural network (NN) potential 

to tackle this issue. We proposed the simplified NN potential method and explored the 

applicability of high-dimensional NN potential in simulating atomic diffusion in amorphous 

materials. The material systems that we investigated are 1) the amorphous oxides (a-Ta2O5 and 

a-AlOx) with single Cu atoms for the atomic switch and 2) the amorphous Li3PO4 (a-Li3PO4) 

for all-solid-state Li ion battery and a novel memory device.  

 

1. Potential for Cu diffusion in amorphous Ta2O5 

We proposed the simplified NN potential, which considers only the diffusing atoms 

explicitly and can be used to predict interstitial diffusion paths and barrier energies. The main 

results are summarized as follow: 

1) The root mean square error (RMSE) for energy predictions with the constructed NN 

potential compared with the DFT calculations was 23 meV/structure for the training set 

and 39 meV/structure for the independent testing set. The computation speed of the NN 

potential was approximately 107 times faster than DFT. 

2) The accuracy of simplified NN potential in predicting diffusion paths and barrier energies 

was demonstrated by comparing the NEB results on an example diffusion path with those 

of DFT calculation. The largest discrepancy in energy along the path was about 0.15 eV. 

3) From the Cu diffusion coefficients calculated with the NN potential and the kinetic Monte 

Carlo method, we estimated the Cu diffusion activation energy in the temperature range of 
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500-800 K as 0.67 eV, which agrees well with the estimate based on experimental data, 

0.64 eV. 

 

2. Potential for Li diffusion amorphous Li3PO4 

We constructed the high-dimensional NN potential for amorphous Li3PO4 (a-Li3PO4), and 

used it to study the Li atom diffusion. Our findings from the results are:  

1) The accuracy of NN potential in energy prediction was 5.0 meV/atom in training set and 

5.6 meV/atom in the testing set. The structural and energetic properties of crystalline 

Li3PO4 calculated with it are in good agreement with DFT calculation and experiment. 

2) Various properties related to Li diffusion properties (e.g. Li vacancy formation energies, 

diffusion pathways and barrier energies, diffusion coefficients and activation energies) 

were calculated with the NN potential in a small a-Li3PO4 model. For all of these results, 

we found good accordance with the corresponding DFT calculation. 

3) The large-scale a-Li3PO4 structure containing 1006 atoms was constructed with the NN 

potential. The formation of P2O7 units in the a-Li3PO4 was observed, which is consistent 

with the experimental characterization. The Li diffusion activation energy in it was 

estimated to be 0.55 eV, which also agrees with the experimental measurements (0.55 ~ 

0.58 eV). 

 

3. Potential for Cu diffusion in amorphous non-stoichiometric alumina with density 

variation 

We developed the high-dimensional NN potential for Cu/a-AlOx system with the wide 

range of variation in density (2.7 ~3.3 g/cm3) and atomic composition (O/Al ratio of 1.0 ~ 1.5) 

and utilized it to study the effect of density and composition variation on the Cu diffusion 

behavior. The important conclusions are: 

1) The accuracy of the NN potential in energy prediction was about 14 meV/atom in the 

whole range of density and composition variation.  

2) The a-AlOx structures constructed with the melt-quenching method using the NN potential 

had the structural properties (pair correlation function, bond length and coordination 

number) consistent with the experimental observations and other theoretical models.  

3) From the MD simulation, we found that the Cu diffusion activation energies decreased 

from 1.02 eV to 0.79 eV with the decrease of a-AlOx density from 3.1 to 2.7 g/cm3, while 
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the room temperature diffusivities of Cu were increased from 4.07×10-20 cm2/s to 1.09×10-

17 cm2/s. On the other hand, the variation of O/Al ratio did not have a significant impact 

on the Cu diffusion activation energy. 

4) The above increase in Cu diffusivity in the low-density oxides can provide the theoretical 

explanation for the experimental finding on Cu/Ta2O5/Pt atomic switch, that is, the 

formation voltage of atomic switch drops with the decrease in the density of oxides thin 

film.  

 

In this dissertation, we proposed several NN potentials to study atomic diffusion in 

amorphous materials. There are several issues remained for the future study. In the aspect of 

methodology, the simplified NN potential method we proposed should be further improved to 

achieve a better transferability. In addition, it is also an important and challenging task to break 

through the inherent limitation of high-dimensional NN potential in the cases including many 

atomic species, and apply the NN potential to more complicated systems. Last but not least, 

the development of NN potential under external electric fields is also a very interesting topic. 

In the aspect of application, the NN potentials that we constructed can be used to further 

investigate the important issues related to novel information and energy devices such as atomic 

switch and batteries: For example, the Cu diffusion in oxides with the presence of water 

molecules, the mechanism of Li diffusion in amorphous Li3PO4 or LiPON, etc. 

 

 



  

 
Appendix  

Parameters of  symmetry functions 

A. For the Cu/Ta2O5 simplified NN potential   

(1) Parameters for G2-type symmetry functions 

No. 
Neighboring 

atom 
η (Å-2) Rc (Å) No. 

Neighboring 
atom 

η (Å-2) Rc (Å) 

1 O 0.001 8 9 Ta 0.001 8 

2 O 0.03 8 10 Ta 0.03 8 

3 O 0.07 8 11 Ta 0.07 8 

4 O 0.12 8 12 Ta 0.12 8 

5 O 0.20 8 13 Ta 0.20 8 

6 O 0.30 8 14 Ta 0.30 8 

7 O 0.50 8 15 Ta 0.50 8 

8 O 1.00 8 16 Ta 1.00 8 

(2) Parameters for G5-type symmetry functions 

No. 
Neighboring 

atom 
η (Å-2) 

ζ λ Rc 

(Å) 
No. 

Neighboring 

atom 
η (Å-2) 

ζ λ Rc 

(Å) 

1 O 0.004 1 -1 8 11 Ta 0.004 1 -1 8 

2 O 0.004 2 1 8 12 Ta 0.004 2 1 8 

3 O 0.01 1 -1 8 13 Ta 0.01 1 -1 8 

4 O 0.01 2 1 8 14 Ta 0.01 2 1 8 

5 O 0.05 1 1 8 15 Ta 0.05 1 1 8 

6 O 0.05 16 1 8 16 Ta 0.05 16 1 8 

7 O 0.09 1 1 8 17 Ta 0.09 1 1 8 

8 O 0.09 16 1 8 18 Ta 0.09 16 1 8 

9 O 0.16 1 1 8 19 Ta 0.16 1 1 8 

10 O 0.16 16 1 8 20 Ta 0.16 16 1 8 
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B. For Li3PO4 and Cu/AlOx high-dimensional NN potential 
 
For the different combinations of center species and neighboring species, the same radial and 
angular symmetry functions are used. Therefore, the species of center atom and neighboring 
atoms will not indicated in the table. 

(1) Parameters for G2-type symmetry functions 

No. η Rc 

1 0.001 8 

2 0.03 8 

3 0.07 8 

4 0.12 8 

5 0.2 8 

6 0.3 8 

7 0.5 8 

8 1 8 

(2) Parameters for G5-type symmetry functions 

No. ζ λ η Rc 

1 1 -1 0.0004 8 

2 1 1 0.0004 8 

3 2 -1 0.0004 8 

4 2 1 0.0004 8 

5 1 -1 0.01 8 

6 1 1 0.01 8 

7 2 -1 0.01 8 

8 2 1 0.01 8 

9 1 1 0.03 8 

10 2 1 0.03 8 

11 1 1 0.05 8 

12 2 1 0.05 8 

13 4 1 0.05 8 

14 16 1 0.05 8 

15 1 1 0.09 8 

16 2 1 0.09 8 

17 4 1 0.09 8 

18 16 1 0.09 8 

19 1 1 0.16 8 

20 2 1 0.16 8 

21 4 1 0.16 8 

22 16 1 0.16 8 
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