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ABSTRACT 

 

Weighting Methods for Information Retrieval Models and Video Retrieval Experiments 

 

by 

 

Masaya Murata 

 

In this dissertation, new information retrieval (IR) models and the video retrieval 

experiments are addressed. My first two contributions are about the IR model called the Best 

Match (BM) 25, which is one of the representative and widely-used IR models, and about its 

application to the video retrieval task called the instance search. The instance search is a 

challenging task that has been attracting attentions from video retrieval researchers. For this 

task, given a specific object shown in image queries, a system is developed to rank videos in 

which the specific objects are actually shown. The search results are the list of videos ranked 

in the decreasing order of their relevance degrees to the specific object. I first experimentally 

demonstrate that the BM25 with my proposed modification is effective in this task and 

significantly enhances the video retrieval accuracy. Such a modification is performed on the 

discriminative power called the BM25 inverse document frequency (IDF) and I found that 

enhancing these powers by my methodology significantly improves the instance search 

accuracy. The new weight is called the exponential IDF (EIDF).   

I next show that the EIDF can be theoretically interpreted in the Bayesian framework and 

some problems regarding the EIDF are successfully resolved. In this framework, the setting 
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of informative prior knowledge on retrieval features leads to enhance the discriminative power 

and the new weight resembling the EIDF can be deduced. Compared with the EIDF, since this 

formulation is theoretically consistent, the new weight called the Bayesian EIDF (BEIDF) 

does not retain mathematical problems that the EIDF suffers from. The high retrieval accuracy 

is also confirmed through the instance search experiments. 

The third contribution is about the latest IR models called the information-based model 

(IM) and the divergence from independence (DFI) which both retain model simplicity and 

retrieval effectiveness. Therefore, the research objective is to develop a simple and effective 

IR model. The term weight for the IM is designed as the extent that the normalized, within-

document term frequency diverges from the standard value. The standard value is calculated 

by the so-called information model and I show that the model based on the generalized Pareto 

distribution (GPD), which is the main asymptotic distribution in the extreme value statistics 

(EVS), results in extending the DFI. Together with the novel parameter estimation method for 

the GPD, the proposed model becomes data-driven, that is, the model parameters can be 

estimated and specified by data to be searched, and the retrieval effectiveness is also verified 

using the instance search dataset. 

As for the theoretical results, since the GPD includes the log-logistic distribution (LLD) 

as a special case, some existing knowledge on IR models relying on the LLD assumption can 

be also interpreted from the GPD viewpoint. Since the LLD has been often assumed as the 

underlying distribution for constructing IR models, its extension, that is, GPD, is also expected 

to become another basic principle. Exploring this research direction is promising and 

intriguing. 
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To summarize, the new IR models are addressed and three novel weighting methods are 

proposed in this dissertation. The first two methods are for achieving the state-of-the-art 

retrieval accuracy and the third one is also for the model simplicity. Their effectiveness was 

experimentally verified using the instance search dataset and I expect that the findings of this 

dissertation contribute for the further exploration and development of a new family of IR 

models. 
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Chapter 1. Introduction 

 

1. Background and Motivation 

The information retrieval (IR) is a research field in which an exploration of methods on 

representing, searching, and ranking large collections of electronic text and other human-

language data is conducted [4]. As well as the other engineering fields, the IR has a long 

research history. It was roughly started around 1960, and the researchers from all over the 

world have been intensively involved in this field [4]. Some of the research achievements of 

IR are already realized as actual services such as Web search engine, article search, library 

search, patent search, etc. It is now inconvenient to spend a day without using these services 

and consequently, from such an application viewpoint, it is not too much to state that the IR 

has already met the practical level.  

 

Thus, the natural question arising from this background is that what are important and 

essential points remained unexplored in the IR research field? I think one of the answers for 

this question is the underling theory for the search and ranking processes. Of course, such 

theoretical results have been also intensively pursued by many researchers, however, 

compared with the application achievements mentioned above, there is still a room left for 

this issue. Such a theoretical research is called the development of IR models [4] and it 

composes the main topic of this dissertation. I next summarize the development history of the 

representative IR models. 
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2. Development of IR Models 

 
 

Figure 1: Development history of representative IR models. 

 

To start with, I briefly describe the existing IR models. Figure 1 illustrates the 

development history of the representative IR Models.  The TF-IDF developed in 1960s [4] 

provides the weighting method for terms that compose a document. The weight is calculated 

by the within-document term frequency (TF) multiplied by the inverse document frequency 

(IDF). The IDF is calculated based on the number of documents containing the term in the 

document database (corpus) and it is multiplied with the TF to suppress the weights for often-

appearing terms in documents.  
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The TF-IDF is utilized for the VSM [4] and the VSM was designed for the similarity 

calculation between two documents. In the VSM, the document is expressed by a term vector 

whose elements are TF-IDF weights. Then, the similarity score between two documents are 

calculated by the closeness between the two vectors such as using the cosine similarity 

measure. The idea of expressing a document by the term vector greatly influences the 

development of the subsequent IR models and this approach is often called the Bag-of-words 

(BoW) expression.  

The PRP [4][5] opened up a new line of research on IR models and provided an axiom for 

formulating the search and ranking processes in IR. The PRP states that the ideal ranked list 

(search result) is obtained by ranking documents in the decreasing order of their relevance 

degrees to the keyword query. This statement is formulated as probabilistic, not deterministic 

such as TF-IDF and VSM, and the relevance probability is expressed by the conditional 

relevance probability of a document given a keyword query. After the proposal of PRP, the 

BM25 [6] was designed to realize this axiom with additional assumptions in 1990s. The 

effectiveness of the BM25 has been verified by many researchers for a series of keyword-

query document retrieval experiments. The BM25 is now one of the most-often used IR 

models and indeed, it is often chosen as a baseline model to compare with the subsequent IR 

models. 

The LM [7] is also probabilistic but was developed with a different theoretical basis from 

the PRP. It expresses query and document by term-occurrence probability distributions and 

estimates the closeness between these distributions using the Kullback-Leibler divergence [4]. 

Therefore, the LM can be regarded by the probabilistic extension of the VSM. The essential 

technique is the smoothing method applied to the document probability distribution. It is 
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applied to avoid the mathematical problem, that is, the problem of division by zero, in the LM 

equation and the different smoothing methods result in the different LM equations. The 

representative LMs are LM with Jelineck-Mercer smoothing (LMJM) and LM with Dirichlet 

Smoothing (LMDS) [4]. As well as the BM25, the effectiveness of these models has been also 

confirmed by a series of document retrieval experiments. 

The DFR [8] focuses on the TF and estimates the weight by measuring its divergence 

degree from the one predicted by the standard model. Such a standard model is called the 

randomness model and the divergence degree is expressed by a probability. By assuming the 

adequate randomness model, the probability of the actual TF observed in a document is 

calculated. Then, the terms that having small probabilities, that is, those having high 

information, are rewarded high weights. The actual calculation of the DFR relies on using two 

different randomness models to avoid the extremely high information (called the divergence 

problem). The DFR with specific randomness models was proved to yield the BM25-like 

model [8].  

The approach of the AA [9] is similar to that of the PRP. The AA also provides axioms 

for constructing IR models but the essential difference from the PRP is that these axioms are 

based on experimental or heuristic findings. Therefore, the axioms used in the AA are not as 

obvious as that for the PRP. However, since these axioms have been experimentally verified 

by a series of document retrieval experiments, the models following these axioms are expected 

to provide the satisfactory retrieval accuracy. This approach also made it possible to 

analytically diagnose the effectiveness of the existing IR models by investigating whether 

these models satisfy the AA axioms or not. The AA approach made a huge impact on 

developing the subsequent IR models. 
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The IM was proposed to simplify the DFR [10] [11]. Using the normalized TF, not the 

raw TF, the IM was designed to avoid the divergence problem in the DFR. With this change, 

only one randomness model called the information model is required. This is a clear advantage 

over the DFR since adequate settings of the two randomness models have been troublesome. 

The LMJM was derived by choosing the log-logistic distribution (LLD) for the information 

model [10] and this fact somehow supported the reason the LM has been successful for 

keyword-query document retrieval experiments. 

The PM was proposed to define the TF weight by using the cumulative distribution 

function (CDF) [12]. The CDF is called the percentile-based model and by multiplying the 

derived TF weight with the IDF, it is shown that the BM25-like model can be derived from 

the PM [12]. The selection problem of the adequate percentile-based model was recently 

addressed using the knowledge of the EVS [13]. 

The DFI [14] is similar to the DFR and IM. However, the model estimates the term weights 

by observing the extent the actual TF diverges from the expected TF within the document. 

The expected TF is calculated under the assumption that the term occurs independently within 

the document. Therefore, the setting of two randomness models or the information model is 

no longer necessary in the DFI. Unlike the DFR and IM, since the distribution assumption is 

not necessary, the model can be regarded as distribution-free and parameter-free.  

     

 3. Connections Between IR Models 

Figure 2 depicts the connections between the representative IR models. There are three 

primary lines of research on IR models: BM25, LMJM/LMDS, and AA. Roughly speaking, 

the BM25 line of research often achieves the state-of-the-art retrieval accuracy, however, the 
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LMJM/LMDS line provides simpler but effective IR models with less number of parameters 

that should be tuned. The DFR and PM include BM25-like models as special cases, on the 

other hands, the IM and DFI include the LMJM as special cases. The model that includes the 

LMDS as a special case is not discovered yet and the further research on this issue is highly 

desired. The AA makes it possible to investigate the effectiveness of these models by checking 

whether they unconditionally or conditionally satisfy the empirical axioms. Every time a new 

model is proposed, we can perform the AA to analytically check the potential effectiveness. 

The proposed models in this dissertation are regarding the first two lines, BM25 and 

LMJM/LMDS lines, and the contributions are summarized in the next section.    

 

 

Figure 2: Connections between representative IR models. 
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4. Contributions and Organization 

In this dissertation, I extended the existing two representative IR models, BM25 and DFI. 

Such extensions were designed to make the models well suit to the data to be searched and 

using the video retrieval experiments called the instance search task, the improvement in the 

retrieval accuracy was confirmed. The instance search task has been attracting attentions from 

researchers and for this task, given a specific object shown in image queries, a retrieval system 

is pursued in which the videos are ranked according to their relevance degrees to the given 

specific object.  

To be more specific, the main contributions of this dissertation are summarized as follows: 

(1) Chapter 2: I first extend the BM25 to enhance the discriminative power of the BM25 

IDF. The new power is called the exponential IDF (EIDF) and the effectiveness was 

confirmed for the instance search experiment. The EIDF contributes for suppressing 

the weights for non-essential key-points in image queries whose weights could not be 

suppressed sufficiently by using the standard BM25 IDF [1]. 

 

(2) Chapter 3: I next show that the EIDF-like weight can be formally derived in the 

Bayesian framework. Within this framework, I show that the use of informative priors 

modeled by Beta distributions for retrieval features leads to the EIDF-like weight 

called the Bayesian EIDF (BEIDF). The use of non-informative priors is proved to 

derive the BM25 IDF-like weight. Therefore, this approach can be regarded as the 

formal extension of the BM25 and it does not suffer from the mathematical problems 

that the EIDF involves. Adequately setting the parameters of the Beta priors is found 

to significantly improve the instance search accuracy [2]. 
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(3) Chapter 4: I finally propose the IM realized by using the knowledge of the EVS. I 

especially focus on the use of the Generalized Pareto distribution (GPD) to set the 

information model and provide the parameter estimation method. Since the GPD is an 

extension of the LLD, the existing IR models based on the LLD assumption (LMJM 

and DFI) can be regarded as the special cases of this model. Since the GPD parameters 

are estimated according to the data to be searched by the proposed methodology, the 

retrieval accuracy is naturally improved, which is also confirmed using the instance 

search dataset [3]. 

 

Figure 3 illustrates these three contributions. IR models that are superior in terms of the 

search accuracy follow the BM25 line. With this in mind, among the proposed models, the 

highest retrieval accuracy was confirmed by the first two contributions (BM25+EIDF and 

BM25+BEIDF). As shown by the double-headed arrow in Fig. 3, there is a theoretical 

relationship between these two models, that is, between EIDF and BEIDF. On the other hand, 

the advantage of the LMJM/LMDS line is the model simplicity. Since the number of tuning 

parameters is smaller compared with those for the models in BM25 line, it can be easily 

applied to different kinds of data. The third contribution (IM+EVS) is on this line and provides 

the data-driven IR model with the confirmed retrieval accuracy. 

Finally, Chapter 5 concludes this dissertation by summarizing the basic findings. I expect 

that these findings contribute for the further exploration of a new family of IR models. Some 

ideas on the future research directions are also provided in this chapter. 
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Figure 3: Illustration of three contributions. 
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Chapter 2. BM25 With Exponential IDF for Instance Search 

 

1. Overview 

This chapter deals with a novel concept of an EIDF in the BM25 formulation and compares 

the search accuracy with that of the BM25 IDF in a content-based video retrieval (CBVR) 

task. The video retrieval method is based on a bag-of-keypoints (bag-of-local-visual-features) 

and the EIDF estimates the keypoint importance weights more accurately than the BM25 IDF. 

The EIDF is capable of suppressing the keypoints from frequently occurring background 

objects in videos, and I found that this effect is essential for achieving improved search 

accuracy in CBVR. This proposed method is especially designed to tackle instance video 

search, one of the CBVR tasks, and I demonstrate its effectiveness in significantly enhancing 

the instance search accuracy using the TRECVID2012 video retrieval dataset. 

  

2. Background 

The probabilistic information retrieval model was originally proposed by Robertson and Jones 

for keyword query document retrieval in 1977 [5], [15]. The documents are expressed by sets 

of term frequencies and each document has a binary relevance property (relevant or irrelevant) 

for the keyword query. The relationships among document, query, and relevance are expressed 

by conditional probabilities and investigating the conditional relevance probability given a 

document and a query was the primary research objective. Under a so-called binary 

independence model assumption that either the keyword is supposed to be present or absent 

in documents (i.e., the documents are expressed by sets of binary keyword frequencies), the 
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conditional relevance probability was expressed by a sum of the keyword weightings called 

Robertson-Sparck-Jones (RSJ) weights [15]. Furthermore, by adding a reasonable assumption 

that usually there is no relevance information available prior to searching, the RSJ weights 

were simply approximated by IDF-like weights (IDF weights were defined by Jones in 

different research in 1972 [16]). Under the binary assumption, we found that the conditional 

relevance probability relates to the sum of the within document keyword IDF-like weights. 

Robertson and Walker proceeded with research without the use of the binary assumption and 

introduced a new binary variable called the keyword eliteness [6]. The meaning of the eliteness 

can be interpreted as aboutness and if the keyword is elite in a document, in some sense the 

document is about a concept denoted by the keyword and vice versa. They posited that the 

within document keyword frequency depended on this keyword eliteness and further assumed 

that the frequency follows a Poisson distribution with larger expectation for the elite keyword 

than that for the non-elite keyword. By applying this assumption, which is called a two-

Poisson assumption, a state-of-the-art probabilistic information retrieval model called the 

BM25 document-ranking function was formulated in 1990s [17], [18]. The two-Poisson 

assumption gave us the knowledge that as a within document keyword frequency becomes 

sufficiently large, its contribution to the conditional relevance probability approaches the IDF-

like weight called the BM25 IDF. Even though there is a slight gap in the subsequent reasoning, 

by following this asymptotic behavior, the BM25 was again defined using the within 

document keyword BM25 IDF. This is a brief overview of the BM25 development. 

Since the BM25 is a mathematical model for information retrieval tasks in general and its 

effectiveness has been demonstrated in a series of widely known TREC (Text REtrieval 

Conference) experiments, many researchers, especially in the text retrieval field, now use 
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BM25 as the baseline ranking function [19]. However, the great success of BM25 in text 

search was implicitly supported by the use of the BM25 IDF. Recall that the BM25 is based 

on the two-Poisson assumption and it requires the larger expectation when the keyword is elite 

than when the keyword is non-elite. It is obvious that not every keyword has such a clear 

property and these keywords are non-conceptual ones like articles or conjunctions. Since the 

two-Poisson assumption does not hold for these kinds of keywords, the BM25 seems to readily 

produce a wrong estimate of the conditional relevance probability. However, the use of BM25 

IDF in the BM25 formulation considerably alleviates this drawback because for such non-

conceptual keywords, the BM25 IDF values become sufficiently small. These keywords’ 

inadequate contributions to the conditional relevance probability are thus sufficiently 

suppressed by their small BM25 IDF values and the resulting BM25 score does not deviate 

very much from the theoretical one. This favorable BM25 IDF effect supports the robust 

feature of BM25 for document search. 

I have interests in applying BM25 to the other media searches, and this paper deals with 

image query content-based video retrieval (CBVR). In the BM25 formulation for CBVR, 

keywords are replaced with keypoints (local visual features) described by the scale-invariant 

feature transform (SIFT) [20] and color SIFT [21], and videos are expressed by sets of the 

keypoint frequencies. Unfortunately, we found that the aforementioned effects of BM25 IDF 

could not be sufficiently obtained for video retrieval tasks. At this time, keypoints that violate 

the two-Poisson assumption mainly originate from background regions such as grass, trees, 

and sky. They often appear in videos as background objects even though they are not elite 

(that is, even though they are not the topics of the videos) and thus work against the two-

Poisson assumption that forms the essential part of BM25. Following this viewpoint, I propose 
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an EIDF concept to enhance the BM25 IDF’s effect and eliminate such unwanted keypoints. 

Using the new IDF weights instead of the original BM25 IDF significantly improves the 

BM25 search accuracy for CBVR. I demonstrate my video retrieval performance, especially 

for the instance video search that has been actively discussed in the TRECVID (TREC Video 

Retrieval Evaluation) community since 2010. The instance video retrieval system searches for 

videos in which the instance (specific person/object/place) really appears, given the query 

images with the region-of-interest images showing the instance to be searched. I summarize 

the main contributions of this paper as follows. 

1)  The problem of applying the conventional BM25 to CBVR is clarified. 

2)  An EIDF concept is proposed to significantly enhance the BM25 search accuracy in 

CBVR. 

3)  My approach is verified using TRECVID2012 instance search datasets. 

The rest of this chapter is organized as follows. I introduce related work in Section 3. I next 

explain the formulation of the BM25 for CBVR and describe the EIDF concept in Section 4. 

In Section 5, I present the instance search experiments, including the datasets used, the results 

obtained, and the evaluations determined. Finally, in Section 6, I summarize the main features 

of the proposed BM25 with EIDF and the basic findings of this chapter. 

 

3. Related Work 

Generally speaking, video retrieval approaches are classified into the following two 

categories: approaches that use textual metadata and those that don’t. I call the former 
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metadata-based retrieval and latter content-based retrieval. I first introduce previous work on 

metadata-based retrieval and then introduce work in the latter category. I finally present some 

recent developments of the BM25 model in the information retrieval field. 

 

A. Metadata-Based Video Retrieval 

For metadata-based video retrieval, BM25 models are mostly used as the baseline text 

retrieval methods and the search results obtained by using BM25 are then further re-ranked 

by using link analysis methods like PageRank [22] to enhance the retrieval precision. Yan et 

al. [23] investigated the retrieval performance of BM25 on various text sources obtained by 

performing automatic speech transcripts and video optical character recognition for the videos 

and also on production metadata such as titles and descriptions of the videos to be searched. 

Their suggestion was to combine two or more different text sources because these sources 

contain complementary information and the combinational use often leads to improvement of 

the video retrieval accuracy. Liu et al. [24] used a modified BM25 as the text-based search 

method to obtain the initial ranked list and then created virtual hyperlinks based on the 

similarity of the visual information between the videos. Then the initial ranked list was re-

ranked based on the relevance scores propagated by applying a modified PageRank algorithm 

to the constructed graph structure. Hoi et al. [25] represented a video retrieval task by using 

graphs whose links are based on the similarities of the visual and textual metadata information 

between the videos. Then the search results obtained by using BM25 were further re-ranked 

on the basis of the probabilities of being hit by the starting query node in a random walk 

viewpoint. Liu et al. [26] used BM25 to obtain the initial ranked list and mined the graph 
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structure using the bag-of-visual words (BOVW) representation within the list. The BOVW 

was constructed on the basis of the visual information in the videos and then the PageRank 

algorithm was applied to calculate the salient pattern, which indicates the importance of each 

visual word, and the concurrent pattern, which expresses the interdependent relations among 

the visual words. The initial search results were re-ranked using these two criteria, aiming to 

improve the search accuracy. 

Jeon et al. [27], [28] proposed a statistical generative model for learning the semantics of 

images and an automatic approach to annotating and retrieving images based on a training set 

of images. They showed that the probabilistic model allowed to predict the probability of 

generating a word given blobs in an image. Their method may be used to automatically 

retrieve images given a word as a query in the framework of metadata-based video retrieval. 

 

B. Content-Based Video Retrieval 

The content-based retrieval approaches mostly represent images or videos as vectors whose 

elements are frequencies of certain image features. Analogous to the vector space model in 

the text retrieval field, the aim is to compress high-dimensional image information into a lower 

dimensional vector space. The similarity between the two vectors can be seen as a distance 

measure in the space. and the scoring function most commonly used is based on cosine 

correlation, which itself is based on angles between vectors. Squire et al. [29] reported the 

application of text retrieval techniques to content-based image retrieval. Their search system 

employed more than 80,000 simple color and spatial frequency features, both local and global, 

extracted at several scales, and demonstrated its effectiveness using 10 queries on a test 
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database of 500 images. Vries et al. [30], [31] discussed the relationship between the text 

information retrieval and multimedia retrieval, and introduced the retrieval with Bayesian 

networks from the conventional text retrieval approaches. Vries et al. [32] later applied the 

language modeling retrieval approach to the problem of image searching. 

Sivic. et al. [33] represented objects and scenes in videos by a set of viewpoint invariant 128-

dimensional SIFT descriptors [20]. The vector quantization was carried out by K-means 

clustering and with the constructed BOVW, object and scene retrievals were performed by 

using the similarity basis in the vector space. The BOVW framework proved to be effective 

in video retrieval task and was later widely followed by many researchers [34], [35], [36], [37], 

[38]. 

Zhu et al. [38] represented videos by a set of 192-dimensional color SIFT [21] and adopted 

hierarchical K-means (HKM) clustering [34] to accelerate building a large-scale BOVW and 

performing online searches. Recently, they also adopted approximate K-means clustering 

(AKM) [35] and found that AKM is superior to HKM in terms of search accuracy in a series 

of instance video retrieval experiments [39]. Zhao et al. [40] used various image features such 

as color-based, texture-based, and shape-based features, and linearly combined each query-

video distance score to enhance the final instance video retrieval performance. Peng et al. [41] 

also used various image features, such as Color Moment Grid, Local Binary Pattern, SIFT, 

color SIFT, and opponent SIFT [42], to search for instances in a video collection. To improve 

the instance search task, Zhang et al. [43] proposed a retrieval method that exploits the spatial 

information of the local image features extracted from the instance regions, and ranked the 

videos using the keypoint proximity information. 
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As for the concept-based video retrieval, Aly et al. [44] proposed the general ranking 

framework to define effective and robust ranking functions. Their framework used the 

probability of relevance given concept occurrences as a ranking function, which was derived 

from the probability of relevance ranking function originally proposed in the text retrieval 

field. While they dealt with the high-level semantic concepts, they reported that the effect on 

the retrieval model might well be the same as that using low-level visual word features. Their 

proposed method improved the search accuracy in the shot retrieval and the segment retrieval 

tasks over several baselines in TRECVID test collections. 

 

C. Recent Developments of BM25 

It is widely known that the BM25 model was extended to the BM25F model for the retrieval 

of structured documents by Robertson et al. [45] in 2004. The problem in applying BM25F 

was the setting of the various tuning parameters, and Svore et al. [46] proposed a machine 

learning approach to effectively optimize them. 

Fang et al. [9] defined a set of basic desirable constraints that any reasonable retrieval model 

should satisfy and investigated what extent the BM25 retains such favorable properties. They 

mentioned that for most of the cases when queries are input as a few number of keywords, the 

BM25 satisfied the constraints, but also pointed out that the BM25 IDF term in BM25 might 

violate some of them. To the authors, such violation occurs when the BM25 IDF term becomes 

negative, which often happens when the query keywords are verbose, and in that case, they 

suggested to replace the BM25 IDF term with the IDF term in the pivoted normalization 

retrieval formula [47] in the vector space model. Their modified BM25 approach 
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experimentally outperformed the standard BM25 for the verbose queries. Lv et al. [48] 

revealed that BM25 overly penalized very long documents and presented a BM25 extension 

to boost the ranking scores of such documents. Recently, Blanco et al. [49] proposed an 

extension of BM25 and BM25F by determining virtual regions of documents using multiple 

query operators. 

My new concept of EIDF seeks to eliminate unwanted keypoints that violate the two-Poisson 

assumption behind the BM25 formulation. The use of EIDF is aimed at restoring and 

enhancing the overall BM25 search performance for CBVR, and I demonstrate its 

effectiveness, especially for image query instance video search. 

 

4. BM25 For Image Query CBVR 

In this section, I first explain the preprocessings of image queries and videos in a database 

required for the calculation of the BM25. I next describe the BM25 for image query CBVR 

by analogy to the BM25 for keyword query document retrieval in the text retrieval field. I then 

propose the EIDF concept to enhance the BM25 search performance for image query CBVR 

tasks. 

A. Preprocessings 

Figure 4 shows an overview of my preliminary processings. I suppose that the queries 

input to CBVR systems are composed of a few images and the systems rank the large numbers 

of videos stored in the database according to their relevance degrees to the image query. The 

details of each preliminary processing are as follows. 
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1) Keyframe and Keypoint Extraction: I first extract frame images from the videos at a 

certain rate, such as one frame per second. I next extract the keypoints showing the prominent 

local visual features from the query images and from the frame images using 

 
 

Figure 4: Overview of preliminary processings of image queries and videos in 

a database. (Copyright©2014 IEEE, [R1] Fig. 1) 
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detectors, such as Harris-Laplace [21] or Maximally Stable Extremal Regions [50]. The 

description methods for the keypoints are also optional; however, recent research often adopts 

two major description methods such as SIFT [20] (128-dimensional) and color SIFT [21] 

(192-dimensional) vectors. I thus use these two methods to generate two feature vectors for 

each keypoint extracted from image queries and from videos in a database. 

2) Matching Keypoints: The keypoints extracted from image queries compose the 

BOVW for the subsequent video retrieval. Here, keypoint clustering is not necessarily 

required but methods that could be used are K-means, HKM [34], or AKM [35]. Then, the 

keypoints extracted from the frame images are matched with each visual word (each keypoint 

extracted from image queries) on the basis of the cosine similarity value between the two 

feature vectors. The keypoint pair showing the highest cosine value larger than a certain 

threshold among the other visual words is considered as matched. I usually set the threshold 

to 0.95 or higher, and these settings are to tolerate subtle differences in local visual features 

of the same object, which sometimes occur in taking images or videos. The matching 

procedure is performed for every pair between the visual words and the keypoints extracted 

from the frame images. After keypoints have been alternately matched on the basis of the 

SIFT and the color SIFT feature vectors, videos in a database are expressed by sets of two 

local visual feature frequencies (SIFT and color SIFT), similar to how documents are 

expressed by sets of keyword frequencies in the text search BM25. 
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B. Probabilistic Information Retrieval 

The retrieval system ranks the videos by the relevance probabilities given image queries 

and the videos to be searched. The conditional relevance probability is expressed by the 

following equation: 

 
𝑃(Rel = rel|𝑣, 𝑞) ∝𝑞 log (

𝑃(Rel = rel|𝑣, 𝑞)

𝑃(Rel = rel̅̅̅̅ |𝑣, 𝑞)
) (1) 

 

Here, Rel is a relevanceness taking binary values of rel in the case of relevance and rel̅̅̅̅  in the 

case of irrelevance. The right side of Eq. (1) is the log-odds of relevance. I will use the 

short-hand notations 𝑃(rel|𝑣, 𝑞)  to denote 𝑃(Rel = rel|𝑣, 𝑞)  and 𝑃(rel̅̅̅̅ |𝑣, 𝑞)  to denote 

𝑃(Rel = rel̅̅̅̅ |𝑣, 𝑞). ∝𝑞 indicates the equivalence of rank order, and the left and the right sides 

of Eq. (1) thus yield the same rank order of videos in a database. 

𝑣 and 𝑞 are the vectors of a video and an image query, whose elements are the within-video 

and within-query-image frequencies of the keypoints indexed by the constructed BOVW, 

respectively. The two random vectors are denoted as follows: 

 𝑣 ≔ (𝐾𝐹1, 𝐾𝐹2, ⋯ , 𝐾𝐹𝑛𝐵) 

𝑞 ≔ (𝑞𝐾𝐹1, 𝑞𝐾𝐹2, ⋯ , 𝑞𝐾𝐹𝑛𝐵) 

(2) 

(3) 

 

Here, 𝑛𝐵 is the dimension of the BOVW, and it specifies the dimensions of the two random 

vectors. 𝐾𝐹1, 𝐾𝐹2, and 𝐾𝐹𝑛𝐵  denote the keypoint frequency counts, respectively, and for the 

element of 𝑞, I usually adopt the binary presence or absence feature within the image query, 

having only the values zero (absence) or one (presence). 

Then, following the mathematical transformations for the development of the BM25 for 

document search shown in [18], Eq. (1) is expressed by the following equations: 
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𝑃(rel|𝑣, 𝑞) ∝𝑞 log (

𝑃(rel|𝑣, 𝑞)

𝑃(rel̅̅̅̅ |𝑣, 𝑞)
) 

  = log (
𝑃(𝑣|rel, 𝑞)

𝑃(𝑣|rel̅̅̅̅ , 𝑞)

𝑃(rel|𝑞)

𝑃(rel̅̅̅̅ |𝑞)
) 

                      ∝𝑞 log (
𝑃(𝑣|rel, 𝑞)

𝑃(𝑣|rel̅̅̅̅ , 𝑞)
) 

   ≈ log∏
𝑃(𝐾𝐹𝑖 = 𝑘𝑓𝑖|rel, 𝑞)

𝑃(𝐾𝐹𝑖 = 𝑘𝑓𝑖|rel̅̅̅̅ , 𝑞)𝑖∈𝑉

 

   ≈ log∏
𝑃(𝐾𝐹𝑖 = 𝑘𝑓𝑖|rel, 𝑞)

𝑃(𝐾𝐹𝑖 = 𝑘𝑓𝑖|rel̅̅̅̅ , 𝑞)𝑖∈𝑞

 

    ≈ log∏
𝑃(𝐾𝐹𝑖 = 𝑘𝑓𝑖|rel, 𝑞𝑖)

𝑃(𝐾𝐹𝑖 = 𝑘𝑓𝑖|rel̅̅̅̅ , 𝑞𝑖)𝑖∈𝑉

 

                      = log∏
𝑃(𝐾𝐹𝑖 = 𝑘𝑓𝑖|rel)

𝑃(𝐾𝐹𝑖 = 𝑘𝑓𝑖|rel̅̅̅̅ )𝑖∈𝑉

 

   =∑log(
𝑃(𝐾𝐹𝑖 = 𝑘𝑓𝑖|rel)

𝑃(𝐾𝐹𝑖 = 𝑘𝑓𝑖|rel̅̅̅̅ )
)

𝑞

 

        = ∑ log (
𝑃(𝑘𝑓𝑖|rel)

𝑃(𝑘𝑓𝑖|rel̅̅̅̅ )
)

𝑞,𝑘𝑓𝑖>0

+ ∑ log(
𝑃(0|rel)

𝑃(0|rel̅̅̅̅ )
)

𝑞,𝑘𝑓𝑖=0

− ∑ log(
𝑃(0|rel)

𝑃(0|rel̅̅̅̅ )
)

𝑞,𝑘𝑓𝑖>0

+ ∑ log(
𝑃(0|rel)

𝑃(0|rel̅̅̅̅ )
)

𝑞,𝑘𝑓𝑖>0

 

        ∝𝑞 ∑ log(
𝑃(𝑘𝑓𝑖|rel)

𝑃(𝑘𝑓𝑖|rel̅̅̅̅ )
)

𝑞,𝑘𝑓𝑖>0

− ∑ log(
𝑃(0|rel)

𝑃(0|rel̅̅̅̅ )
)

𝑞,𝑘𝑓𝑖>0

 

= ∑ 𝑤𝑖
𝑞,𝑘𝑓𝑖>0

 

 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

 

 

 

 

(11) 

 

 

 

 

 

(12) 

 

(13) 

where 
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𝑤𝑖 = log(
𝑃(𝐾𝐹𝑖 = 𝑘𝑓𝑖|rel)𝑃(𝐾𝐹𝑖 = 0|rel̅̅̅̅ )

𝑃(𝐾𝐹𝑖 = 𝑘𝑓𝑖|rel̅̅̅̅ )𝑃(𝐾𝐹𝑖 = 0|rel)
) 

 

(14) 

 

Here, the first transformation for Eq. (4) is based on Bayes’ rule and the second one is obtained 

by discarding the second component in Eq. (4), which is independent of the video. Then, each 

probability in Eq. (5) is expressed by a product over the visual words of the BOVW under the 

assumption of independence among the 𝐾𝐹𝑖. Equation (7) is derived from the assumption that 

for any non-query keypoints (keypoints that are absent in the query vector), the probabilities 

are independent of relevance properties. Thus, the product of Eq. (6) is restricted to the 

keypoints of query images (keypoints that are present in the query vector). Equation (8) 

follows the assumption that 𝐾𝐹𝑖 only depends on 𝑞𝑖 and, since 𝑞𝑖 is always 1 under the setting 

of the binary presence or absence feature, 𝑞𝑖 is omitted in Eq. (9). Note here that I implicitly 

assumed that 𝑞𝑖 is a binary attribute and thus, Eq. (9) does not insist that 𝐾𝐹𝑖 is independent 

of 𝑞𝑖. Equation (9) is transformed to Eq. (10) and it is further divided into four terms as shown 

in Eq. (11). Here, the third and fourth terms are cancelled each other and the Eq. (10) is 

separated into the summation over the query keypoints that are present in the video (first term) 

and that over the keypoints that are absent in the video (second term). Then, since the sum of 

the second and the forth terms is independent of the video, in other words, since the sum of 

these terms only depend on the query, Eq. (12) that discards these terms does not change the 

video ranking order. And finally, as expressed in Eq. (13), the sum of 𝑤𝑖  over the query 

keypoints present in the video preserves the same rank order as that of 𝑃(rel|𝑣, 𝑞). This is the 

mathematical deduction of the probabilistic information retrieval models for CBVR. 
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5. BM25 Formulation 

    𝑤𝑖 in Eq. (14) is expressed by the following equations using the eliteness assumption. With 

the use of a two-Poisson distribution assumption, the asymptotic behavior of 𝑤𝑖  is further 

investigated as follows: 

  

𝑤𝑖 = log (
𝑃(𝑘𝑓𝑖|𝑒𝑖)𝑃(𝑒𝑖|rel) + 𝑃(𝑘𝑓𝑖|�̅�𝑖)𝑃(�̅�𝑖|rel)

𝑃(𝑘𝑓𝑖|𝑒𝑖)𝑃(𝑒𝑖|rel̅̅̅̅ ) + 𝑃(𝑘𝑓𝑖|�̅�𝑖)𝑃(�̅�𝑖|rel̅̅̅̅ )

×
𝑃(0|𝑒𝑖)𝑃(𝑒𝑖|rel) + 𝑃(0|�̅�𝑖)𝑃(�̅�𝑖|rel̅̅̅̅ )

𝑃(0|𝑒𝑖)𝑃(𝑒𝑖|rel) + 𝑃(0|�̅�𝑖)𝑃(�̅�𝑖|rel)
) 

= log(
𝑃(𝑒𝑖|rel) +

𝑃(𝑘𝑓𝑖|�̅�𝑖)
𝑃(𝑘𝑓𝑖|𝑒𝑖)

𝑃(�̅�𝑖|rel)

𝑃(𝑒𝑖|rel̅̅̅̅ ) +
𝑃(𝑘𝑓𝑖|�̅�𝑖)
𝑃(𝑘𝑓𝑖|𝑒𝑖)

𝑃(�̅�𝑖|rel̅̅̅̅ )

×

𝑃(0|𝑒𝑖)
𝑃(0|�̅�𝑖)

𝑃(𝑒𝑖|rel̅̅̅̅ ) + 𝑃(�̅�𝑖|rel̅̅̅̅ )

𝑃(0|𝑒𝑖)
𝑃(0|�̅�𝑖)

𝑃(𝑒𝑖|rel) + 𝑃(�̅�𝑖|rel)
) 

    → log(
𝑃(𝑒𝑖|rel) (1 − 𝑃(𝑒𝑖|rel̅̅̅̅ ))

𝑃(𝑒𝑖|rel̅̅̅̅ )(1 − 𝑃(𝑒𝑖|rel))
) , as  𝑘𝑓𝑖 → ∞ 

 

 

(15) 

 

 

 

 

(16) 

 

 

(17) 

 

The assumption of the eliteness model is that for any video-keypoint pair, there is a hidden 

property which I refer to as eliteness (aboutness) and, instead of the relevance, this eliteness 

affects the actual occurrences of the keypoint in the video. The eliteness to keypoint 𝑖 is a 

binary event 𝐸𝑖, having either �̅�𝑖 (not elite) or 𝑒𝑖 (elite). Under the additional assumptions that 

the two probability distributions of 𝐾𝐹𝑖  conditioned on the eliteness and the non-eliteness 

follow two Poisson distributions with larger expectation for the elite keypoint than for the 

non-elite keypoint, 𝑤𝑖 in Eq. (14) approaches its upper bound value expressed in Eq. (17) as 

𝑘𝑓𝑖 sufficiently increases since 
𝑃(𝑘𝑓𝑖|𝑒�̅�)

𝑃(𝑘𝑓𝑖|𝑒𝑖)
→ 0 and 

𝑃(0|𝑒𝑖)

𝑃(0|𝑒�̅�)
≈ 0.  
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This asymptotic behavior of 𝑤𝑖 is simply approximated as below: 

 

𝑤𝑖 ≈
𝑘𝑓𝑖

𝑘𝑓𝑖 + ℎ
log(

𝑃(𝑒𝑖|rel) (1 − 𝑃(𝑒𝑖|rel̅̅̅̅ ))

𝑃(𝑒𝑖|rel̅̅̅̅ )(1 − 𝑃(𝑒𝑖|rel))
) 

      ≈
𝑘𝑓𝑖

𝑘𝑓𝑖 + ℎ
log(

𝑟𝑖 + 𝑏
𝑅 + 𝑎

(
𝑛𝑖 − (𝑟𝑖 + 𝑏)
𝑁 − (𝑅 + 𝑎)

)

(1 −
𝑛𝑖 − (𝑟𝑖 + 𝑏)
𝑁 − (𝑅 + 𝑎)

)

(1 −
𝑟𝑖 + 𝑏
𝑅 + 𝑎)

) 

(18) 

 

(19) 

 

Here, ℎ is a positive integer parameter and I usually set ℎ = 2. To estimate the logarithm value, 

I use reasonable approximations that 𝑃(𝑒𝑖|rel) ≈
𝑟𝑖+𝑏

𝑅+𝑎
  and 𝑃(𝑒𝑖|rel̅̅̅̅ ) ≈

𝑛𝑖−(𝑟𝑖+𝑏)

𝑁−(𝑅+𝑎)
 where 𝑟𝑖, 𝑛𝑖, 

𝑅, and 𝑁 are the number of judged relevant videos containing keypoint 𝑖 (visual word 𝑖 in 

BOVW), the number of videos containing keypoint 𝑖, the number of videos judged relevant, 

and the number of videos in the database, respectively. Then, by adding an assumption that 

there is no relevance information available prior to searching (𝑅 = 𝑟𝑖 = 0) and by setting 𝑎 =

−1, 𝑏 = −0.5, the BM25 expressed by using the BM25 IDF [6] is deduced as follows: 

 
𝑤𝑖 ≈

𝑘𝑓𝑖
𝑘𝑓𝑖 + ℎ

log (
𝑁 − 𝑛𝑖 + 0.5

𝑛𝑖 + 0.5
) 

                        ≈
𝑘𝑓𝑖

𝑘𝑓𝑖 + ℎ
𝑤𝑖
IDF 

 

(20) 

 

This is the derivation of the conventional BM25 model for image query CBVR. 

 

6. Exponential IDF (EIDF) 

As I mentioned in Section 2, the problem is that the BM25 is totally based on the two-

Poisson assumption with larger expectation when the keypoint is elite than when it is non-

elite. As in the case for keywords, not every keypoint follows such a property. From my 
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consideration, keypoints from frequently occurring background objects like trees and a sky 

violate the two-Poisson assumption since these objects often appear when taking videos 

outside (but do not necessarily often appear in the videos taken inside). As for the videos taken 

inside, such keypoints that might violate the two-Poisson assumption could be from interior 

walls or house lighting. It means that the keypoints concerning them tend to easily occur even 

though they are not elite (though they are not the topics) in the videos. What makes matters 

worse, contrary to non-conceptual keywords in text search, I found that these keypoints are 

not sufficiently eliminated when the original BM25 IDF weights are used. The reason is 

described as follows. 

Documents are written by following well-defined forms and thus non-conceptual keywords 

tend to repeatedly occur because they retain functions to relate or connect conceptual 

keywords. This is why the corresponding BM25 IDF weights become sufficiently lowered. 

However, videos are not well-formed; they are just produced by taking scenes or objects at 

outside or inside home, so that the keypoints of the problem tend not to repeatedly occur. 

Therefore, the original BM25 IDF values calculated by Eq. (20) do not get sufficiently 

suppressed and the keypoints that violate the the-Poisson assumption thus bring unwanted 

contributions to the BM25 estimate for the conditional video relevance probability. 

Consequently, the use of the conventional BM25 for CBVR needs careful treatment and its 

simple application often results in unsatisfactory video search accuracy. The problem is due 

to the mild settings of 𝑎 = −1 and 𝑏 = −0.5 that have successfully worked for the cases of 

text (document) search tasks. 

From this viewpoint, enhancing the BM25 IDF’s effect to eliminate such keypoints is 

greatly desired. I achieve that by setting 𝑎 = 𝑒𝑛𝑖/𝜉
′
 and 𝑏 = 𝑒−𝑛𝑖/𝜉

′
 in Eq. (19). This 
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drastically lowers 𝑃(𝑒𝑖|rel) when the keypoints tend to occur in different kinds of videos, 

corresponding to suppression of the contributions of the aforementioned troublesome 

keypoints to the final BM25 ranking score. In other words, the new BM25 IDF weight (EIDF) 

is designed to suppress the keypoints extracted from frequently occurring background objects 

in videos in a database. 𝜉′ is a parameter and I empirically set 𝜉′ = 10 ∼ 20. Then the BM25 

incorporating this EIDF is expressed as follows: 

 
𝑤𝑖 ≈

𝑘𝑓𝑖
𝑘𝑓𝑖 + ℎ

× 

         log

(

 
 
 
 (

𝑟𝑖 + 𝑒
−𝑛𝑖/𝜉

′

𝑅 + 𝑒𝑛𝑖/𝜉
′ )

(
𝑛𝑖 − (𝑟𝑖 + 𝑒

−𝑛𝑖/𝜉
′
)

𝑁 − (𝑅 + 𝑒𝑛𝑖/𝜉
′
)
)

(1 − (
𝑛𝑖 − (𝑟𝑖 + 𝑒

−𝑛𝑖/𝜉
′
)

𝑁 − (𝑅 + 𝑒𝑛𝑖/𝜉
′
)
))

(1 − (
𝑟𝑖 + 𝑒

−𝑛𝑖/𝜉
′

𝑅 + 𝑒𝑛𝑖/𝜉
′ ))

)

 
 
 
 

 

      ≈
𝑘𝑓𝑖

𝑘𝑓𝑖 + ℎ
log (

𝑒−𝑛𝑖/𝜉
′

(𝑛𝑖 − 𝑒
−𝑛𝑖/𝜉

′
)

(𝑁 − 𝑒𝑛𝑖/𝜉
′
− 𝑛𝑖 + 𝑒

−𝑛𝑖/𝜉
′
)

(𝑒𝑛𝑖/𝜉
′
− 𝑒−𝑛𝑖/𝜉

′
)

) 

      ≈
𝑘𝑓𝑖

𝑘𝑓𝑖 + ℎ
𝑤𝑖
EIDF 

 

 

 

 

 

 

 

(21) 

Here, Eq. (21) is obtained by setting 𝑅 = 𝑟𝑖 = 0. With the analogical use of the standard 

normalization of the keyword frequency by the document length in text retrieval BM25, the 

keypoint frequency is normalized as follows: 

 
                              𝑤𝑖

′ ≈
𝑘𝑓𝑖

′

ℎ + 𝑘𝑓𝑖
′𝑤𝑖

EIDF, 

                          𝑤ℎ𝑒𝑟𝑒  𝑘𝑓𝑖
′ =

𝑘𝑓𝑖
(1 − 𝑏′) + 𝑏′ ⋅ 𝑣𝑙/𝑎𝑣𝑣𝑙

 

 

 

(22) 

Here, 𝑣𝑙 denotes the video length (total keypoint frequencies within the video) 𝑣𝑙 ≔ ∑ 𝑘𝑓𝑖𝑖∈𝑉  

and 𝑎𝑣𝑣𝑙 is the average video length over the videos in the database. 𝑏′ is a normalization 

design parameter ranging from 0 to 1 and 0 means there is no video length normalization and 
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1 means the full normalization. Since the keypoint frequency highly depends on the video 

length, such normalization procedure is crucial and indeed is one of the most essential ranking 

components as well as the use of the IDF weight in the information retrieval. 

Finally, the BM25 video-scoring function is obtained by summing these keypoint-weights 

over the set of query keypoints that are present in the video as follows: 

 𝑃(rel|𝑣, 𝑞) ∝𝑞 ∑ 𝑤𝑖
′

𝑞,𝑘𝑓𝑖>0

 

 

(23) 

The videos in the database are ranked according to Eq. (23), and I denote the BM25 with EIDF 

model simply as EBM25 in the following experiment section. 

 

7. Experiments 

In this section, I present the experimental evaluation of the instance search performance of 

the BM25 with EIDF weights (EBM25). I first describe the dataset I used and the 

preprocessings I performed prior to the experiments. I next explain the baseline retrieval 

methods along with the various settings of the proposed methods. Finally, I present the 

evaluation results, showing actual examples of instance video search results to clarify the 

effectiveness of the EBM25. 

A. Dataset and Preliminary Processings 

I utilized the TRECVID2012 instance video search dataset. As already mentioned, given 

query images with the region-of-interest images showing the instance (specific 

person/object/place) to be searched, the instance retrieval system searches for the videos in 

which the instance really appears. For this dataset, there are 21 instance topics and each topic 
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is composed of 5 query images and region-of-interest images on average. I show some 

examples of query, region-of-interest, and masked query images of the 21 instance topics 

below. 

In Fig. 5, the white regions in the region-of-interest images indicate the instance topics 

shown in the query images. Some instance topics have entirely white region-of-interest images, 

indicating that the query images themselves are the instances to be searched. I generated the 

masked query images by superimposing the region-of-interest images on the query images. 

The number of videos in the dataset is 76751, and I extracted frame images from each video 

by the rate of one frame per second and obtained about a total of 740,000 frame images. From 

them, I extracted the keypoints using the Harris-Laplace detector [21] and featured the 

keypoints on the basis of the 128-dimensional SIFT [20] and the 192-dimensional color SIFT 

[21], in which the first 128 dimensions in the descriptor correspond to the normal luminance 

SIFT and the latter 64 dimensions contain chrominance information. The keypoints extracted 

from the query images compose the BOVW and as explained in Section 4-A, the keypoint 

matching procedure was alternately performed using the SIFT and the color SIFT feature 

vectors by setting each cosine similarity threshold to 0.95. Then the videos in the database are 

expressed by sets of two local visual feature (SIFT and color SIFT) frequencies and the videos 

are ranked according to the EBM25. 
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Figure 5: Example images of 21 instance topics. Upper, middle, and lower 

images are query, region-of-interest, and masked query images, respectively. 

(Copyright©2014 IEEE, [R1] Fig. 2) 
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The relevance judgment data was binary, so a video was judged either correct or wrong for 

each instance topic. Some videos were judged neither correct nor wrong for an instance topic 

and in measuring the retrieval accuracy of the search result ranking, I simply discarded the 

non-judged videos and raised the lower ranked videos one rank higher. 

 

B. Evaluation Results 

I compared the video retrieval accuracy of EBM25 with those of three baseline retrieval 

models. I also evaluated the proposed method with a different 𝜉′ setting using the masked 

query images to investigate the effectiveness of masked query images in improving the 

instance video search accuracy. I summarize a total of five retrieval methods that were 

evaluated as follows: 

1) IDF: A method that ranks the videos in decreasing order of the total within-video 

keypoint IDF weights of the query images, 

2) KF-IDF: A method that ranks the videos in decreasing order of the total within-video 

keypoint frequencies of the query images multiplied by keypoint IDF weights, 

3) BM25: BM25 video-ranking model with the settings ℎ = 2.0 and 𝑏′ = 0.75, 

4) EBM25: EBM25 with the settings ℎ = 2.0, 𝑏′ = 0.75, 𝜉′ = 10, 

5) EBM25’: EBM25 with the settings ℎ = 2.0, 𝑏′ = 0.75 , and either 𝜉′ = 20 

(emphasizing keypoints when they appear in masked query images) or 𝜉′ = 10  (not 

emphasizing keypoints when they do not appear in masked query images). 
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Table 1: Evaluation results of three baselines (IDF, KF-IDF, BM25) and two proposed 

(EBM25, EBM25’) methods on instance search. Bold numbers denote the highest 

values. (Copyright©2014 IEEE, [R1] Table 1) 

 

 

I measured the retrieval accuracy of the top 1000 ranked video lists using Precision@10, 

20, 100, and MAP (Mean Average Precision) measures. Table I shows the evaluation results. 

From Table 1, I can see that KF-IDF is much worse than the other models, suggesting that the 

within video keypoint frequency must follow the saturation behavior as shown in the BM25 

equation (that is, the form of 𝑘𝑓𝑖 (𝑘𝑓𝑖 + ℎ)⁄ ). The BM25 improves the IDF and KF-IDF 

methods; however, the result indicates that the original BM25 IDF is not good enough to 

eliminate unwanted keypoints in searching instance videos since the improvement is not so 

large. Its retrieval accuracy is further enhanced by using the EIDF weights as shown at the 

EBM25 row in the table. I also found that using masked query images slightly raises the search 

accuracy. 

I further investigated the statistically significant differences among the MAP measures of 

IDF, KF-IDF, BM25, EBM25, and EBM25’. Table 2 shows the significance test results using 

the Wilcoxon signed-rank test. From Table 2, I see that the probabilistic models are 

significantly better than the IDF and KF-IDF methods and that among the methods, EBM25 
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or EBM25’ is the most promising retrieval approach for the instance video search task. Since 

I can see that EBM25 significantly outperforms BM25, it is clear that the use of EIDF weights 

is essential for tackling CBVR tasks. The use of region-of-interest images and of the generated 

masked query slightly improves the instance video retrieval accuracy but the improvement is 

not significant, indicating the effect of masked query images is limited. I also note that the 

MAP values of EBM25 and EBM25’ are higher than the highest MAP scored among all of 

the teams that participated in the TRECVID2012 instance search task last year. 

Table 2: Statistically significant differences in MAP values among IDF, KF-IDF, 

BM25, and EBM25’. (**, *, and n.s. denote 𝒑 < 𝟎. 𝟎𝟏, 𝟎. 𝟎𝟏 < 𝒑 < 𝟎. 𝟎𝟓, and no 

significant difference, respectively.) (Copyright©2014 IEEE, [R1] Table 2) 

 

 

The appropriate 𝜉′  value depends on the threshold of the keypoints cosine similarity 

matching. For example, if I set the threshold to 0.9 instead of 0.95, I empirically confirmed 

that the appropriate 𝜉′ was between 100 ∼ 200. When a soft keypoint mapping is employed 

instead of my hard mapping, the optimal value could be also changed. Exploration of the 

optimal EIDF parameter would be one of my future works. The overall results demonstrate 

the vital role of EIDF weights and the capability of the proposed video retrieval approach. 
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C. Actual Search Result Examples 

I present actual examples of video search results for BM25 and EBM25. Figure 6 shows 

the search results for the instance query images of “US Capitol exterior”. The retrieval systems 

search for videos in which the “US Capitol exterior” really appears and rank the videos 

according to the relevance degrees. The number of query images provided for this instance 

search was 2, and in Fig. 6, I also list the region-of-interest and the generated masked query 

images. The middle set of videos are the top 9 search results obtained by using the 

conventional BM25 model. The videos surrounded by the red lines were irrelevant to the query. 

The top 9 search results for the EBM25 model are listed below and all of them were relevant 

to the instance query images. The MAP value was improved from 0.10 to 0.38. 

Since the original BM25 IDF weights of BM25 are not good enough to suppress the 

frequently occurring background keypoints of instance query images, the irrelevant videos 

showing trees, sand, and sky are ranked higher at the search results. Note that only using the 

masked query images as the query images for the BM25 calculation could suppress these 

troublesome effects, however, since it was already known that the instance search with 

complete ignorance of the instance background regions would greatly hurt the search accuracy 

mainly due to the rather small instance region, I did not take that approach. My approach both 

utilized the original instance query images and the masked query images. Figure. 6 clearly 

shows that the original BM25 IDF could not sufficiently suppress the effects of the 

unnecessary keypoints of trees, sand, and sky and this failure dramatically lowered the MAP 

values since the measure puts high values on the higher search result rankings. 
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Figure 6: Video search result examples for BM25 and EBM25 methods on 

instance query “US Capitol exterior.” Upper, middle, and lower images show the 

set of query images, search result examples of BM25, and those of EBM25, 

respectively. Videos enclosed by red lines are irrelevant to the instance query. 

(Copyright©2014 IEEE, [R1] Fig. 3) 

 

To the contrary, EBM25 successfully retrieved relevant videos at the top search result ranks, 

demonstrating the effectiveness of the EIDF weights in eliminating such troublesome 

keypoints. Since EBM25 automatically reduces the weights of the frequently occurring 

background keypoints, in other words, since it automatically decides whether the keypoints 

are necessary or not for the instance searching from the statistical point of view, the search 

accuracy is boosted compared with that of the standard BM25 approach. Such keypoint 

selection is similar to the manual stop-words removal often performed in the text retrieval and 

indeed, the result of the EIDF might be employed for the automatic construction of the “stop-

keypoints” list for the successful image/video retrieval. 

 

8. Conclusion 

In this paper, I proposed the EIDF in the BM25 formulation for CBVR and compared the 

search accuracy with that of BM25 with the original BM25 IDF. My video retrieval method 

is bag-of-keypoints (local visual features) based and the EIDF is designed to suppress the 

frequently occurring background keypoints that violate the two-Poisson assumption forming 

the essential part of the BM25 approach. Using the TRECVID2012 dataset, I verified my 

video retrieval approach, especially for the instance video search task, and demonstrated that 
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the use of the new weight significantly improves the search accuracy compared with the BM25 

with BM25 IDF weights. 

The EIDF idea can be also applied to the other well-known information retrieval 

approaches such as DFR [8] and language model based document ranking methods [7]. It is 

thus my future work to pursue the wide application of the proposed EIDF idea, not only to the 

other image/video search tasks, but also to the textual document retrieval researches. I also 

intend to apply the proposed approach to other media search tasks such as music retrieval to 

investigate the effectiveness of the EIDF weightings for the bag-of-audio words representation. 
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Chapter 3. Bayesian EIDF and ROI Effect for Enhancing Instance 

Search Accuracy 

 

1. Overview 

In this chapter, I first analyze the discriminative power in the BM 25 formula and provide 

its calculation method from the Bayesian point of view. The resulting, derived discriminative 

power is quite similar to the EIDF that I have previously proposed [1] but retains more 

preferable theoretical advantages. In the previous paper [1], I proposed the EIDF in the 

framework of the probabilistic IR method BM25 to address the instance search task, which is 

a specific object search for videos using an image query. Although the effectiveness of the 

EIDF was experimentally demonstrated, I did not consider its theoretical justification and 

interpretation. I also did not describe the use of region-of-interest (ROI) information, which 

is supposed to be input to the instance search system together with the original image query 

showing the instance. Therefore, here, I justify the EIDF by calculating the discriminative 

power in the BM25 from the Bayesian viewpoint. I also investigate the effect of the ROI 

information for improving the instance search accuracy and propose two search methods 

incorporating the ROI effect into the BM25 video ranking function. I validated the proposed 

methods through a series of experiments using the TREC Video Retrieval Evaluation instance 

search task dataset.  
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2. Background 

In this section, I first describe the instance search task and the BM25 retrieval model using 

the standard BM25 inverse document frequency (simply abbreviated as BM25 IDF to 

differentiate it from the original IDF in [16]). I next explain the EIDF I previously proposed 

[1] to enhance the discriminative power of the BM25 IDF and to improve the effectiveness of 

the probabilistic IR method for addressing the instance search task. I then clarify the research 

questions tackled in this chapter and summarize the main contributions. The organization of 

this chapter is also provided in this section. 

 

A. Instance Search Task 

A video retrieval task called instance search has been rigorously discussed in the TREC 

Video Retrieval Evaluation (TRECVID) community since 2010. In this task, a system is 

required to search for and rank videos showing a specific object/person/place given in the 

image queries. Such a specific object/person/place is called an instance or instance topic. The 

image queries are composed of original images showing the instance to be searched and 

region-of-interest (ROI) images, which specify the instance region within the original images. 

 

Figure 7 shows some query examples. Each white region specified in the ROI image shows 

the instance to be searched within the original image. In the instance search task, given these 

original and ROI images, I need to design a search system that automatically retrieves and 

ranks videos stored in the database according to their degrees of relevance to the instance topic. 
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To address this issue, I previously proposed the video ranking method based on the 

probabilistic IR method, which is briefly described in the next section. 

 

 
 

Figure 7: Original and ROI images for “this public phone booth” and “this 

man”. (Copyright©2016 IEICE, [R2] Fig. 1) 

 

B. BM25 using IDF 

The BM25 method was originally proposed for addressing the document retrieval task, 

and it is now regarded as one of the state-of-the-art probabilistic IR methods [4]. The BM25 

method is designed to order documents ranked by their relevance probabilities to the input 
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keyword query. Mathematically, BM25 ranks the documents according to the following 

conditional probabilities: 

 𝑃(rel|𝑞′, 𝑑) (24) 

 

Here, rel is an event indicating relevance to the document. 𝑞′ and 𝑑 are vectors whose 

elements are within-query and within-document keyword frequencies. These elements 

denoted as 𝑞𝑖
′ (i = 1,2, · · ·, M) and 𝑑𝑖 (i = 1,2, · · · , M), where, M is the total number of unique 

words, are discrete random variables. Imposing the reasonable assumptions for text/document 

search task, Eq. (24) becomes the well-known BM25 document ranking function as shown 

below. 

 
𝑃(rel|𝑞′, 𝑑) ∝𝑞′∑

𝑑𝑖
𝑑𝑖 + 𝜅

log (
𝑁′ − 𝑛𝑖

′ + 0.5

𝑛𝑖
′ + 0.5

)

𝑞𝑖
′

 (25) 

 

 

Here, ∝𝑞′ indicates that the document ranking results from the left side of the equation and 

the right side of the equation are equal (that is, ∝𝑞′ denotes the ranking equivalence sign). 

∑𝑞𝑖
′ means the summation over keywords within 𝑞𝑖

′ that are also present in 𝑑 (summation 

over the common keywords), 𝜅  is a parameter for which 𝜅 = 2  is often used for a 

text/document retrieval task, and 𝑁′ and 𝑛𝑖
′ are the total number of documents in the database 

to be searched and the number of documents that contain the ith query keyword (called 

document frequency). 
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On the right side of Eq. (25), the log(⋅) is called the BM25 IDF, which corresponds to the 

importance weight of the ith query keyword and is often interpreted as the discriminative 

power for searching relevant documents to the keyword query issued. The discriminative 

powers become smaller for query keywords that often appear in many kinds of documents 

since such keywords are not supposed to enable the discrimination between correct and 

incorrect documents to the query. To the contrary, query keywords only appearing in specific 

documents are statistically evaluated as having high discriminative powers. This is the key 

insight observed on the right side of Eq. (25), along with the fact that the effect of within-

document keyword frequency (first term) only approaches 1; therefore, the discriminative 

power (second term) is theoretically more emphasized in the BM25 document ranking 

function. 

 

C. BM25 using EIDF 

In the previous paper [1], I first applied Eq. (25) for the instance search task and found 

that the IDF was not discriminative enough to retrieve relevant videos. The BM25 method 

was applied to the video retrieval task as follows: 

 𝑃(rel|𝑞, 𝑣) (26) 

 

Here, 𝑞 and 𝑣 now represent keypoints from the image query and those from the video 

keyframes, both represented by keypoint vectors whose elements are within-image and 

within-video-keyframes keypoint frequencies. Keypoints can be detected using any keypoint 

detectors such as the Harris-Laplace detector [21]. Then, Eq. (26) becomes the following 
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BM25 video ranking function since the same assumptions for the text/document search task 

are also applicable to the image/video search task. 

 
𝑃(rel|𝑞, 𝑣) ∝𝑞 ∑

𝑣𝑖
𝑣𝑖 + 𝜅

log (
𝑁 − 𝑛𝑖 + 0.5

𝑛𝑖 + 0.5
)

𝑞𝑖

 (27) 

 

Here, ∑𝑞𝑖  means the summation over keypoints within 𝑞 that are also present in 𝑣, 𝜅 =

2, which is the same value adopted for a text/document retrieval task, and 𝑁 and 𝑛𝑖  are now 

the total number of videos in the video database to be searched and the number of videos that 

contain the ith query keypoint (called video frequency). Note that to use Eq. (27), I need to 

determine the keypoint correspondence (matching) among keypoints detected in an image 

query and video keyframes. For the text/document retrieval task, there are no such problems 

since I can simply regard the same keyword pair as matched. For the image/video retrieval 

task, since the keypoints are usually described by high-dimensional feature vectors such as 

128-dimensional vectors for the SIFT features [20], the keypoint correspondence is evaluated 

based on the cosine similarity between the two keypoint vectors. That is, the keypoint pair 

whose cosine similarity is over a pre-defined threshold value, such as 0.9 are considered as 

matched, and 𝑣𝑖  and 𝑛𝑖  in Eq. (27) can be determined in this matching procedure. Interestingly, 

Iwamura et al. mentioned that this matching process is known as the bichromatic reverse 

nearest neighbor search problem, which has been extensively studied [51] [52]. 

Using Eq. (27) for the instance search task did not show satisfactory results and search 

accuracy. The main reason was the low 𝑛𝑖  and resulting relatively high discriminative powers 

for almost all query keypoints. In contrast to the text/document retrieval task, since the query 
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keypoints are described by high-dimensional vectors, similar keypoint pairs do not often 

appear in the video database, leading to low 𝑛𝑖 Therefore, I alternatively used the following 

new discriminative power: 

 
log (

𝑒−𝑛𝑖/𝜉
′

𝑛𝑖 − 𝑒
−𝑛𝑖/𝜉

′

(𝑁 − 𝑒𝑛𝑖/𝜉
′
− 𝑛𝑖 + 𝑒

−𝑛𝑖/𝜉
′
)

(𝑒𝑛𝑖/𝜉
′
− 𝑒−𝑛𝑖/𝜉

′
)

) (28) 

 

Here, 𝜉′ is a newly introduced parameter depending on the database size. Since the new 

weight rapidly becomes small as 𝑛𝑖 becomes relatively large, it significantly suppresses the 

discriminative powers for query keypoints showing the frequently appearing tendency. I 

called the new weight in Eq. (28) the EIDF and I used the BM25 video ranking function using 

the EIDF for the TRECVID instance search task dataset and confirmed the significant 

effectiveness. 

D. Research Questions and Contributions 

Following the above sections, there are two issues left unaddressed. The first research 

question concerns the theoretical interpretation for the EIDF in Eq. (28). In the previous 

chapter, I just proposed to use the new weight in the framework of BM25 to improve the 

instance search task; thus, I need to conduct its theoretical analysis to understand the meaning 

much more clearly. The second research question is regarding the use of the ROI images 

shown in Figure 7. Since the instance search system is supposed to accept both original and 

ROI images and the latter information is certainly helpful to clarify the region of instance 

within the original image, in this chapter, I devise two ranking methods that incorporate the 
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ROI information into my BM25 framework. To summarize, the main contributions of this 

chapter are listed as follows: 

(1) Theoretical derivation and interpretation of the EIDF are provided. 

(2) ROI information is incorporated into the BM25 ranking strategy to further       

enhance instance search accuracy. 

(3) The proposed methods are verified using a series of TRECVID datasets 

comprising the TRECVID2012, 2013, and 2014 instance search tasks. 

The rest of this chapter is organized as follows. In Section 3, I describe the Bayesian 

derivation of the discriminative power and interpret the EIDF from this viewpoint. I next 

discuss the ROI information for the instance search task and propose two ranking methods 

incorporating the ROI effect in Section 4. In Section 5, I present the instance search 

experiments, including the datasets used, results obtained, and evaluations determined. Finally, 

in Sections 6 and 7, I summarize related work and basic findings of this paper. 

 

3. Bayesian Discriminative Power 

To address the first research question described in the previous section, I first explain the 

concept of eliteness affecting the discriminative power. I next describe the mathematical 

interpretation for the BM25 IDF from the Bayesian point of view and derive the Bayesian 

counterpart. I then insist that choosing an informative probability density function as the prior 

distribution for the keypoint becoming elite leads to a new discriminative power. The new 

discriminative power is called the Bayesian EIDF (BEIDF), which is quite similar to the EIDF. 

The theoretical comparison between the BEIDF and EIDF is also provided. 
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A. Eliteness Describing Discriminative Power 

Equation (27) is originally based on the following equation [4]: 

 
𝑃(rel|𝑞, 𝑣) ∝𝑞 ∑

𝑣𝑖
𝑣𝑖 + 𝜅

log (
𝑃(𝑒𝑖|rel)𝑃(�̅�𝑖|irrel)

𝑃(𝑒𝑖|irrel)𝑃(�̅�𝑖|rel)
)

𝑞𝑖

 (29) 

 

Here, 𝑃(𝑒𝑖|rel) and 𝑃(𝑒𝑖|irrel) are the probabilities that 𝑞𝑖  becomes elite (aboutness) 𝑒𝑖  

in videos relevant to 𝑞 and that 𝑞𝑖  becomes elite 𝑒𝑖  in the irrelevant videos, respectively. The 

terms 𝑃(𝑒𝑖|rel)  and 𝑃(𝑒𝑖|irrel)  are the probabilities that 𝑞𝑖  becomes non-elite (non-

aboutness) 𝑒𝑖  in relevant videos and that it becomes non-elite �̅�𝑖 in irrelevant videos. Note that 

𝑃(�̅�𝑖|rel) = 1 − 𝑃(𝑒𝑖|rel) and 𝑃(�̅�𝑖|irrel) = 1 − 𝑃(𝑒𝑖|irrel). The eliteness or non-eliteness 

is a property assigned for each keypoint and it is regarded as affecting the actual frequency 

within a video. 

When I assume that 𝑃(𝑒𝑖|rel) ≈
𝑟𝑖+𝑏

𝑅+𝑎
 , 𝑃(𝑒𝑖|irrel) ≈

𝑛𝑖−𝑟𝑖−𝑏

𝑁−𝑅−𝑎
  where 𝑅 is the number of all 

relevant videos to 𝑞 in the database and 𝑟𝑖 is the number of relevant videos containing 𝑞𝑖, and 

setting 𝑅 = 𝑟𝑖 = 0, 𝑎 = −1, 𝑏 = −0.5 yields the BM25 IDF shown in Eq. (27). Note that the 

information of relevant videos is usually unobtainable prior to searching, and I set 𝑅 = 𝑟𝑖 = 0 

in the above derivation. Setting 𝑅 = 𝑟𝑖 = 0, 𝑎 = 𝑒
𝑛𝑖/𝜉

′
, 𝑏 = 𝑒−𝑛𝑖/𝜉

′
 leads to the EIDF in Eq. 

(28). 

 

B. Bayesian IDF 

In this section, I discuss the estimation of 𝑃(𝑒𝑖|rel) in Eq. (29) based on the Bayes’ 

theorem. I use 𝑚𝑖  to denote 𝑃(𝑒𝑖), which is the random variable of the probability of 𝑞𝑖  
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becoming elite. Therefore, the domain of 𝑚𝑖  is [0,1]. I then assume that 𝐸[𝑚𝑖|𝑟𝑖, 𝑅] is a good 

approximation for 𝑃(𝑒𝑖|rel), which is the expectation of 𝑚𝑖  given relevant information to 𝑞. 

Here, 𝑟𝑖 and 𝑅 are realizations, that is, the actual number of relevant videos containing the ith 

keypoint and the total number of relevant videos. Then, the following Bayes’ theorem holds: 

 
𝑝(𝑚𝑖|𝑟𝑖 , 𝑅) =

𝑝(𝑟𝑖|𝑅𝑖 ,𝑚𝑖)𝑝(𝑚𝑖)

𝑝(𝑟𝑖|𝑅)
 (30) 

 

Here, 𝑝(𝑚𝑖) = 𝑝(𝑚𝑖|𝑅) . By assuming 𝑝(𝑚𝑖) ∼ 𝑈(0,1)  (𝑚𝑖  is assumed to follow a 

continuous uniform distribution with the support of [0,1]) and that 𝑝(𝑟𝑖|𝑅𝑖, 𝑚𝑖) follows a 

binomial distribution 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝑅, 𝑝), the posterior distribution of 𝑚𝑖  theoretically becomes 

𝐵𝑒𝑡𝑎(𝑟𝑖 + 1, 𝑅 − 𝑟𝑖 + 1). In other words, when I assume that the prior distribution of mi 

follows the uniform distribution with the expectation of 0.5, that is, a non-informative prior 

distribution often adopted when no information is available, the posterior distribution 

𝑝(𝑚𝑖|𝑟𝑖, 𝑅) becomes 𝐵𝑒𝑡𝑎(𝑟𝑖 + 1, 𝑅 − 𝑟𝑖 + 1). Then, the posterior expectation is shown as 

follows. 

 
𝐸[𝑚𝑖|𝑟𝑖 , 𝑅] =

𝑟𝑖 + 1

𝑅 + 2
 (31) 

 

I thus obtain 𝑃(𝑒𝑖|rel) = (𝑟𝑖 + 1)/(𝑅 + 2). As mentioned, 𝑃(�̅�𝑖|rel) is calculated by 1 −

𝑃(𝑒𝑖|rel) = 1 − (𝑟𝑖 + 1)/(𝑅 + 2) . Comparing the assumption 𝑃(𝑒𝑖|rel) ≈
𝑟𝑖+𝑏

𝑅+𝑎
  used for 

deriving the BM25 IDF, the aforementioned Bayesian estimation approach using the uniform 

prior distribution theoretically determines the unknown parameters a and b. 

In the same way, 𝑃(𝑒𝑖|irrel) is estimated with the following procedure: 
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𝑝(𝑚𝑖|𝑛𝑖 − 𝑟𝑖 , 𝑁 − 𝑅) =

𝑝(𝑛𝑖 − 𝑟𝑖|𝑁 − 𝑅𝑖 ,𝑚𝑖)𝑝(𝑚𝑖)

𝑝(𝑛𝑖 − 𝑟𝑖|𝑁 − 𝑅)
 (32) 

 

Then, the posterior expectation becomes 

 
𝐸[𝑚𝑖|𝑛𝑖 − 𝑟𝑖 , 𝑁 − 𝑅] =

𝑛𝑖 − 𝑟𝑖 + 1

𝑁 − 𝑅 + 2
 (33) 

 

Note that 𝑃(�̅�𝑖|irrel) becomes 1 − 𝑃(𝑒𝑖|irrel) = 1 − (𝑛𝑖 − 𝑟𝑖 + 1)/(𝑁 − 𝑅 + 2). 

Substituting these results into Eq. (29) yields the following computable BM25 video 

ranking function using the Bayesian IDF (BIDF) under the same setting of 𝑅 = 𝑟𝑖 = 0. 

 
𝑃(rel|𝑞, 𝑣) ∝𝑞 ∑

𝑣𝑖
𝑣𝑖 + 𝜅

log(
(𝑟𝑖 + 1)(𝑁 − 𝑅 − 𝑛𝑖 + 𝑟𝑖 + 1)

(𝑛𝑖 − 𝑟𝑖 + 1)(𝑅 − 𝑟𝑖 + 1)
)

𝑞𝑖

 

                       ≈∑
𝑣′𝑖

𝑣′𝑖 + 𝜅
log (

𝑁 − 𝑛𝑖 + 1

𝑛𝑖 + 1
)

𝑞𝑖

 

 

(34) 

 

Here, log(⋅) is called the BIDF for 𝑞𝑖, showing the quite similar form as the BM25 IDF 

weight. In the case of log(⋅) < 0, I usually set log(⋅) = 0. The term 𝑣′𝑖  is 𝑣𝑖  normalized by 

the video length 𝑣𝑙 of 𝑣. Following a text/document retrieval task, I regard 𝑣𝑙 as the total 

number of keypoints extracted from all of the video keyframes. Although there are various 

normalization methods, I use the widely used pivoted length normalization 𝑣𝑖
′ =

𝑣𝑖/(1 − 𝑐 + 𝑐(𝑣𝑙/𝑎𝑣𝑑𝑙)), where c = 0.75, 𝑣𝑙 is the total number of keypoint frequencies in 

𝑣, as mentioned earlier, and 𝑎𝑣𝑑𝑙 is the average 𝑣𝑙 in the video database. 

Equation (34) clearly shows that the larger 𝑣′𝑖  does not greatly affect the video ranking 

score since that factor just approaches 1 at maximum. The important factor is the BIDF weight 
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of the keypoint, and according to the equation, videos including high BIDF query keypoints 

tend to be more likely those that the user is searching for. This is the formulation of the BM25 

video ranking function using the BIDF. 

 

C. Bayesian Exponential IDF 

I next explain the derivation of the BEIDF. In so doing, I adopt a different prior distribution 

from the uniform distribution 𝐵𝑒𝑡𝑎(1,1) , which was used to derive the BIDF. Before 

explaining this approach, I consider the following, general prior distribution. 

 
𝑝(𝑚𝑖)~𝐵𝑒𝑡𝑎(𝛼, 𝛽) =

Γ(𝛼 + 𝛽)

Γ(𝛼)Γ(𝛽)
𝑚𝑖
𝛼−1(1 − 𝑚𝑖)

𝛽−1  

 

Then, since 𝑝(𝑟𝑖|𝑅,𝑚𝑖)~𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝑅,𝑚𝑖), 𝑝(𝑟𝑖|𝑅) in Eq. (30) becomes 

 
     𝑝(𝑟𝑖|𝑅) =

Γ(𝑅 + 1)

Γ(𝑟𝑖 + 1)Γ(𝑅 − 𝑟𝑖 + 1)𝛽(𝛼, 𝛽)
 

                          ×∫ 𝑚𝑖
𝑟𝑖+𝛼−1(1 − 𝑚𝑖)

𝑅−𝑟𝑖+𝛽−1𝑑𝑚𝑖

1

0

 

                    =
Γ(𝑅 + 1)

Γ(𝑟𝑖 + 1)Γ(𝑅 − 𝑟𝑖 + 1)𝛽(𝛼, 𝛽)
 

                          ×
Γ(𝑟𝑖 + 𝛼)Γ(𝑅 − 𝑟𝑖 + 𝛽)

Γ(𝑟𝑖 + 𝛼 + 𝛽)
 

 

 

Thus, the posterior distribution of 𝑝(𝑚𝑖|𝑟𝑖, 𝑅) (the left side of Eq. (30)) becomes 

 
     𝑝(𝑚𝑖|𝑟𝑖 , 𝑅) =

Γ(𝑟𝑖 + 𝛼 + 𝛽)

Γ(𝑟𝑖 + 𝛼)Γ(𝑁 − 𝑟𝑖 + 𝛽)
 

                                × 𝑚𝑖
𝑟𝑖+𝛼−1(1 − 𝑚𝑖)

𝑅−𝑟𝑖+𝛽−1 

                           ~𝐵𝑒𝑡𝑎(𝑟𝑖 + 𝛼, 𝑅 − 𝑟𝑖 + 𝛽) 
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This implies that the probability distribution of interest changes from 𝐵𝑒𝑡𝑎(𝛼, 𝛽)  to 

𝐵𝑒𝑡𝑎(𝑟𝑖 + 𝛼, 𝑅 − 𝑟𝑖 +  𝛽) after observing the relevance information 𝑟𝑖  and 𝑅. Its expectation 

becomes 

 
𝐸[𝑚𝑖|𝑟𝑖 , 𝑅] =

𝑟𝑖 + 𝛼

𝑅 + 𝛼 + 𝛽
  

Then, I adopt 𝑝(𝑚𝑖) ∼ 𝐵𝑒𝑡𝑎(𝑒
−𝑛𝑖 𝛾⁄ , 𝑒𝑛𝑖 𝛾⁄ − 𝑒−𝑛𝑖 𝛾⁄ + 1) . This prior distribution 

indicates that when 𝑞𝑖  often appears in many videos (that is, for the query keypoint with large 

𝑛𝑖), in other words, for a frequently appearing query keypoint, its probability of becoming 

elite is considerably lowered. Therefore, it corresponds to the informative prior distribution, 

implying that the keypoints often appearing in many kinds of videos do not become elite in 

videos and reflecting the idea of the EIDF. This fact can be confirmed by taking the 

expectation and variance of the prior distribution 𝑝(𝑚𝑖). 

 
𝐸[𝑚𝑖] =

𝑒−𝑛𝑖/𝛾

𝑒𝑛𝑖/𝛾 + 1
  , 𝑉[𝑚𝑖] =

𝑒−𝑛𝑖/𝛾(𝑒𝑛𝑖/𝛾 − 𝑒−𝑛𝑖/𝛾 + 1)

(𝑒𝑛𝑖/𝛾 + 1)2(𝑒𝑛𝑖/𝛾 + 2)
    

The above equations both rapidly approach 0 as 𝑛𝑖  becomes large; thus, for that case, 𝑞𝑖  is 

regarded never to become elite. Figure 8 plots the prior distributions when 𝑛𝑖 = 100, 𝛾 =

1000  and 𝑛𝑖 = 500, 𝛾 = 1000 . Since the query keypoint qj often appears in videos, its 

probability of becoming elite is sufficiently lowered compared to that for qi. The γ depends on 

the number of database videos used to calculate ni and is a parameter for this newly enhanced 

discriminative power. This prior design aims to reduce search result errors from such often 

appearing, less discriminative query keypoints. Generally speaking, since such keypoints are 

often regarding the background information in the original image query, keypoints 

representing the instance often tend to acquire more discriminative powers by this prior 
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distribution design using an informative distribution. Since my objective is to search for the 

instance, not for the exact or similar videos to the instance image queries, instance search 

accuracy is expected to improve by using this enhanced discriminative power. 

 
 

Figure 8: (Left) 𝑛𝑖 = 100, 𝛾 = 1000. (Right) 𝑛𝑖 = 500, 𝛾 = 1000．X and Y axes 

are 𝑚𝑖 𝑜𝑟 𝑗  and p(𝑚𝑖 𝑜𝑟 𝑗), respectively. (Copyright©2016 IEICE, [R2] Fig. 2) 

The corresponding expectations for the posterior distributions become 

 
𝑃(𝑒𝑖|rel) ≈ 𝐸[𝑚𝑖|𝑟𝑖 , 𝑅] =

𝑟𝑖 + 𝑒
−𝑛𝑖/𝛾

𝑅 + 𝑒𝑛𝑖/𝛾 + 1
  , 

𝑃(𝑒𝑖|irrel) ≈ 𝐸[𝑚𝑖|𝑛𝑖 − 𝑟𝑖 , 𝑁 − 𝑅]

=
𝑛𝑖 − 𝑟𝑖 + 𝑒

−𝑛𝑖/𝛾

𝑁 − 𝑅 + 𝑒𝑛𝑖/𝛾 + 1
   

 

 

Substituting these and the results for 𝑃(�̅�𝑖|rel) = 1 − 𝑃(𝑒𝑖|rel) and 𝑃(�̅�𝑖|irrel) = 1 −

𝑃(𝑒𝑖|irrel) into Eq. (29) yields the following new BM25 video ranking function using the 

BEIDF. 

 
𝑃(rel|𝑞, 𝑣) ∝q∑

𝑣𝑖
′

𝑣𝑖
′ + 𝜅

𝑞𝑖

 

           ×log(
𝑒−𝑛𝑖/𝛾

(𝑛𝑖 − 𝑒
−𝑛𝑖/𝛾)

(𝑁 − 𝑒
𝑛𝑖
𝛾 − 𝑛𝑖 + 𝑒

−𝑛𝑖
𝛾 + 1)

(𝑒𝑛𝑖/𝛾 − 𝑒−𝑛𝑖/𝛾 + 1)
) 

 

 

(35) 
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As shown from the above log(⋅) , the discriminative power of the BEIDF is enhanced 

compared to the BIDF. As a result, unnecessary query keypoints for instance searching whose 

weights are not sufficiently lowered by using the standard/Bayesian IDF can be adequately 

suppressed using this enhanced weight. 

 

D. Comparison with EIDF 

Recalling the EIDF shown in Eq. (28), the BEIDF in Eq. (35) retains the following 

theoretical advantages: 

1. The value inside the logarithmic function does not tend to become negative as 

𝑛𝑖 becomes large. 

2. It asymptotically approaches the BIDF in Eq. (34) as γ → ∞. 

3. It becomes the maximum value of log(𝑁 + 1) for the query keypoint whose 

𝑛𝑖 is equal to zero. 

The first feature has been desirable since the logarithmic function is not defined for the 

negative domain. The second feature clarifies the relationship between the enhanced weight 

and standard weight. This fact is obvious since for the case of γ → ∞, the prior distribution 

for deriving the BEIDF approaches 𝐵𝑒𝑡𝑎(1,1) , which corresponds to the uniform prior 

distribution used for deriving the BIDF. The third feature is also preferable since the EIDF 

could not be evaluated for the query keypoint with 𝑛𝑖 = 0 (see Eq. (28)). 

In this section, I proposed a method to actually calculate the discriminative power in the 

BM25 formula and provided the Bayesian discriminative powers (BIDF and BEIDF). In so 

doing, I assumed that the 𝑚𝑖 = 𝑝(𝑒𝑖)  followed a Beta distribution 𝐵𝑒𝑡𝑎(𝛼, 𝛽)  and the 

conditional expectation 𝐸[𝑚𝑖|𝑟𝑖, 𝑅]  was a good approximation for 𝑝(𝑒𝑖|rel) . These 



 

 53 

assumptions generally hold since the Beta distribution is suitable as a prior distribution for a 

parameter whose domain is [0,1]. In addition, the conditional expectation is proved to be the 

unbiased estimate. Therefore, 𝐸[𝑚𝑖|𝑟𝑖, 𝑅] ≈ 𝑝(𝑒𝑖|rel) =
𝑟𝑖+𝛼

𝑅+𝛼+𝛽
. It also applies to the 

𝐸[𝑚𝑖|𝑛𝑖 − 𝑟𝑖, 𝑁 − 𝑅] as an approximation for 𝑝(𝑒𝑖|irrel). 

As explained in Section 3-C, the prior distribution design for the BEIDF was based on the 

basic idea of the EIDF such that the keypoints often appearing in many kinds of videos do not 

become elite in videos. Therefore, the resulting BEIDF retains the same property and makes 

it possible to interpret the EIDF from the Bayesian viewpoint. 

My basic video ranking method for the instance search task is based on Eq. (35). However, 

the ROI information is not incorporated into the ranking function yet. The next section 

describes the use of ROI and explains BM25 using the ROI effect to further improve instance 

search accuracy. 

 

4. Instance Search using ROI 

As explained and illustrated in Section B and Fig. 6, the instance search system is supposed 

to accept both original and ROI image queries. Since the ROI is supplied to specify the 

instance to be searched within the original image, the ROI information should be effective for 

further improving search accuracy. In this section, I propose two methods called ROI 

weighting and ROI re-ranking that incorporate the ROI effect into their video ranking 

functions. 
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A. ROI Weighting 

I first explain the method that puts larger weights on the query keypoints detected within 

the ROI. As mentioned above, the query keypoints within the ROI are supposed to be 

emphasized more since the ROI clearly specifies the instance to be searched in the original 

image query. To incorporate this effect into the BM25 video ranking function, I modify Eq. 

(35) as follows: 

 
𝑃(rel|𝑞, 𝑣) ∝q∑

𝑣𝑖
′

𝑣𝑖
′ + 𝜅

𝑞𝑖

 

×ROIilog(
𝑒−𝑛𝑖/𝛾

(𝑛𝑖 − 𝑒
−𝑛𝑖/𝛾)

(𝑁 − 𝑒
𝑛𝑖
𝛾 − 𝑛𝑖 + 𝑒

−𝑛𝑖
𝛾 + 1)

(𝑒𝑛𝑖/𝛾 − 𝑒−𝑛𝑖/𝛾 + 1)
) 

 

 

(36) 

 

Here, ROIi is set to 

 
ROIi = {

𝜆  (if 𝑞𝑖  is  within  the  ROI)

1  (otherwise)
  

 

and 𝜆 ≥ 1 is a parameter and specifies to what extent I emphasize the query keypoints within 

the ROI. Its optimal value might depend on the instance to be searched since for some 

instances the background information becomes quite useful because there are some instances 

that frequently appear in the same environment. For example, a logo of a shop keeps co-

occurring with the same shop. In that case, the background information becomes useful and 

contributes to improving the instance search accuracy further. On the other hand, when 

instances do not relate to the environment, the use of the background hurts the retrieval 

accuracy. However, I set the constant value for all of the instance topics since I have no clue 

for the 𝜆 value prior to searching. I call this method ROI weighting. 
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B. ROI Re-ranking 

One problem with ROI weighting is a possible topic drift that may occur during the search 

process. As shown in Eq. (36), the query keypoints are now weighted by the BEIDF multiplied 

by the ROI effect. Although it depends on the 𝜆 value, some query keypoints outside the ROI 

may gain higher weights than the keypoints inside the ROI since the BEIDF can dominate the 

ROI effect. As a result, even though the user specifies the instance to be searched using the 

ROI information, the resulting search results may become relevant to the objects outside the 

ROI and may not be relevant to the instance itself. I call this critical issue a (instance) topic 

drift. 

I can alleviate this problem by simply enlarging 𝜆, but this simultaneously means that the 

background information outside the ROI is neglected more. Some instances are very much 

related to the background and for these cases, enlarging 𝜆  results in decreasing overall 

instance search accuracy. In short, 𝜆 is a tuning parameter that highly depends on the instance 

topic and, generally speaking, its adaptive setting is quite difficult. I, therefore, need to adopt 

a constant value for every instance topic, and there is always a possibility of experiencing a 

severe topic drift. Following this observation, I describe a method that is especially designed 

to prevent or alleviate such topic drift from occurring in the instance search result ranking. 

The method is based on a three-stage search result reranking using the ROI information. 

The procedure is described as follows: 

(1) First Step 

I first generate the initial search results by using only the query keypoints inside the ROI. 

That is, I first rank the videos in the database according to 𝑃(Rel = rel|𝑞ROI, 𝑣), where 𝑞ROI 
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is the vector of query keypoints inside the ROI. The 𝑃(Rel = rel|𝑞ROI, 𝑣) is evaluated by 

replacing q on the right side of Eq. (35) with 𝑞ROI. Theoretically speaking, with this first 

procedure, the database videos are ordered by their relevance probabilities to the instance itself. 

(2) Second Step 

Then, for the top K search results, I next estimate the relevance probabilities to the 

background information in the original query image. That is, I calculate 𝑃(Rel = rel|𝑞′, 𝑣), 

where 𝑞′  is the vector of query keypoints outside the ROI. Again, 𝑃(Rel = rel|𝑞′, 𝑣)  is 

evaluated by replacing q on the right side of Eq. (35) with 𝑞′′. 

(3) Third Step 

Finally, the initial video result ranking is re-ranked according to the following combination 

scores: 

 𝑠𝑐𝑜𝑟𝑒(𝑞, 𝑣) = 𝑃(rel|𝑞ROI, 𝑣) + 𝜏𝑃(rel|𝑞
′, 𝑣) (37) 

Here, 𝜏 is a parameter and 𝜏 = 0 corresponds to the no re-ranking strategy. Generally 

speaking, since the query keypoints outside the ROI are supposed to be less important than 

the keypoints inside the ROI, 𝜏 is smaller than 1. The scores for videos ranked higher than K 

are set to 𝑃(Rel = rel|𝑞ROI, 𝑣). 

Since this three-stage re-ranking method first retrieves and determines videos that have 

relatively high relevance probabilities to the instance and only evaluates the overall relevance 

probabilities to the original image query (instance and background) for the top-K ranked 

videos, the aforementioned topic drift is expected to be alleviated more than by simply using 

ROI weighting in Eq. (36). The instance search methods using ROI weighting and ROI re-

ranking are both evaluated in the next section using the TRECVID instance search task dataset. 
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C. When the ROI is not available 

This section assumed that the ROI information was simultaneously input together with the 

original images and I called such video retrieval task instance search. Although the primary 

objective of this paper is to improve the instance search accuracy, the proposed method based 

on the BIDF or BEIDF can also be applied to the video retrieval task without such a ROI 

information. Indeed, to be shown in the next section of experiments, the proposed method 

without the use of ROI also achieves the high retrieval accuracy. Although the deterioration 

of the search accuracy depends on the dataset to be searched, the proposed method without 

the use of ROI also provides satisfactory results. This is due to the enhanced discriminative 

power estimated by the BEIDF and the proposal of such Bayesian discriminative powers is 

the primary contribution of this paper. 

 

5. Experiments 

I evaluated the proposed methods using the instance search task dataset at TRECVID2012, 

2013, and 2014. In this section, I first describe the dataset and give query examples. I next 

confirm that, as well as the EIDF, the BEIDF is also superior over the BIDF in the framework 

of BM25; therefore, it is effective for enhancing the instance search accuracy. I then discuss 

the search accuracy of the two proposed instance search methods incorporating ROI effects 

and give examples for the actual search results. 
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A. Instance Search Task Dataset 

I first describe the dataset used for the experiments. There are 21 instances (15 objects, 1 

person, 5 places) for the TRECVID2012 dataset and five original and ROI images are 

provided on average for each instance. The database videos are about 77,000 clip movies 

uploaded to Flickr.com (the average duration is about 10 seconds). For the TRECVID2013 

dataset, 30 instances (26 objects, 4 people, 0 places) with four original and ROI images for 

each instance are provided. The database videos are about 470,000 shot videos from a BBC 

drama (the average duration is between 1 ∼ 3 seconds). The query examples are shown in Fig. 

7 in Section 2. The TRECVID2014 dataset is composed of 27 instances (21 objects, 5 people, 

1 place) with four original and ROI images for each instance. The database videos are the 

same as those for the TRECVID2013 dataset. Figure 9 shows the query examples for this 

dataset. 

The database videos are judged as relevant or irrelevant to each instance topic and there 

are some videos that are not judged. In evaluating the search accuracy, I simply remove these 

un-judged videos and put the lower ranked videos higher in the search result ranking. The 

measure for the search accuracy is MAP, which has been widely used to evaluate the ranking 

accuracy of a search system using the binary relevance data. For this experiment, the MAP 

values were evaluated for the top 1000 search results for each instance topic. 
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Figure 9: Original and ROI images for “London underground logo” and “Vase 

with this flower”. (Copyright©2016 IEICE, [R2] Fig. 3) 

 

B. Investigating BEIDF 

In my instance search methodology, keyframe images were taken by a 1 frame/sec ratio 

from database videos. Then, keypoints were extracted using the Harris-Laplace detector [21] 

from the query images and keyframe images, and those extracted from the query images were 

aggregated as the query keypoints. The keypoints extracted from the keyframe images were 

aggregated as the video keypoints. All the keypoints were featured by 128-dimensional SIFT 

vectors [20] and 192-dimensional color SIFT (CSIFT) vectors [21]. The threshold for the 

keypoint matching was set to 0.9. The search result rankings were generated according to Eqs. 

(34) and (35), that is, they were generated using BM25 using BIDF and BEIDF. Note that two 
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BM25 ranking scores were calculated for using SIFT and CSIFT features, respectively, and 

these scores were added to generate the instance search results for each instance topic. 

The evaluation results are listed in Table 3. The 𝛾 value in Eq. (35) for the BEIDF was set 

to 100. As explained in subsection 3-C, the 𝛾 depends on the number of database video used 

to calculate 𝑛𝑖  (video frequency). I varied the 𝛾 and adopted the value that scored the high 

retrieval accuracy. In Table 3, I can confirm the significant improvement in the MAP value 

for the BEIDF. Comparing with the other methods, the MAP of 0.37 is quite high. The method 

of Zhu et al. used the query-adaptive asymmetrical dissimilarities and was the improved 

method that won the TRECVID2012 instance search task. The second comparison method 

utilized a spatial verification method to improve the instance search accuracy further. Table 3 

clearly shows the significant improvement in the search accuracy by applying the proposed 

BEIDF. 

Table 3: Evaluation results for instance search accuracy using TRECVID2012 dataset 

(abbreviated as TV12). BIDF and BEIDF stand for BM25 using Bayesian IDF and 

Bayesian exponential IDF. The comparison methods are the improved method of the 

winner at the TRECVID2012 instance search task (denoted as Zhu)[53] and that used 

the topological spatial verification method (denoted as Zhang)[54]. Bold number 

indicates maximum value. (Copyright©2016 IEICE, [R2] Table 1) 

 

 BIDF BEIDF Zhu[53] Zhang[54] 

MAP 

(TV12) 

0.25 0.37 0.27 0.22 
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C. Search Accuracy Enhancement Using ROI 

I next confirm the impact of ROI information on the improvement in instance search 

accuracy. The MAP results are shown below. For the TRECVID2012 dataset, the 𝜆 values in 

Eq. (36) for BM25 using the BIDF with ROI weighting (BIDF+RW) and BM25 using the 

BEIDF with ROI weighting (BEIDF+RW) were both set to 2. Note that replacing the BEIDF 

in Eq. (36) with the BIDF yields the method of BIDF+RW. For the TRECVID2013 and 2014 

datasets, the 𝛾 values were set to 1000 and 100, respectively, and the 𝜆 values were both set 

to 10. Again, these 𝛾 and 𝜆 values are the ones that showed the high search accuracy and I 

chose them by simply varying the parameter values. 

 

Table 4: Evaluation results for instance search accuracy using TRECVID2012, 2013, 

and 2014 datasets (abbreviated as TV12, TV13, and TV14). BIDF+RW and 

BEIDF+RW stand for BIDF with ROI weighting and BEIDF with ROI weighting, 

respectively. Bold numbers indicate maximum values. (Copyright©2016 IEICE, [R2] 

Table 2) 

 

 BIDF+RW BEIDF+RW 

MAP 

(TV12) 

0.28 0.38 

MAP 

(TV13) 

0.26 0.31 

MAP 

(TV14) 

0.16 0.27 

 

From Table 4, I first observed that the use of ROI as the additional weighting led to higher 

search accuracy (compared with the results in Table 3). I next confirmed that using both 

enhanced discriminative power and ROI effect significantly improved instance search 

accuracy. The MAP of 0.38 of BEIDF+RW was much higher than the official highest MAP 
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of 0.27 scored by the aforementioned method of Zhu et al. [53] during the TREVID2012 

instance search task. 

 

D. Actual Instance Search Results 

 

I describe the effectiveness of the proposed methods by illustrating some actual instance 

search results. I first show the result examples for the instance topic “Eiffel tower” in Fig. 10. 

The left result ranking was obtained using BM25 using the BIDF and the right result ranking 

was produced with BM25 using the BEIDF. I can see that the BIDF could not suppress the 

weights for query keypoints at the background in the original image query. As a result, the 

videos showing similar background to the original image query were ranked high, leading to 

significantly lowered instance search accuracy. On the other hand, the BEIDF successfully 

assigned lower weights for such noisy keypoints, in other words, it automatically interpreted 

that the keypoints detected from the background region were less discriminative compared to 

the keypoints regarding the Eiffel tower, resulting in much better instance search result 

ranking. 

I next discuss an example for the instance topic “This dog” in Fig. 11. The left result 

ranking was obtained using the BEIDF and the right result ranking was for the BEIDF+RW. 

The results shown in Fig. 11 clearly illustrate the effectiveness of the ROI information. 

Although the top 3 ranked videos were both correct to the instance topic, the BEIDF could not 

retrieve the relevant ones from the 4th to 8th rankings. 
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Figure 10: Instance search result rankings for “Eiffel tower”. Left ranking is 

for BIDF and right ranking is for BEIDF. Videos with red borders are correct 

videos. (Copyright©2016 IEICE, [R2] Fig. 4) 
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Figure 11: Instance search result rankings for “This dog”. Left ranking is for 

BEIDF and right ranking is for BEIDF+RW. Videos with red borders are correct 

videos. (Copyright©2016 IEICE, [R2] Fig. 5) 
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The videos ranked 4th to 8th were relevant to the background of the original image query, 

and it is obvious that the BEIDF assigned relatively large weights for the query keypoints 

extracted from the background compared to the keypoints inside the ROI. Using the ROI 

information and weighting the query keypoints inside the ROI alleviated this problem more 

and the resulting instance search accuracy significantly improved. 

 

E.  Evaluating ROI Re-ranking Method 

From the result examples shown in Figs. 10 and 11, I can say that using both enhanced 

discriminative power BEIDF and ROI weighting are effective in improving instance search 

accuracy. However, as mentioned in section 4-B, one problem is that the ROI weighting 

method is always affected by the possible topic drift occurring in the search result ranking. I 

next confirm how much accuracy can be improved by using the three-stage re-ranking method 

in Eq. (37). 

The evaluation results are listed in Table 5. The 𝜏 in Eq. (37) was set to 1/10 since the 

query keypoints outside the ROI are generally supposed to be less important than the keypoints 

inside the ROI. In this experiment, re-ranking was done for the top 30 initial search results. 

From Table 5, I can confirm that additional improvement in instance search accuracy is 

expected using the proposed ROI re-ranking method. Indeed, the MAP value of 0.28 scored 

with the BEIDF with ROI re-ranking (BEIDF+RR) was high compared to those scored with 

the other participating teams in the TRECVID2014 instance search task (the MAP of 0.28 was 

ranked within the top 3 search accuracies achieved). The highest MAP officially scored at the 

TRECVID2014 instance search task was 0.32 [55] and the winning method combined many 
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techniques, including bag-of-visual-words (BOVW), geometric verification (called the 

RANSAC), and object detectors established for the instance search. 

 

Table 5: Evaluation results for instance search accuracy using TRECVID2014 dataset 

(abbreviated as TV14). BEIDF+RR stands for BEIDF with ROI re-ranking. The bold 

number indicates maximum value. (Copyright©2016 IEICE, [R2] Table 3) 

 

 BEIDF BEIDF+RW BEIDF+RR 

MAP 

(TV14) 

0.24 0.27 0.28 

 

The overall results discussed in this section support the effectiveness of the proposed 

methods. The BEIDF is theoretically more rigorous than the EIDF, and using the enhanced 

discriminative power, I confirmed that significant improvement in the instance search results 

was achieved in the BM25 framework. Using the ROI information was expected to prevent 

the topic drift that may occur in the search result rankings and the proposed ROI weighting 

and re-ranking methods were both found to be effective. 

 

6. Related Work 

In the previous sections, I described the theoretical derivation and interpretation for the 

EIDF previously proposed and the use of ROI information to improve instance search 

accuracy. Generally speaking, research related to the first topic has been actively discussed in 

the text/document retrieval community and a recent study showing the effectiveness of the 

BM25 theory is discussed in the following section. For the second topic, I discuss studies 

regarding the instance search task in general. Note that approaches taken in these papers are 
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essentially different from the proposed approach. The proposed approaches are motivated by 

the application and extension of the probabilistic IR methods originally developed in the 

document (text) retrieval community to content-based image/video retrieval tasks including 

the instance search task. 

 

A. BM25 and the Probabilistic IR Models 

Wilkie et al. conducted a comprehensive empirical evaluation for widely known 

probabilistic IR methods such as BM25, language model based IR (LM) [4], divergence from 

randomness (DFR) [8], and divergence from independence (DFI) [14] models using the TREC 

test collections [56]. The results were quite impressive. Although BM25 was the oldest 

probabilistic IR model among the models compared, they experimentally showed that it 

generally exhibited the least bias on the collection and produced competitive retrieval 

performance. Their results clearly support the fact that BM25 has been attracting much 

attention from IR researchers and that it is still the representative state-of-the-art probabilistic 

IR model. This fact supports the use of the BM25 model even for multimedia search tasks and, 

indeed, directed us to employ the BM25 video ranking function for addressing the instance 

search task. 

 

B. Recent Developments in Instance Search 

Zhu et al. compared the BOVW framework [33] with the Approximate Nearest-Neighbor 

(ANN) [35] based system for the instance search task [57]. Since the ANN system is 
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quantization-free, the performance loss caused by the quantization error in the BOW 

framework can be estimated. Their experiments showed that the vector quantization was the 

bottleneck of the BOW framework and that using a reference dataset as the prior distribution 

of local features improved the retrieval performance of the ANN voting system. Zhu et al. also 

experimentally demonstrated that comparing the query and keyframe images based on the 

standard symmetrical measures decreased instance search accuracy and proposed to use the 

asymmetric measure adapted to the BOW framework [53]. 

Zhang et al. proposed an elastic spatial verification method for the instance search task 

[54] [58]. Their method was designed to elastically verify the topological spatial consistency, 

which is invariant to various spatial transformations, with a triangulated graph and verified its 

effectiveness using three years of TRECVID instance search task datasets. Zhou et al. 

investigated the effectiveness of the spatial re-ranking method for the instance search task [59]. 

Since frame-by-frame spatial verification is too prohibitive, they sped up the algorithm by 

selecting the most representative keyframe of videos and proposed an efficient RANSAC 

algorithm. They also proposed an ROI-originated RANSAC method in which the geometrical 

transformation matrix is computed based on the known ROI information, leading to further 

improvement in re-ranking performance. 

Tao et al. tackled the problem of object search by including locality at all steps of their 

retrieval method [60]. They focused on the locality in an image and that in the feature space. 

With their method, many candidate locality boxes are generated in the database images, 

enabling the local search in the feature space constructed using the Fisher vector [61] and 

VLAD [62]. The effectiveness of their method was experimentally validated using three 

datasets including the Oxford buildings [35], and the method also successfully delivered 
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reliable localization results. Meng et al. presented an approach to localize a specific object in 

videos using a single image query [63]. They formulated the problem as a spatio-temporal 

search of the optimal object trajectories in videos. The experimental results showed the 

effectiveness of their approach by comparing them with the results from current methods with 

which each keyframe is treated independently. 

Yang et al. proposed to use “self-taught” image features, not “hand-designed” features 

such as SIFT and RGB to address the instance search task [64]. Their methods are based on 

the independent component analysis, and their effectiveness was confirmed using the 

TRECVID2011 instance search task dataset. Zhu et al. investigated the method of aggregating 

multiple query images for the instance search task and suggested that selecting the average 

pooling method was the best in terms of both accuracy and calculation cost among the five 

multi-image aggregation methods compared such as the maximum pooling and average 

similarity score [65]. Apostolidis et al. proposed a method for fast and accurate object 

detection in video and to use the GPU-based processing for the object detection part, new 

structure-based keyframe sampling technique, and SURF descriptors [66] robustified to scale 

variations [67]. Araujo et al. addressed video search using image query and studied solutions 

to reduce storage requirements of the video database [68]. They proposed a compression 

algorithm and reported that the search quality was also improved by the storage reduction 

strategy 
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C. Comparison with the Other Video Search Tasks 

Zhu et al. compared the content-based image retrieval, duplicate detection, and instance 

search tasks and classified them according to the query type, searching criteria, and difficulty 

[38]. They also proposed a large-scale BOW framework to address the instance search task 

and argued that its performance was mainly due to similar scene retrieval and that the use of 

ROI information was the key factor to further enhance instance search accuracy. Zhu et al. 

analyzed the two highly cited object retrieval datasets, Oxford dataset and TRECVID instance 

search dataset, and classified them into either specific object search or similar image search. 

They also found that in a qualified object retrieval dataset, the labeled ROIs in queries should 

be much more important than the background information in the original image query [69]. 

Kaavya et al. reviewed recent work and the challenges with the multimedia indexing and 

retrieval tasks including the instance search task [70]. In their paper, my method based on the 

EIDF was mentioned and the essential points were summarized. Iwamura et al. proposed a 

method to make my BM25-based instance search method faster in terms of the computational 

burden [52]. They mentioned that BM25 video ranking score was obtained by solving the 

bichromatic reverse nearest neighbor search problem [51] and proposed an approximate 

method using the ANN search method using bucket distance hashing [71]. The experiment 

using the TRECVID2012 instance search task dataset showed the reduced calculation cost of 

my BM25-based method while slightly sacrificing search accuracy. 
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7. Conclusion 

I first conducted an analysis of the discriminative power in the BM25 formula. My analysis 

was based on the Bayesian viewpoint, and I derived the BEIDF, which is the Bayesian 

counterpart of the EIDF that I previously proposed [1]. The form of the BEIDF is quite similar 

to the EIDF but retains some theoretical advantages over the EIDF as summarized in Section 

3-D. I thus revealed that the EIDF can be derived by setting the informative prior distribution 

for the Bayesian calculation of the discriminative power. To address the instance search task, 

I also incorporated the ROI information into the BM25 video ranking model using the BEIDF. 

The effectiveness of the proposed methods was verified through a series of experiments using 

the TRECVID instance search task dataset. 

For the application and extension of other state-of-the-art probabilistic IR models to 

content-based image/video retrieval tasks, LM, DFR, and DFI are strong candidates. However, 

as I mentioned in this and the previous papers, simply applying the text/document IR methods 

to the image/video retrieval task does not necessarily provide satisfactory results, primarily 

due to the essential difference in the text and image feature distributions. However, I expect 

that the lessons learnt from the proposed methodology are also helpful when applying LM, 

DFR and DFI models to content-based image/video retrieval tasks, contributing to bridging 

the gap in different information modals. 
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Chapter 4. IR Model using GPD and Its Application to Instance Search 

 

1. Overview 

In this chapter, I adopt the GPD [72] for the IM [11] and show that the parameters can be 

estimated based on the mean excess function applied to the data to be searched. The proposed 

IR model corresponds to the extension of the DFI [14] and is designed to be data-driven. The 

proposed model is then applied to the specific object search called the instance search and the 

effectiveness is experimentally confirmed. 

 

2. Background 

Effective IR models have been actively studied roughly since 1960s in the IR community 

[4]. BM25 [6], LM [7], and DFR [8] are state-of-the-art. The axiomatic approach is also 

proposed [9]. Recently, IM [11] and PM [12] are proposed. These models are simple compared 

to the DFR, since only one distribution is necessary (two distributions are required for the 

DFR). The problem then becomes the adequate setting of the distribution.  

There are interesting relations such that adopting the LLD for IM and PM yields LMJM 

and sub-linear normalized term frequency (NTF) term in the BM25, respectively [10] [12]. 

Although these facts somehow support the effectiveness of IM and PM, the essential problem 

is whether the data to be searched follow the LLD or not. Setting the suitable distribution to 

the objective data is important for the successful retrieval. 
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Recently, the distribution is estimated using the EVS [13]. The distribution that the 

maximum NTF follows according to the EVS is adopted in the PM. To my knowledge, it is 

the first successful application of the EVS to the development of the IR model. In this paper, 

I propose the distribution estimation for the IM according to the knowledge of the EVS and 

this is the main contribution of this chapter. 

 I also show that the proposed model corresponds to the extension of the DFI [14] which 

is a parameter-free IR model. Since the parameters of the proposed model are estimated 

according to the data, the retrieval accuracy is expected to be improved. I demonstrate it for 

the specific object search called the instance search [1] using image-query video retrieval 

dataset. 

The rest of this chapter is organized as follows. The Existing IR Models are explained in 

Section 3. I next describe the proposed model and explain the relation to the DFI model in 

Section 4. I also clarify the difference from the method in [13]. Section 5 shows the 

experimental justification using the instance search dataset and the detailed discussion is 

provided. Finally, Section 6 concludes this chapter. 

 

3. Existing IR Models 

The IR research field has progressed by focusing on actual document (text) retrieval tasks. 

However, retrieval models have been studied mathematically and their application is not 

necessarily restricted to the document retrieval task. Digital data that can be searched are 

within the scope of the formal IR models, and these models are now being applied to image, 

video, and even music and speech retrieval tasks [1] [73]. 
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Various research topics have been addressed in the IR field [4] and efforts have been 

directed towards theoretical research on retrieval models [74] [75] [76]. The retrieval models 

are intended to mathematically model document retrieval and ranking processes based on an 

input query. Their realistic counterparts are, for example, Web search engines. Web search 

systems accept a keyword query and return the search results in a ranked list of Web pages 

uploaded to the World Wide Web. Since such search systems are now essential in our daily 

lives, research pursuing more natural and effective IR models is becoming much more 

important. 

If IR models that are heuristic (not theoretically rigorous) are included, the number of 

models already proposed will become enormous. However, if I only focus on practical models 

whose theoretical basis and derivation are sufficiently mathematically sound, the number will 

become much smaller. I can consider the following six representative IR models, which are 

listed in chronological order. 

1. BM25 [4] [6] 

2. LM [4] [7] 

3. DFR [4] [8] 

4. IM [10] [11] 

5. PM [12] [77] 

6. DFI [14] 

The BM25 and LM were extensively studied and experimentally verified by IR 

researchers in the 1990s. They are now the most-often used standard IR models. The DFR, 

IM, and DFI, proposed in 2002, 2008, 2012 and 2014, respectively, are rather new. These 

models were developed to ameliorate or generalize the former IR models. It is worth 
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mentioning that these six representative IR models (BM25, LM, DFR, IM, PM, and DFI) are 

all probabilistic. 

As explained in the next section, the BM25, LM, DFR, IM, PM, and DFI models are 

derived from different theoretical bases. However, the resulting models are all reduced to the 

means to quantify the importance degrees (weights) of words (terms) within documents. 

Therefore, improving the formal IR models corresponds to pursuing more natural and 

effective formulas that provide the weights of within-document terms. This fact is in 

accordance with the findings by Salton et al. in the late 1980s [78]. 

In this section, I summarize the BM25, LM, DFR, IM, PM, and DFI. In short, the BM25 

evaluates the relevance probability of a document to a query. The LM quantifies the closeness 

between a document and query based on the divergence between their word occurrence 

probability distributions. The DFR and IM evaluate the weight of TF by measuring its 

divergence from basic randomness models. The PM is designed to model the TF weight and 

the ranking formula is defined by the multiplication with the IDF. The DFI model also 

measures the divergence by comparing the TF with the expected TF calculated under the 

independence occurrence assumption. 

 

A. BM25 

In the BM25, the following conditional probability is estimated. 

 𝑃(Rel = rel|𝑞′, 𝑑) (38) 

 

Here, 𝑞′  and 𝑑  represent query and document, and they are vectors whose elements are 

within-query and within-document TFs. If I assume a total of M unique terms in the document 
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collection and that index numbers are assigned to each word, 𝑞 and 𝑑 are M-dimensional 

vectors whose ith element is the within-query and within-document ith TF. The term Rel is 

the binary event taking either rel (relevance) or irrel (irrelevance). Equation (38) denotes the 

relevance probability between a query and document, and the BM25 model is designed to rank 

documents in decreasing order of their relevance probabilities to the query. 

The ranking equation for the BM25 model is as follows: 

 
𝑃(Rel = rel|𝑞′, 𝑑) ∝𝑞 ∑

𝑞𝑖
′𝑑𝑖

𝑑𝑖 + 𝜅
′
𝑑𝑝𝑖

𝑑𝑖≠0

 (39) 

 

Here, 𝑑𝑝𝑖  expresses the discriminative power of the ith term. One of the problems in the 

BM25 is that the parameters should be well specified, especially for the actual calculation of 

𝑑𝑝𝑖. The 𝑑𝑝𝑖  is often approximated by 

 
𝑑𝑝𝑖 = log (

𝑎′(𝑁′ − 𝑛𝑖
′ + 𝑏′)

(𝑛𝑖
′ + 𝑎′)𝑏′

) (40) 

 

Here, 𝑁′ is the total number of documents in the database to be searched and 𝑛𝑖
′
 is the 

number of documents that contain the ith word. The 𝑎′  and 𝑏′  highly affect the overall 

retrieval accuracy, and they should be well specified to obtain satisfactory results. 𝑎′ = 𝑏′ =

0.5 𝑜𝑟 1  are often selected. As for the 𝜅′ , 𝜅′ = 2  is often used from the experimental 

perspective. 

 

B. LM 

In this model, the following Kullback-Leibler divergence is analyzed: 
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∑𝑀𝑞′(𝑖)log (

𝑀𝑞′(𝑖)

𝑀𝑑(𝑖)
)

𝑖∈𝑞′

 (41) 

 

Here, ∑𝑖∈𝑞′ means the summation over the query terms, 𝑀𝑞′(𝑖) is the query language model, 

and 𝑀𝑞′(𝑖) =
𝑞𝑖
′

𝑞𝑙
. Here, 𝑞𝑙 is ∑ 𝑞𝑖

′
𝑖∈𝑞′  and represents the query length. In the same way, 𝑀𝑑(𝑖) 

is the document language model and 𝑀𝑑(𝑖) =
𝑑𝑖

𝑑𝑙
, where 𝑑𝑙 = ∑ 𝑑𝑖𝑖∈𝑞 . The small value of Eq. 

(41) indicates that the language models for a query and document are close; thus, it is possible 

to rank documents in the increasing order of Eq. (41). This is the theoretical basis of the LM 

model. Equation (41) is equivalent to the following equation; 

 ∑(𝑀𝑞′(𝑖)log𝑀𝑞′(𝑖) − 𝑀𝑞′(𝑖)log𝑀𝑑(𝑖))

𝑖∈𝑞′

 (42) 

 

Therefore, I can see that Eq. (41) becomes small as the second term in Eq. (42) becomes large. 

Consequently, instead of Eq. (41), I can consider ranking documents in the decreasing order 

of  ∑ 𝑀𝑞′(𝑖)log𝑀𝑑(𝑖)𝑖∈𝑞′ .  

It is further decomposed as follows: 

 ∑𝑀𝑞′(𝑖)log𝑀𝑑(𝑖)

𝑖∈𝑞′

= ∑ 𝑀𝑞′(𝑖)log𝑀𝑑(𝑖) +

𝑖∈𝑞′∩𝑑

∑ 𝑀𝑞′(𝑖)log𝑀𝑑(𝑖)

𝑖∈𝑞′\𝑑

 

 

(43) 
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Here, ∑𝑖∈𝑞′∩𝑑 denotes the summation over the common terms in query and document and 

∑𝑖∈𝑞′\𝑑 denotes the summation over the terms that are only present in the query. To 

circumvent log(0)  in Eq. (43), the following smoothing is performed for the document 

language model: 

 𝑀𝑑(𝑖):= 𝑀𝑑(𝑖) + 𝛼𝑑𝑀𝑐(𝑖) (44) 

 

Here, 𝑀𝑐(𝑖) is the collection language model, 𝑀𝑐(𝑖) =
𝑙𝑖

𝑐𝑙
 where 𝑙𝑖  is the total frequency of the 

ith term in the document collection and 𝑐𝑙 = ∑ 𝑙𝑖𝑖 ,  and 𝛼𝑑 depends on the smoothing method 

selected. Representative smoothing methods are 𝛼𝑑 = 𝜆
′ for the LMJM and 𝛼𝑑 =

𝜇′

(𝑑𝑙+𝜇′)
 for 

the LMDS, where 𝜆′ (0 < 𝜆′ < 1)  and 𝜇′  (virtual document length added) are both 

parameters. Substituting Eq. (44) into Eq. (43) yields 

 
∑𝑀𝑞′(𝑖)log𝑀𝑑(𝑖) ∝𝑞′ ∑ 𝑞𝑖

′log
𝑀𝑑(𝑖)

𝛼𝑑𝑀𝑐(𝑖)
+

𝑖∈𝑞′∩𝑑𝑖∈𝑞′

𝑞𝑙 ⋅ log𝛼𝑑 

 

(45) 

 

Then, the ranking equation for the LMJM [4] becomes as follows: 

 

∑𝑀𝑞′(𝑖)log𝑀𝑑(𝑖) ∝𝑞′ ∑ 𝑞𝑖
′log(

1 − 𝜆′

𝜆′

𝑑𝑖
𝑑𝑙
𝑙𝑖
𝑐𝑙

+ 1)

𝑑𝑖≠0𝑖∈𝑞′

 
 

(46) 

 

The ranking equation for the LMDS [4] with parameter 𝜇′ is as follows: 
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∑𝑀𝑞′(𝑖)log𝑀𝑑(𝑖) ∝𝑞′ ∑ 𝑞𝑖
′log(

𝑑𝑖
𝜇′

𝑙𝑖
𝑐𝑙

+ 1) − 𝑞𝑙 ⋅ log (1 +
𝑑𝑙

𝜇′
)

𝑑𝑖≠0𝑖∈𝑞′

 

 

(47) 

 

Setting 𝜇′ = 𝑎𝑣𝑑𝑙 makes Eq. (47) as follows: 

 
∑𝑀𝑞′(𝑖)log𝑀𝑑(𝑖) ∝𝑞′ ∑ 𝑞𝑖

′log (𝑑𝑖
𝑁

𝑙𝑖
+ 1) − 𝑞𝑙

𝑑𝑖≠0𝑖∈𝑞′

× 

                                                                            log (1 +
𝑑𝑙

𝑎𝑣𝑑𝑙
) 

 

(48) 

 

The LMJM and LMDS become equivalent when all documents in the collection have the same 

length and by setting 𝜇′ = 𝑑𝑙
𝜆′

1−𝜆′
. In other words, the LMDS retains an effect of explicitly 

penalizing longer documents and this fact characterizes the LMDS compared with the LMJM.  

 

C. DFR 

The BM25 and LMJM can be summarized as follows: 

 ∑ 𝑞𝑖
′𝑔(𝑑𝑖 , 𝑑)

𝑑𝑖≠0

 (49) 

Here, 𝑔(𝑑𝑖, 𝑑) expresses the importance degree of 𝑑𝑖  within the document 𝑑. As already 

mentioned in the previous sections, the BM25 and LMJM stand on different theoretical bases 

but are reduced to calculation methods for the importance degree of 𝑑𝑖. This fact implies that 

for the formal IR models, pursuing the natural form of 𝑔(𝑑𝑖, 𝑑) is essential, and the DFR 

model explained in this section further prompts this research direction. 

In the general DFR model, 𝑔(𝑑𝑖, 𝑑) is defined as 
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 𝑔(𝑑𝑖 , 𝑑) = (1 − 𝑝2(𝑑𝑖|𝑑𝑖 > 0, 𝑑))(−log𝑝1(𝑑𝑖|𝑑)) (50) 

Here, 𝑝1(𝑑𝑖|𝑑)  is called the basic randomness model, and it provides the probability of 

observing 𝑑𝑖  in a document 𝑑 ; 𝑝2(𝑑𝑖|𝑑𝑖 > 0, 𝑑) is called the normalization model, and it 

expresses the probability of the ith word showing 𝑑𝑖 in an elite document to the ith word. The 

elite document is defined as a document in which the ith word appears at least once, that is, 

𝑑𝑖 > 0. Thus, Eq. (50) states that the term whose 𝑝1(𝑑𝑖|𝑑) and 𝑝2(𝑑𝑖|𝑑𝑖 > 0, 𝑑) are small, 

that is, the term deviating from both the basic randomness and normalization models, gains a 

large importance weight. Deviating from each randomness model indicates that the word 

frequency is special, and, in the DFR framework, it is such a word for which a large 

importance weight is assigned. 

The BM25-like model is derived within this framework. Setting 𝑝2(𝑑𝑖|𝑑𝑖 > 0, 𝑑) =
𝑑𝑖

𝑑𝑖+𝜅
 

based on the Laplace’s law of succession model and 𝑝1(𝑑𝑖|𝑑) = (
𝑛𝑖+0.5

𝑁+1
)
𝑑𝑖

 yields 

 
∑ 𝑞𝑖

𝑑𝑖

𝑑𝑖 + 𝑏
log (

𝑁′ + 1

𝑛𝑖
′ + 0.5

)

𝑑𝑖≠0

 (51) 

Although the log(⋅) in Eq. (51) has a form similar to the 𝑑𝑝𝑖 in Eq. (40) with 𝑎′ = 𝑏′ =

0.5 𝑜𝑟 1, it never takes a negative value. Indeed, the log(⋅) is the original IDF and the 𝑑𝑝𝑖 in 

Eq. (40) is the BM25 IDF. 

 

D. IM 

For the DFR, the difficulty lies in appropriately setting the two randomness models 

𝑝1(𝑑𝑖|𝑑) and 𝑝2(𝑑𝑖|𝑑𝑖 > 0, 𝑑). Naturally, setting these two probability models is not obvious, 

and a different setting yields a different DFR model. The reason for introducing the second 



 

 81 

randomness model is that since 𝑝1(𝑑𝑖|𝑑)  is generally a decreasing function of 𝑑𝑖 , 

𝑝1(𝑑𝑖|𝑑)  rapidly becomes small as 𝑑𝑖  becomes large, and the information is readily diverged. 

To avoid this situation, the second normalization model 𝑝2(𝑑𝑖|𝑑𝑖 > 0, 𝑑) is introduced by 

contrarily setting it as an increasing function of 𝑑𝑖. Therefore, 1 − 𝑝2(𝑑𝑖|𝑑𝑖 > 0, 𝑑) can be 

regarded as an adjustment factor that prevents 𝑔(𝑑𝑖, 𝑑)  from becoming too large as 𝑑𝑖  

increases. 

However, if I deliberately choose 𝑝1(𝑑𝑖|𝑑) , which does not become too small as di 

increases, I can omit the second normalization model. Then the DFR model becomes 

 𝑔(𝑑𝑖 , 𝑑) = −log𝑝1(𝑑𝑖|𝑑) (52) 

and 𝑝1(𝑑𝑖|𝑑) is now called the information model. This model is called the IM. Setting it 

using the CDF of the LLD, to be more precise, by setting  𝑝1(𝑑𝑖|𝑑) = 𝑃𝐿𝐿𝐷(𝑥 ≥ 𝑑𝑖|𝑑), Eq. 

(52) becomes 

 
𝑔(𝑑𝑖 , 𝑑) = log(

𝛼′
𝛽′
+ 𝑑𝑖

𝛽′

𝛼′𝛽
′ ) 

 

(53) 

  

Here, 𝛼′ and 𝛽′ are LLD parameters. Setting 𝛼′ =
𝑙𝑖

𝑁
, 𝛽′ = 1 and replacing 𝑑𝑖 with 

𝑐′×𝑑𝑖×𝑎𝑣𝑑𝑙

𝑑𝑙
, 

where 𝑐′ is a parameter, makes the IM as follows: 

 
∑ 𝑞𝑖

′log (𝑐′
𝑑𝑖

𝑑𝑙

𝑐𝑙

𝑙𝑖
+ 1)

𝑑𝑖≠0

 
 

(54) 

 

This model is equivalent to the LMJM in Eq. (46) by regarding 𝑐′ =
1−𝜆′

𝜆′
. 
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E. PM 

The PM model is defined as follows: 

 𝑔(𝑑𝑖 , 𝑑) = 𝑃(𝑥 ≤ 𝑑𝑖|𝑑)𝑑𝑝𝑖 (55) 

The 𝑃(𝑥 ≤ 𝑑𝑖|𝑑) is for modeling the TF term such as that for the BM25. Indeed, setting it 

using the LLD, 𝑃(𝑥 ≤ 𝑑𝑖|𝑑) ≔
𝑑𝑖
𝛽
′

𝛼′
𝛽
′

+𝑑𝑖
𝛽
′
, makes Eq. (55) as follows: 

 
𝑔(𝑑𝑖, 𝑑) =

𝑑𝑖
𝛽′

𝛼′𝛽
′
+ 𝑑𝑖

𝛽′
𝑑𝑝𝑖 

 

(56) 

 

Further setting 𝛼′ = 𝜅 ′, 𝛽′ = 1  and replacing 𝑑𝑖  with the normalized one make the PM 

equivalent to the BM25 model (Eqs. (39) and (40)). Another setting of the CDF results in the 

different PM model and recently, it was determined by the knowledge of the EVS [13]. 

 Paik set the CDF by the weighted combination of the two EVS distributions, Gumbel and 

Frechet distributions, that are both asymptotic distributions that the maximum NTF follow 

under the EVS basic assumptions. Then, Paik focuses on two different NTFs, relative intra-

document frequency [79] and length normalized frequency, and defined the PM. Note that this 

approach was not designed to model the CDFs for these NTFs and the implicit assumption is 

that these NTFs follow the asymptotic distributions for the maximum NTF in documents. This 

assumption makes the weights for the NTFs larger when they approach the right most tail of 

the asymptotic distributions and in that case, the weighting method is reasonable. However, 

replacing the CDF for the NTF with the asymptotic distribution for the maximum NTF is not 

theoretically consistent, although the keyword-query document retrieval experiments showed 

significant improvements in the retrieval accuracy over the baseline IR models.  
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F. DFI 

The DFI model is similar to the DFR and IM in terms of measuring the divergence of TF 

from a standard basic randomness model. However, for the DFI, such a standard model is 

constructed under the so-called independence assumption. Suppose 𝑃(𝑖, 𝑗), which is the joint 

probability of the ith term occurring in the jth document, and define the following value: 

 𝑃(𝑖, 𝑗)

𝑃(𝑖)𝑃(𝑗)
=
𝑃(𝑖|𝑗)𝑃(𝑗)

𝑃(𝑖)𝑃(𝑗)
=
𝑃(𝑖|𝑗)

𝑃(𝑖)
 (57) 

Here, 𝑃(𝑖) and 𝑃(𝑗) denote the probabilities of the ith term and jth document’s occurring, 

respectively. The term 𝑃(𝑖|𝑗) denotes the occurrence probability of the ith term given the jth 

document (within the jth document). Then, under the assumption that events i and j are 

independent, Eq. (57) reduces to 1 since 𝑃(𝑖|𝑗) = 𝑃(𝑖) in that case. However, if such an 

independence assumption does not hold, Eq. (57) takes a value other than 1. Therefore, the 

DFI model quantifies the word importance by measuring the deviation of the occurrence 

probability of the term from the standard model based on the independence assumption. 

The 𝑃(𝑖|𝑗) and 𝑃(𝑖) in Eq. (57) are estimated by 
𝑑𝑖

𝑑𝑙
  and 

𝑙𝑖

𝑐𝑙
 ; thus, Eq. (57) becomes 

 
𝑃(𝑖|𝑗)

𝑃(𝑖)
=

𝑑𝑖
𝑑𝑙
𝑙𝑖
𝑐𝑙

=
𝑑𝑖
𝑒𝑖
′ = 𝑤𝑖

DFI 

 

(58) 

Here, 𝑒𝑖
′ =

𝑙𝑖𝑑𝑙

𝑐𝑙
 , which denotes the expected TF of the ith word. Equation (58) measures 

the deviation of 𝑑𝑖  from its expected number 𝑒𝑖
′
 based on the aforementioned independence 

assumption, and the higher the 𝑤𝑖
DFI

 becomes, the more the word is regarded as important. 
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Since important terms should be those whose TFs are higher than the expected values, the 

following value is also used as a measure for divergence from independence: 

 
𝑤𝑖
DFI =

𝑑𝑖
𝑒𝑖
′ − 1 =

(𝑑𝑖 − 𝑒𝑖
′)

𝑒𝑖
′  (59) 

Note that for this model, when the right side of Eq. (59) becomes negative, 𝑤𝑖
DFI

 is replaced 

with zero. 

According to Eq. (58) or (59), the following 𝑔(𝑑𝑖, 𝑑) is defined in the DFI model: 

 𝑔(𝑑𝑖 , 𝑑) = 𝑤𝑖
DFI (60) 

The following function is also often used: 

 𝑔(𝑑𝑖 , 𝑑) = log(𝑤𝑖
DFI + 1) (61) 

Since there are no parameters in Eqs. (58) to (61), the DFI model is non-parametric 

(parameter-free) compared with the other IR models explained before. In addition, since the 

effect of 𝑑𝑙 is taken into account in the calculation of 𝑒𝑖
′, the document length normalization 

is naturally incorporated. The theoretical basis regarding the aforementioned independence 

assumption is quite natural. The experimental results also indicate the competitive, or even 

better, search accuracy against the current representative IR models mentioned in this section 

[80] [81] [82]. 

In this section, I summarized the six classical and current representative IR models (BM25, 

LM, DFR, IM, PM, and DFI). I saw that these IR models were derived from different 

theoretically sound bases and that all were reduced to the calculation of the importance weight 

for the TF. 
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4. EVS AND ITS APPLICATION TO IM 

 

A. Brief Introduction of EVS 

The EVS provides us what distributions maximum block data (MBD) and threshold excess 

data (TED) asymptotically follow, respectively [72]. In this chapter, I focus on the TED, 

which is the data larger than a pre-specified threshold. I first review some theoretical results 

for the TED in the EVS [72].  

Suppose a random variable 𝑥 whose CDF is 𝐹 . Then, 𝐹𝑢(𝑦) = 𝑃(𝑥 − 𝑢 < 𝑦|𝑥 > 𝑢) is 

considered. Here, 𝑢 is the threshold. Then, under the EVS basic assumption, as 𝑢 approaches 

the upper limit of 𝐹, 𝐹𝑢(𝑦) ≈ 𝐻𝜙 (
𝑦

𝜎
). Here, 𝐻𝜙 (

𝑦

𝜎
) is the GPD as follows:  

 

𝐻𝜙 (
𝑦

𝜎
) = 1 − (1 +

𝜙𝑦

𝜎
)
+

(−1 𝜙⁄ )

= GPD(𝜎, 𝜙) (62) 

Here, 𝜎 > 0 and −∞ < 𝜙 < ∞. Here, (𝜁)+ = max{𝜁, 0}.  

      When 𝜙 < 0, GPD(𝜎, 𝜙)  becomes the Beta distribution with the upper limit 0 ≤ 𝑦 ≤

−𝜎/𝜙 . When 𝜙 = 0 , lim
𝜙→0

GPD(𝜎, 𝜙) = 1 − 𝑒−𝑦/𝜎 , that is, GPD(𝜎, 𝜙)  becomes the 

exponential distribution and 0 ≤ 𝑦 ≤ ∞. For 𝜙 > 0, GPD(𝜎, 𝜙) is the Pareto distribution and 

0 ≤ 𝑦 ≤ ∞. As for 𝐹, as 𝑢 approaches the upper limit of 𝐹 and when 𝐹 belongs to the domain 

of attraction for the Weibull distribution (𝐺𝜙, 𝜙 < 0), 𝐹𝑢(𝑦) can be approximated by the Beta 

distribution. When 𝐹 belongs to the domain of attraction for the Gumbel distribution (𝐺0), 

𝐹𝑢(𝑦) is approximated by the exponential distribution. On the other hands, when 𝐹 belongs to 

the domain of attraction for the Frechet distribution (𝐺𝜙, 𝜙 > 0), 𝐹𝑢(𝑦) is approximated by 
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the fat tail Pareto distribution. Here, 𝐺𝜙  is the following generalized extreme value 

distribution (GEVS): 

 𝐺𝜙(𝑥) = exp[−(1 + 𝜙𝑥)+
−1/𝜙

] , −∞ < 𝜙 < ∞  

       𝐺0(𝑥) = lim
𝜙→0

𝐺𝜙(𝑥) = exp(−𝑒
−𝑥) 

(63) 

(64) 

The GEVD is the asymptotic distribution for the MBD as the block size becomes sufficiently 

large. Therefore, the EVS basic assumption can be re-expressed for the following three cases: 

(1) 𝐹 belongs to the domain of attraction for the Weibull distribution (𝐺𝜙, 𝜙 < 0), 

(2) 𝐹 belongs to the domain of attraction for the Gumbel distribution (𝐺0), 

(3) 𝐹 belongs to the domain of attraction for the Frechet distribution (𝐺𝜙, 𝜙 > 0). 

Under these EVS basic assumptions, as explained, it is mathematically shown that as the 

threshold increases, the TED asymptotically follows the GPD(𝜎, 𝜙) and (𝜙, 𝜎) are the GPD 

parameters. Note that the GPD is heavy-tailed for 𝜙 > 0. In other words, under the EVS basic 

assumptions, 𝐹𝑢(𝑦), that is, the right tail of 𝐹 larger than 𝑢 can be approximated by the GPD 

as 𝑢 becomes sufficiently large.  

    The 𝜙 is called the extreme value index (EVI) for 𝐹. When 𝜙 < 0, 𝐹 has a finite upper 

limit. When 𝜙 = 0, 𝐹 does not have a finite upper limit and there is a risk that the large 

realizations of 𝑥 happen. When 𝜙 > 0, 𝐹 does not have a finite upper limit and there is a huge 

risk that the large realizations of 𝑥  happen. Note that besides the domain of attraction 

mentioned above, in the EVS for TED, I can not state the shape of 𝐹 lower than the threshold 

that is taken as sufficiently large. To the contrary, the EVS for MBD, the asymptotic 

distribution that the normalized data follows is stated as the block size becomes sufficiently 

large, although the choice of the normalization parameters is difficult. Then, the entire shape 
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of the distribution is determined, although the distribution that the original data follow is 

difficult to be determined. 

The mean excess function (MEF) is defined as follows:   

  e𝑢(𝑣) = E[𝑦 − 𝑣|𝑦 > 𝑣] (63) 

When 𝑦 ∼ GPD(𝜎, 𝜙), 𝑦 − 𝑣|𝑦 > 𝑣 ∼ GPD(𝜎 + 𝜙𝑣, 𝜙). Then, the MEF for the GPD exists 

for 𝜙 < 1 and becomes 

 
e𝑢(𝑣) =

𝜎

1 − 𝜙
+

𝜙

1 − 𝜙
𝑣 (64) 

It is proved that the MEF is linear in 𝑣 only for the GPD and I exploit this nature for designing 

a IR model in the next section. 

 

B. IM using GPD 

IM is defined as follows: 

 score(𝑞′, 𝑑) = ∑ −log𝑃(𝑋 ≥ 𝑑𝑖
′|𝑑)

𝑖,𝑞𝑖
′=1,𝑑𝑖>0

 (65) 

Here, (𝑞′, 𝑑) are query and document vectors, and 𝑑𝑖
′ is the NTF for the ith term. P(𝑋 ≥ 𝑑𝑖

′|𝑑) 

is called the information model and it should be heavy-tailed to prevent the document ranking 

score from becoming diverged.  

I then replace the information model with that for the GPD. Using Eq. (62), equation (65) 

becomes 
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                  score(𝑞′, 𝑑) = ∑

1

𝜙
log (1 +

𝜙𝑦

𝜎
)

𝑖,𝑞𝑖
′=1,𝑑𝑖>0

 

                                        ∝𝑞  ∑ log(1 +

𝜙 (
𝑑𝑖
𝑒𝑖
′⁄ − 𝜇)

+

𝜎
)

𝑖,𝑞𝑖
′=1,𝑑𝑖>0

 

 

 

 

(66) 

Here, 𝑑𝑖 is the within-document term frequency for the ith term. I set 𝑦 = 𝑑𝑖
′ =

𝑑𝑖
𝑒𝑖
′⁄ − 𝜇. 

(
𝑑𝑖
𝑒𝑖
′⁄ − 𝜇)

+

 is not zero only for 
𝑑𝑖
𝑒𝑖
′⁄ − 𝜇 > 0 (it is zero when 

𝑑𝑖
𝑒𝑖
′⁄ − 𝜇 ≤ 0 ). Note that 

𝜙 > 0 is assumed since the information model in Eq. (65) should be heavy-tailed. 

For the execution of Eq. (66), (𝜙, 𝜎, 𝜇) should be specified according to the data to be 

searched. For a certain (fixed) 𝜇, I estimate the MEF as follows: 

 
ê𝜇(𝑣) =

1

#{𝑗|𝑑𝑗
′ > 𝑣}

∑(𝑑𝑗
′ − 𝑣)

+
𝑗

 (67) 

Here, #{𝑗|𝑑𝑗
′ > 𝑣} is the number of terms whose NTFs are larger than a threshold 𝑣. Then, 

when the estimated MEF seems linear in 𝑣, applying the least squares method to estimate the 

slope and intercept provides the estimation results for (𝜙, 𝜎) according to Eq. (64). Note that 

Eq. (64) only holds for 𝜙 < 1  and therefore, 0 < 𝜙 < 1  is implicitly assumed for this 

parameter estimation method. I set the TED by 
𝑑𝑖
𝑒𝑖
′⁄ − 𝜇 and therefore, the assumption of 

0 < 𝜙 < 1 indicates that the CDF of 
𝑑𝑖
𝑒𝑖
′⁄ , that is, 𝐹,  does not have a finite upper limit and 

there is a huge risk that the large realizations happen. It also simultaneously assumes that 𝐹 

belongs to the domain of attraction for the Frechet distribution (𝐺𝜙, 𝜙 > 0). These are the 

assumptions for my proposed model.  
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      Although I excluded the case of 𝜙 = 0, if the assumption for the EVI is changed to  0 ≤

𝜙 < 1, the 𝐹 belongs to either Gumbel or Frechet distribution. Then the GPD also becomes 

the exponential distribution lim
𝜙→0

GPD(𝜎, 𝜙) = 1 − 𝑒−𝑦/𝜎. In that case, the IM becomes 

                   score(𝑞′, 𝑑) = ∑
𝑦

𝜎
𝑖,𝑞𝑖

′=1,𝑑𝑖>0

 

                                        ∝𝑞  ∑
𝑑𝑖
𝑒𝑖
′ − 𝜇

𝑖,𝑞𝑖
′=1,𝑑𝑖>0

 

 

 

 

(66) 

When 𝜇 is set to 1, the model becomes equivalent to DFI in Eqs. (59) and (60). When 𝜙 < 0, 

the TED has the upper limit specified by −𝜎/𝜙 and this setting was excluded in the proposed 

model since such case is not applicable to my case. Generally speaking, 𝜙 > 0, that is, the 

case that 𝐹  does not have a finite upper limit and that there is a huge risk that the large 

realizations of 𝑥 happen seems suitable to most of the IR cases. And, due to the limitation of 

using the MEF, the region of EVI can be restricted to 0 < 𝜙 < 1. Although this is one of my 

future words, investigating this assumption of the EVI for the other kinds of data is intriguing.  

𝜇, that is, the threshold for the 
𝑑𝑖
𝑒𝑖
′⁄ , is the control (tuning) parameter of the proposed 

model. When the estimated MEF for a certain 𝜇 is clearly deviated from a linear function, the 

aforementioned parameter estimation method is not theoretically applicable. I can vary 𝜇 until 

the estimated MEF becomes somehow linear, however, I cannot provide the sophisticated 

selection method of 𝜇 . Therefore, the 𝜇  is the parameter for the proposed model. To 

summarize, the proposed IR model is  

score(𝑞′, 𝑑) = ∑ log(1 +

�̂� (
𝑑𝑖
𝑒𝑖
′⁄ − 𝜇)

+

�̂�
)

𝑖,𝑞𝑖
′=1,𝑑𝑖>0

 

 

 

(68) 
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where,  (�̂�, �̂�) are the estimated values based on the least squares results.  

 

C. Relation to DFI 

The DFI is expressed as follows: 

score(𝑞′, 𝑑) = ∑ log(1 +
𝑑𝑖
𝑒𝑖
′)

𝑖,𝑞𝑖
′=1,𝑑𝑖>0

 (69) 

Although the DFI is parameter-free, the function form is arbitrary. Indeed, the following form 

is also possible: 

score(𝑞′, 𝑑) = ∑ log(1 +
(𝑑𝑖 − 𝑒𝑖

′)+
𝑒𝑖
′ )

𝑖,𝑞𝑖
′=1,𝑑𝑖>0

 (70) 

In this case, the terms whose TFs are larger than the expected values are only taken into 

account.  

Comparing with the DFI with the model in Eq. (66), it is readily shown that (𝜙, 𝜎, 𝜇) =

(1,1,0) makes Eq. (66) identical to Eq. (69). Moreover, (𝜙, 𝜎, 𝜇) = (1,1,1) in Eq. (66) leads 

to Eq. (70). On the other hands, Eq. (68) is based on (𝜙, 𝜎, 𝜇) = (�̂�, �̂�, 𝜇). Therefore, the 

proposed model can be regarded as the extension of the DFI in which the parameters are 

estimated according to the data to be searched. Since 𝜇 = 0 𝑜𝑟 1 for DFI, I can also think of 

setting 𝜇 = 0 𝑜𝑟 1 for Eq. (68). Then, the proposed model is data-driven and also becomes 

parameter-free.  

The setting of 𝜙 = 1 for the GPD corresponds to using the LLD since the LLD is a special 

case of the GPD. Therefore, the DFI can be regarded as the IM using the LLD with 𝜎 = 1. 
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When the 𝜎 is left as a parameter and defined as 
𝜆′

1−𝜆′
, the resulting model becomes equivalent 

to the LMJM. 

 

D. Difference from the Model in [13] 

The IR model in [13] also uses the EVS. It is based on the following P model: 

 score(𝑞′, 𝑑) = ∑ 𝑃(𝑋 ≤ 𝑑𝑖
′|𝑑)

𝑖,𝑞𝑖
′=1,𝑑𝑖>0

IDF𝑖 (71) 

Then, 𝑃(𝑋 ≤ 𝑑𝑖
′|𝑑) is replaced with the CDF that a maximum NTF follows under the EVS 

basic assumption. IDF𝑖 is an arbitrary inverse document frequency for the ith term. Note that 

the adopted distribution is not the distribution that the 𝑑𝑖
′ actually follows. Therefore, the 

implicit assumption is that the weight becomes large for the case that the 𝑑𝑖
′ approaches the 

right tail of the CDF that the maximum value follows. 

      To the contrary, the proposed model estimates the GPD that the 𝑑𝑖
′ with 𝜇 follows under 

the EVS basic assumption and does not rely on the assumption such as the aforementioned 

one. This is the primary difference from the method in [13], although the selection of the NTFs 

is also different. As already mentioned, according to the EVS and the EVS basic assumption, 

the 𝑑𝑖
′ asymptotically follow the GPD as 𝜇 increases. However, it is difficult to decide the 

value of 𝜇 for which the GPD assumption holds and the proposed GPD parameter estimation 

method based on the least squares is also for the determination of 𝜇. That is, by varying 𝜇, I 

manually plot and check the MEF estimated and utilize the least squares results to determine 

the proposed model in Eq. (68). When the plotted MLF is obviously deviated from a linear 

function, the proposed methodology is no longer applicable. For that case, the EVS basic 
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assumption does not hold for the data under consideration and the knowledge of the EVS is 

not applicable.  

 

5. EXPERIMENTS 

 

A. Instance Search Dataset 

I show the effectiveness of the proposed model for the instance search experiment. It is an 

image-query video retrieval task and the specific object is shown in the image-query. The 

system is required to search and rank videos in which the objects are shown in the decreasing 

order of relevance degrees. The following images are object examples. 
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Figure 12: Examples of image-queries. Image queries are sets of original and 

region-of-interest (ROI) images. The white regions in the ROI images specify the 

objects in the original images. (Copyright©2017 ACM, [R3] Fig. 1) 

 

The dataset is provided in the TRECVID2012 instance search task [1]. It is composed of 

76751 short videos (the average duration is about 10 sec.) and 21 objects such as 

person/object/place. Each object is provided by five original and ROI images on average. The 

relevance judgement data is binary and the MAP is adopted as the search accuracy measure.  

The frames are extracted from each video by 1 frame/sec and key-points are detected by 

the Harris-Laplace detector [21]. Then, the key-points are described by 128-dimensional SIFT 

feature vectors [20]. Same key-point detection and description methods are performed for all 

of the image-queries and the duplicated key-points are removed. This removal procedure is 

based on the cosine similarity value (CSV) between two SIFT vectors and the pair of key-

points whose CSV is larger than a certain threshold is identified as matched. I varied the 

duplication threshold such as 0.999, 0.95 and 0.9. Then, for each key-point extracted from 

frames, the nearest key-point extracted from all of the image-queries is matched based on the 

CSV with a threshold of 0.9. Then, 𝑞 and 𝑣 already explained in Chapters 2 and 3 are obtained. 

The 𝑞′  and 𝑑  in the proposed model are replaced with 𝑞  and 𝑣  to retrieve videos in the 

database. 
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B. Results 

Figures 13, 14, and 15 depict the estimated MEFs (𝜇=0) for the duplication thresholds 

0.999, 0.95, and 0.9, respectively. The regions specified by the red circles seem linear and the 

proposed parameter estimation is performed only for these regions. Note that for 𝑣 ≥ 200 in 

Fig. 13, since #{𝑗|𝑑𝑗
′ > 𝑣} becomes small, the MEF becomes less trustworthy.  

For all cases of the duplication thresholds 0.999, 0.95, and 0.9, I confirm that when 

#{𝑗|𝑑𝑗
′ > 𝑣} is sufficiently large, the corresponding MEF can be approximately regarded as 

linear. This fact supports the use of the GPD assumption and the proposed parameter 

estimation method is performed only for the linear region. I then execute Eq. (68) to rank 

videos. I also vary 𝜇 and the same parameter estimation procedure is performed for the other 

settings of 𝜇. 

 

 
Figure 13: Estimated MEF for the duplication threshold 0.999. The region 

in the red circle seems linear. For 𝒗 ≥ 𝟐𝟎𝟎, since #{𝒋|𝒅𝒋
′ > 𝒗} becomes small, 

the MEF becomes unstable and less trustworthy. (Copyright©2017 ACM, [R3] 

Fig. 2) 
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Figure 14: Estimated MEF for the duplication threshold 0.95. For 𝒗 ≫ 𝟐𝟎𝟎, 

the MEF fluctuates since #{𝒋|𝒅𝒋
′ > 𝒗} is small. (Copyright©2017 ACM, [R3] 

Fig. 3) 

 

 

 
Figure 15: Estimated MEF for the duplication threshold 0.9. Compared with 

Figs. 13 and 14, the size of unstable region is decreased because #{𝒋|𝒅𝒋
′ > 𝒗} 

becomes sufficiently large. (Copyright©2017 ACM, [R3] Fig. 4) 
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Table 6 shows the MAP results for DFI and proposed models with the duplication 

threshold of 0.999. I only list the results for this setting since they are the best MAP results 

among ours. As shown in this table, the search accuracy of the proposed models is 

significantly better than those for the DFI models. As mentioned in Sections 4-C and 4-D, the 

proposed model is data-driven and I confirmed that using the estimated parameters from the 

data leads to the improvement in the search accuracy. 

Table 6: MAP Results (Copyright©2017 ACM, [R3] Table 1) 

IR model MAP 

DFI (Eq. (69)) 0.23 

DFI (Eq. (70)) 0.24 

Proposed model with 𝜇=0 0.29 

Proposed model with 𝜇=1 0.29 

Proposed model with 𝜇=5 0.30 

Proposed model with 𝜇=10 0.31 

Proposed model with 𝜇=20 0.31 

Proposed model with 𝜇=50 0.31 

Proposed model with 𝜇=100 0.31 
 

The MAP values scored by the proposed models are comparable with the highest MAP in 

the TRECVID2012 instance search task [1]. It is clearly shown that as 𝜇 increases, the MAP 

value is improved further. I discuss this issue in the next subsection. 

 

C. Discussion 

From Table 6, I confirm that the search accuracy is improved for large 𝜇. As mentioned 

in Section 4-D, as 𝜇 increases, the TED, that is, 𝑑𝑖
′ =

𝑑𝑖
𝑒𝑖
′⁄ − 𝜇, asymptotically follows the 
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GPD when the EVS basic assumption holds for the NTF, that is, 
𝑑𝑖
𝑒𝑖
′⁄ . Roughly speaking, 

when the NTF follows a heavy-tailed distribution, such a proposition is true. 

When large 𝑑𝑖  often occurs in a video, the NTF is expected to follow a heavy-tailed 

distribution. Considering a video which is the time series of frame images, similar or even 

same key-points often repeatedly occur in the video, which contributes to large 𝑑𝑖. Such key-

points are described as “bursty” in the image/video retrieval community and it is known that 

the adequate treatment is essential for the successful retrieval. Therefore, for the video 

retrieval task such as the instance search, the NTF can be expected to follow a heavy-tailed 

distribution. The larger 𝜇 supports the GPD assumption for the TED further and I expect that 

this tendency is shown in Table 6. 

The results in Table 6 also indicate that the TED with large 𝜇  are sufficient for the 

successful video retrieval and that taking the whole data into account results in the deteriorated 

search accuracy. This is also the main finding of this chapter. It is interesting to see whether 

this proposition also holds for the document retrieval task. Since heavy-tailed distributions are 

often assumed for the NTF in the document retrieval community [8], there is also a possibility 

that such a proposition holds for the text retrieval task. Then, the inverted index may be 

dramatically shortened since only the effective TED (𝑑𝑖
′ > 0) are sufficient for the successful 

retrieval. Further investigating this issue is my immediate future work. 

 

6. Conclusions 

I proposed a IR model based on the GPD in the IM framework. I also proposed the 

parameter estimation method based on the least squares method. The MEF is estimated from 
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data and the manually selected linear region is processed by the least squares, which provides 

the estimates of the shape parameters for the GPD model. As shown in this chapter, the 

proposed IR model corresponds to the extension of the DFI. Since the model is data-driven, 

that is, the parameters are estimated according to the data to be searched, its retrieval accuracy 

is significantly improved. I confirmed it using the instance search. I also discussed the 

validation of the EVS basic assumption for the proposed IR model. 

 The immediate future work is the application of the proposed model to the document 

retrieval tasks. As mentioned in Section 5-C, when the same tendency in Table 6 is shown, it 

may be possible to dramatically decrease the retrieval cost since the effective TED are 

sufficient for the successful search. With the implicit assumption of the EVI for the proposed 

model in mind, investigating the validation of this assumption for the document retrieval 

dataset such as using the TREC dataset is highly desired. Similar experiments for the other 

kinds of dataset such as music and audio retrieval tasks are also interesting.  
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Chapter 5. Conclusions 

 

1. Summary 

The development of IR models was addressed in this dissertation and I proposed three 

different weighting methods. The first two methods were for achieving the state-of-the-art 

retrieval accuracy and the last one was also for pursuing the model simplicity. The first method 

is called the EIDF and it was designed to enhance the discriminative power of BM25 IDF in 

the BM25. The significantly enhanced retrieval accuracy was confirmed for the instance 

search experiments. The second contribution is for the theoretical analysis of the EIDF and 

the Bayesian weighting method to enhance the BM25 IDF was proposed. Using the prior 

information modeled by Beta distributions for retrieval features led to the EIDF-like weight 

called BEIDF whose effectiveness was also confirmed for the instance search experiments. I 

also showed that within the proposed framework, the BM25 IDF-like weight called the BIDF 

can be derived by setting the uniform prior (non-informative prior) distributions. 

Finally, the latest IR model called the IM was addressed and I proposed a methodology to 

determine the information model based on the knowledge of the EVS and GPD. The parameter 

estimation method for the GPD was also proposed by analyzing the plotted MEF. I explained 

that LMJM and DFI are the special cases of the proposed model and showed that the proposed 

model becomes parameter-free (data-driven), that is, the model parameters are estimated and 

specified by data to be searched. The improved retrieval accuracy was also experimentally 

confirmed by comparing with those for the DFI. Theoretically, since the LLD often assumed 

as the basic distribution for IR models becomes the special case of the GPD, the existing 

models relying on the LLD assumption were interpreted from the GPD viewpoint. 
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2. Future Research 

 

A. Relationship between GPD and Zipfian Distribution 

The GPD is the extension of the LLD which has been often adopted as a fundamental 

distribution for developing IR models. Therefore, the GPD is expected to become another 

basic distribution for constructing a new family of IR models. In this dissertation, the video 

retrieval dataset was analyzed and the GPD was applied to model the weighting scheme in the 

IR models. Investigating the applicability of the GPD to the other kinds of dataset such as 

documents, audio and music is highly desired.  However, the moment calculation for the GPD 

is not still obvious. A recent paper has reported the characteristic and moment generating 

functions to obtain these values [83] and I am certain that further research on this issue will 

deepen our knowledge of the GPD and will prompt the exploration of new IR models. 

Furthermore, it should be noted that the GPD is mathematically related to Zipfian 

distribution [84] [85]. Therefore, observing the current and proposed IR models discussed in 

this dissertation from the Zipfian viewpoint will further enhance our knowledge. I am 

especially interested in pursuing a formal IR model purely based on the Zipf’s law, which is 

a fundamental principle in word collection and it well explains the word frequency distribution 

in terms of the word rank among an entire word collection. Since the Zipf’s law, that is, the 

fundamental principle may be adopted as an axiom to design a term weighting formula, the 

further research on this issue is interesting. The Zipfian distribution is also related to the 

Riemann zeta function and therefore, utilizing the mathematical properties of the zeta function 

to model the term weighting formulae is also intriguing. 



 

 101 

 

B. Other Directions 

I list the other interesting research directions as follows. Goyal et al. showed that the BM25, 

LM, and DFR are derived using their IR model based on the lexical association between words 

in a document [86]. Their model is related to the LM and the importance weights of words are 

re-distributed based on the lexical association with the context words. It is interesting to 

investigate whether the other representative IR models mentioned in this dissertation can be 

also derived from their model. 

Wilkie et al. reported on the experimental comparison between the representative IR 

models, especially focusing on the retrieval bias problem for which particular documents with 

the same or similar characteristics are ranked higher. They also experimentally showed that 

the BM25 generally exhibited the least bias on the collection tested [87]. Further investigating 

this issue also for the models with EVS (PM+EVS in [13] and IM+EVS proposed in this 

dissertation) are desired. 

Recently, the term weighting scheme proposed by Paik [88] showed outperforming 

retrieval accuracy over that in [79]. Therefore, following the methodology in [12], modeling 

this weighting scheme in the PM+EVS framework is interesting. The idea in [76] was also 

developed and the new exploration method for the space of IR term scoring functions was 

proposed [89]. Incorporating the IR models based on the EVS into this framework is also 

desired. 

Word embedding techniques were also taken into account for the LM [90]. In this 

framework, words are expressed by low-dimensional vectors and the similarities between 

words are calculated by the distance between the vectors. Its natural extension is incorporating 
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these techniques for the other IR models such as IM, PM, and DFI. Yang et al. released the 

evaluation platform for IR models to facilitate the performance comparison [91]. Using their 

platform, experimentally checking the effectiveness of the recent models discussed in this 

dissertation provides new insights and values. 

Finally, the application of the deep learning techniques to the IR problems is now 

attracting attentions from IR researchers. Recent papers [92] [93] [94] are beginning to show 

positive results in the IR area and the comprehensive experimental comparisons with non-

neural network models as explained in this dissertation are therefore necessary to further 

scrutinize the development of IR models.  
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