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Abstract

Gravity waves are atmospheric waves with a restoring force of buoyancy that
transport momentum upward from the troposphere to the middle atmosphere. Since
horizontal wavelengths of a significant part of gravity waves are shorter than typical
resolutions of the present climate models, many climate models utilize parameterization
methods to calculate momentum deposition by the unresolved gravity waves. All of these
gravity wave parameterizations are based on several simplifications and assumptions on
dynamics of gravity wave characteristics. However, owing to complex nature of gravity
waves, it is still challenging to represent the effects of gravity waves by parameterizations
correctly. Therefore, observational constraints on dynamical characteristics of gravity
waves to the parameterizations are inevitably required. Recent studies indicate that
parameterized gravity waves in climate models are not realistic in the Antarctic. In
response to such recognitions for the importance of gravity waves in the Antarctic, several
observational campaigns to examine the gravity waves in the lower Antarctic stratosphere
have been performed.

In the Antarctic, on the other hand, it is still challenging to perform observations of
the mesosphere from the ground under its harsh environment. Although gravity-wave
resolving models which cover the middle-atmosphere have been recently utilized to
elucidate the dynamics of the mesospheric gravity waves, only a few studies focus on
dynamical characteristic of the gravity waves in the Antarctic mesosphere.

The purpose of this study is to elucidate the dynamical characteristics such as wave
parameters, propagation and generation mechanisms by utilizing two novel research tools.

One is the first Mesosphere-Stratosphere-Troposphere/Incoherent Scattering (MST/IS)



radar in the Antarctic which was recently installed at Syowa Station (39.6°E, 69.0°S) as
a project named “Program of the Antarctic SYowa MST/IS radar”. The PANSY radar is
designed to observe three-dimensional winds at high time and vertical resolutions in the
troposphere, stratosphere and mesosphere, which is the only observational instrument to
capture both fine vertical and temporal structures of mesospheric disturbances including
vertical wind. Furthermore, a Non-hydrostatic 1Cosahedral Atmospheric Model
(NICAM) is also used to examine three dimensional structures of mesospheric
disturbances. In this study, the top of the NICAM is extended to an altitude of 87 km with
a vertical grid spacing in the middle atmosphere of about 400 m. This is the first non-
hydrostatic simulation which tries to examine the mesospheric gravity waves with a high-
vertical-resolution model, since currently most mesospheric gravity wave permitting
models are the hydrostatic general circulation model. Moreover, the largest advantage of
this study is that dynamical characteristics of gravity waves simulated by the NICAM can
be validated by the high-resolution PANSY radar observation.

However, such a high-top and high-vertical-resolution setting requires a large
computational burden. Thus, as a preparation of the mesospheric gravity wave permitting
simulations, regionally enhanced and quasi-uniform meshes in the Antarctic by a
transformation method with icosahedral grids are newly developed. The target region
composed of fine meshes are connected to an outer region with coarse meshes
transformed by the Schmidt transformation in order to maintain an isotropy of grid shapes.
To realize these requirements, the characteristic lengths of the spring connecting grid
nodes are analytically determined. It is shown that fine and quasi-uniform meshes in the
target region are successfully generated using the new transformation.

The first observation by a complete system of the PANSY radar was performed from



March 16-24, 2015. Over this period, strong polar mesosphere winter echoes were
detected, which likely resulted from a quite strong magnetic storm event. At heights of
70-80 km, large-amplitude disturbances are observed by the PANSY radar. Estimated
vertical wavelengths, wave periods and vertical phase speeds of the disturbances are
approximately 13.7 km, 12.3 h and —0.3 m s, respectively. Previous studies suggested
that disturbances with a period of 12 h in the mesosphere are mainly due to the semi-
diurnal migrating tides or the semi-diurnal non-migrating tides. However, the wave
parameters obtained in this study are quite different from those of the semi-diurnal tides.

To examine spatial structures and generation mechanisms of the wave disturbances,
a model simulation using the Non-hydrostatic Icosahedral Atmospheric Model (NICAM)
is performed in which the newly developed grid configuration in Chapter 2 is applied.
The target region is a region south of 30°S centered at the South Pole with a horizontal
resolution of 36 km. The vertical grid spacing is 400 m at heights from 2.4 km to 80 km
with a 7 km thick sponge layer above 80 km.

The NICAM successfully simulates the large-amplitude disturbances and with a
period of quasi 12 h, which is consistent with the observations. By using time and spatial
filters, amplitudes of the diurnal and semi-diurnal migrating tides and small-scale gravity
waves are examined in the simulated wind fields. The small-scale gravity waves are
defined as components with horizontal wavelengths smaller than 1000 km, as frequently
examined by previous studies. Their amplitudes are much smaller than observations,
suggesting that dominant wave structures in the mesosphere are not due to the migrating
tides nor the small-scale gravity waves. The remaining component has quite a similar
structure and amplitudes to those by the observations. Wave parameters, such as vertical

wavelengths and wave periods, simulated by the model agree well with those estimated



by the observations. Moreover, the parameters of the simulated waves are consistent with
the dispersion relation of the linear inertia-gravity wave. These results indicate that the
disturbances with a period of quasi 12 h observed by the PANSY radar are attributable to
large-scale inertia-gravity waves.

The generation and propagation processes of wave packets simulated at Syowa
Station are examined by a backward ray tracing. The first case is a wave packet which
appears at 0600 UTC 21 March at Syowa Station at a height of 70 km and propagates
from the location of (~100°E, ~40°S) at a height of 23 km for 48 hours. It seems that the
wave packet is captured over the tropospheric jet core at 0600 UTC 19 March. Moreover,
it is shown by examining a residual from the nonlinear balanced equation that the
tropospheric jet is significantly imbalanced around the region. Thus, the wave packet is
likely generated by the spontaneous radiation mechanism around the tropospheric jet. The
second case is a wave packet which appears at 0000 UTC 19 March at Syowa Station at
a height of 70 km and whose amplitude becomes significantly weak around a height of
55 km. This feature indicates an existence of a wave source at this height. A longitude-
height cross-section of the wave packet shows symmetric features above and below the
core of the polar night jet at a height of 55 km. The energy flux diverges from the core of
the polar night jet, suggesting that the wave packet is generated around the core of the
polar night jet. For the spontaneous radiation of the inertia-gravity waves around the polar
night jet, a generation mechanism associated with the semi-diurnal migrating tides is
newly proposed. As vertical winds associated with a semi-diurnal migrating tide at the
height of the core of the polar night jet are adiabatically present along the modulated 6
surface, quasi 12 h inertia-gravity waves with s = 2 can be radiated by the spontaneous

radiation. In addition, because of the horizontal shear of the background wind including



the migrating tides, the deformation process can occur which causes the horizontal
wavelength of the radiated quasi 12 h inertia-gravity waves shorter than that of the semi-
diurnal migrating tide.

Furthermore, a long-term simulation using the high-top non-hydrostatic general
circulation model is carried out to analyze mesospheric gravity waves in five months from
April to August 2016 when continuous observations were made by the full system of the
PANSY radar. Successive runs lasting 7 days are made with the initial condition from the
MERRA reanalysis data with an overlap of two days between the two consecutive runs
to maintain long-term simulations sufficiently close to the reanalysis data. Analyses are
made for the last five days for each run. It is confirmed by comparing with the PANSY
radar observation that mesospheric wind fields simulated by NICAM are realistic,
although the amplitudes of the wind disturbances seem to be slightly larger than radar
observations. The latitude-height structure of the zonally-averaged zonal winds is also
comparable to the MERRA reanalysis data.

Next, the frequency spectra of zonal, meridional and vertical wind fluctuations and
temperature fluctuations are obtained for the period from June to August 2016. The power
spectra of zonal and meridional wind fluctuations obey a power law with an exponent of
approximately -5/3 in higher frequency region than the inertial frequency f
(corresponding to (2m/12.7 h)), while that of vertical wind fluctuations has a flat structure
(i.e., «x w?) at frequencies from (27/2 h) to (2r/5 days). The power spectrum of the
meridional wind fluctuations without the migrating tides has an isolated peak around
frequencies slightly lower than f at latitudes from 30°S to 75°S. On the other hand, there
are isolated spectral peaks of meridional wind fluctuations at frequencies of about (27/8

h) for 78°S to 90°S. Moreover, the frequency spectra of vertical fluxes of zonal and



meridional momentum (Re[U(w)W*(w)], Re[V(w)W*(w)]) are obtained for the time
period of JJA 2016 in the altitude region of 70-75 km by the zonal average (using 1280
time series data at each grid point). It seems that Re[U(w)W*(w)] is mainly negative in
the examined frequency range and has an isolated peak at a frequency slightly lower than
f.Onthe other hand, Re[V(w)W*(w)] is positive around the inertial frequency f, while
that is negative at frequency regions lower than f. Assuming upward energy propagating
gravity waves, this result suggests that disturbances with frequencies higher than f
propagate equatorward, while those with frequencies lower than f propagate poleward.

Last, the spatial structures of the kinetic and potential energies, momentum and
energy fluxes of gravity waves defined by components with frequencies higher than
(2m /30 h) are examined. The distribution of the momentum fluxes in the lower
stratosphere are consistent with those shown by previous studies. In the upper
stratosphere and the mesosphere, large kinetic and potential energies are distributed along
the axis of the polar night jet. The zonal components of the vertical momentum fluxes are
mainly negative and have maxima slightly poleward of the axis of the polar night jet. This
fact indicates that the gravity waves propagate westward relative to the mean wind. The
meridional components of the vertical momentum fluxes are negative along and
equatorward of the jet axis and positive or almost zero poleward of the jet axis, suggesting
the propagation of the gravity wave into the regions slightly poleward of the axis of the
polar night jet.

Previous studies suggested that disturbances with a period of quasi 12 h are due to
the semi-diurnal migrating/non-migrating tides. This study shows the possibility that such
disturbances are due to quasi-inertial-period gravity waves with horizontal wavelengths

larger than 1000 km. By comparing the frequency spectra in NICAM to observations, it



is indicated that the statistical behaviors of the mesospheric disturbances simulated in
NICAM are quite realistic in the high latitudes of the Southern Hemisphere. Moreover, it
is shown that the quasi-inertial-period gravity waves have a large negative zonal
momentum flux in the mesosphere.

For future studies, statistical analyses about parameters of the mesospheric gravity
waves including intermittencies are interesting by combination of the PANSY radar
observations and the high-top NICAM simulations. The origins of the spectral peaks
around the quasi inertial frequency should be elucidated using the outputs by the high-top
NICAM simulations. Further model development is needed for simulations for the period
when the polar mesosphere summer echoes are detected by the PANSY radar for an
altitude range of 80-95 km than the current available model top of NICAM. Such a very
high top model can cover the whole mesosphere and provides invaluable data to
understand momentum budgets in the Antarctic mesosphere where gravity waves are
expected to play a significant role and affect the momentum and energy budgets in the

themosphere/ionosphere by propagating further upward.
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List of Figure captions

® Figure 1.1 : Schematic of the residual mean meridional circulation in the atmosphere.
The heavy ellipse denotes the thermally-driven Hadley circulation of the troposphere.
The shaded regions (labelled “S”, “P”, and “G”) denote regions of breaking waves
(synoptic- and planetary-scale waves, and gravity waves, respectively), responsible
for driving branches of the stratospheric and mesospheric circulation. Adapted from
Plumb (2002).

® Figure 1.2 : (a) Comparison of absolute gravity wave momentum fluxes at an altitude
of 30 km derived from two different methods using HIRDLS data, one method using
SABER data for (left) January and (right) July 2006. (b) Comparison of the absolute
gravity wave momentum fluxes from the HadGEM3, the MAECHAMS model, a
version of the GISS model, the Kanto model, and the CAMS5 at an altitude of 30km
for (left) January and (right) July 2006. Adapted from Geller et al. (2013).

® Figure 1.3 : Climatological mean temperature biases for 60—90_S for the (left)
winter and (right) spring seasons. The climatological means for the CCMs and
NCEP data from 1980 to 1999 and for UKMO from 1992 to 2001 are included.
Biases are calculated relative to ERA-40 reanalyses. The grey area shows ERA-40
plus and minus 1 standard deviation (s) about the climatological mean.. Adapted
from Eyring et al. (2006).

® Figure 1.4 : (a) A meridional cross section of momentum flux associated with
gravity waves (colors) and zonal-mean westerly winds (contours; in m s1) in July,
which is simulated by the KANTO model. (b) Rays of gravity waves (thin curves)
in the idealized background westerly winds (thick contours in m s%).. Adapted from

Sato et al. (2009).
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Figure 1.5 : Map of the Antarctic stations providing the MF radar wind data used in
Murphy et al. (2006). Adapted from Murphy et al. (2006).

Figure 1.6 : Vertical winds on 5 February at 14:00 UT and 2.6 x 10—4 hPa
(maximum value is 7.3 m s™1) simulated by the mesoscale resolving WACCM.

Adapted from Liu et al. (2014).

Figure 2.1: The reduction ratio as a function of the edge latitude ¢,. The cross-
marks denote the points at which the reduction ratios are 0.5 and 0.25, respectively.
The circle denotes the point at ¢, = 40° /180°.

Figure 2.2: The scatter plots of the normalized grid interval defined as d * 2™ (d
denotes the grid interval and m denotes g-level) as a function of the latitude in the
result of our transformation (green cross marks), the Schmidt transformation with
B ~ 5.42 (black cross marks), the input characteristic length (black solid line), and
the theoretical grid interval of the transformation by Tomita (2008) (black dashed
curve). The g-level is 7 (~ 47 x 10 grid points). The black circle and dot-and-
dashed line at ¢, = 40° denote the connection point to the Schmidt
transformation.

Figure 2.3:  The stretched icosahedral grid by (a) the transformation with g ~ 5.42
in Tomita (2008) (b) the present transformation. The horizontal map of the
normalized grid interval (c) with the same grid as (a), and (d) with the same grid as
(b), respectively. The g-level is 7 in (c) and (d), while it is degraded from g-level 7
to 4 in (a) and (b) for simplicity.

Figure 2.4:  The scatter plots of the (a) smoothness and (b) isotropy at all grids as

a function of the latitude in the present transformation (green cross marks) and the
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transformation in Tomita (2008) (black cross marks). The g-level is 7 (~ 47 x 10
grid points).

Figure 2.5: snapshots of horizontal maps of vertical gradient of vertical wind
components at z =15.0 km at (a) 1200 UTC 8 April 2013 using the grid systems
generated (a) by Tomita (2008) and (b) by our transformation.

Figure 2.6: a histogram of the ratio of the simulated momentum fluxes using the
grid system by our transformation to those using the grid system by Tomita et al.
(2008) (W/WTomita) as a function of latitude. The scatter plot (black cross
marks) shows the ratio of the grid intervals of Tomita et al. (2008) to of our

transformation (dromita/d), While the scatter plot (white cross marks) shows

(dTomita/d)z-

Figure 3.1: A time-height section of echo power observed by the vertical beam of
the PANSY radar in the year of 2016. The red arrow denotes the period when the
PANSY radar performed the observation with the complete system. Adapted from
Tsutsumi et al. submitted to SOLA.

Figure 3.2: Monthly mean of PMWE occurrence rates as a function of altitudes.
Colors indicate different UT (0800, 1000, 1200, and 1400 UT) in May, 2015. (g)
Monthly mean of electron density profiles (solid) with standard deviations (broken)
based on lonospheric Model for the Auroral Zone [McKinnell and Friedrich, 2007].
Adapted from Nishiyama et al. (2015).

Figure 3.3:  (a) An illustration of the stretched grid (roughened up to g-level 3).

(b) A horizontal map of a normalized grid interval defined as d/Ax, where d
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denotes grid intervals and Ax denotes the grid interval of the original icosahedral
grid.

Figure 3.4: Time-altitude cross sections of eastward line of sight velocity
components observed by the PANSY radar at Syowa Station (a) for the period from
17 March 2015 to 23 March 2015, (b) for the period from 21 March 2015 to 23
March 2015, and (c) opposite of westward line of sight velocity components
observed by the PANSY radar for the period from 21 March 2015 to 23 March
2015. The dashed line in (b) and (c) denotes phase lines with the downward phase
velocity of 0.3 m s™*. The green arrows in (c) denotes the wave period of the
disturbance. The contour intervals are 2 m s

Figure 3.5: Time-altitude cross sections of (a) zonal wind components and (b)
meridional wind components observed by the PANSY radar at Syowa Station for
the period from 21 March 2015 to 23 March 2015. The contour intervals are 12 m s
1.

Figure 3.6: Zonal and meridional wind components observed by the PANSY radar
on 23 March 2015 as a function of time at heights of (a) 70.8 km and (b) 72.0 km.
Zonal and meridional wind components fitted sinusoidal functions using a
nonlinear least squares method at the height of (¢) 70.8 km and (d) 72.0 km. The
circles denote the zonal wind components and the star marks denote the meridional
components.

Figure 3.7: A hodograph of the fitted horizontal wind components in the time region
from 00 UTC 23 to 13 UTC 23 March at the height of (a) 70.8 km and (b) 72.0 km

from the PANSY radar observation. Each mark is plotted at one hour interval.
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Figure 3.8: Time-altitude cross sections of eastward line of sight velocity
components simulated by NICAM at Syowa Station (a) for the period from 17
March 2015 to 23 March 2015 and (b) for the period from 21 March 2015 to 23
March 2015 (contour interval 3 m s1). (c) Zonal wind components in eastward line
of sight velocity components simulated by NICAM for the period from 21 March
2015 to 23 March 2015 (contour interval 18 m s).

Figure 3.9: Time-altitude cross sections of (a) anomalies of the zonal wind
components from the time-mean components, (b) the diurnal and semi-diurnal
migrating tidal components, (c) the planetary wave components, (d) small-scale
gravity waves and (e) the remaining components. The contour intervalsare 10 m s
! The data is from the NICAM simulation.

Figure 3.10: Time-altitude cross section of the envelope function of the zonal wind
components of the large-scale gravity waves simulated by NICAM (contour
interval 10 m st) .The figure from (i) to (v) denote the labels of the wave packet
examined in Section 4.

Figure 3.11: Hovmoller diagram of zonal wind components of the large-scale
inertia-gravity waves simulated by NICAM at the height of 70 km at 69°S (contour
interval 10 m s?). The figures (i), (ii) and (v) indicate the packets labeled in Fig.5.
Figure 3.12: Composite maps of zonal wind components of the large-scale inertia-
gravity waves simulated by NICAM. The height where the composites are taken is
(@) 70 km, (b) 70 km, (c) 75 km, (d) 65 km, and (e) 72 km. The longitudinal
location is depicted as the relative longitude from Syowa Station. The contour

intervals are 10 m s™.
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® Figure 3.13: Snapshots of the zonal wind components and their envelope function
of the large-scale inertia-gravity waves (a) at the height of 70 km at 03 UTC 23
March 2015, corresponding to the packet (v), and (c) at the height of 70 km at 01
UTC 19 March 2015, corresponding to the packet (i). Hovmoller diagrams of the
zonal wind components and their envelope function of the large-scale inertia-
gravity waves at the height of 70 km at 69°S for the period (b) from 20 to 23 March
and (d) from 17 to 20 March. The green dashed curves in (a) and (c) denote the
cross section taken in (b) and (d), and vice versa. The green circles are locations of
traced wave packets by the method discussed in the text. The contour intervals are
10 m s*. The data is from the NICAM simulation.

® Figure 3.14: Snapshots of the zonal wind components of the large-scale inertia-
gravity waves tracing the packet (v) (a) at the height of 60 km at 23 UTC 22 March
(contour interval 10 m s2), (b) at the height of 40 km at 08 UTC 22 March
(contour interval 5 m s), (c) at the height of 25 km at 16 UTC 21 March (contour
interval 3 m s?) and (d) at the height of 23 km at 03 UTC 21 March (contour
interval 2 m s?). Snapshots for the packet (i) () at the height of 63 km at 23 UTC
22 March, (f) at the height of 58 km at 15 UTC 18 March, (g) at the height of 53
km at 11 UTC 18 March (contour interval 5 m s?), (d) at the height of 48 km at 08
UTC 18 March (contour interval 3 m s1). The green circles are locations of traced
wave packets by the method discussed in the text. The data is from the NICAM
simulation.

® Figure 3.15: The ray path of (a, b) the packet (v) simulated by NICAM and (c, d)
the packet (i) using the idealized ray tracing method (black thick line, colored

circles) and the manual wave packet tracing method (colored star marks) in (a, c)
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the latitude-height cross section and (b, d) the horizontal map. The contours in (a, c)
denotes background zonal wind components averaged in the zonal direction and for
the period from 17 March to 23 March.

Figure 3.16: A snapshots of longitude-height cross sections of zonal wind
components of the large-scale inertia-gravity waves (above the height of 19 km, the
left color bar, contour interval 2 m s*) and the absolute values of the horizontal wind
components (below the height of 18 km, the right color bar, contour interval 10 m s’
1) at 03 UTC 21 March at 40°S. The data is from the NICAM simulation.

Figure 3.17: Snapshots of horizontal maps of (a) the absolute horizontal wind
velocity and (b) the residual of the nonlinear balance equation (ANBE) at the height
of 10 km at 03 UTC 21 March 2015. The vectors in (a) denote the directions and the
magnitude of the horizontal winds. The contour intervals in (a) are 10 m s, The data
is from the NICAM simulation.

Figure 3.18: (a) A longitude-height cross section of zonal wind components of the
large-scale inertia-gravity waves \/Eu’ at 65°S at 15 UTC 18 March (contour
interval 0.1 Pa®%), and (b) a line plot of the energy flux p'w’ averaged from the
longitude of -90°E to the longitude of 60°E denoted by black arrows. The thick
black contours show background zonal wind components extracted by a lowpass
filter with a cutoff wavelength of 4000 km. The thick contours denote 20 m s, 30
m st and 40 m s, respectively. The data is from the NICAM simulation.

Figure 3.19: (a) a schematic figure of longitudinal locations of anomalies of 6

(66) from the zonal mean due to the semi-diurnal tide, and associated vertical wind
couplets denoted by large arrows at a height of the core of the polar night jet. (b) A

trajectory of fluid parcel ona 6 surface at the height of polar night jet. The thin
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dashed arrow denotes a motion of the fluid parcel, and U denotes the magnitude of
the background zonal wind.

Figure 3.20: Schematic illustration of spontaneous GW radiation from a localized
jet stream caused by the mountain-wave-like mechanism proposed by Mcintyre
(2009). The blue arrows show the vertical flow composed of the slaved
components. Doppler-shifted GWs are radiated because of the quasi resonance with
the slaved components (i.e., the vertical flow couplets) when the space-time scales
of the GWs are partially comparable to those of the slaved components. These
vertical flow couplets are a compensation flow for the strong localized jet and are
produced by the vortical flow over the deformed potential temperature surfaces,
which are also the slaved components. These potential temperature surfaces act as
mountains, such as ones that generate orographic GWSs. Adapted from Yasuda et al.
(2016).

Figure 3.21: (a) A hovmoller diagram of potential temperature (shade) and the
vertical wind components (contour) due to the diurnal and semi-diurnal migrating
tides at the height of 55 km at 65°S. The contour interval is 0.5x 1072 m s, (b) A
hovmaoéller diagram of potential temperature (shade) and the vertical wind
components (black contour) of the large-scale inertia gravity waves, and the zonal
wind component with s =1 and s = 2 at the height of 55 km at 65°S. The black
contour interval is 2.0x 1072 m s, the red thin contour denotes 30 m s and the
red thick contour denotes 35 m s™. The data is from the NICAM simulation.

Figure 3.22: Latitude-height cross sections of (a) the vertical fluxes of zonal
momentum pou'w’, (b) the vertical fluxes of zonal momentum p,v'w’, (c) the

ratio of the Coriolis parameter to the intrinsic frequency f /&, (d) the kinetic
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energies of the horizontal wind components and (e) the potential energies of the
large-scale inertia-gravity waves, which are averaged in the zonal direction and for
the period from 19 March to 21 March 2015. The contour interval is (a, b) 4.0 X
1075 [Pa] and (c) 0.1, respectively. It should be noted that the color bar and the
contour interval in (d) and (e) are log-scaled. The data is from the NICAM

simulation.

Figure 4.1: An illustration for the time integration method.

Figure 4.2: Time-altitude cross sections of northward line of sight speeds (a)
observed by the PANSY radar at Syowa Station (a) for the period from 10 to 20
May 2015, and (b) those simulated by NICAM in the same period. The contour
intervals are 4 m s, The black dotted vertical lines in (b) denotes the segments of
the lasting five-day-simulation.

Figure 4.3: Time-altitude cross sections of zonal winds (a) from the MERRA
reanalysis data and (b) from NICAM simulations for the period from May 10 to
May 20 2015 at a grid near Syowa Station. The contour intervals are 20 m s™. The
vertical dotted lines denotes the segments of the continuous five-day-simulation by
NICAM. (a) The 3-D assimilated fields of the MERRA reanalysis data for 1000 hPa
to 0.1 hPa and the 3-D analyzed fields for 0.1 hPa to 0.01 hPa are drawn.

Figure 4.4: Latitude-altitude cross sections of the zonal mean zonal winds (a) from
MERRA and (b) from NICAM simulations in May 2016. The contour intervals are
20ms?,

Figure 4.5: Frequency power spectra of (a) zonal, (b) meridional and (c) vertical

wind, and (d) temperature fluctuations averaged for the height region of 70-75 km
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for JJA in NICAM at a grid point near Syowa Station. Vertical black dotted line
indicates frequencies corresponding to the one day and half day. Red dotted line
indicates the inertia-frequency at Syowa Station (~21t/12.7 h at 69°S). Error bars
show intervals of the 90% statistical significance.

Figure 4.6: Frequency power spectra of meridional wind [(P,(w))] in JJA as a
function of height (a) at a grid point near Syowa Station and (b) averaged zonally at
69°S. (c) P,(w) without diurnal and semi-diurnal migrating tides and semi-diurnal
non-migrating tides with s = 1 [(P,(w))] averaged zonally at 69°S. Vertical black
dotted line indicates frequencies corresponding to the one day and half day, and the
inertia-frequency at Syowa Station (~2r/12.7 h at 69°S).

Figure 4.7: Zonal mean frequency power spectra of meridional wind fluctuations
without diurnal and semi-diurnal migrating tides and semi-diurnal non-migrating
tides with s = 1 (P,(w)) averaged in JJA as a function of latitude at heights of (a)
25 km, (b) 40 km, and (c) 70 km. (d) Frequency spectra of meridional wind
fluctuations averaged in June and July with horizontal wavelengths longer than
1000 km without the migrating tides at 70 km. Vertical black dotted lines indicate
frequencies corresponding to the one day period and half day. A black thin curves
indicate the inertial frequencies at each latitude.

Figure 4.8: Frequency power spectra of temperature fluctuations without diurnal
and semi-diurnal migrating tides and semi-diurnal non-migrating tides with s =1
(Piorm (w)) averaged in JJA as a function of latitudes at heights of 70 km. Vertical
black dotted line indicates frequencies corresponding to the one day period and half
day. A black thin curve indicate the inertial frequencies at each latitude. The shade

and contour are drawn in a logarithm scale.Figure 4.9: Frequency power spectra of

26



(@) zonal and (b) meridional components for the vertical momentum fluxes
averaged for the height region of 70-75 km for JJA in NICAM at a grid point near
Syowa Station and those without diurnal and semi-diurnal migrating tides and
semi-diurnal non-migrating tides with s = 1. Vertical black dotted line indicates
frequencies corresponding to the one day and half day. Red dotted line indicates the
inertia-frequency at Syowa Station (~2r/12.7 h at 69°S).

Figure 4.10: horizontal maps of U, KE, PE, u'w',v'w’ and u/v’ at heights of 25

km, 55 km and 70 km averaged in JJA. The unit of U, KE and PE, and

u'w,v'w’ and u'v' is ms?, J/kg and m?s?, respectively.

Figure 4.11: latitudinal structures of pou'w’, pov'w’, p'v', p'w’ and U averaged

in June and July. The unit of pou'w’, pov'w’, p'v'and p'w’,and U is Pa, W m-2
and, respectively. The contour values in p’w’ are multiplied by 10%. The black

curves denote the location of the axis of the polar night jet.
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List of Table captions

Table 1: The wave parameters of fluctuations in the mesosphere observed over
Syowa Station (a) obtained by fitting to a sinusoidal function using a nonlinear least
square method (b) estimated on the hypothesis that fluctuations are due to inertia-
gravity waves, where « is the angle of u; measured clockwise from the east.
Table 2: The directly estimated wave parameters of packets simulated over Syowa
Station

Table 3: The results of the idealized ray tracing and the manual wave packet tracing
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Chapter 1

General Introduction
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Chapter 2

A new transformation method for a quasi-uniform and
fine grid system in a circular region using the spring

dynamics

In this chapter, a new transformation method for a regionally enhanced and quasi-
uniform grid system in a circular region is proposed. The target region covered by finer
meshes are connected to an outer region with coarser meshes transformed by the Schmidt
transformation in order to maintain an isotropy of grid shapes. To realize these
requirements, characteristic lengths of the spring connecting grid nodes are determined
by a mathematical formula. It is numerically confirmed that fine and quasi-homogeneous
meshes in the target region are certainly generated using this grid transformation. Note
that the results in this chapter have already been published as a paper in Journal of the

Meteorological Society of Japan (Shibuya et al., 2016).

2.1 A short review for the previous stretched grid systems

Recent development of computational facilities has allowed numerical simulations
by atmospheric general circulation models with a sufficiently fine horizontal resolution
to resolve non-hydrostatic scale motions. In such high-resolution models, discretization
of the governing equations on a polyhedral grid system using grid-point methods tends to
be popular to because of its high computational performance on parallel computers. An

icosahedral grid is one of them (e.g., Williamson 1968; Sadourny et al., 1968; Heikes and
30



Randall 1995) and employed for the NICAM used in the present study. Detailed
descriptions of the dynamical core and recent developments of NICAM are given by
Tomita and Satoh (2004), Satoh et al. (2008) and Satoh et al. (2014). Recently, Miyakawa
et al. (2014) showed that NICAM predicted the Madden-Julian Oscillation (MJO) using
an initial condition about one month before. The icosahedral grids have been recognized
to be useful based on such a demonstration by high-resolution simulations.

However, if a target region is not global but limited locally, globally fine horizontal
meshes are not necessary for the numerical simulation. In such a case, taking grids with
fine meshes for the target region only should be a better choice, which can lead to a
significant reduction of the computational burdens. Most previous studies used regional
or nesting models for this purpose. However, regional and nesting models can suffer from
serious problems owing to the existence of artificial boundaries. Special technical
treatments are required so as to reduce numerical errors or to damp artificial reflections
of waves at the boundaries. Such problems can be avoided by using a stretched grid
transformation developed by Tomita (2008). In his study a transformation function is
constructed based on the Schmidt transformation function and applied it to the icosahedral
grids. This transformation allows us to gather grid points in a local region of interest and
realize higher resolution simulation there. Because the resolution changes smoothly away
from the central point, no lateral boundary condition is required in its grid transformation,
which is an obvious advantage of this approach. This type of smooth transition is useful,
especially for case studies that require high resolution in a limited region for a period
shorter than a week (Uchida et al., 2016). For example, the stretched grid was used to
examine the prediction skill of MJO during the CINDY2011/DYNAMO observation

period (Nasuno et al., 2013) and to simulate the dynamics of multiple tropopause events
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and inertia-gravity waves in the Antarctic detected by radiosonde and the PANSY radar
observations (Shibuya et al., 2015).

However, the stretched grid by Tomita (2008) has a problem for simulating
phenomena whose expressions strongly depend on the horizontal resolution, because the
Tomita’s stretched grid is composed of non-uniform meshes even in the target region.
This feature becomes apparent when the stretching parameter, which is defined later, is
large. Plougonven et al. (2013) compared two simulations of inertia-gravity waves with
different resolutions and reported that when the horizontal resolution is doubled, wave
amplitudes become almost twice as large, although phase structures do not depend much
on the resolution. Aghedo et al. (2010) shows that passive tracer transports simulated by
the ECHAMS general circulation model depend strongly on the horizontal and vertical
resolutions. Because the horizontal resolution inherently determines the finest scale of
filament observed around internal barrier regions such as the tropopause and the edge of
the polar vortex, the mixing processes resolved in the numerical model have a strong
dependence on the grid resolution. Thus, to examine physical processes such as waves,
transports and mixing processes having fine structures, quasi-uniform and regionally fine
meshes around the target region are desirable.

Iga (2015) proposed a smooth and seamless grid system with several topologies
based on a conformal mapping technique. This grid system has a fine and uniform
resolution inside the target region and is applicable to both the equatorial and polar
regions. However, in order to generate a fine and uniform grid in a circular region
following Iga’s method, the grid shape should be a polyhedral one (not the icosahedral
one). This means that the Iga’s grid system can not be directly applied to the NICAM,

since the dynamical core of the NICAM is based on the icosahedral grid system. Thus,
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the purpose of the present study is to develop a grid system with fine and quasi-
homogeneous resolution in the target region while maintaining the icosahedral grid
structure. The fine mesh region is connected to an outside coarse mesh region transformed
by the Schmidt transformation. This grid system is generated by the spring dynamics
method (Tomita et al, 2002). However, contrary to Tomita et al. (2002), the characteristic
length of the spring connecting grid nodes depends on the latitude of the grid node.
Moreover, it is found that the finest possible resolution inside the target region is specified
by an analytical function of the target region area through a constraint among the
horizontal resolutions, the target region area and the total number of points in the mesh,

as shown later.

2.2 A standard grid generation method in NICAM
2.2.1 Icosahedral grid on a sphere

Icosahedral grids over the sphere are generated by dividing the original icosahedron
recursively. In NICAM, the grid resolution generated by the m-th dividing operation is
conventionally referred to as the “g-level m” (grid division level m) grid (Tomita et al.,
2002). G-level 0 is the original icosahedron. By dividing each triangle into four small
triangles, a higher-level mesh is obtained. The total number of node pointsis N = 10 -
4™ + 2 for g-level m. The effective resolution is estimated by the square root of the
averaged control volume area, \/m , Where Rg is the Earth's radius. Throughout
the rest of the paper, the unit sphere is assumed. It should be noted that the grid can simply

be scaled to whatever radius sphere is needed by the model.
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2.2.2 Spring dynamics

In NICAM, grid intervals are regularized by the spring dynamics method and are re-
modified by the gravitational-centered relocation (Tomita et al., 2002), which guarantees
the second-order accuracy of numerical differential operators in NICAM (Tomita et al.,
2001). It is assumed that each grid point has its own mass M and that neighboring grid
points are connected by a spring with the spring coefficient k and the characteristic
length f. A damping force proportional to the velocity of the grid motion is also added
to ensure that the system calms down to a quasi-steady state after a sufficient number of
iterations. The equation of the grid point motion is described as

dw; L
MW = Z k(d; — f)e; — aw,, and
i=1 (2.1)

—

drg
— e

dt
where d; is the distance between the point P, and P; where P; is one of grid points
surrounding Py, ¢€; is the unit vector in the direction from P, to P; projected on the
tangential plane at P,, w, is the velocity vector at Py, 7, is the position vector of P,

n is the number of mass points surrounding Py, and a is a damping coefficient. When

the grid system reaches the equilibrium state, the following relation is satisfied:

> - =0, 22)
i=1

because dw,/dt =0 and w, = 0.

An initial location of grid points before the iterations of the spring dynamics should
be carefully prepared to avoid the collapse of grid shapes. One of the technical way to
prepare the initial grid location is as follows: First, the grid transformation with a low g-
level (2 or 3) is conducted with the initial condition of the original icosahedron. The grid
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configuration in a higher g-level can be sequentially generated with the initial grid
location of the same grid configuration with the lower g-level, by making a new grid point
at the midpoint of the grid point in the lower g-level.

The grid structure in the equilibrium state depends only on a constant characteristic
length f. In this study, a dependence on latitude ¢ isaddedto f,thatis, f(¢), soasto
enable the variable-resolution system. This also means that the spring dynamics is
expected to force the distance between two grid points to be close to the latitude-
dependent characteristic length f(¢). The specific form of the function f(¢) is

discussed in Section 2.3.

2.3 How to determine the characteristic spring length

2.3.1 A constraint on the cell area and total grid number over the sphere

In the following, the target region is set to a region around the North Pole whose
perimeter is along a latitude ¢, for simplicity. The effective grid resolution in the target
region, dx;, which is defined as the square root of the cell area, is determined by the
number of cells (n) in the target region, because the grid shapes are designed to be quasi-
uniform. Thus dx; is given by

dy = \/271(1 — sin ¢by) 3)

n

Hereafter, the latitude ¢, is referred to as the edge latitude. As discussed in Section 2.2.1,
the unit sphere is assumed.

Outside the target region, the resolution is determined by a latitude-dependent length
scale f(¢), that is used by the spring dynamics method as a characteristic length scale of

the spring. Assuming a regular hexagon, the area of the cell is equal to v3/2 (f(¢))?.

35



Hereafter f(¢) is referred to as “the grid interval function”. Note that f(¢) is an
arbitrary function that takes positive values for — /2 < ¢ < /2.
An obvious constraint on the cell areas over the sphere is that the integration of all

cell areas is equal to the area of the sphere. This constraint can be written as follows:

2m /2

[ [ompoaes

0 -m/2

where A islongitude, ¢ islatitude, N isthe number of grid points over the sphere and
A(¢) isthe cell area around a grid point (4, ¢).

If the number of cells n is specified in the target region, the grid interval function,
f(¢), outside the target region, must satisfy the following equation

o jv_cosd) dp = N —n. (4a)
S (F(@))?

Additionally, to enforce a smooth connection between the target region (¢o < ¢ <

m/2) and the outer region (— /2 < ¢ < ¢,), the resolution at ¢, should be equal to

dxy. This condition is written as

21(1 — si V3
J 7 ( n51n¢0)=\/;f(¢0) (4b)

Although f(¢) is an arbitrary function that satisfies Eq. (4a) and (4b) at this point, it is

obviously desirable if f(¢) is chosen so that the quasi-isotropy of a grid system can be

realized. A form of such f(¢) will be given in the next section.

2.3.2. Connection with the Schmidt transformation

As verified by Tomita (2008), the transformation that can maintain the isotropy of

the grid is identical to the Schmidt transformation. This isotropic transformation is
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introduced by

B(1+sind)/(1—sind) -1
B(1+sin®)/(1—sin®) + 1|

¢ =sin™! ()

where @ is the latitude of the original point before the transformation, ¢ is the latitude
after the transformation, and g is the stretching parameter that enables the smooth
transition of the horizontal resolution. The latitudinal change of the latitude interval by

the transformation, d¢/d®, is interpreted as the reduction factor of the grid interval,

and the resolution after the transformation, G(®), is derived analytically as

_ 4 2/B
) = = B+ D+ (f— Dsino ©)

do
where dx is the grid interval before the transformation. It should be noted that Eq. (6)

indicates the resolution as a function of the original latitude ®. For example, G(®)|p=0

gives the resolution not at the equator, but at the latitude to which the equatorial line is

transformed, i.e., sin™! (%) The inverse of the Schmidt transform is given by
|+ Dsing+(f-1)
$ = sin -
(B—Dsing—(B+1) (7)
=571(9)

Thus, the resolution is derived as a function of the transformed latitude ¢ using Eq. (7),
B+1)-(B-Dsing
- (8)
2JB

It is easily verified by substituting ¢ = m/2 into Eq. (8) that the grid resolution is

G(STH(¢)) =dx

changed by a factor of 1/\/E at the center of the transformation. When g > 1, the
refinement for ¢ > 0 in the Northern Hemisphere is obtained, while 0 < £ <1 makes
the refinement for ¢ < 0 in the Southern Hemisphere.

The Schmidt transformation is used as the grid interval function to obtain an

isotropic grid structure outside of the target region. The Schmidt transformation needs the
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same number of grid points outside the target region, (N —n). In the target region,
however, the Schmidt transformation needs a larger number of grid points (n"), than the
number of grid points (n) used in the new transformation. This is because the grid
intervals obtained by the Schmidt transformation in the target region are smaller than the

proposed transformation. Thus the original grid resolution used in the Schmidt

transformation, dX = \/4m/(n’ + (N —n)), is different from the quasi-homogeneous

grid interval of the new method, dx = \/4r/(n + (N —n)). The grid interval function

outside the target region is obtained as follows:

(fﬁb) dx PRI /2 < ¢ < o )

By combining Eq. (4b) and Eq. (9), dX is determined, and the grid interval function

is obtained as follows:

f(¢)

V3

2 |2n(1—singy) (B+1)—(B—1)sing
\fﬁ\/ n BrD-F-Dsng, o MEEES®

r 2\/2n(1—sin¢0) for 60 < & < 1/
0= =

Three parameters of the transformation, £, n,and ¢, in Eq. (10) are related through the

constraint about the grid system over the sphere, Eq. (4a).

2.3.3. The mathematical constraints on ¢,, n,and S

Using f(¢) as defined by Eq. (10) and Eq. (4a), a single equation about three

unknowns, ¢,, n and B can be derived:
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n

, d
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=N-—-n
Equation (11) is transformed into a function of  and ¢, that gives the number of cells
n(¢y, B) in the target region, which is the number of cells in the target region subject to
the constraint that 8 be a positive real value:

Tl(¢0, ﬁ)
(12)

¢0 1 1 . 2
:NIJ (B+D-@-Dsingo)’cosp

. . 2
2, =singo)((B+1) = (B = Dsing)
Forafixed ¢,, n(¢y, B) increases monotonically with increasing . Using this fact, an

upper bound on the number of cells in the target region is placed by taking a limit g —

0:
_ 2N
Nim = glj){}o n(¢o, B) = 3T sindy (13)
Thus, ny;y, is an upper bound on n:
2N
n (24)

< — =Ny
3+sing, ™
This condition also indicates that the minimal resolution in the target region is also

bounded by

dxy = JZn(l — sin ¢,) S JZn(l — sin ¢,) (15)

n Nim

Substituting the definition of n;;,, from Eq. (14) into (15), Eq. (14) becomes

/47r 3 — 2sin¢y — sin? ¢,
de > W\/ 4 = demin (15)

This inequality indicates that the minimal resolution dxr . is proportional to the
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original resolution Jan/N multiplied by  the  reduction  factor

V(3 — 2sin ¢ — sin? ¢,) /4. Figure 2.1 shows the reduction factor as a function of the
edge latitude ¢,. The reduction factor is one for ¢, = —m/2 corresponding to the
original grid shape, and is zero for ¢, = m/2 corresponding to the case where all grid

points are located at the pole. When ¢, is set to as sin~*(—1 +v3) (approximately
47°) or sin?! (—1 + 15/4) (approximately 69.5°), the reduction factor becomes 0.5

or 0.25, respectively. This corresponds to the increase by one or two g-levels in the target

region.
1 1 Il 1 1
. 987 i Figure 2.1:
@] L
Sos4 L The reduction ratio as a function of the edge
c | ;
L I latitude ¢, . The cross-marks denote the
[SEA [ [
é B | points at which the reduction ratios are 0.5
= 0.2 4 | |1 r . -
R and 0.25, respectively. The circle denotes the
| [ . ° °
"% @ % 0 % e e Pointat ¢, = 40°m/180°.

y 180°
do X —

For a given ¢,, a sufficiently large B is needed so that the number of the grid
points in the target region n approaches ny;, (EQ. (13)). However, a typical g value
where dn/df is close to zero, depends on the choice of ¢, (not shown). Thus, in

practice, it is better to choose the largest integer less than 0.99 ny;,,, as n, which gives

\/1/0.99 (~1.005) dxr .. In the target region. Last, after the dependent parameter S

is solved numerically through Eq. (11), an ideal variable-resolution grid system is
obtained using Eq. (10).

In summary, the quasi-homogeneous grid system in the target region is obtained
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using only one parameter, ¢, through Eq. (11) and (13), which is the edge latitude of

the target region.

2.4. Results: Grid properties

The grid interval function given by Eq. (10) is used as the characteristic length in the
spring dynamics described in Section 2.2.2. Hereafter, ¢, is selected at 40°. In that case,
n= 099 Xn, ~ 099 x0.55N and S ~ 205.3. In this section, the g-level of the
grid system is taken to be 7 (~ 47 x 10 grid points).

The stretched grid transformed by the original method of Tomita (2008) is also
generated with the same number of grid points in the target region and compared with the
new method. The stretching parameter £ in Tomita (2008) is approximately g = 5.42.
After relocating the grid points near the North Pole using both transformations, all grids
are rotated so that the center of the target region is located at the South Pole. This is
because this study focuses on gravity waves in the Antarctic. Note that the transformation
after the relocation to the South Pole corresponds to the Schmidt transformation with

= 5.427%

2.4.1. Resolution

Figure 2.2 shows scatter plots of the normalized grid intervals, defined as d * 2™
(d denotes the grid interval), for all grid cells as a function of the latitude. It is clear that
the grid intervals of the new transformation (green cross marks) is quasi homogeneous
compared with those of Tomita (2008) (black cross marks). The result of the new
transformation accords well with the input characteristic length (Eq. (9)) (a thin black

solid curve), although some discrepancies around pentagonal cells appear. This may be
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partly explained by properties of the spring dynamics, which leads to smaller grid

intervals around pentagons (see discussion in Tomita et al., 2002).

N

normalized grid interval
1

0.5

180°

¢ X

I

Figure 2.2: The scatter plots of the normalized grid interval defined as the grid interval d =
27 as a function of the latitude in the result of the new transformation (green cross
marks), the Schmidt transformation with 8 ~ 5.42 (black cross marks), the input
characteristic length (black solid line), and the theoretical grid interval of the
Schmidt transformation (black dashed curve). The g-level is 7 (~ 47 x 10 grid
points). The black circle and dot-and-dashed line at ¢, = 40° denote the
connection point to the Schmidt transformation.

Figure 2.3 shows the mesh structures and the horizontal maps of the normalized grid
intervals. The grid intervals shown in Figs. 2.3c and 2.3d are averaged ones a particular
point P, and adjacent points. Compared with the transformation by Tomita (2008), it is
clear that the grid intervals of the new transformation in the target region are more
homogeneous and coarse in the outer region. It should be noted that this feature is
preferable to reduce the computational burden, since the new transformation does not

require the model to use a small time step owing to a few small cells near the target center.
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Figure 2.3: The stretched icosahedral grid by (a) the transformation with § ~ 5.42 in Tomita
(2008) and by (b) the new transformation. The horizontal map of the normalized
grid interval (c) for (a), and (d) for (b). The g-level is 7 in (c) and (d), while it is
degraded from g-level 7 to 4 in (a) and (b) for easy visualization.

2.4.2. Smoothness and Isotropy

Next, the properties of the two grid systems are examined and compared in terms of
the area uniformity and isotropy. The area uniformity is important to resolve such
dynamical phenomena as waves and mixing processes, as discussed in Section 2.1. In this
study, the area uniformity which is a measure of smoothness is defined locally by the

variance of a grid area against the areas of surrounding grids:

¥ (A — Ay)?
NAo?

SO=

where A, is an area of a grid, A; is that of a grid surrounding A,, and Ny is the
number of grids surrounding A,. When the grid areas are completely uniform, the area

uniformity S, is zero. It should be noted that S, is normalized by the square of its own
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grid area because the variance of the area Z’ivjl(Al- — Ap)? depends on the grid area itself
in the same configuration.

Figure 2.4a shows the area uniformity S, for the transformation by Tomita (2008)
and that for the present transformation. It is clear that S, is lower (i.e., the smoothness
is higher) in the target region for the new transformation than that by Tomita (2008),
although it is possible outside the target region. The local maxima are observed at the
pentagonal grids in both transformations.

The isotropy is also an important component for grid configuration because the break
of the isotropy causes the dependence of minimal resolvable scales on axis directions
(Miura and Kimoto 2005). Miura and Kimoto (2005) defined the isotropy of the

icosahedral grid 1, as

Tic (L = 1)?
Nele*
Ns

. = Zi=1 li

0 Ns

10:

where [; is one edge length of a cell and [, is the average of edge lengths surrounding
a grid. When the grid shapes are completely isotropic, the isotropy I, is zero. Since the
transformation by Tomita (2008) is based on the Schmidt transformation, which is one of
theoretical isotropic transformations, the isotropy of the meshes by Tomita (2008) is likely
regarded as the reference of an isotropic transformation.

Figure 2.4b shows a scatter plot of the isotropy I, of the grid shapes for the two
methods. The isotropy I, in the new transformation is maximized around the edge
latitude ¢, = — 40°, which is absent for the method by Tomita (2008). The distortion
of the grid shape around the edge latitude can be also found in Figure 2.3b. As seen in

Figure 2.4b, such distorted cells are located inside the target region with a width of about
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15° from the edge latitude. This fact suggests that the target region should be designed

broader than the region of interest. At other latitudes, I, for the new transformation is

about 3.0 x 1073, while I, corresponds to Tomita (2008)’s method is about 1.5 X

1073, Because \/I_O corresponds a ratio of a standard deviation of edge lengths of a cell

to the mean edge length, a cell with I, = 3.0 x 1073 (1.5 x 1073) has surrounding

edge lengths with a standard deviation of about 5.5 % (3.9 %) of the mean edge length.

Thus the meshes by the new transformations are regarded as almost isotropic grid shapes,

except near the edge latitude.

(a} L 1 1 1

100

Smoothness

Isotropy
3

104 -

2.4.3. Numerical simulation

Figure 2.4:

The scatter plots of the (a) smoothness and
(b) isotropy at all grids as a function of the
latitude in the present transformation with
¢, = —40°(green cross marks) and the
transformation in Tomita (2008) (black
cross marks). The g-level is 7 (~47 x 10
grid points).

In this subsection, a pairs of simulations are conducted for a realistic atmospheric

condition using NICAM with the two grid systems shown in Figs. 2.3a and 2.3b. The
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initial condition and model configuration are the same as Shibuya et al. (2015) except the
horizontal grids: the model top is 53 km and the number of vertical levels is 243 (Az =
150 m up to z = 20 km). Simulations were performed for a time period from 0000 UTC
7 April to 0000 UTC 9 April 2013. As discussed in Shibuya et al. (2015), gravity wave
packets were observed both over the Antarctic continent and the Southern ocean during

this period.
Figures 2.5a and 2.5b show snapshots of horizontal maps of aW/aZ (negative

horizontal wind divergence) at z =15.0 km at 1200 UTC 8 April 2013 using the grid
system by Tomita (2008) and that by the new transformation, respectively. Geographical
locations and phase structures of gravity waves observed on the map are quite similar for
the two simulations. Next, simulated momentum fluxes u'w’ are calculated as a function
of latitude for the period from 0000 UTC 8 April to 0000 UTC 9 April for more strict
comparison. The gravity wave components denoted by primes are obtained are extracted

by a high-pass filter with a cutoff wavelength of 1000 km, and u'w’ are obtained.
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Figure 2.5: Snapshots of aW/az at z=15.0 km at (a) 1200 UTC 8 April 2013 using the grid

systems generated (a) by Tomita (2008) and (b) by the new transformation.
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Figure 2.6 shows a histogram of the ratio of the estimated momentum fluxes using
the grid system by the new transformation (W) to those using the grid system by
Tomita et al. (2008) (WTomita) as a function of latitude. Black cross marks in Figure
2.6 denote the ratio of grid interval of Tomita (2008) (dromita) tO that of the new
transformation (d). In the high-latitude region (¢ < —60°), u'W'romita iS larger than
u'w’, while uW'W'romita are smaller than u'w’ in the mid-latitude region (¢p > —60°).
Their features are consistent with the inverse ratio of the grid intervals (dtomita/d), as
discussed in the previous studies (e.g., Plougonven et al., 2013). It should be noted that
the center of the histogram of the ratio, W/WTomitzn approaches to unity at 60°S,
where dpomita 1S €qual to as d. Thus, u'w'remita tends to be over-(under-)estimated in
the high-(mid-)latitude region as expected. This fact suggests that the new transformation

gives meaningful spatial distribution of the momentum fluxes in the target region.
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Figure 2.6: A histogram of the ratio of the simulated momentum fluxes using the grid system
by the new transformation to those using the grid system by Tomita et al. (2008)
WW [u'Wtomita) asa function of the latitude. Black cross marks denote the ratio
of the grid intervals of Tomita et al. (2008) to those of the new transformation
(dromita/d), While White cross marks denote (dromita/d)?.
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Interestingly, the dependence of the momentum flux on the grid interval is much
larger in the high-latitude region than in the mid-latitude region. The dependence at the
high-latitude region is roughly described by (dromita/d)?, Which is more severe than
reported by the previous studies (e.g. Plougonven et al., 2013). Further studies are needed

to examine such quantitative dependence of the momentum flux on the grid interval.

2.5. Summary and concluding remarks

A new grid transformation with a fine and quasi-uniform grid system in a target
region has been proposed for a reduction of the computational burdens. Unlike nesting
models or regional models, the grid system by the new transformation does not have the
problem of artificial wave reflection at the domain boundaries. Moreover, the quasi-
uniform shape of the meshes in the target region is desirable for simulations of waves and
mixing processes whose behaviors strongly depend on the model resolution. It should be
noted that this transformation can be applied to other grid systems using the spring
dynamics.

The Schmidt transformation is chosen as a latitudinal function of the resolution in
the outer region so as to make the grid shapes as isotropic as possible. To realize this
requirement, a constraint regarding the area of the target region, the number of grids in
the target region, and the parameter of the Schmidt transformation is derived. As a result,
it is shown that only one parameter that stands for the area of the target region need to be
specified to determine the resolution function in the new transformation, provided that
the condition that the grid resolution in the target region is as fine as possible.

By substituting the resolution function into the characteristic length in the spring
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dynamics, the fine and quasi-homogeneous grids are successfully generated in the target
region. Next, the obtained grid system is compared with that from the transformation in
Tomita (2008). It is shown that the meshes by the new transformations are almost
isotropic grid shapes, except near the edge latitude. Last, simulations using both
transformation under a realistic atmospheric condition show the magnitudes of the
momentum flux of gravity waves are strongly dependent on the grid intervals, suggesting
that this transformation is quite useful for the study of spatial distributions of the

momentum fluxes.
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Chapter 3

Quasi-12 hinertia-gravity waves in the lower mesosphere observed

by the PANSY radar at Syowa Station (39.6 °E, 69.0 °S)

In this chapter, data from the first observation by a complete system of the PANSY
radar in March 16-24, 2015 are examined. During this observation period, strong wave-
like wind disturbances propagating phases downward are observed in the mesosphere.
The zonal wind amplitude is about 30 m s. Observed vertical wavelengths and wave
periods are 13 km and about 12 h, respectively. To explore dynamics of the wave
disturbances, a model simulation is performed using a high-top NICAM employing the
newly-developed stretched grid system described in Chapter 2. Strong wind disturbances
with wave periods of 10-13 h in the mesosphere similar to the PANSY radar observations
are successfully simulated. Based on the analysis using time and special filters, it is
inferred that the wind disturbances in the mesosphere are not due to semi-diurnal tides,
but due to inertia-gravity waves with horizontal wavelengths longer than 1000 km.
Furthermore, the propagation and generation mechanisms of the inertia-gravity waves are
discussed. Note that the results in this chapter have already been published as a paper in

Atmospheric Chemistry and Physics (Shibuya et al., 2017).

3.1. Areview for dominant mesospheric disturbances
Disturbances with a wave period of 12 h in the polar mesosphere have been
examined by many previous studies (e.g., Murphy et al., 2006; Akmaev et al., 2016).

There are several explanations for the existence of the disturbances with a period of 12 h.
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past studies (e.g., Theon et al., 1967; Hook, 1970) and some resent studies (Fraser and
Khan, 1990; Fisher et al., 2002) considered that these disturbances are attributable to
semi-diurnal migrating tides. Waterscheid et al. (1986) and Collins et al. (1992) attributed
these disturbances to a “pseudo-tide” related to gravity-wave momentum deposition
modulated by the semi-diurnal migrating tide. Hagan and Forbes (2003) considered the
atmospheric response to the zonally asymmetric latent heat release in the troposphere.
Talaat and Mayr (2011) showed that internal oscillations may be caused by parameterized
gravity waves in the model. Other studies (Hernandez et al., 1993; Forbes et al., 1995,
1999; Fritts et al, 1998; Portnyagin et al. 1998; Yamashita et al., 2002; Wu et al., 2003,
Aso 2007, Murphy et al., 2009) suggested that these oscillations are due to semi-diurnal
non-migrating tides with a zonal wavenumber s = 1 generated by nonlinear interactions
between s = 1 stationary planetary waves and the semi-diurnal migrating tides. Mayr et
al. (2005a, b) emphasized the importance of gravity wave filtering effects on the nonlinear
interactions. Riggin et al. (1999) showed based on radar observations conducted at
McMurdo (77.8°S) and Halley (75.8°S) that the zonal wavenumber of the 12 h waves is
close to two in the winter and is one in the summer. Wu et al. (2002) suggested thats =1
semi-diurnal non-migrating tides are significant at latitudes of higher than 78°S and that
a mixture of semi-diurnal migrating tides and s = 1 semi-diurnal non-migrating tides
appears in the latitude region between 68°S and 78°S.

Recently, the first observation with a complete system of the PANSY radar was
performed for March 16-24, 2015. During the observation period, strong wave-like
disturbances with a wave period of about 12 h were detected at heights of 70-80 km in
the mesosphere. In Sections 3.3 and 3.4, dynamical characteristics of the wave-like

disturbances such as wave parameters, generation and propagation mechanisms of such
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disturbances were examined by using the PANSY radar data and the high-top NICAM.

3.2. Methodology
3.2.1. The PANSY radar observations

As described in Section 1.4, the PANSY (Program of the Antarctic Syowa) radar is
the first MST/IS radar in the Antarctic that was installed at Syowa Station (39.6°E,
69.0°S). A pulse-modulated monostatic Doppler radar system is employed with an active
phased array consisting of 1045 crossed-Yagi antennas. The PANSY radar observes
backscatter echo from turbulence in the troposphere, stratosphere and mesosphere.
Echoes detected by the PANSY radars result from coherent scattering owing to quite
weak fluctuations in the refractive index at the Bragg scale (i.e., a half of wavelength of
a launched radio wave) which is a few meters for the VHF band for monostatic radars
like the PANSY radar. The scattering occurs owing to temperature and water vapor
fluctuations by turbulence in the troposphere, by temperature fluctuations by turbulence
in the lower stratosphere, and electron density fluctuations by turbulence in the
mesosphere. The mesosphere echoes are sometimes enhanced by particle precipitation
from the space. It should be noted that an observation gap exists in a height region from
~ 30 km to ~ 60 km, due to a shortage of backscatter in this height region (Sato et al.,
2014).

The height region where the scattering occurs in the mesosphere depends on the
season. Figure 3.1 shows a time-height section of echo powers observed by the vertical
beam of the PANSY radar in the year of 2016. In the winter season, from the middle of
March to the end of October, the echoes are detected at altitudes of about 60-80 km, while

in the summer season, from the beginning of November to the end of February, the echoes
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are detected at altitudes of about 80-100 km. The echoes in the winter (summer) seasons
are called as the Polar Mesosphere Winter (Summer) Echo (or PMWE (PMSE) for short).
A detailed mechanism of PMWE has not yet been well known (e.g., Zeller et al., 2006;
Kirkwood, 2007), although that of PMSE is related to the polar mesospheric clouds
appearing in the summer polar region (e.g., Rapp and Libken, 2003; Rapp et al., 2008).
Figure 3.2a shows that the occurrence rate of PMWE observed by the PANSY radar in
May 2015 at each local time (Nishiyama et al., 2015). It is clear that the PMWEs are
frequently observed only during daytime, likely because the mesosphere is sufficiently
ionized by solar radiation and have the large electron density (Fig. 3.2b). Note that the
largest occurrence rate is at most 20% at altitudes from 70 km to 80 km. Nevertheless,
wind estimation is possible for the polar mesosphere with the aid of strong PMSE/PMWE

particularly in daytime.
PANSY radar

100E ' E dB40
;E: 90%‘ i Full system _g 30
= BOE- ‘ 3 20
L = Mo

T 0F Il .': 3
T E gl |l : W
B0E P " Fullsystem £ [l-10

= L. ¥ E
50E : .. 3 M-

b J F M A M 4 J A S 0O N D

Figure 3.1: A time-height section of echo power observed by the vertical beam of the PANSY radar
in the year of 2016. The red arrow denotes the period when the PANSY radar performed
the observation with the complete system. Adapted from Tsutsumi et al. in press.
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Figure 3.2: Monthly mean of PMWE occurrence rates as a function of altitudes. Colors indicate different
UT (0800, 1000, 1200, and 1400 UT) in May, 2015. (g) Monthly mean of electron density
profiles (solid) with standard deviations (broken) based on lonospheric Model for the Auroral
Zone (McKinnell and Friedrich, 2007). Adapted from Nishiyama et al. (2015).

Line-of-site wind speeds are estimated from the Doppler shift of the echoes by fitting
the echo spectra into a Gaussian shape with a least squares method at a high time and
vertical resolution of At = ~1 min and Az = 150 m in the troposphere and lower
stratosphere, and of At =~1 min and Az =600 m in the mesosphere. The accuracy of
line-of-sight winds is about 0.1 m s*. The PANSY radar data used in this study are line-
of-sight winds for five beams pointing to the vertical and tilted east, west, north and south
at a zenith angle of 8 =10°. Vertical wind components are directly estimated from the
vertical beam. Zonal (meridional) wind components are obtained using a pair of line-of-
sight winds of the east and west beams (the north and south beams). For example, line-
of-sight winds of the east and west beams, Vg, are composed of zonal and vertical
components of the wind velocity vectors (uig, w4g) in the target volume ranges:

Vig = *uigsinf + wyg cosb. (3.1)

By assuming that the wind field is homogeneous at each height, i.e., u,g = u_g = u and

W, = W_g = w, zonal wind components are estimated as:
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The vertical flux of zonal momentum is directly estimated from variances of line-of-sight
wind fluctuations (Vincent and Reid, 1983):

V% = % sin? 0 + w2 cos? 0 + ul gwl g sin 26 (3.3)

By assuming that the flux and variance fields are homogeneous (u’2, = u'%, = u'?

wz =w'? = w'? and UL gWig =u_gw g =u'w’ ), the vertical flux of zonal

momentum u’w’ is obtained:

2y E_WZG (3.4)
W = sin20

This assumption is less strict than that used for the u and w estimation. Thus, the
momentum flux estimation based on MST radars is quite accurate. The meridional wind
component v and the vertical flux of meridional momentum v'w’ can be estimated in
a similar manner from a pair of line-of-sight winds of the north and south beams.
Continuous observations by the PANSY radar started with a partial system on April
30, 2012. The first observation with the complete system of the PANSY radar observation
was performed for March 16-24, 2015. See Sato et al. (2014) for further details of the
PANSY radar and for a list of future studies to be conducted based on this system. For the
March 16-24, 2015 period, strong polar mesosphere winter echoes were observed by the
PANSY radar. These echoes likely resulted from the largest magnetic storm event
occurring during the solar cycle 24 (“St. Patrick’s day storm”, Kataoka et al., 2015;
Jacobsen and Andalsvik 2016; Cherniak and Zakharenkova 2016). This means that a
larger number of observational data in the mesosphere can be utilized in this period. In

Section 3.3, wind disturbances observed in this time period are closely examined.
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3.2.2. Numerical setup for NICAM

The simulation was performed using the Non-hydrostatic Icosahedral Atmospheric
Model (NICAM), which is a global cloud resolving model (Satoh et al., 2008, Satoh et

al., 2014). Numerical settings used in this study are described below.

3.2.2.1. Horizontal and vertical coordinate system

As shown in Chapter 2, resolutions of horizontal icosahedral grids are represented
by g-level m (grid division level m). By dividing each triangle into four small triangles
recursively, one-higher resolution is obtained. The total number of grid points is N, =

10 - 4™ + 2 for g-level m. The actual resolution corresponds to the square root of the

averaged control volume area, 4x = /47IR§ /Ng, where Rg is the Earth's radius. A g¢-

level 7 grid is used in this study (4x~ 56 km).

The grid configuration developed in Chapter 2 is used in Chapter 3. The target region
for a given g-level is a region south of 30°S centered at the South Pole. Figure 3.3a shows
an illustration of the stretched grid which is roughened up to g-level 3. Figure 3.3b shows
a horizontal map of a normalized grid interval defined as d(4, ¢)/A4x, where d denotes
grid intervals as a function of the longitude, A, and the latitude, ¢. In this case, the
horizontal resolution in the target region is roughly 36 km.

To simulate structures of disturbances from the troposphere to the mesosphere, the
vertical grid spacing is set to 400 m at heights from 2.4 km to 80 km. It should be noted
that, according to Watanabe et al. (2015), gravity wave momentum flux is not heavily
dependent on model vertical spacing in the middle atmosphere when Az < 400 m. The

number of vertical grids is 217. To prevent unphysical wave reflections at the top of the
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Figure 3.3: (a) An illustration of the stretched grid (roughened up to g-level 3).  (b) A horizontal
map of a normalized grid interval defined as d/Ax, where d denotes grid intervals
and Ax denotes the grid interval of the original icosahedral grid.

boundary, a 7 km thick sponge layer is set above z = 80 km. The second-order Laplacian
horizontal hyper-viscosity diffusion and Rayleigh damping for the vertical velocity are
used for the sponge layer. An e-folding time of the V2 horizontal diffusion for the 24x
wave at the top of the model is 4 s, and an e-folding time of the Rayleigh damping for the
vertical velocity for the top of the model is 216 s. The diffusivity level gradually increases
from the bottom to the top of the sponge layer. It is confirmed that little wave reflection

near the sponge layer occurs under this setting (not shown).

3.2.2.2. Initial condition and other physical schemes
MERRA reanalysis data based on the Goddard Earth Observing System Data

Analysis System, Version 5 (GEOS-5 DAS; Rienecker et al. 2011) are used as the initial
condition. In the MERRA reanalysis data, the following two types of 3-D fields are
provided: one set is produced through the corrector segment of the Incremental Analysis
Update (IAU, Bloom et al., 1996) cycle (1.25° x 1.25° and 42 vertical levels whose top
is 0.1 hPa) and the other pertains to fields resulting from Gridpoint Statistical
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Interpolation analyses (GSI analysis, e.g., Wu et al., 2002) on the native horizontal grid
and on native model vertical levels (0.75° x 0.75° and 72 vertical levels whose top is 0.01
hPa). We use the former 3-D assimilated fields for 1000 hPa to 0.1 hPa and the latter 3-D
analyzed fields for 0.1 hPa to 0.01 hPa for the initial condition of the NICAM simulation
to prepare realistic atmospheric fields in the mesosphere for 0000 UTC on March 17,
2015. The latter 3-D analyzed fields are only used at above 0.1 hPa, as variables of vertical
pressure velocity, cloud liquid water and ice mixing ratios are not included. Vertical
pressure velocities, cloud liquid water and ice mixing ratios above 0.1 hPa are set to zero.
The initial conditions for the land and ocean schemes are made from the NCEP FNL
(Final) Operational Global Analysis in the Global Data Assimilation System (NCEP
GDAS).

A time integration is performed until 0000 UTC on March 24. The time step is 15
seconds. As part of the boundary layer scheme, MYNN level 2 (Nakanishi and Niino,
2004) is used. No cumulous or gravity wave parameterization is employed. The model
output is recorded every 1 hour. The sea surface temperature is nudged to NCEP GDAS
in the simulation period. Note that this model does not use the nudging method as an

external forcing for the atmospheric component.

3.3. Observational results

Figure 3.4a shows the time-height section of the line-of-sight wind speed observed
by the east beam of the PANSY radar. In the lower stratosphere, wavy structures with
short vertical wavelengths are clearly seen. Shibuya et al. (2015) showed that such a
structure observed in May of 2013 by the PANSY radar at Syowa Station was due to
inertia-gravity waves with a vertical wavelength of about 2 km. In the mesosphere, strong
echoes (PMWE) were detected in a height region of 60-80 km over this time period. These

58



PMWEs were likely initiated by increased ionization during the largest magnetic storm
event occurring on March 17-18, 2015 (Kataoka et al. 2015; Jacobsen and Andalsvik
2016; Cherniak and Zakharenkova 2016). In this period, the polar night jet was in the
phase of formation over Syowa Station near the stratopause (at the height of about 55 km,
not shown). As shown in Figure 3.4a, strong wave-like disturbances were observed in the
mesosphere. Figures 3.4b and 3.4c, respectively show line-of-sight wind speeds of the
east and west beams at heights of 65 - 80 km for 00 UTC on March 21 to 00 UTC on
March 24. In Figures 3.4b and 3.4c, it is clear that phases of dominant disturbances

propagate downward; a vertical phase speed (broken line) and an observed period (a green
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Figure 3.4: Time-altitude cross sections of eastward line of sight velocity components
observed by the PANSY radar at Syowa Station (a) for the period from March 17
2015 to March 23 2015, (b) for the period from March 21 2015 to March 23 2015,
and (c) opposite of westward line of sight velocity components observed by the
PANSY radar for the period from March 21 2015 to March 23 2015. The dashed
line in (b) and (c) denotes phase lines with the downward phase velocity of 0.3 m s
1. The green arrows in (c) denotes the wave period of the disturbance. The contour

intervals are 2 m s™.
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arrow) are about —0.3 m st and 12.3 h, respectively, indicating that the vertical
wavelength is ~ 13.8 km.

As the zenith angle of tilted beams of the PANSY radar is 8 =10°, locations of the
observation points by the symmetric beams around the zenith in the mesosphere are
separated by approximately 25 km at a height of 70 km. Figures 3.5a and 3.5b show time-
height sections of estimated zonal and meridional wind components by the dual beam
method (Eq. (3.2)). Clear phase lines with downward phase velocities are also observed
at heights around 70 km. To examine wave parameters of the dominant disturbance, zonal
(") and meridional (v') wind fluctuations were fitted to sinusoidal functions at heights of
73.2 km, 73.8 km and 74.4 km for March 22 and at heights of 70.8 km, 71.4 km and 72.0
km for March 23 as follows:

u' = tsin(wt + 6,) + u,
(3.5)
v' = Usin(wt + 6,) + v,,
where @i and ¥ are the amplitudes of u’ and v, respectively, w is the observed wave

frequency, tis time, 6, and 6, are phases for «’and v', and u, and v, are offsets for

u' and v', respectively. Parameters (&, ¥, w, 6,, 6,, u, and v,) are determined using

a nonlinear least square method so that the residual /(u/ops — u)? + (V/gps — w)? is
smallest. Figure 3.6 shows a time series of observed «' and v"and results of the fitting at
70.8 km and 72.0 km for March 23. It is confirmed that the observed wind fluctuations
have a sinusoidal form with a period of about 12 h, and the fitting was successfully
performed. Moreover, it is seen that phases for »'and v'at 72.0 km are advanced compared
to those at 70.8 km. This means that the vertical wavenumber is negative both for »" and
v'. Using these phase differences, vertical wavenumbers for u’ and v' are estimated,

respectively. Table la summarizes parameters such as wave frequencies, vertical
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wavenumbers and vertical phase speeds estimated from u' and v'. The estimated period
ranges from 11.0 h to 13.8 h, which is close to 12 h. The estimated vertical wavelengths
are 12.0 km and 8.5 km for v’ and v' for March 22 and are 15.4 km and 12.3 km for
u’ and v’ for March 23, respectively. Thus, the vertical phase speeds are —0.26 m s™* and
—-0.19 ms*for v’ and v' for March 22 and —0.35 m st and —0.28 m s for u’ and v’
for March 23, respectively. Although the estimates based on v for March 22 are slightly
different, the vertical phase speeds and observed periods agree well with the rough
estimation denoted by broken lines and the green arrow in Figs. 3.4b and 3.4c,
respectively (approximately —0.3 m st and 12.3 h). Moreover, the amplitudes of the wave

disturbances are larger than 30 m s (summarized in Table 1b).
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As described in Section 3.1, previous studies suggested that quasi 12 h disturbances
observed in the mesosphere are mainly due to the semi-diurnal migrating tides or the
semi-diurnal non-migrating tides. According to Murphy et al. (2006), who examined a

climatology of tides in the Antarctic mesosphere using MF radars, the amplitude and
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Figure 3.6: Zonal and meridional wind components observed by the PANSY radar on March
23 2015 as a function of time at heights of (a) 70.8 km and (b) 72.0 km. Zonal and
meridional wind components fitted sinusoidal functions using a nonlinear least
squares method at the height of (c) 70.8 km and (d) 72.0 km. The circles denote the
zonal wind components and the star marks denote the meridional components.

vertical wavelength of the zonal wind component of the semi-diurnal migrating tide is
about 4 m s and 18 km at heights of 80-86 km in March, respectively, while that of the
semi-diurnal non-migrating tides with s = 1 is about 10 m s and 40 km, respectively.
The wave parameters obtained in this study are quite different from those of the semi-
diurnal tides. Thus, in this study, under the working hypothesis that wind disturbances
observed in the mesosphere are due to inertia-gravity waves, wave parameters are
estimated using a hodograph in time (e.g., Hirota and Niki 1986; Sato 1994).

The linear theory of inertia-gravity waves indicates that the hodograph has an
elliptical shape (e.g., Shibuya et al., 2015). The lengths of major and minor axes of the

hodograph ellipse correspond to the amplitudes of horizontal wind components which are

parallel () and orthogonal (u, ) to the horizontal wavenumber vector (ky), respectively.
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Table 1: The wave parameters of wind fluctuations in the mesosphere observed by the PANSY

radar at Syowa Station (a) obtained by fitting to a sinusoidal function using a nonlinear least

squares method (b) estimated on the hypothesis that fluctuations are due to inertia-gravity

waves, where « is the angle of u; measured clockwise from the east. The error bar is based

on the uncertainty by using a nonlinear least square method.

Table 1a
Time and height o () m (m) Cp,(ms?) | m (mY)from | C,,(ms?
locations from o' from v’ v from o'
142 x 10~
3/22 73.2 km (25
1.27 x 107* —5.24x 107* —7.42x107*
1.59 x 10~
3/22 74.4 km (1o 1
1.35x 107*
3/23 70.8 km (2o h)
135x10* | —4.08 x 107 ~5.11 x 10~*
142 x 10~
3/23 72.0 km (25’
Table 1b
Time and / - , -
neight ot | ¥ (ms?) Y (ms?) 12 /ky| (km) | a (degree) %
1775 12° 0.72
322732km | 285+ 28 | 213328 | (1507 3797 | (o329 | (057 —0.85)
0
3/22738km | 303+ 45 | 27.0+45 (157372383 w7) | & {8770) (0.630-§60.87)
1790 48° 0.76
322744km | 283%59 | 293359 | (qyq5 4793 | are7s) | (059 - 076)
0
3/2370.8km | 322+48 | 228448 (99012875778) (10 2 52) | (. 410-560'97)
[0
323714km | 287+61 | 221+6.1 (87013514523) (1101:‘ 619 | 0 410-330_65)
0
3/2372.0km | 39.0+80 | 238+80 (5701351%1 " (1001f 47 (0'320-100'7 "

The components of u; and u, are written using the zonal () and meridional (v')

wind fluctuations:

u, =u'cosa+v'sina

u, = —u'sina + v' cosq,
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where « isthe angle of u; measured clockwise from the east. Based on the polarization

~

relation, the intrinsic frequency @ can be determined from the ratio of lengths of the

major to minor axes:

~

el

f

) (3.7)

u,
where f denotes the inertial frequency. The intrinsic frequency is taken to be positive
without losing generality (e.g., Sato et al., 1997). Moreover, negative vertical
wavenumbers estimated in Table 1a indicate upward energy propagation of inertia-gravity
waves.

The horizontal wavenumber |k_h>| can be indirectly estimated using the dispersion
relation of inertia-gravity waves, though an ambiguity for 180° remains in the direction
of the horizontal wavenumber vector. For hydrostatic inertia-gravity waves, the

dispersion relation in a uniform background field is written as follows:

|k_h)| — /(“A’Z_Nﬂ (3.8)

where N is the Brunt-Vaisala frequency. Here, as a typical value for the mesosphere, N2
= 3.0x10* s was used. The zonal and meridional wavenumbers (k,[) are estimated as
k = +|kp| cosa, and | = +|k,| sina, respectively. The plus-minus sign here denotes
the 180° ambiguity of the wavenumber vector.

Figure 3.7 shows hodographs of the fitted sinusoidal fluctuations at heights of 70.8
km and 72.0 km for March 23. The intrinsic frequency and zonal and meridional
wavenumbers are estimated from Egs. (3.7) and (3.8), respectively. Table 1b presents the
amplitudes of zonal and meridional wind fluctuations estimated by the fitting and wave
parameters by the hodograph analysis. Wavenumber vectors point eastward (or westward)

or northeastward (or southwestward). Parameter f/& ranges from 0.6 to 0.85.
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Horizontal wavelengths of the best fitted parameters are longer than 1100 km, indicating
that these fluctuations are likely due to relatively large-scale inertia-gravity waves. Thus,
the applied assumption on the homogeneity of observed winds by dual beams (Section
3.2.1) is justified, if the working hypothesis is valid. Uncertainties of estimated wind
amplitude and other related wave parameters are also estimated using residuals of the
nonlinear least squares fitting and on the assumption that the uncertainties in the estimates
of the zonal and meridional wind amplitude are the same. It seems that the estimated
horizontal wavelength at a height of 70.8 km for March 23 has a relatively large
uncertainty (|27/k,| = 990 ~ 7778 km). However, it should be noted that the case for
the largest horizontal wavelength corresponds to a case with @ ~ f (i.e. close to the
inertial oscillation) and hence its ambiguity is large for the wavelength (|k_h)|~ 0). Note
that the working hypothesis that wind disturbances are due to inertia-gravity waves will
be validated by comparing estimated wave parameters from the PANSY radar with those

from the numerical simulation using the NICAM shown in Section 3.4.
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Figure 3.7 : A hodograph of the fitted horizontal wind components in time from 00 UTC 23
March to 13 UTC 23 March at the height of (a) 70.8 km and (b) 72.0 km from the
PANSY radar observation. Each mark is plotted at one hour interval.
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3.4. Numerical experiment results
3.4.1. Simulated wave structures

To examine spatial structures and generation mechanisms of the inertia-gravity
waves, a model simulation based on the NICAM was performed. Figure 3.8a shows the
time-height section of the line-of-sight speed of the east beam of the PANSY radar.
(usin @ + w cos 6, where 6 = 10°) at a grid point near Syowa Station from 00 UTC on
March 17 to 00 UTC on March 24, 2015. By comparing wind fields simulated by the
NICAM with those by the observations (Fig. 3.4), it is shown that the model successfully
simulated disturbances with a period of several days in the troposphere, although phases
of these disturbances vary slightly from observations near the end of the simulation. In
the lower stratosphere, a wavy structure with vertical wavelengths shorter than about 2
km, which was observed by the radar from 00 UTC on March 17 to 00 UTC on March
20, is hardly seen in Fig. 3.8a. This feature may be attributable to the large vertical spacing
(Az = 400 m) of the model compared to such a short vertical wavelength. From the
middle stratosphere to the mesosphere, downward-propagating disturbances with large
amplitudes are dominant, which is consistent with the radar observations. Figures 3.8b
and 3.8c show simulated line-of-sight wind speed of the east beam and the zonal wind for
the same time and height sections as in Figs. 3.4b and 3.4c, respectively. The magnitude
of the maxima of the zonal wind components are also comparable to the estimated
amplitudes of the observed disturbances in Section 3.3; for example, a magnitude of a
maximum of the zonal wind component at a height of about 70 km for 12 UTC on March
23 is approximately 30 m s, which agrees with the amplitude of the disturbances

estimated by the observations (Figs. 3.6a and 3.6¢).
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Figure 3.8: Time-altitude cross sections of eastward line of sight wind speeds simulated by
NICAM at a grid point near Syowa Station (a) for the period from 17 March to
March 23, 2015 and (b) for the period from March 21 to March 23, 2015 (contour
interval 3 m s1). (c) Zonal wind components in eastward line of sight wind speeds
simulated by NICAM for the period from March 21 to March 23, 2015 (contour
interval 18 ms?).

Figure 3.9a shows the time-height section of anomalies of zonal wind components
from the time average at each height. As is shown in Fig. 3.8b, wave-like structures for
the observation period of about 12 h seem dominant in the mesosphere which is consistent
with the radar observation (Fig. 3.4b). First, diurnal and semi-diurnal migrating tidal
components are examined, which are defined as components with wave period 7 = 24
h and zonal wavenumber s = 1 and 7 =12 h and s = 2, respectively. Figure 3.9b
shows the time-height section of diurnal and semi-diurnal migrating components of zonal
winds. Surprisingly, these components are not dominant even in the mesosphere. Figure
3.9¢ shows the time-height section of zonal winds of planetary waves, which are defined
as components with T > 42 h. The planetary waves do not seem to be dominant in the

mesosphere. Moreover, the amplitude of small-scale gravity waves is examined, which
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are defined as components with horizontal wavelengths of less than 1000 km, as
occasionally shown by previous studies (e.g., Geller et al., 2013). In this study, a spatial
filter is applied to wind data gridded in the x-y coordinate centered at the South Pole as
projected by the Lambert azimuthal equal-area projection. Figure 3.9d shows the time-
height section of zonal wind components of the small-scale gravity waves. Although these
small-scale gravity waves sometimes have amplitudes that exceed 20 m st in the
mesosphere, the dominant wave structures shown in Fig. 3.9a are not fully explained.

The remaining component is shown in Fig. 3.9e. This component has a quite similar
structure and amplitude to the unfiltered anomalies shown in Fig. 3.9a. These results
suggest that dominant wave structures in the mesosphere are not due to migrating tides,
planetary waves or small-scale gravity waves, but due to the remaining component. The
remaining component has horizontal wavelengths greater than 1000 km and wave periods
of less than 42 h. Characteristics of the remaining component are further examined in
terms of horizontal and vertical wavenumbers and intrinsic and observed (ground-based)
wave frequencies.

It is seen that in Figure 3.9e that there are several wave packets with large amplitudes
over Syowa Station. The envelope function of the wave packets is examined using an
extended Hilbert transform method proposed by Sato et al. (2013). The extended Hilbert
transform Hla(x,t)] is a fluctuation field composed of a Fourier component of a
particular fluctuation field a(x,t) whose phase is shifted by —m/2 radians. An
envelope function Ag,,(x,t) of a(x,t) is obtained using a(x,t) and H[a(x,t)] as

follows:

Aeny(x, t) = \/a(x, t)2 + Hla(x, t)]>. (3.9
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The extended Hilbert transform must be applied in one direction in time or space where
waves are fluctuating (including at least more than two wave crests). In this study,
envelope functions are estimated using the extended Hilbert transform in the time
direction.

Figure 3.10 shows the envelope functions calculated using the extended Hilbert
transform applied to the remaining components shown from the phase structure of the
disturbances observed in Fig. 3.9e. Several large-amplitude wave packets are identified
and labeled as (i) to (v) for further wave parameter estimation. The observed wave period
and the vertical wavelength of each packet are estimated directly from phase structure of
the disturbances observed in Fig. 3.9e. The zonal wavelengths and zonal phase speeds are

directly estimated using Hovmaoller diagrams. Figure 3.11 shows the Hovmaoller diagram
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at a height of 70 km at 69°S. A lot of wave packets appear not only over Syowa Station
throughout the simulation period. However, disturbances with relatively long
wavelengths seem dominant only during the initial day of the time integration. It is clear
that most waves propagate westward. At a longitude of ~40°E (green dashed line) where
Syowa Station is located, some dominant wave packets are found as shown in Fig. 3.10,

such as packets (i) for March 19, (ii) March 20 and (v) March 22.
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Figure 3.10: Time-altitude cross section of the envelope function of the zonal wind
components of the large-scale gravity waves simulated by NICAM (contour interval
10 m s*) .The figure from (i) to (v) denote the labels of the wave packet examined

in Section 4.

In addition, to examine horizontal structures of the wave packets, composite maps
of zonal wind components are created. The composite is calculated for the time period
denoted by green rectangles in Fig. 3.10. For each wave packet, the locations with the
local maxima of the zonal wind components near Syowa Station along a latitude of 69°S
are chosen as reference points for the composite. In other words, horizontal maps of zonal
wind wave components are moved in the zonal direction and are then averaged. Thus,
this composite shows an averaged phase structure of zonal wind wave components near
Syowa Station. The results are shown in Figs. 3.12a to 3.12e for packets (i) to (v),

respectively. It seems that wave structures are evident for all packets near Syowa Station.
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Figure 3.11: Hovmoller diagram of zonal wind components of the large-scale inertia-gravity
waves simulated by NICAM at the height of 70 km at 69°S (contour interval 10 m s-
1). The figures (i), (ii) and (v) indicate the packets labeled in Fig.3.7.

From features observed in the time-height section, the Hovmaller diagram and the
composite maps of zonal wind components, we directly estimated wave parameters of
horizontal wavelengths, vertical wavelengths, observed frequencies, zonal phase speeds,
vertical phase speeds and intrinsic frequencies, which are summarized in Table 2.

The vertical phase speeds, observed wave periods and vertical wavelengths obtained
from the model simulation data agree quite well with those obtained from the PANSY
radar observations. Moreover, directly estimated zonal and meridional wavenumbers
from the simulation (Table 2) also agree quite well with those indirectly estimated from

the PANSY radar observations using polarization and dispersion relations of inertia-
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Figure 3.12: Composite maps of zonal wind components of the large-scale inertia-gravity
waves simulated by NICAM. The height where the composites are taken is (a) 70
km, (b) 70 km, (c) 75 km, (d) 65 km, and (e) 72 km. The longitudinal location is
depicted as the relative longitude from Syowa Station. The contour intervals are 10
m s. The red star makes denote the location of Syowa Station.

gravity waves (Tables 1a and 1b). In addition, it is important to note that wave parameters

(w, k and m) of packets (i) to (v) are consistent with the dispersion relation of the

hydrostatic inertia-gravity waves:
-2
N N?(k
ﬁzz(w—U'k)2:f2+—"|lzl, (3.10)
where w is the observed frequency, k= (k,l) and m are horizontal and vertical

components for the wavenumber vector, respectively, and U is the background
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horizontal wind vector. Here the S effect is neglected for simplicity, since the wave

packets have narrower spatial structures in the latitudinal direction, and the latitudinal

dependence of f inthe polar region is relatively small. Intrinsic frequencies @ obtained

from the model simulation using Eq. (6) also agree with those obtained from the PANSY

radar observation. From these results, it is concluded that dominant disturbances with a

period of quasi 12 h observed in the mesosphere are likely attributable to large-scale

inertia-gravity waves. It should be noted that the background winds in this calculation are

the zonal mean winds averaged between one day before and after the time when the center

of the wave packet crosses over Syowa Station.

Table 2:  The directly estimated wave parameters of simulated packets
k (m?) I (m?) Cp, Cp,
Wave packets m (m?) w () P P é
lknl (M) (ms?) | (ms? o
()2=70k —2.48 x 107 .
1) z= m -~
2530 km - -
3118 12 UTC ~ [— ) | 33?;‘ i?n) 1'?122’; 1:])) —57.3 | —036 | 0.763
3/19 24 UTC 2-4232;100 ) : :
m
iyz=0km | ~318x 107 | -098x 10
1) z= m
1980 km 6440 km - -
3120 05 UTC ~ |— ) | (© ) 4&2;‘ i?n) 1'?17 8 1:])) ~462 | —036 | 0.704
3/2101 UTC 333 x10 : :
(1887 km)
iy 2= 75 km | 270X 10°¢ | —248x 10°¢
1) z= m
2250 km 2530 km —4 —4
3121 03UTC ~ |— ) | @ ) oo wm | ean | T3 | —ost | 06w
3/22 03 UTC 3-7?128150 ) : :
(V)z=gskm | 333X 107 [ —278x 10°¢
v)z= m
1880 km 2530 km —4 —4
3121 21UTC ~ |— ) | @ ) oy i | (iremy | 435 | —032 | 0617
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3.4.2. Wave propagation and generation mechanism

In this section, the origins of the dominant disturbances with a period of quasi 12 h
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in the mesosphere over Syowa Station are examined using simulation data. The
disturbances with a period of quasi 12 h are extracted by applying a bandpass filter with
cutoff wave periods of 6 h and 24 h to the remaining components. Hereafter, these
disturbances are referred to as “quasi 12 h inertia-gravity waves”.

Case studies are conducted for wave packets (i) and (v), as they show clear wave
structures at the height of 70 km where clear inertia-gravity waves were detected by the
PANSY radar. The propagation of wave packets identified using the extended Hilbert
transform method is manually traced. Three-dimensional locations of the wave packets
are determined by the maxima of the envelope function for each time. Hereafter, this
method is referred to as the “manual wave packet tracing”. The advantage of this method
is that a specific location of a possible wave source can be directly examined.

The approach of the manual wave packet tracing is described below and is applied
to packet (v) as an example. Figures 3.13a and 3.13b show horizontal maps of zonal wind
components of the large-scale inertia-gravity waves and their envelope functions for 03
UTC on March 23 and a Hovmoller diagram at 69°S. Significant wave disturbances with
large amplitudes are observed near Syowa Station corresponding to packet (v). The
location of the center of packet (v) (green circles in Figs. 3.13a and 3.13b) is estimated in
the following: First, the time when the envelope function of packet (v) takes its local
maximum in the Hovmaller diagram (Fig. 3.13b) is determined. Second, the location
where the envelope function has its local maximum in the horizontal map is regarded as
the packet (v) location at that time (Fig. 3.13a). At one lower height, the time and location
at which the center of packet (v) pass through the height surface are determined by those
at which the envelop function takes a maximum for several hours before the time when

the center of packet (v) pass through one higher level. By repeating this procedure with
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Az =1 km, the temporal and spatial locations of packet (v) are manually estimated. If
packet (v) is not dissipated, the propagation of packet (v) can be traced by the temporal
and spatial location of the center of packet (v) at the height. Note that the meridional
propagation of packet (v) can be also detected by this method. Such a manual packet
tracing method is applied to the other wave packets. Figures 3.13c and 3.13d show the

results for packet (i).

(a) (c) Packet (i) z=70km 3/1901UTC

Figure 3.13: Snapshots of the zonal wind components and their envelope function of the quasi
12 h inertia-gravity waves (a) at a height of 70 km at 03 UTC 23 March 2015,
corresponding to packet (v), and (c) at the height of 70 km at 01 UTC 19 March 2015,
corresponding to packet (i). Hovmdller diagrams of the zonal wind components and
their envelope function of the large-scale inertia-gravity waves at a height of 70 km
at 69°S for the period (b) from March 20 to 23 and (d) from March 17 to 20. The
green dashed curves in (a) and (c) denote the cross section taken in (b) and (d), and
vice versa. The green circles are locations of traced wave packets determined by the
method discussed in the text. The contour intervals are 10 m s*. The data is from the
NICAM simulation.

75



Figures 3.14a-d show the time and spatial locations of packet (v) at heights of 60 km,
40 km, 25 km and 23 km, respectively. It appears that the location of packet (v) is
successfully traced backward from a height of 70 km to 23 km, suggesting that packet (v)
observed over Syowa Station in the mesosphere propagated from somewhere in the
troposphere or the lower stratosphere below a height of 23 km. At heights of 25 km to 23
km, the vertical propagation of packet (v) is quite slow at roughly (100°E, 40°S)

compared to that in the upper stratosphere and mesosphere.

Packet (v)

(a)  z=60km 3/2223UTC (b) z=40km 3/2208UTC (€) z=25km 3/2116 UTC (d) z=23km 3/2103UTC
30°5 ) 305 QR 30°s [ =

60°5 DN~/ O)f A veooE

60° fr=sii

305 NDAEEA

lPacket (i )l

(e)z=63km 3/1819UTC (f) z=58km 3/1815UTC (g
-y 30°5 -

Figure 3.14: Snapshots of the zonal wind components of the quasi 12 h inertia-gravity waves
tracing packet (v) (a) at the height of 60 km at 23 UTC 22 March (contour interval
10 m s, (b) at the height of 40 km at 08 UTC 22 March (contour interval 5m s°
1), (c) at the height of 25 km at 16 UTC 21 March (contour interval 3 m s™) and (d)
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at the height of 23 km at 03 UTC 21 March (contour interval 2 m s). Snapshots
for packet (i) (e) at the height of 63 km at 23 UTC 22 March, (f) at the height of 58
km at 15 UTC 18 March, (g) at the height of 53 km at 11 UTC 18 March (contour
interval 5 m s1), (d) at the height of 48 km at 08 UTC 18 March (contour interval 3
m s?).The green circles are locations of traced wave packets determined by the
method discussed in the text. The data is from the NICAM simulation.

Figures 3.14e to 3.14 g show the times and spatial locations of packet (i) at heights
of 63 km, 58 km, 53 km and 48 km, respectively. At heights of 70 km, 63 km and 58 km,
the green circles seem to trace the same wave structures. However, packet (i) can not be
traced below a height of 53 km and the wave structure becomes obscure at heights of 53
km and 48 km.

To confirm the validity of the manual wave packet tracing results, a backward ray
tracing analysis which includes the time variation of the background wind is conducted
(e.g., Eckermann and Marks, 1996). The wave parameters of packets (i) and (v) shown in
Table 2 are used as initial parameters for the ray tracing analysis. As the background wind
for the quasi 12 h inertia-gravity waves, wind components with horizontal wavelengths
larger than 5000 km and with wave period longer than 24 h are used. Note that the diurnal
migrating tide is included in the background wind fields. Figure 3.15 and Table 3
summarize the manual packet and ray tracing results. The time and spatial locations of
packet (v) detected by the manual packet tracing agree well with those obtained by the
idealized ray tracing. This result supports the validity of the manual wave packet tracing
method based on the extended Hilbert transform and the ray tracing based on the inertia-
gravity wave theory. On the other hand, the slow propagation in the lower stratosphere
detected by the manual packet tracing is not represented well by the ray tracing. The time

and spatial locations of packet (i) detected by the manual packet tracing agrees well with
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those by the ray tracing results at above 58 km (the red and yellow marks) where clear

wave structures are detected in the horizontal map. However, the locations of packet (i)

at below 53 km (green and light blue marks) does not agree with those of the ray tracing

analysis. It is considered that the disagreement is related to the disappearance of the clear

wave structure below heights of 53 km. The disappearance of the wave packet (i) is

closely related to a generation mechanism of packet (i) closely discussed later. During the

propagation, it is shown in Table 3b that the zonal (meridional) wavelengths increases

(decreases) due to the spatial structure of the background atmospheric fields such as winds

and static stability, while the observed frequencies and the vertical wavenumber do not

change largely.
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Figure 3.15:

The ray path of (a, b) packet (v)
simulated by NICAM and (c,
d) packet (i) using the ray
tracing method (black thick
line, colored circles) and the
manual wave packet tracing
method (colored star marks) in
(a, c) the latitude-height cross
section and (b, d) the horizontal
map. The contours in (a, c)
zonal

denotes  background

wind component.



Source of the quasi 12 h inertia-gravity waves can be located at any altitude along

the ray above the lowest traceable altitude. Thus, possible sources of packets (i) and (v)

are further examined along the ray shown in Fig. 3.15. First, the ray of packet (v) in the

lower stratosphere is examined. Figure 3.16 shows the longitude-height section of

the ray tracing

Table 3a: The locations of the wave packet estimated by the manual wave packet tracing and

Manual wave packet tracing Ray tracing
Longitude Latitude | Altitude Longitude Latitude Altitude
[°E] [°S] [km] [°E] [°S] [km]
3/2303 UTC 40 67 70.0 40.0 67.0 70.0
3/22 23 UTC 68 66 60.0 45.9 65.5 66.0
S 3/22 16 UTC 75 62 50.0 56.3 62.0 54.5
g 3/22 08 UTC 63 52 40.0 66.8 56.3 41.7
& | 3/22 03 UTC 84 53 30.0 72.9 52.5 36.5
3/21 16 UTC 80 43 25.0 87.6 43.1 26.7
3/21 03 UTC 95 41 23.0 100.2 28.2 6.4
3/19 01 UTC 30 70 70.0 30.0 70.0 70.0
= | 3/18 19 UTC 32 67 63.0 39.7 68.5 63.1
E 3/18 15 UTC 33 66 58.0 47.0 66.7 56.3
§ 3/18 11 UTC 30 62 53.0 53.5 63.7 49.7
3/18 08 UTC 30 59 48.0 57.7 61.0 44.6
Table 3: The wave parameter of the packets during the propagation estimated by the ray tracing
Altitude [km] k (mY I (m?) m (m?) @ (sh w (s
70.0 —3.78x107® | —0.82%x 107 | —3.96 x 107 229 x 1074 1.59 x 107
66.0 —342x107% | —1.12x107% | —3.36 x107° 2.34x107* 1.69 x 107
% 54.5 —293x107% | —1.40%x107¢ | —2.78 x 107° 248 x 107* 1.78 x 107
:‘_g 41.7 —236x107% | —1.49x107¢ | —3.32x107°° 217 x 107* 1.68 x 107
36.5 —2.08x107% | —1.43x107% | —3.47 x107° 1.98 x 107 1.66 x 107*
26.7 —-1.72x107% | —1.47 x107¢ | —3.38x 107° 1.78 x 107 1.65 x 107
o 70.0 —2.48x107° ~0 —3.43 x107° 1.86 x 107 142 x 107
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63.1 —2.24%x107® | —0.58x107® | —2.92%x107° 1.96 x 107* 1.61x 107*
56.3 —-1.98%x107® | —0.92%x107® | —2.53x107° 2.05x107* 1.58 x 10™*
49.7 -1.76 x107® | —=1.13x107® | —2.64%x107° 201 x107* 1.51x107*
44.6 —-1.59%x107® | —=1.23x107® | —2.99%x 107° 1.84 x 107* 149 x 107*

background winds below z = 18 km and of the quasi 12 h inertia-gravity waves above z
=19 km at 40°S for 03 UTC on March 21. At a roughly 100°E longitude, the quasi 12 h
inertia-gravity waves appear to be captured over the core of the tropospheric jet stream.
This feature is quite similar to the gravity waves generated by the spontaneous radiation
from the large-scale jet around the tropopause (e.g., O’Sullivan and Dunkerton, 1995;
Plougonven and Synder 2007; Yasuda et al., 2015a, b). The long propagation time in the
lower stratosphere may be related to the wave capture mechanism (Biihler and Mclintyre,
2005; Shibuya et al., 2015), which is closely discussed later.

To explore such a possibility, a horizontal map of the residual of the nonlinear
balance equation (ANBE; Zhang et al., 2001), which is an index showing the degree of
flow imbalance, is examined. Here, ANBE is defined as follows:

ANBE = 2] (u,v) + f¢ — aV?P (3.11)
where ¢, a, and P denote the relative vorticity, specific volume and pressure level,
respectively. The Jacobian term is J(u,v) = du/dx X dv/dy — dv/dx X du/dy. To
exclude possible contaminations of ANBE by small-scale gravity waves, a low-pass

filter is applied in the zonal and meridional directions with a cutoff length of 1000 km in

advance. Figure 3.17a and Figure 3.17b show horizontal maps of the absolute value of
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Figure 3.16: A snapshots of longitude-height cross sections of zonal wind components of the
quasi 12 h inertia-gravity waves (above the height of 19 km, the left color bar, contour
interval 2 m s™) and the absolute values of the horizontal wind components (below
the height of 18 km, the right color bar, contour interval 10 m s?) at 03 UTC 21
March at 40°S. The data is from the NICAM simulation.

the horizontal wind and ANBE at a height of 10 km for 03 UTC on March 21. The
absolute value of the horizontal wind is also denoted by thick contours. It is clear that
ANBE is large around the tropospheric jet meandering around (110°E, 40°S) where
packet (v) was located. This feature suggests not only that the imbalance in the
tropospheric jet was significant, but also that packet (v) may have been generated by the
spontaneous radiation mechanism. Furthermore, since the spatial scale of the meandered
jet seems comparable to that of packet (v), the background field used in the ray tracing
method may not include this structure. This is likely the reason that the wavenumber
vector of packet (v) in the ray tracing analysis is not strongly deformed in the lower
stratosphere (Table 2). In other words, this means that the WKB approximation used in
the ray tracing analysis is not valid for the atmospheric fields during the spontaneous
radiation process as discussed in Yasuda et al. (2015), which is one of the limitation of
the ray tracing analysis. Figure 3.17¢ shows horizontal maps of the absolute value of the

horizontal wind at a height of 300 hPa for 03 UTC on March 21 from the MERRA
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reanalysis data. The meandering of the tropospheric jet stream around (110°E, 40°S) is
also observed in the same time period in the MERRA reanalysis data, although the
meandering seems slightly weaker. It is confirmed that the meandering of the tropospheric
jet was associated with a cyclonic disturbance which was quasi-stationary around (110°E,

40°S) over 2 days (not shown).

NICAM

[m/s]

)

]

7

Figure 3.17: Snapshots of horizontal maps of (a) the absolute horizontal wind velocity and (b)
the residual of the nonlinear balance equation (ANBE) at a height of 10 km from the
NICAM simulation and (c) the same as (a) at a height of 300 hPa from the MERRA
reanalysis at 03 UTC 21 March 2015. The vectors in (a) denote the directions and the
magnitude of the horizontal winds. The contour intervals in (a) are 10 m s,

Next, a possible generation mechanism for packet (i) is examined. The
disappearance of the clear wave structure at a height of 53 km (Figs. 3.14f and 3.14Q)
may indicate that the source of packet (i) is present at this height. A plausible generation

mechanism of inertia-gravity waves in the upper stratosphere is spontaneous radiation
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from the polar night jet (e.g., Sato and Yoshiki, 2008). It is also worth noting that
observational studies show high percentages of downward gravity wave propagation in
the polar stratosphere compared to those at low and middle latitudes (e.g., Yoshiki and
Sato, 2000; Guest et al., 2000; Moffat-Griffin et al., 2013; Murphy et al., 2014;
Mihalikova et al., 2016). To confirm this possibility, fluctuation characteristics and
background zonal winds of the upper stratosphere are examined. Figure 3.18 shows a
longitude-height cross-section of zonal wind fluctuations weighted by square root of
atmospheric density (\/ﬁu’) and the background zonal wind at 15 UTC on March 18 at
65°S. The background zonal wind is obtained using a low-pass filter with a cutoff zonal

wavelength of approximately 5000 km.
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Figure 3.18: (a) A longitude-height cross section of zonal wind components of the quasi 12 h inertia-
gravity waves ./pou’ at 65°S at 15 UTC 18 March (contour interval 0.1 Pa®®), and (b) a
line plot of the energy flux p'w’ averaged over a longitude region from 90°W to 60°E
denoted by black arrows. The thick black contours show background zonal wind
components extracted by a lowpass filter with a cutoff wavelength of 5000 km. The thick
contours denote 20 m s, 30 m s and 40 m s, respectively. The data is from the NICAM

simulation.
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Interestingly, it seems that quasi 12 h inertia-gravity waves show symmetric phase
structures above and below the core of the polar night jet at a height of 50 km. The height
at which packet (i) becomes obscure roughly corresponds to the core of the polar night
jet (Figs. 3.14f and 3.14q). This result suggests that the quasi 12 h inertia-gravity waves
are generated at a height close to the core of the polar night jet. To confirm this, the
vertical profile of the energy flux W is examined (Fig. 3.18b). The average was taken
for the longitudinal region spanning from -90°E to 60°E. The energy flux is upward above
and downward below the core of the polar night jet. This result supports the hypothesis
that packet (i) was generated at a height close to the core of the polar night jet.

This symmetric phase structure observed in Fig. 3.18a is similar to the structures
from the theoretical studies of spontaneous radiation of inertia-gravity waves from a
balanced flow (e.g., Yasuda et al., 2015b: their Figure 6). Hereafter the previous
theoretical studies about the spontaneous radiation of inertia-gravity waves are shortly
reviewed. Yasuda et al. (2015a, b) proposed a quasi-resonance of gravity waves and a
secondary circulation slaved to a balanced flow as the spontaneous radiation mechanism.
The quasi-resonance occurs when ground-based wave periods of radiated gravity waves
are comparable to the time scale of the slaved motion due to a significant Doppler shift
by the strong balanced flow. Figure 3.19 shows the schematic illustration for the
spontaneous radiation of gravity waves in Yasuda et al. (2016). In Fig. 3.19, the red arrow
denotes the strong localized jet and the blue arrows denote vertical compensation flow at
the entrance and exit region of the jet. The vertical flow couplets are slaved components
and are produced by the vortical flow over the deformed potential temperature surfaces

(the blue curves), which are also the slaved components. Doppler-shifted gravity waves
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are radiated because of the quasi resonance with the slaved components (i.e., the vertical
flow couplets) when the space—time scales of the GWs are partially comparable to those
of the slaved components. These potential temperature surfaces act as mountains, such as
ones that generate orographic GWs. At the timing of the spontaneous radiation, the
vertical flow couplets are considered to be both the slaved components and radiated

gravity waves.

slaved 6

\\GWS

jet

5

slaved w ////

» X

Figure 3.19: Schematic illustration of spontaneous gravity wave (GW) radiation from a localized jet
stream caused by the mountain-wave-like mechanism proposed by Mcintyre (2009). The
blue arrows show the vertical flow composed of the slaved components. Doppler-shifted
GWs are radiated because of the quasi resonance with the slaved components (i.e., the
vertical flow couplets) when the space—time scales of the GWs are partially comparable to
those of the slaved components. These vertical flow couplets are a compensation flow for
the strong localized jet and are produced by the vortical flow over the deformed potential
temperature surfaces, which are also the slaved components. Adapted from Yasuda et al.
(2016).

As a quantitative condition for the spontaneous radiation of the gravity waves, a
time-scale in which a fluid particle travels over a descent-ascent couplet structure (i.e.,

half of an intrinsic period of a radiated gravity wave; ) needs to be shorter than half of
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the inertial period ("/f). This corresponds to the condition that the Lagrangian Rossby

number (Ry,agy) is greater than unity, which was discussed in Mcintyre (2009):

I

Riagr = ﬁ =L s 1 (3.12)

SARYE!

Gravity waves generated by the spontaneous radiation mechanism initially have a
large spatial scale comparable to the jet structure (blue arrows in Fig. 3.19). The
wavelength of the radiated gravity waves gradually decreases through a deformation
process by the background wind. This process is referred to as “the wave capture process”
(Biihler and Mclintyre, 2005). The theoretical explanation is based on the ray tracing
equation with the WKB approximation, which describes the time-evolution of a phase
and amplitude of a slowly varying wave packet. The time-evolution of the k along the

group velocity ray is derived:

dgk _ 00 (3.13)
dt ox’

where U denotes the background wind velocity, 2 denotes the absolute frequency

. i > d i N
function defined as 2 = @+ k-U and g/dt denotes the time derivative along the

ray defined as a/at + c_g’-V. Assuming that the explicit dependence of 2 on x and t

Is contained entirely in the background wind U (x,t) and the background vertical wind

velocity is negligible, the time evolution of the horizontal wavenumber vector k_H> =

(k, 1) is decoupled from that of the vertical wavenumber m:

dg (k Uy Ve rk
g — x x
E(l)_ (Uy Vy)(l)' (3.14)
and
d,m
—gt = —U,k —V,l. (3.15)
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In the case that the background wind is non-divergent such as the geostrophic flow (U, +
V, = 0) and steady, the long-time behavior of k_H> is explained by the exponential growth
following the eigenmode of the matrix:

ky(t) o« (=Vy, Uy + VD) expVDt, (3.16)
where /D is the eigenvalue of the horizontal background gradient tensor and D is the

determinant of the matrix, D = Ux2+Vny. The long-time behavior of m is

diagnostically determined by that of kj:
U,k(t) + V,1(t)
5 :

Thus, the horizontal wavenumber vector tends to be infinity at the exponential rate /D

m(t) o« —

(3.17)

in the case of D >0 and -V, #0 or U,++D #0, and so does the vertical
wavenumber. Because the intrinsic group velocity Z‘; decreases with the wavenumber,
the wave packet begins to move with (be captured by) the local background flow. This is
the reason why such deformation process is called the “wave capture” process. In Fig.
3.19, the wavelength of the radiated gravity waves gradually decreases near the exit
region of the jet stream by the wave capture process under the strong shear of the
background wind. According to the ray-tracing equation, the amplitude of the fluctuations
also grows exponentially under the conservation of the wave action of the packet, which
leads to wave dissipations at the exit region of the jet by non-conservative processes such
as instabilities. In realistic atmospheric situations, however, it has been reported that parts
of the radiated gravity waves propagate away from the jet core in the middle of the wave
capture process (e.g., Shibuya et al., 2015) under an unsteady background flow.

Thus, at present, it is considered that the spontaneous radiation of the gravity waves
occurs i) when the spatial and time scales of the gravity waves with the Doppler shift are

partially comparable to those of the slaved components and ii) with R,z > 1. In
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addition, the radiated gravity waves are deformed iii) under a large shear of the
background wind. The typical baroclinic lifecycle experiment matches these conditions
(Plougonven and Snyder, 2005). The amplitude of the radiated gravity waves increases
under a larger local Rossby number, R, (Sugimoto and Plougonven, 2016). Yasuda et al.
(20154, b) also showed that the source term formula of radiated gravity waves by the
quasi-resonance obtained by the renormalization method is equal to ANBE.

However, a large ANBE was not observed in the upper stratosphere and
mesosphere for the case examined in the present study. The polar night jet around an
approximate height of 55 km did not have the strength and/or did not meander enough to
cause a large ANBE (not shown). Thus, a different mechanism needs to be considered
to explain the spontaneous radiation of quasi 12 h inertia-gravity waves in the upper
stratosphere and mesosphere.

Taking into account the fact that the time variation of the westerly jet around 55 km
is mainly caused by migrating tides, we propose a new mechanism for the spontaneous
radiation in the upper stratosphere and mesosphere. Figure 3.20 shows the schematic
illustration. Figure 3.20a shows anomalies of 6 from the zonal mean and vertical wind
fluctuations associated with a semi-diurnal migrating tide at the height of the core of the
polar night jet in the longitudinal direction. As vertical winds are adiabatically present
along the modulated 6 surface, a mountain-wave-like generation that was discussed in
the previous studies may occur. In this case, the vertical winds oscillate with a period of

12 h due to the time variation of the 6 surface associated with the semi-diurnal migrating

tide. An intrinsic period ¢ for this case is calculated as = L/(U + Cuige)’ where L is
tide

a half-length of the latitude circle, U isaspeed of the zonal wind and Ci;4. IS a ground-
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based phase speed of the semi-diurnal tide. Since L/Ct'd is12h, £ = L/(U FCu) 8
1de tide

less than a 12 h in the westerly background wind (U > 0). In addition, a half of the inertial
period (”/f) should be longer than 12 h by its definition, indicating that Ry, = % IS

always greater than unity in U > 0. Thus, the necessary conditions for the spontaneous
radiation of quasi 12 h inertia-gravity waves are satisfied around the jet core, suggesting
that quasi 12 h inertia-gravity waves with s = 2 and the zonal phase speed of Cijqe Can
be radiated. In this case, the deformation of the 6 surface is not caused by the slaved
components of the large-scale balanced flow, and hence ANBE does not need to be large.

In addition, because the horizontal shear along the polar vortex is mainly caused by
the migrating tides, the region where the horizontal shear is large also propagate westward
with the zonal phase speed of Ci4e. Thus, it is suggested that the deformation of the
wavenumber vector occurs at a fixed phase of the s = 2 gravity wave with Ci4. at the
beginning of the wave capture. When the horizontal wavelength of the s = 2 gravity
waves becomes shorter than that of the semi-diurnal migrating tide during the wave
capture process, the zonal phase speed becomes slower than Ciq. and hence the wave
packet can be radiated from the strong-shear region migrating with Ci;4e. In such case,
the horizontal wavelength does not become much shorter as in the wave capture process
around the tropopause, since the wave packet may not stay for so long a time period as to
be deformed around the strong-shear region migrating with the fast time-scale in the

mesosphere.
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Figure 3.20: (a) a schematic figure of longitudinal locations of anomalies of 6 (68) from the

zonal mean due to the semi-diurnal tide, and associated vertical wind couplets

denoted by large arrows at a height of the core of the polar night jet. (b) Atrajectory

of fluid parcel ona 6 surface at the height of polar night jet. The thin dashed arrow

denotes a motion of the fluid parcel, and U denotes the magnitude of the

background zonal wind.

Next, it is confirmed if the patterns of 6 anomalies and vertical velocities

associated with the migrating tides are seen in the simulation data. Figure 3.20a shows

the Hovmoller diagram of 8 anomalies and vertical wind fluctuations associated with

the diurnal and semi-diurnal migrating tides at a height of 55 km at 65°S. The phase

relation of 6 and vertical velocities is consistent with an adiabatic process, which

supports the scenario shown in Fig. 3.20a. The 8 anomalies associated with the semi-

3.21b shows the Hovmoller diagram of 6 and vertical wind components of the quasi 12

h inertia-gravity waves, overlaid by the background zonal wind. Note that the background

zonal wind is largely modulated by the migrating tides. It is interesting that packet (i)

seems to be generated near 30°E at about 12 UTC when the packet is located downstream
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of the zonal wind maxima. The source location and generation timing of packet (i) is
consistent with the estimation using the manual packet tracing method. This fact suggests
that the deformation process occurs in association with the horizontal wind shear caused
by the migrating tides. Next, the stretching rate /D (and hence e-folding time) in Eq.
(3.17) is estimated at downstream of the zonal wind maxima. The e-folding time is about
1 day at the time periods from 17 to 18 May, This means that the gravity waves with s =
2 is deformed to those with the zonal wavelength of 2500 km about during 1 day, which
seems a realistic time-scale for the deformation of packet (i). Thus, the proposed

mechanism (Fig. 3.20) is the most likely mechanism of packet (i) generation.
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Figure 3.21: (a) A Hovmoller diagram of potential temperature (color shade) and the vertical wind
components (contour) due to the diurnal and semi-diurnal migrating tides at the height
of 55 km at 65°S. The contour interval is 0.5x 1072 m s™. (b) A Hovmoéller diagram of
potential temperature (shade) and the vertical wind components (black contour) of the
large-scale inertia gravity waves, and the zonal wind component with s =0, s =1
and s =2 (red contour) at the height of 55 km at 65°S. The black contour interval is
2.0x 1072 m s, the red thin contour denotes 30 m s and the red thick contour denotes
35m st The data is from the NICAM simulation.

We also examined sources of other wave packets (ii), (iii) and (iv) and of other wave

packets that are dominant at different longitudes (Fig. 3.11). The results suggest that these
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wave packets were also generated by spontaneous radiation from the upper tropospheric

jet stream or from the polar night jet stream (not shown in detail).

3.5. Discussion

As is shown in Section 3.4, wave structures with large amplitudes in the lower
mesosphere (below 80 km) with the ground-based period of quasi 12 h are likely due to
quasi 12 h inertia-gravity waves. Their horizontal wavelengths range from 1500 km to
2500 km as shown in Table 2. This conclusion is largely different from the suggestions
made in previous studies, namely migrating (s = 2) semi-diurnal tides, non-migrating
(s = 1) semi-diurnal tides or gravity-wave momentum deposition modulated by the
migrating semi-diurnal tides. This difference can be attributed to the analysis techniques
in which disturbances with a period of 12 h are examined. In many previous studies,
disturbances with a period of 12 h were extracted by making a monthly mean climatology
wind field from long-term time series, since they were thought of as the semi-diurnal tides
(e.g., Murphy et al., 2006). It is thought that quasi 12 h inertia-gravity waves were
averaged out during such an averaging process. On the other hand, Riggin et al. (1999)
examined amplitudes and phases of disturbances with a period of 12 h from MF radar
data by using a singular value decomposition (SVD) sinusoidal fit with a Gaussian
localizing window having its width of +3 periods (i.e., 3 days for 12 h waves). The
amplitudes of the disturbances with a period of 12 h were frequently larger than 20 m s
at a height of 90 km during October to early March. They also examined spatial phase
differences of the disturbances with a period of 12 h at two different observational stations.
It was shown that the large-amplitude disturbances with a period of 12 h during October
to early March were not fully explained by the semi-diurnal migrating or non-migrating

tides. Thus, the quasi 12 h inertia-gravity waves examined in the present study likely
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contributed to such structures observed at the different stations.

Inertia-gravity waves with horizontal wavelengths longer than 1000 km in the
mesosphere have been reported in several studies (Li et al., 2007; Lu et al., 2009, Nicolls
et al., 2010; Chen et al., 2013). For example, Nicolls et al. (2010), using the Poker Flat
Incoherent Scatter Radar system, found large-amplitude coherent wave packets with wave
periods of roughly 10.5 h and horizontal wavelengths of 700-1600 km in the mesosphere.
Nicolls et al. (2010) discussed a jet stream adjustment around the tropopause as a potential
source. Chen et al. (2013) also estimated a source for one inertia-gravity wave with a
horizontal wavelength of 2200 km, a period of 7.7 hour and a vertical wavelength of 22
km, which was observed in the Antarctic mesopause region based on Fe lidar and MF
radar measurements. They heuristically traced the inertia-gravity wave back to a region
of an unbalanced flow in the stratosphere (z ~ 43 - 46 km). However, no previous studies
have directly examined sources of these large-scale inertia-gravity waves in the
mesosphere using a numerical model. The present study first examined the propagation
of such inertia-gravity waves and generation by spontaneous radiation from the polar
night jet and/or the tropopausal jet by a combination of high-resolution observation data
and numerical simulation outputs.

Recently, Sato et al. (2017) showed using continuous observations of polar
mesosphere summer echo data observed by the PANSY at heights from 81-93 km over
three summer seasons that zonal (meridional) momentum flux spectra at the summer
mesosphere over Syowa Station are mainly positive (negative), and an isolated peak of
the momentum fluxes is observed near a period of 12 hour. The sign of momentum flux
suggests that gravity waves propagate from low to high latitudes assuming upward energy

propagation. Yasui et al. (2016) also suggested that gravity waves in the summer
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mesosphere may originate from the tropical convections using the MF radar observation
at Syowa Station. Sato et al. (1999) indicated that such meridional propagation of the
inertia-gravity waves from the low latitude region and the presence of Jone’s critical-level
filtering may explain the isolated energy peak near the inertial period (near a period of 12
hour at Syowa Station). The tide-related spontaneous radiation mechanism proposed in
this study implies frequent generations of quasi 12 h inertia-gravity waves in the
stratosphere and hence may also be responsible to the spectral peak at ~12 h. Further
studies are needed to examine many case studies of the tide-related spontaneous radiation
events both by the observation and by numerical models.

We have further examined vertical fluxes of zonal and meridional momentum
associated with quasi 12 h inertia-gravity waves pou'w’ and p,v'w’. The overbar
denotes zonal mean. Figures 3.22a and 3.22b show latitude-height sections of pyu'w’
and pOW, respectively, which are averaged for March 19 - 23, 2015. Large negative
pou'w’ and p,v'w’ values are distributed at ~40°S in the lower stratosphere. The signs
of pou'w’ and p,v'w’ are consistent with parameters estimated from PANSY radar
observations and from the numerical simulation. Moreover, the slanted structures of the
momentum flux distribution are seen both in pOW and pOW. The structures are
quite similar to the propagation path of packet (v) as discussed in Section 4.2. Such a
slanted structure is likely formed from the meridional propagation of inertia-gravity
waves, which is numerically shown and theoretically discussed by Sato et al. (2009) and

Sato et al. (2012) in terms of refraction and advection by the background wind.
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Figure 3.22: Latitude-height cross sections of (a) the vertical fluxes of zonal momentum
pou'w’, (b) the vertical fluxes of zonal momentum p,v'w’, (c) the ratio of the
Coriolis parameter to the intrinsic frequency f/&, (d) the kinetic energies of the
horizontal wind components and (e) the potential energies of the quasi 12 h inertia-
gravity waves, which are averaged in the zonal direction and for the period from
March 19 to March 21 2015. The contour interval is (a, b) 4.0 x 10~> [Pa] and (c)
0.1, respectively. It should be noted that the color bar and the contour interval in (d)

and (e) are log-scaled. The data is from the NICAM simulation.

Interestingly, large negative p,u'w’ value is distributed at ~75°S in the mesosphere,
showing a negative peak. The latitude-height structure of pou'w’ distribution due to
small-scale gravity waves does not have such a peak in the mesosphere (not shown). This

result suggests that parts of quasi 12 h inertia-gravity waves are generated in the upper
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stratosphere as discussed in Section 4.2. In contrast, such a feature is not observed in
pov'Ww’, although a small negative local maximum is present at heights of 50 km to 55 km
at approximately 60°S. This result implies that wavenumber vectors of inertia-gravity
waves in the mesosphere tend to move eastward, consistent with the results of parameter
estimation in Section 4.1.

Next, the energy density of the quasi 12 h inertia-gravity waves is examined by
dividing the total energy density into three components: horizontal wind kinetic energy

(KE), vertical wind kinetic energy (VE) and potential energy (PE):

— 1 -
KE = Epo(u’z +v'2), (3.18)
— 1 —
V =§p0W,21 (319)
And
PE = 9_2(£>2 (3.20)
2Pona\T)

According to the linear theory of hydrostatic inertia-gravity waves, the ratio of VE to
PE has the following relation (from the thermodynamic equation) (e.g., Wang et al.,

2005; Geller and Gong 2010, Geller et al., 2013);

VE &

JE_9° 3.21
PE N2 (3.2

Thus, |f/@ | can be estimated as follows:

|£| :|£| ng_ (3.22)
ol = Inl | TE

Note that these relations (Eq. (3.21) and Eq. (3.22)) is derived based on the assumption
of the monochromaticity. Figure 3.22c shows the latitude-height section of |f/&|. In the
mesosphere, |f/&]| ranges from 0.6 to 0.8 at ~70°S, which agrees quite well with

estimates from the hodograph analysis (Tables 1 and 2). The fact that |f /@] has higher
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values than 0.6 indicates that the quasi 12 h inertia-gravity waves are almost hydrostatic.
Note that the value of |f/&]| is larger than 1.0 in the lower stratosphere, which is
inconsistent with the linear theory of inertia-gravity waves. This may be explained by the
fact that the quasi 12 h inertia-gravity wave components defined in Section 3.4.1 can be
contaminated balanced motions such as baroclinic waves in the lower stratosphere.
Figures 3.22d and 3.22e show latitude-height sections of KE and PE for the quasi
12 h inertia-gravity waves. The slanted structures as observed in Figs. 3.22a and 3.22b
are also shown in Figs. 3.22d and 3.22e. It should be noted that the ratio of the Coriolis
parameter to the intrinsic frequency (f/@) can also be obtained from KE and PE as

follows:

(3.23)

It is confirmed that (f/@) values obtained by Eqg. (3.23) are consistent with the result
obtained from Eq. (3.22) (not shown).

Last, the zonal momentum deposition due to the quasi 12 h inertia-gravity waves is
estimated using the wave parameter in Table 2. The zonal pseudomomentum flux is

calculated as (Fritts and Alexander, 2003):
= E = fz T T
pr :,06925]( =p 1—5 uw. (324)

Moreover, u'w’ can be also estimated using the wave parameters:

k
uw = ——u'p? (3.24)
m

where u'; is a wind component parallel to the wavenumber vector. When the wave
amplitude becomes large enough to satisfy the convective instability limit:

uh’

a= ~1.0, (3.24)

~

C
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gravity waves break and deposit their energy and momentum at the breaking height. The

zonal wind acceleration by the wave breaking is estimated as:
1 /F
X=— (ﬂ) (3.25)
pp \Az
where p, is the density at the height where the wave breaking occurs and Az denotes a

vertical scale of the wave breaking.

Assuming the scale height of the density is about 7 km and the wave amplitude

increases by 1 during the vertical propagation, the heights where the packets (i)
VPo(2)

to (v) breaks were estimated using Eq. (3.24) and the wave parameters in Table 2. Results
indicate that the wave breaking of packet (i) to (v) occurs at a height from 70 km to 80
km, which is consistent with the decrease of p,u'w’ in this height range shown in Fig.
3.22a. Moreover, assuming Az ~ 3 km which is about one fourth width of the vertical
scale of the wave packets (Fig. 3.10), the zonal momentum convergence is estimated by
Eq. (3.25) at about 250 m s day™* are estimated for packet (i) to (v). This is comparable
to or slightly larger than typical gravity wave forcing in the upper mesosphere estimated
by general circulation models (e.g., Becker 2012), suggesting that the quasi 12 h inertia-
gravity waves are quite important for the momentum balance in the mesosphere. However,
other dynamical characteristics such as the intermittency and its longitudinal distribution
need to be examined in order to quantitatively understand the contribution of these waves

to the zonal momentum balances in the mesosphere.

3.6.  Summary

The first observation with a complete system of the PANSY radar were successfully
performed for March 16-24, 2015. During this period, large-amplitude disturbances with
a period of 12 h in the mesosphere at heights of 70 km to 80 km were detected. Moreover,
a numerical simulation for this time period is performed using the NICAM with a model
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top of 87 km and with a fine vertical grid spacing. Our main results are summarized as
follows:

(1) The observed wave period and vertical wavelength are about 12.3 h and 13.8
km, respectively. The estimated horizontal wavelength is longer than 1100
km. The wavenumber vectors tend to point northeastward or southwestward.
A ratio of the Coriolis parameter to the intrinsic frequency ranges from 0.6 to
0.85.

(2) Using the non-hydrostatic numerical model with a model top of 87 km, the
disturbances with a period of quasi 12 h in the mesosphere were successfully
simulated. It was shown that disturbances with a period of 12 h are not
attributable to semi-diurnal migrating tides as considered in many previous
studies, but to large-scale inertia-gravity waves with horizontal wavelengths
longer than 1400 km. Wavenumber vectors simulated in the NICAM point
northeastward. The wave parameters directly estimated using the NICAM
agree quite well with those estimated by the PANSY radar observation.

(3) One of quasi 12 h inertia-gravity wave packets is likely generated by the
spontaneous radiation mechanism of the mid-Ilatitude upper tropospheric jet.
Inertia-gravity waves generated near the mid-latitude tropopause propagate
laterally and vertically to the polar mesosphere.

(4) Another quasi 12 h inertia-gravity wave packet is likely generated around the
core of the polar night jet. A new spontaneous radiation mechanism
associated with the semi-diurnal migrating tides is proposed for such quasi
12 h inertia-gravity waves. The horizontal shear of the background wind

including the migrating tides deforms the horizontal wavelength of the
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radiated quasi 12 h inertia-gravity waves and let it be much shorter than that
of the semi-diurnal migrating tide.

(5) A distribution of vertical fluxes of the zonal and meridional momentum
associated with quasi 12 h inertia-gravity waves has a slanted structure from
the mid-latitude lower stratosphere to the polar mesosphere, suggesting that
quasi 12 h inertia-gravity waves propagate from the mid-latitude lower
stratosphere. Moreover, the distribution of the vertical flux of the zonal
momentum has a strong negative peak in the mesosphere, suggesting the
generation of quasi 12 h inertia-gravity waves in the upper stratosphere.

The present study made a quantitative discussion based on high-resolution
observations and numerical models. Statistical analyses of quasi 12 h inertia-gravity
waves in the real atmosphere will be of interest as future studies using observations and

numerical simulations in the different seasons.
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Chapter 4

Gravity wave characteristics in the winter Antarctic mesosphere by
a long-term numerical simulation using a non-hydrostatic general

circulation model

In this chapter, a long-term simulation using the high-top non-hydrostatic general
circulation model is carried out to examine mesospheric gravity waves observed by the
PANSY radar in five months from April to August 2016. Successive runs lasting 7 days
are made from the MERRA reanalysis data with an overlap of two days between each run.
The data for analyses are prepared by extracting the last five days of each simulation. The
simulated wind fields are closely compared to the PANSY radar observations and the
MERRA reanalysis data. Moreover, statistical characteristics of the mesospheric
disturbances simulated by NICAM such as w spectra of each variable, kinetic and

potential energies, momentum and energy fluxes of gravity waves are examined.
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Chapter 5

Summary and concluding remarks
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