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Abstract

The Higgs boson was predicted in the Standard Model (SM) to explain the masses of elementary particles.

The Large Hadron Collider (LHC) is used to test the SM in proton-proton collisions at unprecedented center of

mass energy. The results are important to search for new physics beyond the SM, which can potentially explain

unsolved problems such as hierarchy problem, baryon number, dark matter, neutrino mass and so on. ATLAS and

CMS experiments at the LHC discovered the Higgs boson in 2012 (Run1). The mass is about 125 GeV and the

properties are consistent with the SM so far. However, the Higgs boson decaying to a pair of b quarks (H → bb)

was not observed in Run1, because of large amount of background and limited statistics of data. Therefore, the

H → bb is followed with great attention in the 2nd run from 2015 (Run2).

This thesis presents a piece of evidence for the H → bb. The LHC Run2 proton-proton collisions data collected

with the ATLAS detector is used. The center of mass energy is 13 TeV, and the integrated luminosity is 36.1

fb−1. ATLAS level-1 endcap muon trigger achieved about 90% trigger efficiency. A b-jet energy correction

improved the Higgs mass resolution about 40% at maximum. An excess over background is found in the Vector

boson associated production (V H) 2-lepton channel. The observed (expected) significance is 3.6 (1.9) standard

deviations. The signal strength compared to the SM is 2.11 +0.50
−0.48 (stat.) +0.65

−0.47 (syst.). In ATLAS V H 0, 1,

2-lepton, Run1 + Run2 combined results, the observed (expected) significance is 3.6 (4.0) standard deviations.

The signal strength is 0.90 +0.18
−0.18 (stat.) +0.21

−0.19 (syst.). The results are consistent with the SM.
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Chapter 1

Introduction

The Higgs boson was predicted in the Standard Model (SM) to explain the masses of elementary particles

[1, 2, 3, 4, 5, 6]. The Large Hadron Collider (LHC) is used to test the SM in proton-proton collisions at

unprecedented center of mass energy. The results are important to search for new physics beyond the SM, which

can potentially explain unsolved problems such as hierarchy problem, baryon number, dark matter, neutrino

mass and so on. ATLAS and CMS experiments at the LHC discovered the Higgs boson in 2012 (Run1) [7, 8].

The mass is about 125 GeV and the properties are consistent with the SM so far [9].

However, the Higgs boson decaying to a pair of b quarks (H → bb) was not observed in Run1, because of large

amount of background and limited statistics of data [10, 11]. The H → bb is the most dominant decay of the

Higgs boson, which has branching ratio of 58% in the SM. The rate is important to test the Yukawa coupling in

the SM, and also sensitive to new physics beyond the SM [12]. For example, Higgs portal models predict Higgs

boson decay to dark matter, and Supersymmetry models also predict modification to the coupling.

Historically, CDF and D0 combination reported an excess for the H → bb with significance of 2.8 standard

deviations at 125 GeV [13]. The Tevatron proton-antiproton collisions data, at center of mass energy of 1.96 TeV,

integrated luminosity of 9.7 fb−1 was used. ATLAS and CMS combination reported an excess for the H → bb

with observed (expected) significance of 2.6 (3.7) standard deviations [14]. The LHC proton-proton collisions

data at 7 and 8 TeV, integrated luminosities of approximately 5 and 20 fb−1 was used. However, as shown in

Figure 1.1, the error on the the signal strength was still large, and the central value was lower than the SM.

Therefore, the H → bb is followed with great attention in the 2nd run from 2015 (Run2).

For the H → bb, the first and the 2nd largest cross-section Higgs boson production, gluon gluon Fusion and

Vector Boson Fusion, have low sensitivity. Because the H → bb is reconstructed as 2 b-jets in the final state, and

thus it is hard to separate from the multi-jet background. Therefore, the 3rd largest cross-section Higgs boson

production, Vector boson associated production (V H), becomes the most sensitive channel for the H → bb. In

this channel, signal events can be selected efficiently by using final state leptons.

In V H, there are 3 channels depending on number of reconstructed leptons: ZH → ννbb (0-lepton), WH →
ℓνbb (1-lepton), ZH → ℓℓbb (2-lepton). The 2-lepton channel has a smaller signal yield compared to the other

channels. However, fully reconstructed Z → ℓℓ allows to suppress the multi-jet and tt̄ background strongly.

Furthermore, it is possible to improve the Higgs mass resolution, by constraining the ℓℓbb to be balanced in the

transverse plane (Kinematic Fit). This thesis mainly presents the 2-lepton analysis and also review the ATLAS

combined results. The LHC Run2 proton-proton collisions data collected with the ATLAS detector is used. The

center of mass energy is 13 TeV and the integrated luminosity is 36.1 fb−1.

This thesis is organized as follows: In Chapter 2, the SM and the Higgs boson are reviewed. In Chapter 3,
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Figure 1.1 The signal strength of the Higgs boson decay in Run1 [14]. µbb is the signal strength of the H → bb.

the LHC and the ATLAS detector are briefly reviewed. In Chapter 4, data and simulated samples used in this

analysis are summarized. In Chapter 5, definitions of physics object in this analysis are briefly described. In

Chapter 6, event selection in this analysis is summarized. In Chapter 7, b-jet energy corrections to improve the

Higgs mass resolution is presented. In Chapter 8, multivariate analysis to improve the background separation

further is briefly presented. In Chapter 9, systematic uncertainties in this analysis are summarized. In Chapter

10, statistical analysis is described. In Chapter 11, results are shown. In Chapter 12, the ATLAS combined

results are reviewed. In Chapter 13, conclusion is given.

The results are based on thousands of people’s work in the LHC-ATLAS experiment. The author’s direct

contribution to the results is summarized as follows. The author worked for ATLAS Level1 endcap muon trigger

(TGC) at the beginning of Run2. In 2012, the author participated in the production of new TGC to replace

broken chambers. In 2014, the author worked for the chamber replacement, electronics, power supply and cooling

system. Until 2016, the author participated in the expert on-call shift. From 2015, the author worked for the

analysis. For example, the author contributed to muon in jet selection, pT dependent correction, lepton trigger

studies, Kinematic Fit for Run2, implementation, validation and production of calibrated datasets, multi-jet

studies, approval of ICHEP 2016, modeling and validation of b-jet energy correction.
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Chapter 2

The Standard Model and the Higgs boson

The Standard Model (SM) describes elementary particles and fundamental interactions. The Higgs boson was

predicted in the SM to explain the masses of elementary particles. In order to establish a search strategy for the

H → bb, it is important to review theoretical background and status of the the Higgs boson measurement. In

this chapter, the SM and cross-section in proton-proton collisions are briefly summarized in Section 2.1, status

of the the Higgs boson measurement and a search strategy for the H → bb are summarized in in Section 2.2.

2.1 The Standard Model

In this section, elementary particles in the SM are summarized in Subsection 2.1.1, the spontaneous symmetry

breaking is briefly summarized in Subsection 2.1.2, cross-section in proton-proton collisions is briefly reviewed in

Subsection 2.1.3.

2.1.1 Elementary particles

Elementary particles in the SM is summarized in Table 2.1. Quarks and leptons (fermions) are building blocks

of matter, and gauge bosons carry forces between them [15]. Fermions are spin-1/2 particles and gauge bosons

are spin-1 particles. The parameters are summarized in the review of particle physics [9]. There are 3 generations

(flavors) of fermions confirmed by experiments. The 1st generation particles are stable and make matter that we

see every day. The 2nd and 3rd generation particles can only be seen in high energy physics and decay to the 1st

generation particles. There are 3 forces included in the SM, electromagnetic force carried by photon (γ), weak

force carried by weak bosons (W±, Z), and strong force carried by gluon (g). Gravitational force is not included

in the SM, as it is very small compared to the other forces. Neutrinos are considered to be massless in the SM.

However, it is known that neutrinos has small masses, after observation of the neutrino oscillation [16].

2.1.2 Spontaneous symmetry breaking

Fundamental interactions of elementary particles are described by local gauge symmetry in the SM. The

symmetry is related to the idea that the conserved quantities are conserved in local regions of space and time.

The connection between the symmetry and the conservation is described by quantum field theory using the

Lagrangian. The Lagrangian is defined as
L = T − V, (2.1)
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Name Spin Charge Mass

Quarks u 1/2 +2/3 2.2 MeV

d 1/2 -1/2 4.7 MeV

c 1/2 +2/3 1.27 GeV

s 1/2 -1/2 96 MeV

t 1/2 +2/3 173 GeV

b 1/2 -1/2 4.2 GeV

Leptons e 1/2 2/3 0.511 MeV

νe 1/2 -1/2 <2 eV

µ 1/2 2/3 105 MeV

νmu 1/2 -1/2 <0.19 MeV

τ 1/2 2/3 1.78 GeV

νtau 1/2 -1/2 <18.2 MeV

Gauge Bosons γ 1 0 0 GeV

g 1 0 0 GeV

W± 1 ±1 80 GeV

Z 1 0 91 GeV

Table 2.1 Elementary particles in the SM [9]. Anti-particles of quarks and leptons are not listed as they
are identical particles with opposite sign quantum numbers.

where T is kinematic energy and V is potential energy of the system. In classical mechanics, equation of motion

of particles is obtained from the Lagrange’s equation

d

dt

(
∂L

∂q̇i

)
−
(
∂L

∂qi

)
= 0, (2.2)

where qi are coordinates of particles and t is time. The formalism can be extended to a continuous system. For

example (2.1) becomes

L(qi, q̇i, t) → L
(
ϕ,

∂ϕ

∂xµ
, xµ

)
, (2.3)

where ϕ is a field as functions of continuous parameters xµ, and (2.2) becomes

∂

∂xµ

(
∂L

∂(∂ϕ/∂xµ)

)
−
(
∂L
∂ϕ

)
= 0, (2.4)

where L is the Lagrangian density,

L =

∫
Ld3x, (2.5)

which is just called as Lagrangian in the following. Lagrangian of the SM is written as

LSM = LGauge + LHiggs + LYukawa. (2.6)

LGauge describes gauge interactions of elementary particles. There are strong interaction (QCD) and electroweak

interaction (EW) in gauge interactions.

The gauge symmetry forbids masses of elementary particles. This is consistent with photon and gluon to be

massless. However, it is known that weak bosons and fermions have masses, as shown in Table 2.1. Therefore,
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the masses are generated by spontaneous symmetry breaking. This introduces a scaler field that corresponds to

the Higgs boson. LHiggs is written as
LHiggs = |Dµϕ|2 − V (ϕ), (2.7)

where ϕ is a Higgs field, Dµ is a covariant derivative, V (ϕ) is a Higgs potential

V (ϕ) = µ2|ϕ|2 + λ|ϕ|4, (2.8)

where µ is a Higgs mass parameter and λ is a self-coupling. µ2 < 0 and λ > 0 is considered. In this case the

potential become minimum at

|ϕ|2 =
−µ2

2λ
=
v2

2
, (2.9)

where

v =

√
−µ2

λ
. (2.10)

Now vacuum expectation value can be chosen as

ϕ0 =
1√
2
(
0
v

), (2.11)

and thus spontaneous symmetry breaking occurred. Substituting (2.11) to (2.7), the gauge boson masses are

generated as

mW =
1

2
vg, mZ =

1

2
v
√
g2 + g′2 (2.12)

g′

g
= tanθW ,

mW

mZ
= cosθW , (2.13)

where g is SU(2) gauge coupling and g′ is U(1) gauge coupling and θW is weak mixing angle. Fermion masses

can also be generated using Yukawa coupling. For example, LYukawa is written as

LYukawa = −Gd(ū, d̄)LϕdR −Gu(ū, d̄)LϕcuR +H.C., (2.14)

where Gu and Gd are the couplings, (ū, d̄)L is quark isospin doublet, dR and uR are down and up type quark

singlet, and H.C. is the Hermitian Conjugate. Spontaneously breaking the symmetry and substituting

ϕ =
1√
2
(

0
v + h

), ϕc =
1√
2
(
v + h
0

), (2.15)

and choosing Gu and Gd to be

mu =
Guv√

2
, md =

Gdv√
2
, (2.16)

(2.14) becomes
−mdd̄d−muūu− md

v
d̄dh− mu

v
ūuh, (2.17)

Thus, fermion masses are generated and the coupling is proportional to fermion masses.
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2.1.3 Cross-section in proton-proton collisions

The SM can be tested in proton-proton collisions at the LHC [17]. Number of events of a process can be

calculated from cross-section and integrated luminosity as

N = σ

∫
Ldt, (2.18)

where
∫
Ldt is integrated luminosity. Generally cross-section is calculated [18] and integrated luminosity is

measured [19]. Since proton is made of valence quarks (uud), sea quarks and gluons, the structure is described

by Parton Distribution Functions (PDF). The PDF are probability fi(xi, Q2) to find a parton with momentum

fraction xi with momentum transfer Q2. They are determined from deep-inelastic scattering (DIS) and related

hard-scattering data [20].

A production cross-section in proton-proton collision is described as

σ =
∑
i,j

∫ 1

0

dxidxjfi(xi, Q
2)fj(xj , Q

2)σ̂ij , (2.19)

where σ̂ij is partonic cross-section for initial state partons i and j. The partonic cross-section is multiplied with

the PDF fi and fj . The product is integrated over xi, xj , and all combinations of i, j are summed. Figure 2.1

shows proton-proton cross-sections as a function of center of mass energy.

The factorization theorem allows to calculate the cross-section, separating long-distance behavior from short-

distance behavior [21] The long-distance behavior is not perturbatively calculable and needs to be factorized into

the PDF. The short-distance behavior is perturbatively calculable. This introduces a scale (factorization scale).

The renormalization allows to remove infinities in the quantum correction. This also introduces a scale (renor-

malization scale). The partonic cross-section is calculated from the Lagrangian and perturbation theory. The

precision of the calculation of QCD is called as Leading Order (LO), Next to Leading Order (NLO), Next to

Next Leading Order (NNLO).

2.2 The Higgs boson

In this section, status of the Higgs boson measurement is briefly reviewed in Subsection 2.2.1, the Higgs boson

production is summarized in Subsection2.2.2, V H channel is discussed in Subsection2.2.3.

2.2.1 Status of the Higgs boson measurement

ATLAS and CMS experiments discovered the Higgs boson in Run1 [7, 8]. Status of the measurements are

summarized in [9]. The mass is measured to be

mH = 125.09± 0.21 (stat.)± 0.11 (syst.) GeV. (2.20)

The width is predicted to be 4.2 MeV and constrained to be less than few GeV. Alternative models are excluded

in favor of the SM Higgs boson quantum numbers, spin-0, CP-even [23]. However, the the Higgs boson decaying

to a pair of b quarks (H → bb) was not observed in Run1, because of large amount of background and limited

statistics of data [10, 11]. The discovery (observed significance of 5 standard deviations) was mainly achieved by

bosonic decay channels such as H → ZZ, H →WW , H → γγ, and fermionic decay channel was only discovered

in H → ττ , as shown in Table 2.2. Therefore, H → bb is followed with great attention in Run2.
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Figure 2.1 Proton-proton cross-sections as a function of center of mass energy [22]. Vertical lines are
Tevatron 1.96 TeV, LHC 7 TeV, 14 TeV and High Energy LHC 33 TeV.

2.2.2 The Higgs boson production

Feynman diagrams of the Higgs boson production at the LHC are shown in Figure 2.2. There are:

• gluon gluon Fusion (ggF )

• Vector Boson Fusion (V BF )

• Vector boson associated production (V H)

• top quark pair associated production (ttH)

For ZH production there is also contribution from gluon induced signal (gg → ZH), as shown in Figure 2.3. The

Higgs boson branching ratios and production cross-sections are shown in Figure 2.4. ggF and V BF are the 1st

and 2nd largest cross-section. However, they can not be used for H → bb search, because of the huge amount of

multi-jet background. Therefore, V H, the 3rd largest cross-section, is the most sensitive channels for H → bb.

In this channel Signal events can be selected efficiently using final state leptons.
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Figure 2.2 Feynman diagrams of the Higgs boson production at the LHC [14]. ggF (top left), V BF (top
right), V H (bottom left) and ttH (bottom right).
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Figure 2.3 Feynman diagrams of gg → ZH signal [14]. Triangle (left) and box (right). Triangle is not top
Yukawa coupling dependent and box is top Yukawa coupling dependent. Therefore, gg → ZH contribution
is not fully proportional to top Yukawa coupling.

2.2.3 V H channel

In V H, there are 3 channels depending on number of reconstructed leptons:

• ZH → ννbb (0-lepton)

• WH → ℓνbb (1-lepton)

• ZH → ℓℓbb (2-lepton)

The 2-lepton channel has a smaller signal yield compared to the other channels as shown in Table 2.3. However,

fully reconstructed Z → ℓℓ allows to suppress the multi-jet and tt̄ background strongly. Furthermore, it is possible

to improve the Higgs mass resolution, by constraining the ℓℓbb to be balanced in the transverse plane (Kinematic

Fit). This thesis mainly presents the 2-lepton analysis and also review the ATLAS combined results. The LHC

Run2 proton-proton collisions data collected with the ATLAS detector is used. The center of mass energy is 13

TeV and the integrated luminosity is 36.1 fb−1.
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Figure 2.4 Higgs boson branching ratios (left) and production cross-sections (right) [24]. H → bb is the
most dominant decay of the Higgs boson. It has a branching ratio of 58% in the SM. V H, the 3rd largest
cross-section, is the most sensitive channels for H → bb. It has about 1 pb cross-section in the SM.

Expected Observed

H → γγ 4.6σ (ATLAS) 5.3σ (CMS) 5.2σ (ATLAS) 4.6σ (CMS)

H → ZZ 6.2σ (ATLAS) 6.3σ (CMS) 8.1σ (ATLAS) 6.5σ (CMS)

H →WW 5.9σ (ATLAS) 5.4σ (CMS) 6.5σ (ATLAS) 4.7σ (CMS)

H → ττ 3.4σ (ATLAS) 3.9σ (CMS) 5.0σ (Combined) 4.5σ (ATLAS) 3.8σ (CMS) 5.5σ (Combined)

H → bb 2.6σ (ATLAS) 2.5σ (CMS) 3.7σ (Combined) 1.4σ (ATLAS) 2.1σ (CMS) 2.6σ (Combined)

Table 2.2 Expected and observed significance of the Higgs boson in Run1 [9]. The expected is calculated
from simulation and the observed is calculated from data. H → γγ, H → ZZ, H → WW reached 5σ in
ATLAS or CMS. H → ττ reached 5σ in ATLAS and CMS combined results.

Cross-section (σ) [fb] Branching Ratio (BR) σ× BR (σtot) [fb]

ZH → ℓℓbb 884 0.0336 29.71

ZH → ννbb 884 0.2010 177.62

WH → ℓ+νbb 840 0.1085 91.17

WH → ℓ−νbb 533 0.1085 57.83

Table 2.3 Cross-section and branching ratio of V H channels [24]. Here σtot includes Drell-Yang like V H

cross-section at NNLO QCD, NLO EW correction, and gluon induced signal cross-section (σggZH). photon
induced signal cross-section (σγ) is not included here, to show the cross-section without vector boson BR
(σ). σggZH contributes about 14%. NLO EW correction is about -5% for ZH and -7% for WH. σγ is
about 0.4% for ZH and 3% for WH.
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Chapter 3

The Large Hadron Collider and the ATLAS detector

The Large Hadron Collider (LHC) is used to test the SM, in proton-proton collisions at unprecedented center

of mass energy. The ATLAS detector is a general purpose particle detector at the LHC. The ZH → ℓℓbb signal

is reconstructed as 2 electrons/muons and 2 b-jets in the final state. Therefore, all part of the ATLAS detector

is important. In this chapter, the LHC is briefly summarized in Section 3.1, the ATLAS detector is summarized

in Section 3.2, with emphasis on level-1 endcap muon trigger work at the beginning of Run2.

3.1 The Large Hadron Collider

CERN’s accelerator complex is shown in Figure 3.1. The LHC proton injector chain consists of following [17]:

• LINAC2: Accelerate protons up to 50 MeV

• BOOSTER: Accelerate protons up to 1.4 GeV

• Proton Synchrotron (PS): Accelerate protons up to 25 GeV

• Super Proton Synchrotron (SPS): Accelerate protons up to 450 GeV

Design and performance of the LHC up to 2016 are summarized in Table 3.1. Beam energy was raised up to

6.5 TeV from 2015 (Run2). This corresponds to the center of mass energy of 13 TeV. Number of protons per

bunch is about 1.1 × 1011 in Run2. Maximum number of bunches was limited at 2220, because of SPS vacuum

leak in 2016 [25]. Bunch spacing is 25 ns from Run2. Crossing angle was reduced in September 2016 from 370

µrad to 280 µrad. This increased the luminosity about 25%. Peak luminosity reached 1.38 × 1034 cm−2s−1 in

2016. Total delivered integrated luminosity was 4.2 fb−1 and 38.5 fb−1 in 2015 and 2016. Integrated luminosity

recorded with the ATLAS detector and average interaction per crossing are summarized in Chapter 4.

The luminosity, L in (2.18), can be written as

L =
N2

b nbfrevγr
4πεnβ∗

F, (3.1)

where Nb is number of protons per bunch, nb is number of bunches, frev is the revolution frequency, γr is the

relativistic gamma factor, εn is the normalized transverse beam emittance, β∗ is the beta function at the collision

point, F is the reduction factor as a function of crossing angle. The unit b is defined as

1b = 10−24cm2. (3.2)

Therefore, to have integrated luminosity of 1 fb−1 with constant luminosity 1 × 1034 cm−2s−1, it will take 105 s

≈ 28 hours. Thus, 1 fb−1 / day is very good case in Run2.
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Figure 3.1 CERN’s accelerator complex [26]. The LHC proton injector chain consists of LINAC2,
BOOSTER, Proton Synchrotron (PS) and Super Proton Synchrotron (SPS) [17].

Table 3.1 Design and performance of the LHC up to 2016. [27] [25] [28]. is average at start of collisions.
*The crossing angle was reduced in september 2016 from 370 µrad to 280 µrad.

Design 2010 2011 2012 2015 2016

Beam Energy [TeV] 7.0 3.5 3.5 4.0 6.5 6.5

Number of protons per bunch [1011] 1.15 1.0 1.3 1.5 1.1 1.1

Maximum number of bunches 2808 368 1380 1380 2244 2220

Bunch spacing [ns] 25 150 50 50 25 25

Transverse normalized emittance εn [µm] 3.75 2.6 2.4 2.4 3.5 3.4

Crossing angle [µrad] 286 200 240 292 290 280*

β function (β*) 0.55 2.0–3.5 1.0–1.5 0.6 0.8 0.4

Peak luminosity [1034 cm−2s−1] 1.0 0.021 0.35 0.77 0.51 1.38

Integrated luminosity [fb−1] - 0.048 5.5 22.8 4.2 38.5
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Figure 3.2 ATLAS detector [29]. ATLAS consists of Inner Detectors (ID), Calorimeter, Muon Spectrom-
eter (MS), and Trigger and Data AcQuisition system (TDAQ). There are man and woman on the beam
pipe. The author worked in that region in 2014–2015, to prepare level-1 endcap muon trigger for Run2.

3.2 The ATLAS detector

The ATLAS detector is shown in Figure 3.2. ATLAS consists of Inner Detectors (ID), calorimeter, Muon

Spectrometer (MS), and Trigger and Data AcQuisition system (TDAQ). Required resolution and coverage of

ATLAS is summarized in Table 3.2 The ZH → ℓℓbb signal has 2 leptons and 2 b-jets in final states. The 2

leptons are detected using ID, calorimeter and MS. The 2 b-jets are detected using ID and calorimeter *1.

In this section, ID, calorimeter, MS and TDAQ are summarized in Subsection 3.2.1, 3.2.2, 3.2.3 and 3.2.4

respectively.

3.2.1 Inner Detector

The ID is used for track and vertex reconstruction and momentum measurement of charged particle. Fine

granularity is required since track density is large around the interaction point (IP). About 1000 particles come

out from the IP every 25 ns in |η| < 2.5. A solenoid magnet is used for the ID. It provides 2 T magnetic field.

The ID is show in Figure 3.3. 3 tracking detector technologies are used.

*1 ATLAS uses a xyz-coordinate from the IP. x-axis points to the center of the LHC. y-axis points to the sky. z-axis points to
the Airport side (A-side). Negative direction of z axis points to Chary’s pub side (C-side). Other coordinate and variables
are also used. r is distance from z-axis. ϕ is azimuthal angle around z-axis. θ is polar angle. η is pseudo-rapidity defined as
η =lntan(θ/2). ∆R is distance in (η,ϕ) coordinate defined as dR=

√
dϕ2 + dη2. pT is transverse momentum defined as psinθ.

ET is transverse energy defined as Esinθ.
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Table 3.2 Required resolution and coverage of ATLAS [29]. σ is the resolution. pT is the transverse
momentum. E is the energy. η is the pseudo-rapidity.

Detector component Required resolution Measurement (|η|) Trigger (|η|)

Inner detector σpT
/pT = 0.05%pT ⊕ 1% < 2.5 -

Electromagnetic calorimeter σE/E = 10%/
√
E ⊕ 0.7% < 3.2 < 2.5

Hadronic calorimeter (barrel and endcap) σE/E = 50%/
√
E ⊕ 3% < 3.2 < 3.2

Hadronic calorimeter (forward) σE/E = 50%/
√
E ⊕ 3% 3.1–4.9 3.1–4.9

Muon spectrometer σpT
/pT = 10% at pT = 1 TeV < 2.7 < 2.4

Silicon pixel detectors (Pixels) is the innermost detector in ATLAS. There are 3 layers in the barrel region,

and 3 disks in each side of the endcap region. The pixel size is 50 × 400 µm2 in R − ϕ × z. In total there are

80.4 M channels for the pixel detector. The innermost layer of the pixel (b-layer) is important for the secondary

vertex measurement. From Run2, additional insertable b-layer (IBL) is used [30]. The IBL and new software

improved the track and vertex reconstruction. Particularly, the b-jet identification, as summarized in Section 5.5,

achieved a few times better light and c-jet rejection in Run2 [31, 32].

SiliCon microstrip Tracker (SCT) is placed after the Pixels. There are 4 layers in the barrel region, and 9

disks in each side of the endcap region. In total there are 6.3 M channels for SCT. SCT consists of 6.4 cm daisy

chained sensors with a strip pitch of 80 µm. Each SCT layer is made of 2 strips to measure the hit space point.

One strip is parallel to the beam pipe and the other strip rotated by 40 mrad.

Transition Radiation Tracker (TRT) provides information of transition radiation. The information is im-

portant not only for tracking but also for electron identification. The radiation energy is known to be high for

electron. The transition radiation material is made of polypropylene. The straw diameter is 4 mm and the anode

wire diameter is 31 µm. The cathode is operated at about -1530 V. The gas is Xenon-based and cheaper Ar-based

in some channels from Run2 [33]. There are 73 layers in the barrel region, and 80 disks in each side of the endcap

region. In total there are 351 k channels for the TRT. In the barrel region, the length of the straw is 144 cm, and

the wires are divided at η = 0. In endcap, the straws are 37 cm and arranged radially.

3.2.2 Calorimeter

Calorimeters with active material and absorber are used, to measure the energy of electromagnetic and hadronic

showers. The calorimeter is shown in Figure 3.4. It covers |η| < 4.9. 4 types of calorimeters are used.

LAr electromagnetic barrel/endcap calorimeter (EM) is a lead-LAr detector. Lead is absorber and LAr

is active material. Barrel covers |η| < 1.475 and endcap covers 1.375 < |η| < 3.2. Total thickness is more than

20 radiation length *2. For |η| < 2.5, there are 3 segments in depth. For |η| < 1.8, a presampler detector is used

to correct energy loss before the calorimeter. There are about 110 k channels for barrel and 64 k channels for

endcap, including the presampler.

*2 The radiation length (X0) is a distance to reduce energy of high energy electron by 1/e.



3.2 The ATLAS detector 15

Figure 3.3 Inner Detector (ID) [29, 30]. Overview (top) and barrel closeup (bottom). ID consists of the
insertable b-layer (IBL). Pixel detectors (Pixels), semiconductor tracker (SCT), and Transition Radiation
Tracker (TRT).
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Figure 3.4 Calorimeter [29]. There are 2 types of calorimeter: electromagnetic (LAr) calorimeter and
hadronic (Tile) calorimeter.

Tile hadronic barrel/extended barrel calorimeter(Tile) is a steel-scintillator detector placed after the

EM calorimeter. Steel is absorber and scintillator is active material. Barrel covers |η| < 1.0 and extended barrel

covers 0.8 < |η| < 1.7. There are about 6 k channels for barrel and 4 k channels for extended barrel. The depth

is segmented in 3 layers. The total thickness is about 10 interaction length *3.

LAr hadronic endcap calorimeter (HEC) is located behind the EM endcap calorimeter. It covers 1.5 < |η|

< 3.2, overlapping the Tile hadronic extended barrel calorimeter and LAr hadronic forward calorimeter. There

are about 5.6 k channels for HEC. The depth is segmented in 2 layers. 25 mm and 50 mm copper plates are used

for inner layers and outer layers. The LAr gaps are 8.5 mm.

LAr electromagnetic/hadronic forward calorimeter (FCal) covers 3.1 < |η| < 4.9. There are about 3.5

k channels for FCal. The depth is about 10 interaction length. 3 modules are used. The 1st one is made of

copper for electromagnetic measurements. The others are made of tungsten for hadronic measurements.

3.2.3 Muon Spectrometer

MS is used to measure muon momentum. Muon tracks are bent in the magnetic field. Difference from infinite

momentum track (straight line) is used to measure the momentum. The toroid magnets are used for MS. There

are 1 barrel toroid magnet and 2 endcap toroid magnets. Magnetic field strength of the endcap and barrel toroids

*3 The interaction length (λint) is a distance to reduce number of charged particles in a hadron shower by 1/e.
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are 1 T and 0.5 T. The MS is shown in Figure 3.5. There are 4 types of detector in MS.

Monitored Drift Tube (MDT) is used for precise muon tracking. It covers |η|< 2.7 with drift tube detectors.

The innermost layer covers |η| < 2.0. There are 1150 chambers and 354 k channels for MDT. Cathode tube

diameter is 29.970 mm. Central anode wire diameter is 50 µm. Average position resolution per tube is 80 µm.

High-Voltage of about 3 kV is applied to the wire. The gas is Ar:CO2 (93:7) at about 3 atmospheric pressure.

Maximum drift time is about 700 ns.

Cathode Strip Chambers (CSC) is a multiwire chamber. It covers 2.0 < |η| < 2.7 for precision tracking,

in the first layer instead of MDT. The rate limit for safe operation is 150 Hz/cm2 for MDT but 1000 Hz/cm2

for CSC. There are 32 chambers and 31 k channels for CSC. The wire pitch is 2.5 mm and the anode cathode

spacing is also 2.5 mm. The readout pitch is about 5 mm. Position resolution is 80 µm per plane. Anode wire

diameter is 30 µm. High-Voltage of about 1900 V is applied to the wire. Gas is Ar:CO2 (80:20). Total ionization

is about 90 ion pairs. Maximum drift time is about 40 ns.

Resistive Plate Chambers (RPC) is a parallel electrode-plate gas detector. It covers |η| < 1.05 for trigger

and ϕ measurement. There are 606 chambers and 373 k channels for RPC. The resistive plate is made of phenolic-

melaminic plastic laminate. 2 plates are placed in parallel with a distance of 2 mm. Metallic strip is used to

readout z-phi position of hits. Readout pitch is 23–35 mm. The electric field strength in the 2 mm gap is about

4.9 kV/mm. The gas is C2H2F4:Iso-C4H10:SF6 (94.7:5:0.3). Signal width is about 5 ns.

Thin Gap Chambers (TGC) is used for the trigger, and also for measurement of ϕ, to complement the MDT

that measures r. It covers 1.05 < |η| < 2.7 with multiwire chambers. The trigger is for 1.05 < |η| < 2.4. Figure

3.6 shows the cross-section of the MS. The inner station is called as Small Wheel (SW) and the middle station is

called as Big Wheel (BW). Figure 3.7 shows the TGC BW in the ATLAS cavern. There are 3588 chambers and

318 k channels for TGC. Figure 3.8 shows the TGC triplet and doublet. The triplet is used for the 1st layer of

the middle station (M1). The doublet is used for the inner station layer, and the 2nd and 3rd layer of the middle

station (M2 and M3). Figure 3.9 shows the TGC structure. Gold coated Tungsten wires are used to measure r

of the hits. The Wire to cathode distance is 1.4 mm. The Wire to wire distance is 1.8 mm. The Wire diameter

is 50 µm. The Wire potential is ∼2.9 kV. To achieve required momentum resolution within limited band width,

the wires are grouped from 6 to 31 depending on η. The granularity is from 10.8 mm to 55.8 mm. Graphite is

painted on 1.6 mm G-10 board. Cuprum strip is used to measure the ϕ. The granularity is 2–3 mrad. The gas

is CO2:n-pentane (55:45). CO2 is the ionizing gas and the n-pentane is the quencher. The angle of a track from

the IP is always greater than 10 degree. Therefore, 99% of signal is detected within in 25 ns.

3.2.4 Trigger and data acquisition

Trigger and data acquisition system (TDAQ) is used to trigger and record interesting events. Several key

components and structure of the system is summarized as follows.

Hardware based Level1 trigger (L1) and software based High Level Trigger (HLT) is used to trigger

interesting events from the multi-jet background events. L1 selects events up to 100 kHz level from the 40 MHz
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Figure 3.5 Muon Spectrometer [29]. The MS consists of Monitored Drift Tube (MDT), Cathode Strip
Chambers (CSC), Resistive Plate Chambers (RPC), Thin Gap Chambers (TGC).

2008 JINST 3 S08003

Figure 6.1: Cross-section of the bar-
rel muon system perpendicular to the
beam axis (non-bending plane), show-
ing three concentric cylindrical layers of
eight large and eight small chambers. The
outer diameter is about 20 m.

Figure 6.2: Cross-section of the muon system in
a plane containing the beam axis (bending plane).
Infinite-momentum muons would propagate along
straight trajectories which are illustrated by the dashed
lines and typically traverse three muon stations.

where a high momentum (straight) track is not recorded in all three muon layers due to the gaps
is about ±4.8� (|h |  0.08) in the large and ± 2.3� (|h |  0.04) in the small sectors. Additional
gaps in the acceptance occur in sectors 12 and 14 due to the detector support structure (feet). The
consequences of the acceptance gaps on tracking efficiency and momentum resolution are shown
in figures 10.37 and 10.34, respectively. A detailed discussion is given in section 10.3.4.

The precision momentum measurement is performed by the Monitored Drift Tube chambers
(MDT’s), which combine high measurement accuracy, predictability of mechanical deformations
and simplicity of construction (see section 6.3). They cover the pseudorapidity range |h | < 2.7
(except in the innermost end-cap layer where their coverage is limited to |h | < 2.0). These cham-
bers consist of three to eight layers of drift tubes, operated at an absolute pressure of 3 bar, which
achieve an average resolution of 80 µm per tube, or about 35 µm per chamber. An illustration of a
4 GeV and a 20 GeV muon track traversing the barrel region of the muon spectrometer is shown in
figure 6.4. An overview of the performance of the muon system is given in [161].

In the forward region (2 < |h | < 2.7), Cathode-Strip Chambers (CSC) are used in the inner-
most tracking layer due to their higher rate capability and time resolution (see section 6.4). The
CSC’s are multiwire proportional chambers with cathode planes segmented into strips in orthogo-
nal directions. This allows both coordinates to be measured from the induced-charge distribution.
The resolution of a chamber is 40 µm in the bending plane and about 5 mm in the transverse plane.
The difference in resolution between the bending and non-bending planes is due to the different
readout pitch, and to the fact that the azimuthal readout runs parallel to the anode wires. An illus-
tration of a track passing through the forward region with |h | > 2 is shown in figure 6.5.

To achieve the sagitta resolution quoted above, the locations of MDT wires and CSC strips
along a muon trajectory must be known to better than 30 µm. To this effect, a high-precision optical
alignment system, described in section 6.5, monitors the positions and internal deformations of
the MDT chambers; it is complemented by track-based alignment algorithms briefly discussed in
section 10.3.2.

– 165 –

Figure 3.6 Cross-section of the Muon Spectrometer [29]. Dashed line illustrates the infinite momentum
track. The TGC inner station is placed at ∼7 m in z-axis. The TGC middle station is placed at ∼14 m in
z-axis.
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Figure 9.12: One of the assembled TGC big wheels in the ATLAS cavern. The chambers are fixed
to an aluminium structure, which was pre-assembled into sectors on the surface and then assembled
as a complete wheel in the cavern itself.

were installed and surveyed once positioned on the feet. The feet provide the mechanical support
for most of the ATLAS sub-systems, namely the barrel toroid magnet, the calorimeters, the barrel
muon chambers, the end-cap toroid magnets, the services and the access structures, amounting to
about 6000 t.

9.6.2 Phase 2: barrel calorimetry and barrel toroid

Side A: barrel toroid. The first barrel toroid coil was delivered to point 1 in October 2004. The
coil with its weight of 100 t and total length of 25 m, was lifted by the surface crane, tilted with
hydraulic winches, lowered, in an inclined orientation, through the 18 m diameter shaft down into
the cavern. It was then turned back to the horizontal orientation, before being lowered onto the
temporary supports (see figure 9.11). From there, it was picked up by the two 65 t underground
travelling cranes and put into its final position inside the ATLAS feet. Once the coils were in
position, the aluminium struts and girders were installed so that the next coil could be attached to
them. This process was repeated until the assembly was completed. In parallel with the barrel-
toroid assembly, the first 100 muon barrel chambers were installed in between the struts/girders
and the ATLAS feet.

– 279 –

Figure 3.7 TGC Big wheel in the ATLAS cavern [29]. There are 12 sectors in each side of end-cap. A
chamber covers 7.5 (15) degree in end-cap (forward) part.

2008 JINST 3 S08003

Figure 6.32: Cross-section of a TGC triplet and doublet module. The triplet has three wire layers
but only two strip layers. The dimensions of the gas gaps are enlarged with respect to the other
elements.

Table 6.13: TGC modularity. Each wheel consists of 12 sectors, each sector containing an inner
(forward) and an outer (end-cap) part, having a different azimuthal segmentation. A module covers
15� in azimuth in the inner and 7.5� in the outer part.

EM big wheel I layer Total
M1 triplet M2 doublet M3 doublet I doublet

Modularity Inner Outer Inner Outer Inner Outer Inner Outer
Modules/sector 2 4 2 4 2 4
Units/module 1 4 1 5 1 5
Chambers/unit 3 3 2 2 2 2
Units/sector 2 16 2 20 2 20
Units/side 24 192 24 240 24 240 24 21 789
Units/system 48 384 48 480 48 480 48 42 1578
Chambers/sector 6 48 4 40 4 40
Chambers/side 72 576 48 480 48 480 48 42 1794
Chambers/system 144 1152 96 960 96 960 96 84 3588

All TGC units are enclosed on their periphery by a gas-tight envelope which is continuously
flushed by CO2. This is done to keep a dry atmosphere in the region where the HV elements are
located as well as to dilute any potential leak of the operating gas (n-pentane). If traces of this
flammable gas are detected in the CO2 stream at the output of the chambers, HV and LV as well as
gas supplies are automatically switched off, and an alarm is activated.

6.8.4 Signal path, readout, and detector controls

The data flow starting with the primary wire and strip signals is as follows. After amplification in
the front-end amplifiers, signals are time-aligned and synchronised to the beam-crossing frequency.
The subsequent signal processing makes use of the redundancy of the track measurement in the

– 201 –

Figure 3.8 TGC triplet (left) and doublet (right) [29]. The triplet has 3 wire chambers and and 2 strip
layers. The doublet has 2 wire chambers and and 2 strip layers.
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The radial, bending coordinate is measured by the TGC wire groups, the azimuthal coordinate
by the radial strips. The TGC’s need good time resolution to tag the beam-crossing with high
efficiency (� 99%) and fine granularity to provide a sufficiently sharp cut-off in the momentum of
the triggering muon. To match the granularity to the required momentum resolution, the size of
the wire groups varies from 6 to 31 as a function of h , corresponding to a variation in width from
10.8 mm to 55.8 mm. The alignment of wire groups in consecutive layers is staggered to optimise
the position resolution for a given number of electronics channels. The radial strips are staggered
in a similar way to achieve an azimuthal granularity of 2–3 mrad, as seen from the interaction point.

Figure 8.9 shows a longitudinal cut through the end-cap. TGC’s are located in the innermost
layer (marked I) and in the middle layers (EM-wheels marked M1–M3, corresponding to TGC1–3).
The location of the MDT in a small (S) and large sector (L) are shown for reference. The location
along z and the radial extension of the TGC wheels are given in table 6.11. A detailed listing of all
relevant construction parameters is given in the TGC parameter book [212].

6.8.2 Principle of operation

1.8 mm

1.4 mm

1.6 mm G-10

50 µm wire

Pick-up strip

+HV

Graphite layer

Figure 6.31: TGC structure showing anode
wires, graphite cathodes, G-10 layers and a pick-
up strip, orthogonal to the wires.

The main operational parameters of the TGC’s
are summarised in table 6.12.

TGC’s are multi-wire proportional cham-
bers with the characteristic that the wire-to-
cathode distance of 1.4 mm is smaller than
the wire-to-wire distance of 1.8 mm, as shown
in figure 6.31. With a highly quenching
gas mixture of CO2 and n-C5H12 (n-pentane),
this cell geometry allows for operation in a
quasi-saturated mode, i.e. with a gas gain of
⇠ 3⇥105. This relatively low gas gain, com-
pared to previous implementations of the TGC
concept, does not allow to make full use of
its independence from the primary ionisation.
Some of its characteristics are still kept, even
at such a low gas gain. In particular:

• The highly quenching gas prevents the occurrence of streamers in all operating conditions.

• The pulse height observed in the interaction of low energy neutrons (1–10 MeV) is only a
factor 30 larger than for a minimum ionising particle.

The high electric field around the TGC wires and the small wire-to-wire distance lead to very good
time resolution for the large majority of the tracks. Only tracks at normal incidence passing midway
between two wires have much longer drift times due to the vanishing drift field in this region. This
effect was already discussed in the context of the CSC’s which have a similar cell geometry, see
section 6.4.2. In the TGC wheels, however, the angle of incidence for tracks emerging from the
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Figure 3.9 TGC structure [29]. Gold coated Tungsten wires are used to measure r of the hits. The Wire
to cathode distance is 1.4 mm. The Wire to wire distance is 1.8 mm. The Wire diameter is 50 µm. The
Wire potential is ∼2.9 kV.

bunch crossing. It uses limited information of the detector to make decision within 2.5 µs. The results from

muon triggers and calorimeter triggers are considered in Central Trigger Processor (CTP). CTP makes final L1

decision, and send L1 Accept (L1A) signal to all sub-detectors. HLT selects events up to 1000 Hz level from the

L1 triggers. Offline analysis calibration is performed and decision is made within 4 s.

Timing Trigger Control system (TTC) and Detector Control System (DCS) are provided for all sub-

detectors. TTC distributes the L1A and LHC 40 MHz clock and reset signals. DCS controls, monitors, and

archives operational parameters. For example Low-Voltage (LV) and High-Voltage (HV), gas, cooling, tempera-

ture, humidity, and magnetic field. The DCS communicates with LHC, CERN technical services, ATLAS magnet

and detector safety system.

Data AcQuisition (DAQ) is realized by a readout scheme summarized as follows. Each sub-detectors have

their own front-end electronics and ReadOut Drivers (ROD). Front-end includes components such as, analogue

or analogue-to-digital processor, L1 buffer to hold data until the L1A, derandomising buffer to hold data after

the L1A, and dedicated link to the ROD. For the front-end to ROD link, an optical link (g-link) is used, since

the distance from cavern to the counting room is about 100 m. ROD gathers data from front-end and builds a

common event format, and send it to ReadOut Buffer (ROB) in ReadOut System (ROS) via a common optical

link (s-link). It also follows a common error/recovery mechanism. After HLT, data is stored in a storage in

CERN computer center.

TGC trigger and readout scheme is summarized in Figure 3.10. It requires hit coincidence to select high

pT muon events. However, most of triggers are known to be fake triggers originating from protons from beam

pipe and low pT muon because of limited momentum resolution. Therefore, TGC had to reduce fake triggers for

Run2 data taking. In 2015, during the Run2 commissioning rush, the inner coincidence was enabled, and fake

trigger rate was reduced about 20% as shown in Figure 3.11. Thus, Run2 data taking became possible. After

successful operation in Run1, tens of TGC chambers were broken. In 2014 and 2015, many part of the system was

fixed. This includes chambers, electronics, connection, power supply and cooling system. Thus, TGC achieved

about 90% efficiency as shown in Figure 3.12.
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Figure 8.10: Schema of the trigger signal and readout chain of the L1 muon end-cap trigger. See
text for details.

at this stage, and physical overlaps of TGC chambers are handled. In addition, detector control
system and other control and monitoring signals are routed to the other parts of the electronics
mounted on the chambers. The aligned signals are passed to the so-called slave section, where
the coincidence conditions are applied and readout functions are performed. The PS-boards are
placed on the accessible outer surfaces of the TGC wheels: the electronics for the two doublets are
mounted on the outside of the outer doublet wheel M3 and those for the triplets on the inner surface
of the triplet wheel M1. The EI/FI PS-boards are installed in racks located near the EI/FI chambers.
Signals from the doublet and triplet slave boards are combined to identify high-pT track candidates
in coincidence boards combining all three trigger planes (M1, M2, M3), so-called high-pT boards,
located in dedicated mini-racks around the outer rim of the triplet wheel. Wire (R-coordinate) and
strip (f -coordinate) information is still treated separately at this point. Signals from high-pT boards
are sent to sector logic boards containing an R�f coincidence unit and a track selector to select
the highest-pT coincidences. The sector logic also receives directly the signals from the EI/FI slave
boards and can incorporate them into the trigger logic. The sector logic boards are located in the
USA15 counting room. The resulting trigger information for 72 separate trigger sectors per side is
sent to the MUCTPI.
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Figure 3.10 TGC trigger and readout scheme [29]. Red line illustrates the trigger scheme. At first, The
signal is digitized in the Amplifier Shaper Discriminator (ASD). Then, in the PS board, the doublet 3/4
coincidence and the triplet 2/3 coincidence is required for wire and strip separately. Then, the doublet-
triplet coincidence is required for wire and strip separately, in the High-pT board on the Big Wheel edge.
Finally, the wire-strip coincidence and the inner coincidence is required in the Sector Logic (SL) board in
the counting room (USA15), and the results are send to the Central Trigger Processor (CTP) via MUon
CTP Interface (MUCTPI). Blue line illustrates the readout scheme. When the PS-board receives the Level1
Accept (L1A) signal from the CTP via the Timing Trigger Control (TTC), the hit data is readout form
the L1 buffer in the PS-board. The Star-SWitch (SSW), gathers, suppresses, and send the data to the
ReadOut Driver (ROD) in the USA15. The ROD format the data into ATLAS format, and send data to
the ReadOut Buffer (ROB). Low Voltage Differential Signaling (LVDS) connection is used in the cavern.
An optical connection (G-link) is used for the connection between the SSW and the ROD, that is ∼100 m
from the cavern to the USA15.
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Chapter 4

Data and simulated samples

Data and Monte Carlo (MC) simulated samples are used to estimate background and extract the signal strength.

The results are affected by statistical and systematic uncertainties on data and simulated samples. Therefore, it

is important to have data and simulated samples as much as possible and as accurate as possible. In this chapter,

data used in this analysis are summarized in Section 4.1, simulated samples are listed in Section 4.2. Alternative

samples used to assess systematic uncertainties are discussed in Section 9.2.

4.1 Data

The LHC Run2 proton-proton collisions data collected with the ATLAS detector is used in this analysis. The

center of mass energy is 13 TeV and the integrated luminosity is 36.1 fb−1. Figure 4.1 shows the integrated

luminosity by day in 2015 and 2016. The integrated luminosity is 3.2 fb−1 in 2015, and 32.9 fb−1 in 2016, after

requiring that all detectors were running. Figure 4.2 shows the peak luminosity in 2015 and 2016. The peak

luminosity reached 0.5 × 1034 cm−2s−1 in 2015, and 1.38 × 1034 cm−2s−1 in 2016. Figure 4.3 shows the mean

number of interactions per crossing (µ). The number is calculated for each bunch as

µ = Lbunch × σinel/fr, (4.1)

where Lbunch is per bunch instantaneous luminosity, σinel is considered to be 80 mb for 13 TeV proton-proton

collisions, and fr is the LHC revolution frequency. Average number of µ was 14 in 2015, and 25 in 2016.

4.2 Simulated samples

Simulated samples used in this analysis are summarized in Table 4.1. All samples are simulated with the ATLAS

full simulation using the GEANT4 [36], and normalized to the most accurate cross-sections available at the time.

Pile-up from the same or nearby bunch crossing are overlaid to the events. The pile-up events are simulated as

soft QCD events with Pythia8.186 [37] with A2 [38] set of Underlying Event (UE) tune and MSTW2008LO

PDF [20]. The events are reweighted to make the same mean number of interactions per crossing distribution

as data, as shown in Figure 4.3. Such MC reweights to data are also applied for each object reconstruction and

identification efficiency. The decay of b and c hadrons is described by the EvtGen v1.2.0 [39] or Sherpa [40].
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Figure 4.1 Integrated luminosity by day in 2015 (left) and 2016 (right) [28]. The integrated luminosity
is 3.2 fb−1 in 2015, and 32.9 fb−1 in 2016, after requiring that all detectors were running.

Day in 2015

25/05 23/06 23/07 21/08 20/09 19/10 17/11

]
-1

 s
-2

 c
m

33
P

ea
k 

Lu
m

in
os

ity
 p

er
 F

ill
 [1

0

0

1

2

3

4

5

6

7
 = 13 TeVs     ATLAS Online Luminosity

LHC Stable Beams
-1 s-2 cm33 10×Peak Lumi: 5.0 

Day in 2016

11/04 12/05 12/06 13/07 13/08 13/09 15/10 15/11

]
-1

 s
-2

 c
m

33
P

ea
k 

Lu
m

in
os

ity
 p

er
 F

ill
 [1

0

0

2

4

6

8

10

12

14

16

18  = 13 TeVs     ATLAS Online Luminosity
LHC Stable Beams

-1 s-2 cm33 10×Peak Lumi: 13.8 

2/17 calibration

Figure 4.2 Peak luminosity by fill in 2015 (left) and 2016 (right) [28]. Peak luminosity was 0.5 × 1034

cm−2s−1 in 2015, and 1.38 × 1034 cm−2s−1 in 2016.
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Figure 4.3 Mean number of interactions per crossing in 2015 (left) and 2016 (right) [28]. Average number
of interactions per crossing was 14 in 2015, and 25 in 2016. Structure in the distribution is from changes
in the LHC configuration as mentioned in Section 3.1.
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Process ME generator PDF PS UE Cross-section

Signal qq → ZH Powheg-Box v2 NNPDF3.0NLO Pythia8.212 AZNLO NNLO(QCD)

+GoSam+MiNLO +NLO(EW)

gg → ZH Powheg-Box v2 NNPDF3.0NLO Pythia8.212 AZNLO NLO+NLL

Top tt̄ Powheg-Box v2 NNPDF3.0NLO Pythia8.212 A14 NNLO+NNLL

s-channel Powheg-Box v1 CT10 Pythia6.428 P2012 NLO

t-channel Powheg-Box v1 CT10 Pythia6.428 P2012 NLO

Wt Powheg-Box v1 CT10 Pythia6.428 P2012 NLO

V+jets Z → ℓℓ Sherpa2.2.1 NNPDF3.0NNLO Sherpa2.2.1 Default NNLO

W → ℓν Sherpa2.2.1 NNPDF3.0NNLO Sherpa2.2.1 Default NNLO

Diboson ZZ Sherpa2.2.1 NNPDF3.0NNLO Sherpa2.2.1 Default NLO

WZ Sherpa2.2.1 NNPDF3.0NNLO Sherpa2.2.1 Default NLO

WW Sherpa2.1.1 CT10 Sherpa2.2.1 Default NLO

Table 4.1 Simulated samples used in this analysis. ME generator , PDF, PS, and UE are the Matrix
Element generator, the Parton Distribution Functions, the Parton Shower and hadronization model, and
the Underlying Event model respectively. NNPDF3.0NLO means that the events are generated using
NNPDF3.0NLO PDF set, and reweighted to PDF4LHC15NLO PDF set using Powheg-Box v2, to follow
the PDF4LHC recommendations [41].

4.2.1 Signal

The quark induced signal (qq → ZH) is generated with Powheg-Box v2 + GoSam + MiNLO [42]. Powheg

method interfaces parton-shower generators with NLO QCD calculation [43]. Powheg-Box implements NLO

calculations in shower programs [44]. GoSam automates calculation of one-loop amplitudes [45]. MiNLO

consistently account for the kinematic scales [46]. The gluon induced signal (gg → ZH) is generated with

Leading Order (LO) Powheg-Box v2. A correction factor as a function of pVT is applied for qq → ZH, to take

account of EW correction at NLO, using Hawk [47]. The samples are required to have H → bb and Z → ℓℓ (ττ is

also included). Higgs boson mass is set at 125 GeV. AZNLO UE tune is used to model the UE [48]. Cross-section

of pp → ZH is calculated at NNLO (QCD) and NLO (EW) [49, 50, 51, 52, 53]. Cross-section of gg → ZH

is calculated at NLO and next-to-leading logarithm (NLL) [54, 55, 56, 57, 58]. Cross-section of qq → ZH is

calculated from pp → ZH cross-section subtracting gg → ZH cross-section. About 1–4 M events are generated

for signal samples.

4.2.2 Top

tt̄ is generated with Powheg-Box v2 [59]. A14 UE tune is used to model the UE [60]. Single top (s-channel,

t-channel, Wt) are produced with Powheg-Box v1 [61, 62]. P2012 UE tune is used [63]. Top quark mass is set

at 172.5 GeV. The samples are required to have at least a W boson decaying leptonically. Cross-section of tt̄ is

calculated at NNLO and resummation of soft gluon emmission at next-to-next-leading logarithm (NNLL) with

Top++2.0 [64]. Cross-section of single-top is calculated at NLO [65, 66, 67]. About 60 M events are generated

for tt̄ samples with at least 1 W boson decaying leptonically. About 20 M events are generated for tt̄ samples

with 2 W boson decaying leptonically. About 1–10 M events are generated for single top samples.
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4.2.3 V +jets

V+jets are simulated with Sherpa2.2.1 [40, 68] interfaced with NNPDfs [69]. Matrix Elements (ME) are

calculated with Open-Loops [70] and Comix [71]. In order to have a good modeling at large number of jets,

up to 2 additional partons are included at NLO ME, and up to 4 additional partons are included in LO ME.

The merging is achieved through CKKW-L merging technique, with a merging scale of 20 GeV [72, 73]. Parton

shower and underlying event are provided by Sherpa. Higher number of jets events are modeled by parton

shower. Cross-sections are calculated at NNLO [74]. In order to obtain enough statistics in sensitive regions,

samples are generated separately for sliced kinematic phase spaces, and filtered jet flavor composition. About

1–12.5 M events are generated for each samples.

4.2.4 Diboson

ZZ and WZ (V Z) are generated with Sherpa2.2.1 [40, 75]. interfaced with NNPDfs [69]. In order to have a

good modeling at large number of jets, up to 1 additional partons are included at NLO ME, and up to 3 additional

partons are included at LO ME. WW is generated with Sherpa2.1.1, and up to 3 additional partons at LO.

However, the contribution of WW to this analysis is negligible. The merging is achieved through CKKW-L

merging technique, with a merging scale of 20 GeV [72, 73]. Parton shower and underlying event are provided

by Sherpa. Higher number of jets events are modeled by parton shower. Cross-sections are calculated at NLO.

About 4–7 M events are generated for diboson samples.
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Chapter 5

Object definition

This analysis uses reconstructed objects such as electron, muon and jet. However, there are huge amount

of background objects such as jet from the multi-jet events and pile-up events. Therefore, object definition is

important to suppress background objects. In this chapter, definitions of Primary Vertex (PV), electron, muon,

jet, b-jet, truth tagging, τ -jet missing transverse momentum (Emiss
T ), and overlap removal are summarized in 5.1,

5.2, 5.3, 5.4, 5.5, 5.6, 5.7, 5.8, and 5.9 respectively.

5.1 Primary Vertex

Interaction vertices are reconstructed from tracks in the ID [76]. A vertex with the highest sum of track pT2

is defined as Primary Vertex (PV). Electron, muon and jets are required to originate from the PV to reduce

background objects from pile-up events. Impact parameters described below are used for the requirements.

• d0: minimum distance between a track and PV in the x-y plane

• z0: minimum distance between a track and PV along the z-axis

Usually z0sinθ is used to make efficiency less dependent on polar angle.

5.2 Electron

Electrons are reconstructed in following steps [77]. The effect of radiative

• Cluster finding: A sliding window is used to search for a seed cluster. The sliding window size is 3 × 5

in unit of 0.025 × 0.025 in η × ϕ. This corresponds to the granularity of the middle layer of the EM

calorimeter. The cluster is required to have ET ≥ 2.5 GeV. The efficiency of the cluster finding is 95–99%

at ET = 7–15 GeV and more than 99% in ET > 15 GeV. Single particle samples are used for the efficiency

studies.

• Track reconstruction: Track reconstruction is done by a pattern recognition and track fit. The standard

pattern recognition uses pion hypothesis for energy loss. Seed track is required to have 3 hits in the

silicon detector layers and pT ≥ 1 GeV. Full track is required to have at least 7 hits in the ID. If a track

fail to become full track using the pion hypothesis, then pattern recognition using electron hypothesis is

performed. Then track fit is performed with pion hypothesis or electron hypothesis. If a track candidate

fails to fit with pion hypothesis, then electron hypothesis is used.

• Matching: The track is extrapolated in to the middle layer of the EM calorimeter and distance between
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the track and the cluster is used for the matching. The matching takes into account of the radiative energy

loss (bremsstrahlung) in the ID, using the Gaussian Sum Filter algorithm [78]. A clusters without a track

is considered as a photon. If more than 1 track is matched then 1 track is selected as primary track. The

selection is based on the distance, pT and hit in the 1st layer of silicon layer.

Electron energy is calibrated by a multivariate technique based on simulation [79]. The Z → ee data driven

correction is re-derived for Run2 or extrapolated from Run1.

Electron identification is performed with a likelihood method [77]. The likelihood uses signal and background

Probability Density Functions (PDF) of discriminating variables:

LS,B(x⃗) =

n∏
i=1

PS,Bi, (xi), (5.1)

where LS and LB are the likelihood for signal and background, PS and PB are the PDF, and x⃗ is the vector

of discriminating variables. The variables contain information of calorimeter shower shape, TRT likelihood,

track-cluster matching, track properties, and bremsstrahlung. Then a discriminant is constructed as:

dL =
LS

LS + LB
. (5.2)

There are Loose, Medium, Tight working points. The signal efficiencies range from 90% to 78% at ET = 25 GeV,

and increase with ET. The background rates range from 0.8% to 0.3% at ET = 25 GeV, and decrease with ET.

In this analysis, following requirements are used to define VHLoose electron:

• pT ≥ 7 GeV

• |η| < 2.47

• |d0|/σd0
< 5

• |z0sinθ| < 0.5 mm

• Loose likelihood

• Track isolation

The track isolation uses sum all tracks pT,in a variable cone with ∆R = min(0.2, 10 GeV/ET), and it is tuned

to achieve 99% flat efficiency as a function of ET. The track quality requirements are:

• ET ≥ 1 GeV

• Number of hits requirements

• |z0sinθ| < 3 mm

An additional requirement is used to define VHSignal electrons:

• pT ≥ 27 GeV

Acceptance × efficiency of the ZH → eebb signal is about 70%, requiring exactly 2 VHLoose electrons and at

least 1 VHSignal electron. The acceptance of pT and η is about 80%. The efficiency of the other selection is

about 90%.
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5.3 Muon

Muon tracks are reconstructed separately in the ID and the MS, and then the tracks are combined [80]. The

ID track reconstruction is similar to electron. The MS track reconstruction starts from finding segments in each

muon chamber. MDT segments are reconstructed by a straight-line fit to the hits in each layer. RPC and TGC

are used to measure the position in the η-ϕ plane. CSC segments are reconstructed by a separate search in the

η-ϕ plane. The segments are loosely required to originate from the IP. Then MS tracks are reconstructed by

fitting hits in the segments. The hits, segments and tracks are selected based on the fit quality. Finally, ID and

MS tracks are combined in 4 types of muon listed below.

• Combined (CB) muon: CB muon is reconstructed from combined refit to the ID and MS hits. It is used

as a default muon type. Most of muons are reconstructed by an outside-in pattern recognition which

extrapolates MS track into ID. An inside-out approach is used if the outside-in approach failed.

• Segment-tagged (ST) muon: ST muon is an ID track with at least 1 segment in MDT or CSC. It is used

for muons that cross only 1 layer of MS because of low pT or low MS acceptance.

• Calorimeter-tagged (CT) muon: CT muon is an ID track with an energy deposite in the calorimeter which

is compatible with minimum ionizing particle. It is used for muons in |η| < 0.1 where MS is not fully

installed because of cabling and services.

• Extrapolated (ME) muon: ME muon is reconstructed only from a MS track and loosely required to originate

from the IP. It is used for muons in 2.5 < |η| < 2.7 where ID is not installed. The muon parameters are

defined at the IP, taking account of energy loss in the calorimeter.

Overlaps among muon types are removed in priority of CB > ST > CT. The ME muon does not overlap among

muon types.

Muon identification is performed to suppress background such as pion and kaon decay in flight. The background

is expected to have bad fit quality and different pT of the ID muon and the MS muon. The variables used for

the CB muon are listed below.

• q/p significance: difference between the ratio of charge and momentum of the ID muon and the MS muon

divided by uncertainty

• ρ’: difference between pT of the ID muon and the MS muon divided by pT of the CB muon

• Normalized χ2 of the combined fit

Number of ID hits is required to have at least 1 Pixel hit, at least 5 SCT hits, fewer than 3 holes, at least 10% of

TRT hits remain in the final fit for muons in 0.1 < |η| < 0.9. A hole is counted if a track passes an active sensor

without hit. Then, four identification quality are defined as follows.

• Loose: Loose quality is used to maximise the efficiency. All muon types are used. The CT muon and the

ME muon are used only for |η| < 0.1 region.

• Medium: Medium quality is a standard quality. The CB muon and the ME muon are used. The CB muon

is required to have ≥ 3 hits in at least 2 MDT layers except |η| < 0.1 region. The CB muon in |η| < 0.1

region is required to have at least 1 MDT layer. No more than 1 MDT hole layer is allowed. ME is required

to have at least 3 MDT or CSC layers. The q/p significance is required to be < 7.
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• Tight: Tight quality is used to maximize the purity. The CB muon is used. At least 2 station of the MS

hits are required. Normalized χ2 of the combined fit is required to be < 8. A 2-dimensional cut on the

q/p significance and ρ’ as function of pT is applied. This is to reduce background especially in pT < 20

GeV where background rate is higher.

• High-pT: High-pT quality is used to maximise the momentum resolution in pT > 100 GeV. At least 3

station of the MS hits are required. This requirement reduces 20% of efficiency and improves pT resolution

by 30% at pT > 1.5 TeV. Regions where MS is not well aligned are vetoed.

The efficiencies of Loose, Medium, Tight, and High-pT are about 97%, 95%, 90%, 80%. Background rates are less

than 1% without isolation requirement, and the isolation reduces the background rates significantly. The rates are

derived from simulation however it is also valid in data. K0
S → π+π− data was collected with calorimeter-based

triggers and good agreement in data/simulation was observed.

In this analysis, muons passed following requirements are defined as VHLoose muons:

• pT ≥ 7 GeV

• |η| < 2.7

• |d0|/σd0
< 3

• |z0sinθ| < 0.5 mm

• Loose quality

• Track isolation

Loose quality is used in 2-lepton channel to maximise the efficiency. since fake rate is negligible after requiring

2 muons and Z mass. The track isolation uses sum of all track pT, in a variable cone with ∆R = min(0.3, 10

GeV/pT), and it is tuned to achieve 99% flat efficiency as function of pT. The track is required to be pT > 1

GeV. Additional requirements are used to define VHSignal muons in this analysis:

• pT ≥ 27 GeV

• |η| < 2.5

Acceptance × efficiency of the ZH → µµbb signal is about 70%, requiring exactly 2 VHLoose muons and at least

1 VHSignal muon. The acceptance of pT and η is about 80%. The efficiency of the other selection is about 90%.

5.4 Jet

Jets are reconstructed at the electromagnetic energy scale (EM-scale) with the AntiKt algorithm with radius

parameter R = 0.4 (AntiKt4) [81]. The EM-scale corresponds to the energy deposit of electromagnetically

interacting particles. The AntiKt algorithm uses a collection of topological clusters (topo-clusters). Topo-clusters

are reconstructed from neighboring calorimeter cells with significant energy above noise level (typically 4 standard

deviations). The noise threshold is estimated from simulated of pile-up noise and measured calorimeter electronic

noise. Topo-clusters are now not allowed to seed from the presampler layers to reduce jet from pile-up events.

Jets are required to have pT > 7 GeV at the reconstruction.

Jet cleaning is performed following a criteria [82]. Events with bad jets are removed. The efficiency is 99.5-99.9%

for pT = 20–100 GeV. Main sources of backgrounds are listed below.

• Beam Induced Background (BIB): BIB are caused by proton losses before IP. Muons from the secondary
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cascade can reach ATLAS.

• Cosmic-ray showers: Cosmic-ray showers are produced in the atmosphere. Muons can reach ATLAS in the

100 m underground.

• Calorimeter noise: Noisy cells are masked before jet and missing transverse momentum reconstruction.

Some of them are always masked and others are masked in event by event. Events with large amount of

noise are removed. Most of them are removed at the data quality check however small amount of events

needs to be removed in the analysis.

Jet Vertex Tagger (JVT) requirement is also used to suppress jets from pile-up events [83]. JVT is a two

dimensional likelihood discriminant based on tracks and vetex information. It uses 2 variables called corrJVF

and RpT . corrJVF is similar to Jet Vertex Fraction JVF that was used in Run1:

JVF =

∑
m p

track(m)
T (PV0)∑

n

∑
l p

track(l)
T (PVn)

, (5.3)

where
∑

m p
track(m)
T (PV0) is scalar sum of tracks pT associated to the jet from hard-scatter vertex (PV0),∑

n

∑
l p

track(l)
T (PVn) is scalar sum of tracks pT from all vertices. The ratio is the scalar sum of tracks pT

fraction of the jet. However, the efficiency was found to decrease with number of PV. Therefore, corrJVT is used

in Run2:

corrJVF =

∑
m p

track(m)
T (PV0)∑

m p
track(m)
T (PV0) +

pPU
T

knPU
track

, (5.4)

where
∑

m p
track(m)
T (PV0) is scalar sum of tracks pT associated to the jet from hard-scatter vertex (PV0), pPU

T is

scalar sum of tracks pT from any of pileup vertex, nPU
track is number of pileup tracks. k is 0.01 from slope of pPU

T

with nPU
track, corrJVF is similar to JVF but the number of PV dependence is corrected.

RpT
=

∑
k p

track(k)
T (PV0)

pjetT

, (5.5)

where pjetT is fully calibrated jet pT. These variables achieves flat efficiency as a function of number of PV, and

JVT achieves about 90% efficiency with pile-up fake rate of about 1%.

In this analysis, jets are required to pass following requirements.

• pT > 20 GeV in |η| < 2.5 (central region)

• pT > 30 GeV in |η| ≥ 2.5 (forward region)

• JVT requirement for pT < 60 GeV in |η| < 2.4

Truth jet is also reconstructed in simulation for jet calibration studies. The default truth jet uses stable final

state particles, except for muons and neutrinos. Truth jet that includes muons and neutrinos is called TruthWZ

jet. TruthWZ jet is used for dedicated b-jet energy correction in this analysis. Details are in Section 7.

5.5 b-jet identification

Identification of jet with b-hadron (b-jet) is performed with a multivariate discriminant (MV2c10) [31]. The

MV2c10 combines three basic algorithms listed below. Lifetime of b-hadrons is long about ∼1.5 ps, cτ ∼ 450 µm.

Therefore, a displaced vertex and larger impact parameter tracks can be used to select b-jets. Tracks used are
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associated to jets using ∆R between track and jet. The ∆R become narrow for high pT jets. For example, ∆R

= 0.45 for pT = 20 GeV and ∆R = 0.26 for pT = 150 GeV. Further track selection is written in [32].

• Impact parameter based algorithm (IP2D, IP3D): IP2D and IP3D are log likelihood ratio discriminants,∑N
i=1 log(pb/pu). N is number of tracks in a jet. pb and pu are PDF value for b-jet and light-jet derived

from simulation. IP2D uses d0/σd0 and IP3D uses both d0/σd0 and z0sinθ/σz0sinθ.

• Secondary vertex finding algorithm (SV): SV explicitly reconstruct an secondary vertex. All track pairs in

a jet are used for a two track vertex test. If a two track vertex is likely from b-hadron then the new vertex

is fitted with all tracks from the vertex. The SV variables such as mass, ∆R, number of tracks associated

to the SV are used for MV2c10.

• Decay chain multi-vertex algorithm (JetFitter): JetFitter tries to reconstruct full b- and c- hadron decay

chain. A Kalman filter is used. The JetFitter variables such as mass, ∆R, number of tracks used in

JetFitter are used for MV2c10.

At 70% b-jet tagging efficiency, c-jet and light-jet misidentification rates are 0.3% and 8.2% based on tt̄ simulation.

b-tagging efficiency was measured using similar ways as Run1 [84]. In this analysis, jets are required to pass

following requirements.

• pT > 20 GeV in |η| < 2.5 (central region)

• pass an average 70% efficiency cut on MV2c10

5.6 Truth tagging

Simulated jets are labeled as follows, using truth hadrons with pT > 5 GeV in ∆R(jet, hadron) < 0.3. If a

b-hadron is found in a jet, then the jet is labeled as b. If no b-hadron is found and c-hadron is found in a jet,

then the jet is labeled as c. Else, then the jet is labeled as l. The label is used to categorize V+ jets events.

V + bb, V + bc, V + bl, V + cc are categorized as V+ heavy flavor (HF). The rest is categorized as V + cl, V + ll.

For processes with large cross-sections and small acceptances, it is difficult to produce many simulated events

to get the same number of events as data after selection. Therefore, a parameterized tagging is applied for V +cc,

V + cl, V + ll and WW . In this case, the b-tagging cut is not applied but the events are weighted according to

the expected probability. The probability is parameterized as function of jet pT and η based on tt simulation

studies. These backgrounds are small about 1% level of total background in this analysis.

5.7 τ -jet

τ leptons decaying hadronically are reconstructed as jets [85]. τ leptons decay hadronically (τhad → hadrons ντ )

or leptonically (τlep → lντ ). The hadronic decay branching ratio is about 65% and the leptonic is about 35%.

72% of the hadronic decay have 1 charged pion track. 22% have 3 charged pions tracks. 68% have at least 1

neutral pion. The pions are visible part of τ decay (τhad−vis). A multivariate discriminant is used to separate

τhad−vis from jets. The discriminant is based on shower shape, number of tracks and displaced vertex information.

Electrons are also suppressed by an electron likelihood requirement with 95% τ efficiency. τ -jet reconstruction,

energy calibration and identification are updated for 2016 data.

The performance were measured using 2015 data, using Z → ττ tag-and-probe, with one (tag) decaying to
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muon and neutrino (τµ), and the other (probe) decaying to τhad. tt tag-and-probe was used for high pT. The

efficiency correction factors for simulation were derived, with a relative precision of 5% for 1 track and 6% for 3

tracks. The energy calibration is derived from the mass distribution of muon and τhad−vis, with a relative precision

of 2% for 1 track and 3% for 3 tracks. The electron rejection was measured using Z → ee tag-and-probe, with a

relative precision of 3–14% depending on η. In this analysis, τ -jets are required to pass following requirements.

• pT > 20 GeV

• |η| < 2.5

• outside of the barrel endcap transition region of the calorimeter, 1.37 < |η| < 1.52

• have 1 or 3 tracks in ∆R < 0.2 of the jet

• pass an pT independent 55% (40%) efficiency cut on the multivariate discriminant for 1 (3) tracks

5.8 Missing transverse momentum

Neutrinos can be reconstructed as a missing transverse momentum (Emiss
T ) [86]. The Emiss

T is defined as

transverse momenta of negative vector sum of electrons, muons, jets (hard term) and track-based soft term (soft

term). All of them are required to be from the PV and the jets and soft term are corrected to mitigate the effect

of pile-up. In this analysis, ZH → ℓℓbb signal does not have high Emiss
T . Therefore, Emiss

T can be used to reduce

tt background. The event selection is summarized in Chapter 6.

5.9 Overlap removal

Some objects can be counted as different objects even after the object definition. Therefore, an overlap removal

procedure is applied in following order.

• if ∆R(τ -jets, electrons or muons) < 0.2, then τ -jets are removed

• if a muon and an electron share the ID track, then the electron is removed

• if ∆R(jets, electrons) < 0.2, then jets are removed

• if ∆R(jets, electrons) < min(0.4, 0.04+10/pTelectron), then electrons are removed

• if ∆R(jets, muons) < 0.2, then jets are removed

• if ∆R(jets, muons) < min(0.4, 0.04+10/pTmuon), then muons are removed

• if ∆R(jets, τ -jets) < 0.2, then jets are removed

At first, jets around selected leptons within ∆R = 0.2 are removed. Then, pT = 10 GeV level leptons around

jets within ∆R = 0.4 level are removed, since the leptons are likely to be from survived jets. Such leptons are

removed from lepton multiplicity counting, but used in the b-jet energy correction in Chapter 7.
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Chapter 6

Event selection and categorization

In order to search for the ZH → ℓℓbb signal, this analysis selects events with 2 leptons and 2 b-jets. Main

backgrounds are Z + bb, tt̄, diboson, and single top events. The background cross-sections are much larger than

the signal as shown in Figure 2.1. Therefore, event selection and categorization are important to enhance the

sensitivity. This thesis presents a multivariate analysis and a cut-based analysis. The multivariate analysis can

improve the sensitivity, by separating the signal and background efficiently, using several kinematic variables at

the same time, instead of applying simple cuts on each variable. Therefore, a loose event selection is applied for

the multivariate analysis. The cut-based analysis is also important as a cross check of the multivariate analysis.

In this chapter, event selection and categorization for the multivariate analysis is summarized in Section 6.1, for

the cut-based analysis is summarized in Section 6.2.

Lepton triggers used in this analysis are summarized in Table 6.1. Single lepton triggers were used since

acceptance gain by di-lepton triggers was found to be 1% level. Low pT isolated triggers and high pT non-isolated

triggers are used to maximize the acceptance. Higher threshold and tighter requirement triggers are used from

2016, due to the limited band width and the increasing luminosity. However, the acceptance loss for the signal

is less than 1% and the sensitivity loss is negligible, since high pVT region is sensitive in this analysis. Trigger

efficiency of simulated signal events, with regard to the offline selection is about 95% for the electron channel and

87% for the muon channel, in ≥ 2 jet, inclusive pVT region. The lower efficiency in the muon channel is mainly

from the geometrical coverage in the barrel region.

6.1 Multivariate analysis

Event selection for the multivariate analysis is summarized in Table 6.2. The multivariate analysis uses a looser

event selection compared to the cut-based analysis as mentioned earlier. At first, events are required to pass the

single lepton triggers. Exactly 2 loose electrons or 2 loose muons are required. At least one of the 2 leptons is

required to have medium quality and pT > 27 GeV. Invariant mass of the 2 leptons mℓℓ is required to be around

the Z mass, 81–101 GeV. Thus, tt̄ and multi-jet are reduced and the Z boson processes are selected. Multi-jet

was found to be negligible as shown in Appendix A. The Z boson pT (pVT ) is required to be pVT ≥ 75 GeV, since

sensitivity in pVT < 75 GeV is small. At least 2 jets and exactly 2 b-jets are required. Leading b-jet pT is required

to be greater than 45 GeV, since there is no signal with leading b-jet with pT < 45 GeV.

Event categorization for the multivariate analysis is also summarized in Table 6.2. The pVT is separated into

2 regions of 75–150 GeV and 150– GeV. Separating regions with enough statistics is basically beneficial, since

number of signal and background events are different among regions. The 150 GeV is from the Emiss
T trigger
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Period Electron Muon

2015 HLT_e24_lhmedium_L1EM20VH HLT_mu20_iloose_L1MU15

OR HLT_e60_lhmedium OR HLT_mu40

2016 HLT_e26_lhtight_nod0_ivarloose HLT_mu24_iloose

OR HLT_e60_lhmedium_nod0 OR HLT_mu40

OR HLT_e60_medium

OR HLT_e140_lhloose_nod0

HLT_e26_lhtight_nod0_ivarloose HLT_mu24_ivarmedium

OR HLT_e60_lhmedium_nod0 OR HLT_mu50

OR HLT_e60_medium

OR HLT_e140_lhloose_nod0

HLT_e26_lhtight_nod0_ivarloose HLT_mu26_ivarmedium

OR HLT_e60_lhmedium_nod0 OR HLT_mu50

OR HLT_e60_medium

OR HLT_e140_lhloose_nod0

Table 6.1 Lepton triggers used in this analysis. HLT means the High Level Trigger. e24 means ET >

24 GeV. mu24 means pT > 24 GeV. lhmedium means medium likelihood requirement. nod0 means no d0
variables is used in the likelihood. iloose means pTcone20/pT < 0.12. pTcone20 is the pT sum of other ID
tracks in cone ∆R=0.2. imedium means pTcone30/pT < 0.06. pTcone30 is the pT sum of other ID tracks
in cone ∆R=0.3. ivarloose means pTvarcone30/pT(muon) < 0.16. pTvarcone30 is the pT sum of other ID
tracks in variable cone at maximum ∆R=0.3. ivarmedium means pTvarcone30/pT(muon) < 0.07.
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Figure 6.1 Number of jets (left) and pVT (right) distributions. Z+HF is scaled by 1.25 since nominal
prediction was found to be lower than data as shown in Chapter 11. Signal is scaled by 200.

threshold that is used in 0-lepton and 1-lepton channel. Number of jets is separated into 2 regions, 2 jet and ≥ 3

jet. Figure 6.1 shows the number of jets and pVT distributions. The Signal to Background ratio (S/B) is the best

in 2 jet pVT = 150– GeV, as shown in Figure 6.1. Furthermore, flavor and charge of the 2 leptons are also used

to define regions. For Signal Region (SR), the 2 leptons are required to have the same flavor, ee or µµ. Muons

are required to have opposite charge while electrons are not. This is because electron charge mis-identification

rate is higher than muons, as shown in Appendix A. For top Control Region (CR), 2 leptons are required to have

different flavor, eµ, and opposite charge.
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Multivariate analysis Cut-based analysis

Trigger Single lepton Single lepton

Leptons 2 VHLoose, 2 VHLoose

≥ 1 VHSignal ≥ 1 VHSignal

Emiss
T Emiss

T /
√
ST < 3.5

mℓℓ 81–101 GeV 81–101 GeV

Jets 2 jets 2 jets

≥ 3 jets ≥ 3 jets

Jet pT > 20 GeV > 20 GeV

b-jets Exactly 2 b-jets Exactly 2 b-jets

Leading b-jet pT > 45 GeV > 45 GeV

pVT , ∆R(b, b) 75–150 GeV 75–150 GeV, < 3.0

150– GeV 150–200 GeV, < 1.8

200– GeV, < 1.2

SR ee ee

µµ, opposite charge µµ, opposite charge

CR eµ, opposite charge eµ, opposite charge

Table 6.2 Event selection for the multivariate (left) analysis and the cut-based analysis (right). ST is
scalar sum of all leptons and jets pT. The Emiss

T cut is only applied for the SR in the cut-based analysis,
since the statistics of data was limited in the top CR.

6.2 Cut-based analysis

Event selection for the cut-based analysis is also summarized in Table 6.2. The cut-based analysis applies

additional cuts to enhance the sensitivity. Figure 6.2 shows the variables to consider additional cuts for the cut-

based analysis. The pT and mℓℓ cuts are already optimized in the multivariate analysis. Therefore, only Emiss
T

significance cut, Emiss
T /

√
ST < 3.5, where ST is scalar sum of all leptons and jets pT, is applied as an additional

cut, before splitting pVT regions. This reduces the tt̄ background. The Emiss
T cut is only applied for the SR in the

cut-based analysis, since the statistics of data was limited in the top CR.

Event categorization for the cut-based analysis is also summarized in Table 6.2. For the SR, pVT is split into

75–150 GeV, 150–200 GeV and 200– GeV. The S/B is the best in 2 jet pVT = 200– GeV region, as shown in Figure

6.1. For the top CR, pVT is split into 75–150 GeV and 150– GeV, since the statistics of data was limited in the

top CR, especially in the 2 jet high pVT region. Figure 6.3 shows ∆R(b, b) distributions in each pVT categories in

the cut-based analysis. In order to reduce Z+jets background, ∆R(b, b) cuts are applied as follows:

• ∆R(b, b) < 3.0 in pVT = 75–150 GeV region,

• ∆R(b, b) < 1.8 in pVT = 150–200 GeV region,

• ∆R(b, b) < 1.2 in pVT = 200– GeV region.
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Figure 6.2 Variables to consider additional cuts for the cut-based analysis. pT of leading lepton (top left),
pT of sub-leading lepton (top right), pT of leading b-jet (middle left), pT of sub-leading b-jet (middle right),
mℓℓ (bottom left), Emiss

T /
√
ST (bottom right). pT of sub-leading b-jet and mℓℓ (bottom left) are so called

N-1 plots, removing cut on each variable. Z+HF is scaled by 1.25 since nominal prediction was found to
be lower than data as shown in Chapter 11. Signal is scaled by 200.
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Figure 6.3 ∆R(b, b) distributions in each pVT categories in the cut-based analysis. 2 jet (left) and ≥ 3 jet
(right). pVT = 75–150 GeV (top), pVT = 150–200 GeV (middle), pVT = 200– GeV (bottom). Z+HF and tt̄

are scaled by the same factors in Section 11.1. Signal is scaled by 10.
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Chapter 7

b-jet energy correction

The H → bb signal can be observed as a bump in the mbb distribution. However, the default jet calibration

is not optimized for b-jet, and it degrades the mbb resolution significantly. Therefore, additional b-jet energy

correction is studied to improve the Higgs mass resolution. In this chapter, the default jet calibration is reviewed

in Section 7.1, muon-in-jet correction is presented in Section 7.2, pT dependent correction is summarized in

Section 7.3, kinematic fit correction is discussed in Section 7.4, performance of b-jet energy correction is shown

in Section 7.5.

7.1 Global Sequential Calibration

The default jet calibration is called Global Sequential Calibration (GSC) [81]. It uses 5 jet properties to

improve jet energy resolution. Jet pT corrections as functions of properties are applied sequentially for the

AntiKt4 EM+JES jets. The variables are listed below.

• fraction of jet energy measured in the 1st layer of the Tile calorimeter (fTile0)

• fraction of jet energy measured in the 3rd layer of the LAr calorimeter (fLAr3)

• number of associated tracks with pT > 1 GeV (ntrk)

• average pT-weighted transverse distance in the transverse plane between the jet axis and all associated

tracks with pT > 1 GeV (Wtrk)

• the number of muon track segments associated with the jet (nsegments)

Differences between data and simulation are also corrected, using pT balance of Z+jet and γ+jet events. However,

GSC is not optimized for b-jet and it results in low pT responce, since b-jet has unique features such as semileptonic

decay and out-of-cone effect. Therefore, additional b-jet energy correction is studied in following sections.

7.2 muon-in-jet correction

b-jet with semileptonic decay muon results in lower energy responce, since the muon carries energy outside of the

calorimeter. The lower responce can be corrected by adding the muon 4-vector back to the jet, after subtracting

minimum ionizing particle energy loss in the calorimeter. This correction is called muon-in-jet correction (Muon).

About 10% of b-jets have muons from the semileptonic decay. Muons for the muon-in-jet correction is selected

with following requirements:

• ∆R(jet,muon) < 0.4
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Figure 7.1 b-jet pT dependent correction factors. Inclusive (green), semileptonic (red) and hadronic (blue) b-jet decay.

• pT > 5 GeV

• |η| < 2.7

• Medium quality cuts

If more than one muon are found, the closest to the jet axis is selected. These requirements are optimized to

suppress fake muon rate less than 1% level and maximize the efficiency up to 95% level. The muon quality cuts

are summarized in Section 5.3. The loose quality includes calorimeter based muons around η = 0 to cover the

muon spectrometer holes. However, higher fake rate was found around the η = 0. Therefore, the medium quality

is required for the muon-in-jet.

7.3 pT dependent correction

b-jet pT responce after the muon-in-jet correction is still low about 13–1% at pT = 20-100 GeV, because of

semileptonic decay neutrino and out-of-cone effect. The out-of-cone effect is expected in low pT b-jet, since the

mass of b quark is higher than light quarks, as shown in Table 2.1. Therefore, a pT dependent correction (PtReco)

was derived using the TruthWZ jet in signal samples. Figure 7.1 shows the pT dependent correction factors, for

inclusive, semileptonic and hadronic b-jet decay separately. The inclusive correction factors were used in Run1.

The correction factors are separated for semileptonic and hadronic in Run2. Larger correction factors about

26–10% is applied for semileptonic to take account of the semileptonic decay neutrino. The semileptonic decay

is tagged by muon or electron in jet. The electron in jet is selected with following requirements.

• ∆R(j, e) < 0.4

• pT > 5 GeV

• |η| < 2.47

• Quality cuts
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7.4 Kinematic Fit

Jet energy resolution is typically 10% level, and electron energy and muon momentum resolution are typically

1% level. Therefore, it is possible to improve b-jet energy correction by constraining the ℓℓbb system to be

balanced in the transverse plane. This correction is called Kinematic Fit (KF). It was developed in Run1 [87]

and upgraded in Run2. There are 4 (5) fit parameters for 2 (3) jet event:

• pT of 2 b-jets

• pT of 2 leptons

• (pT of additional jet)

There are 3 constraints in the KF:

• pT : Gaussian with a width of resolution for 2 leptons and 3rd jet, Transfer Functions (TF) for 2 b-jets

• pZH
X and pZH

Y : Gaussian with a width of 9 GeV

• mℓℓ : Breit-Wigner (BW) distribution of Z

A negative log likelihood is minimized to get the fit value:

−2 lnL = −
∑

b−jets

2 lnLpFit
T

+
∑

leptons, jets

(pNominal
T − pFitT )2

σ2
pT

+
(pZH

X )2

σ2
pZH
X

+
(pZH

Y )2

σ2
pZH
Y

+2 ln ((m2
ℓℓ −m2

Z)
2 +m2

ZΓ
2
Z) (7.1)

The 1st term is the b-jet TF. The TF are b-jet pT responce probability functions as shown in Figure 7.2. b-jet

with muons shows lower response because of semileptonic decay neutrino. The TF are separated for b-jet with

and without muons in Run2, to take account of the lower response. The 2nd term is the pT constrained by the

Gaussian with a width of resolution. pNominal
T is measured pT. Additional jet is also included for 3 jet events.

The 3rd and 4th terms are the balance constraints in the transverse plane. The Gaussian with a width of 9 GeV

is used to get the best mbb resolution of the signal as shown in Figure 7.3. The ℓℓbbj system is constrained to be

balanced in the transverse plane for 3 jet events. The 5th term is the Z mass constraint. mZ is the Z mass of

about 91 GeV. ΓZ is the Z width of about 2.5 GeV.

7.5 Performance

Figure 7.4–7.5 are mbb distributions of qq → ZH, gg → ZH, comparing various b-jet energy correction. Bukin

function is used to fit the distributions [88]. The muon-in-jet correction improves mbb resolution of signal by

13%. The pT dependent correction improves mbb resolution of signal by 18%. The KF improves mbb resolution

of qq → ZH by 40% (30%) for 2 jet (3 jet) in the most sensitive pVT > 150 GeV region. However, the KF did not

improve mbb resolution in ≥ 4 jet events, since the system balance is more smeared by additional jets. Therefore,

the pT dependent correction is used for ≥ 4 jet events.

Figure 7.6, 7.7 and 7.8 are the mbb distribution in 2 jet, 3 jet and ≥ 4 jet events. Appendix B shows the KF

variables. Good agreement between data and simulation was found in the mbb sideband and the KF variables.

Backgrounds are not enhanced at the mass of 125 GeV, since none of b-jet energy correction uses the Higgs mass

constraint. Table 7.1 shows sensitivity in each region comparing various b-jet energy correction. The sensitivity

is calculated from the binned log likelihood ratio, defined as square root of sum of 2((s + b)ln(1 + s/b) − s) in

each bin. The sensitivity gain by the KF is about 10% in the most sensitive 2 tag 2 jet pVT = 150– GeV.
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Figure 7.2 Transfer Functions. b-jet with muons (left), b-jet without muons (right), η = 0–1.2 (top), η >

1.2 (bottom).



7.5 Performance 45

 Gaussian Width [GeV]ZH
X,Y

p

0 2 4 6 8 10 12 14 16 18 20

 B
uk

in
 W

id
th

 [G
eV

]
bb

m

5

10

15

20

25

30

35

40

 = 0-75 GeVV
T

p

 = 75-150 GeVV
T

p

 = 150- GeVV
T

p

qqZH 2 tag 2 jet

 Gaussian Width [GeV]ZH
X,Y

p

0 2 4 6 8 10 12 14 16 18 20

 B
uk

in
 W

id
th

 [G
eV

]
bb

m

5

10

15

20

25

30

35

40

 = 0-75 GeVV
T

p

 = 75-150 GeVV
T

p

 = 150- GeVV
T

p

qqZH 2 tag 3 jet

 Gaussian Width [GeV]ZH
X,Y

p

0 2 4 6 8 10 12 14 16 18 20

 B
uk

in
 W

id
th

 [G
eV

]
bb

m

5

10

15

20

25

30

35

40

 = 0-75 GeVV
T

p

 = 75-150 GeVV
T

p

 = 150- GeVV
T

p

ggZH 2 tag 2 jet

 Gaussian Width [GeV]ZH
X,Y

p

0 2 4 6 8 10 12 14 16 18 20

 B
uk

in
 W

id
th

 [G
eV

]
bb

m

5

10

15

20

25

30

35

40

 = 0-75 GeVV
T

p

 = 75-150 GeVV
T

p

 = 150- GeVV
T

p

ggZH 2 tag 3 jet

Figure 7.3 mbb width of signal as a function of pZH
X and pZH

Y balance constraint. 2 jet (left), 3 jet (right),
qq → ZH (top), gg → ZH (bottom).



46 Chapter 7 b-jet energy correction

 [GeV]bbm

60 80 100 120 140 160

A
rb

itr
ar

y 
U

ni
t

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Corr., Peak, Width, Gain
GSC, 115.3, 16.30, 0.00
Muon, 115.3, 14.53,  0.11
PtReco, 120.5, 14.09,  0.14
KF, 121.5, 11.65,  0.29

 < 150 GeVV
T

 p≤qqZH, 2 tag, 2 jet, 75 

 [GeV]bbm

60 80 100 120 140 160

A
rb

itr
ar

y 
U

ni
t

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Corr., Peak, Width, Gain
GSC, 120.2, 15.00, 0.00
Muon, 120.5, 13.01,  0.13
PtReco, 123.2, 12.49,  0.17
KF, 123.5,  8.83,  0.41

 150 GeV≥ V
T

qqZH, 2 tag, 2 jet, p

 [GeV]bbm

60 80 100 120 140 160

A
rb

itr
ar

y 
U

ni
t

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Corr., Peak, Width, Gain
GSC, 113.8, 18.19, 0.00
Muon, 114.9, 16.23,  0.11
PtReco, 119.5, 15.83,  0.13
KF, 119.6, 15.53,  0.15

 < 150 GeVV
T

 p≤qqZH, 2 tag, 3 jet, 75 

 [GeV]bbm

60 80 100 120 140 160

A
rb

itr
ar

y 
U

ni
t

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Corr., Peak, Width, Gain
GSC, 118.8, 17.22, 0.00
Muon, 119.4, 14.78,  0.14
PtReco, 122.4, 14.20,  0.18
KF, 122.5, 12.34,  0.28

 150 GeV≥ V
T

qqZH, 2 tag, 3 jet, p

Figure 7.4 mbb of qq → ZH comparing b-jet energy correction. 2 jet (left) 3 jet (right), pVT = 75–150
GeV (top), pVT = 150– GeV (bottom).
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Figure 7.6 mbb with various b-jet energy correction in 2 jet. pVT = 75–150 GeV (left) and pVT = 75–150
GeV (right). From top to bottom GSC, Muon, PtReco, KF. Data in mbb = 100–150 GeV is blinded. Signal
is scaled by 10. Z+HF and tt̄ are scaled by the same factors in Section 11.1.
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Figure 7.7 mbb with various b-jet energy correction in 3 jet. pVT = 75–150 GeV (left) and pVT = 75–150
GeV (right). From top to bottom GSC, Muon, PtReco, KF. Data in mbb = 100–150 GeV is blinded. Signal
is scaled by 10. Z+HF and tt̄ are scaled by the same factors in Section 11.1.
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Figure 7.8 mbb with various b-jet energy correction in ≥ 4 jet. pVT = 75–150 GeV (left) and pVT = 75–150
GeV (right). From top to bottom GSC, Muon, PtReco. Data in mbb = 100–150 GeV is blinded. Signal is
scaled by 10. Z+HF and tt̄ are scaled by the same factors in Section 11.1.
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pVT Number of jets GSC Muon PtReco KF

75–150 GeV 2 jet 0.508 0.534 0.542 0.584

3 jet 0.424 0.442 0.448 0.450

≥ 4 jet 0.339 0.352 0.358 -

150– GeV 2 jet 0.806 0.868 0.904 1.003

3 jet 0.679 0.722 0.735 0.768

≥ 4 jet 0.551 0.578 0.589 -

Combined 1.403 1.488 1.525 1.617

Table 7.1 Sensitivity of the mbb distributions in the multivariate analysis with various b-jet energy cor-
rection. The sensitivity is calculated from the binned log likelihood ratio. PtReco is used for KF ≥ 4 jet
events.
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Chapter 8

Multivariate analysis

Multivariate analysis can improve the sensitivity by separating the signal and background efficiently, using

several kinematic variables at the same time, instead of applying simple cuts on each variable. This analysis

uses a multivariate technique called Boosted Decision Tree (BDT). In this chapter, the BDT is briefly reviewed

in Section 8.1, input variables for the BDT are listed in Section 8.2, configuration of the BDT is described in

Section 8.3, training and evaluation of the BDT are discussed in Section 8.4, transformation of the BDT output

distributions (BDTV H) is briefly summarized in Section 8.5, performance of the BDT is shown in Section 8.6.

8.1 Boosted Decision Tree

A toolkit for multivariate analysis (TMVA) is used to construct the BDT in this analysis [89]. The BDT uses

several decision trees. The trees are made from the same training sample by reweighting events, and average

of the individual trees is used as a single classifier. This stabilizes the response and enhance the performance.

Each slit in each decision tree uses the best separating variable. Therefore, the same variables can be used in

several nodes, and some variables may not be used at all. Thus, the decision trees are not affected by the useless

variables. This is advantage compared to artificial neural networks in general. The leaf nodes, at the bottom of

the trees, are labeled as signal or background, based on the majority of events.

8.2 Input Variables

Input variables used for the BDT are listed below.

• mbb: Invariant mass of the 2 b-jets (Higgs boson candidate)

• ∆R(b, b): ∆R between the 2 b-jets

• pb1T : Transverse momentum of the leading b-jet

• pb2T : Transverse momentum of the 2nd leading b-jet

• |∆η(V,H)|: Difference of η between the Higgs boson candidate and the Z boson candidate

• ∆ϕ(V,H): Azimuthal angle between the Higgs boson candidate and the Z boson candidate

• mℓℓ: Invariant mass of the 2 leptons (Z boson candidate)

• pVT : Transverse momentum of the Z boson candidate

• Emiss
T : Missing transverse momentum

For ≥ 3 jet events, additional variables below are used.
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• pj3T : transverse momentum of the 3rd jet

• mbbj : Invariant mass of the 2 b-jet and the 3rd jet

For 2 jet and 3 jet events, b-jet corrected with KF is used. For ≥ 4 jet events, b-jet corrected with PtReco is used.

Appendix C shows comparison of data and simulation of the BDT input variables. Good agreement between

data and simulation was found. Therefore, the variables can be used for the BDT.

The most powerful variable is the mbb and ∆R(b, b). The other variables were added one by one if there was

a gain in the sensitivity. Thus, the variables are optimized. The ranking of the input variables are derived from

number of times the variables were used to split nodes in decision trees, considering each split weight based on

separation gain and number of events. The ranking in the most sensitive 2 jet pVT = 150– GeV region is: mbb,

∆R(b, b), ∆η(V,H), pb2T , ∆ϕ(V,H), pVT , Emiss
T , pb1T , mℓℓ.

Correlation between the BDT input variables were also studied. For example, the correlation between ∆R(b, b)

and pVT is shown in Figure 8.1. Signal has negative correlation between ∆R(b, b) and pVT , pb1T , pb2T while background

does not. Such difference in correlation is also used in the BDT automatically.

8.3 Configuration

Configuration of the BDT training parameters are listed below.

• Boosting type for the trees (BoostType): AdaBoost

• Learning rate for the AdaBoost algorithm (AdaBoostBeta): 0.15

• Node splitting separation criteria (SeparationType): GiniIndex

• Method for pruning of statistically insignificant branches (PruneMethod): NoPruning

• Number of trees (NTrees): 200

• Maximum depth of trees (MaxDepth): 4

• Number of cuts tested for the optimization in each node (nCuts): 100

• Minimum number of events in each node (nEventsMin): 5%

These were optimized in Run1 [10]. Each parameter was scanned to obtain optimal performance. It was found

that they are also optimal in Run2 [90].

8.4 Training and Evaluation

The BDT is trained and evaluated in each analysis region using simulated samples. Pile-up reweighting and

truth tagging is applied for the training. Truth tagging is to obtain statistics for small acceptance samples as

written in Section 5.6. In order to avoid using the same samples for the training and evaluation, sample sets are

separated into two samples A and B. Then, the BDT trained on sample A (B) are evaluated on sample B (A).

No over-training effect was found comparing the BDT output distributions of training samples and test samples.

Finally, the BDT output distributions of sample A and B are merged.

8.5 Transformation

The BDT output distributions are transformed in order to have smoother background distribution and keep

finer binning in high sensitivity region. The transformation was established in Run1 and optimized for the
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sensitivity [91]. The procedure starts from very fine binning, and merges bins from high sensitivity region. The

statistical uncertainty of the total background is required to be less than 20% in each bin.

8.6 Performance

Figure 8.2 shows performance of the BDTV H separating tt̄ background using Emiss
T as an example. tt has larger

Emiss
T compared to signal and thus separated to low BDT region. Figure 8.3 shows the BDTV H distribution of

the multivariate analysis. Good agreement between data and simulation was found in the low BDT region. Table

8.1 shows the sensitivity of the mbb distributions in the cut-based analysis. Table 8.2 shows the sensitivity of

the BDTV H distributions in the multivariate analysis. The sensitivity of the multivariate analysis is about 20%

higher than the cut-based analysis.

pVT Number of jets Sensitivity

75–150 GeV 2 jet 0.633

3 jet 0.498

≥ 4 jet 0.406

150–200 GeV 2 jet 0.638

3 jet 0.511

≥ 4 jet 0.424

200– GeV 2 jet 1.032

3 jet 0.764

≥ 4 jet 0.493

Combined 1.885

Table 8.1 Sensitivity of the mbb distributions in the cut-based analysis. The sensitivity is calculated from
the binned log likelihood ratio.

pVT Number of jets Sensitivity

75–150 GeV 2 jet 0.856

3 jet 0.672

≥ 4 jet 0.532

150– GeV 2 jet 1.439

3 jet 1.089

≥ 4 jet 0.884

Combined 2.346

Table 8.2 Sensitivity of BDTV H distributions in the multivariate analysis. The sensitivity is calculated
from the binned log likelihood ratio.
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Figure 8.1 Correlation between ∆R(b, b) and pVT . 2 jet (left) and 3 jet (right). qqZH (top) and Z + bb (bottom).
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Figure 8.2 Performance of the BDTV H separating tt̄ background using Emiss
T . 2 jet (left) and 3 jet (right).

qqZH (top) and tt̄ (bottom).
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Figure 8.3 The BDTV H distributions of the multivariate analysis. pVT = 75–150 GeV (left) and pVT =
150– GeV (right). From top to bottom 2 jet, 3 jet, ≥ 4 jet. Data in high BDTV H 6 bins are blinded. Signal
is scaled by 10. Z+HF and tt̄ are scaled by the same factors in Section 11.1.
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Chapter 9

Systematic uncertainties

This analysis searches for an excess of events over background and measure the signal strength. The results

are affected by systematic uncertainties. Therefore, it is important to assess the systematic uncertainties. The

systematic uncertainties are categorized into 3 groups: experimental uncertainties, background modeling uncer-

tainties, and signal modeling uncertainties. In this chapter, experimental uncertainties, background modeling

uncertainties and signal modeling uncertainties, are summarized in Section 9.1, 9.2 and 9.3 respectively.

9.1 Experimental uncertainties

Experimental uncertainties are estimated and grouped into uncorrelated components. Each component is varied

as systematic variations of the analysis and propagated to the final results. There are 2 types of systematic

variations. One reselects events and the other reweights events. For example, systematic variations for jet energy

scale shift the jet energy scale by ± 1 standard deviation and events can migrate among regions, while systematic

variations for b-tag efficiency shift the efficiency weight by ± 1 standard deviation without event migration. There

are 61 variations for the experimental uncertainties. Table 9.1 shows 23 variations for beam, electrons, muons.

Table 9.2 shows 38 variations for jets, b-tag and Emiss
T .

Luminosity is measured using several luminosity detectors [19]. Main sources of the uncertainty are instrumental

effects and beam conditions. The uncertainty is 3.2%. Average number of interactions of simulation is scaled

by a factor of 1.09 to improve the agreement of number of vertices. The uncertainty on pileup reweighting is

estimated by varying the correction to 1.00 and 1.18.

Electron efficiency was measured using tag-and-probe method of Z and J/ψ [77]. Main source of the uncertainty

is background estimation in the analysis. The uncertainty is a few% in ET < 20 GeV and less than 1% at ET ≥
20 GeV. Electron energy calibration was performed using Z → ee events [79]. Main source of the uncertainty is

calibration of the calorimeter layers. The uncertainty is less than 1%.

Muon performance was measured using tag-and-probe method of Z and J/ψ [80]. Reconstruction efficiency was

found to be 99% level. The uncertainty is less than 1%. Main source of the uncertainty is assigned for possible

bias in the tag-and-probe, comparing efficiency in the tag-and-probe and efficiency of the generator level muons.

Muon momentum scale was also measured. Main sources of the uncertainty are mass window width, background

estimation in the analysis. The uncertainty is less than 1%.

JVT efficiency is measured using Z(→ µµ)+jets events[83]. Main sources of uncertainties are generators

differences and mis-modeling in dϕ(Z, jet). The uncertainty is less than 2%. Jet energy scale is calibrated using

simulation and in-situ techniques [81]. In situ techniques are based on transverse momentum balance between a
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jet and well measured objects. Main source of the uncertainty is the pile-up correction. Additional uncertainty

is considered for b-jets and c-jets. The uncertainty is about 4.5% for pT = 20 GeV, and less than 1% for jets with

100 < pT < 500 GeV in the central region. Jet energy resolution was measured in Run1 and extrapolated for

Run2 [92]. Main sources of the uncertainty are noise term and the extrapolation. The uncertainty is about 4%

at pT = 20 GeV and less than 1% in pT > 200 GeV.

The b-tagging efficiency was measured using similar ways as Run1 [84]. Main sources of the uncertainty are

uncertainties on tt̄ modeling, background estimation, jet energy scale and jet energy resolution. No correlation

between uncertainties on b-tagging efficiency and jet energy was found in this analysis. Therefore, the uncertainties

are assigned separately in this analysis. The uncertainty is about 2% for b-jets, 10% for c-jets and 30% for light-

jets. These are the largest experimental uncertainties in this analysis.

The Emiss
T performance is evaluated using simulation [93]. Systematic uncertainties on electron, muon, jets

are propagated through the Emiss
T calculation. Main source of uncertainty on the soft term is the generator

uncertainty. The uncertainty is about 10%.

9.2 Background modeling uncertainties

Data and simulated samples are used to model background in this analysis. Nominal samples are summarized

in Table 4.1. Main backgrounds are Z+jets, tt̄, diboson, single-top. Systematic uncertainties on the background

modeling are estimated by comparing nominal and alternative samples, or comparing nominal samples and data

in the CR. The RIVET framework is also used for particle level comparisons [94].

The background modeling uncertainties are summarized in Table 9.3 and 9.4. There are 3 types of uncertainties:

• Normalization uncertainties

• Acceptance uncertainties

• Shape uncertainties

Normalization uncertainties are floated for V+HF and tt̄, and estimated for diboson and single-top comparing

nominal and alternative samples. Acceptance uncertainties describes the relative normalization between regions.

Differences in Double Ratio:
AcceptanceNominal

Region1

AcceptanceNominal
Region2

/
AcceptanceAlternative

Region1

AcceptanceAlternative
Region2

(9.1)

are added in quadrature to estimate the uncertainty. Shape uncertainties are estimated for mbb and pVT in each

region. The largest difference alternative sample shape is used. Shape uncertainties for the other variables were

found to be covered by mbb and pVT .

V+jets are separated into 3 groups, V+HF, V + cl, V + ll. V+HF is composed of V + bb, V + bl, V + bc and

V + cc. V+HF normalization is floated in 2 jet and 3 ≥ jet separately. Uncertainty on V+HF composition is

assigned as uncertainties on V + bc / V + bb ratio, V + bl / V + bb ratio, V + cc / V + bb ratio, in 2 jet and

3 ≥ jet separately. Only normalization uncertainty is considered for V + cl and V + ll, since the contributions

are less than 1% of total background. For normalization and acceptance uncertainties, nominal Sherpa 2.2.1 is

compared to the scale variations and alternative sample. The scale variations are:

• Renormalization scale (µR): 0.5 and 2.0

• Factorisation scale (µF ): 0.5 and 2.0
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• Parton shower resummation scale: 0.5 and 2.0

• CKKW merging scale: 30 GeV and 15 GeV

The alternative sample is generated with Madgraph5_aMC@NLO+Pythia8 [95]. Shape uncertainties are

estimated for Z+HF and W+HF. For Z+HF, difference between nominal and data in the mbb sideband is used.

The tt̄ contamination is reduced by the same Emiss
T /

√
ST < 3.5 cut in the cut-based analysis. Remaining tt̄ is

subtracted using simulation. Shape uncertainties for potential mis-modeling is parameterized approximately:

• pVT : ± 0.2 log10 ( pVT / 50 ) - 0.07, constant below 10 GeV

• mbb: ± 0.0005 ( mbb - 100 ), constant above 300 GeV

For W+HF, the same variations as normalization are also used for shape, since it is hard to have high purity

CR. The shape uncertainties are dominated by the alternative sample and linear fits are used to parameterize

the uncertainties approximately:

• pVT : ± 0.7 + 0.0013 pVT - 1, constant above 500 GeV

• mbb: ± 0.8 + 0.0013 mbb - 1, constant above 400 GeV

The tt̄ uncertainties are estimated comparing nominal sample, Powheg+Pythia8, and alternative samples.

The alternative samples are:

• Powheg+Herwig7: Different parton shower sample [96]

• Madgraph5_aMC@NLO+Pythia8: Different generator sample

• Powheg+Pythia8: Increased and decreased radiation samples

Normalization is floated in 2 jet and 3 ≥ jet separately, and constrained by the data in the top eµ CR. Shape

uncertainties are dominated by Madgraph5_aMC@NLO+Pythia8.

Single-top uncertainties are estimated using alternative samples. s-channel is less than 1% of total back-

ground therefore only normalization uncertainty is considered. For Wt and t-channel, nominal sample,

Powheg+Pythia6 are compared to alternative samples. The alternative samples are:

• Powheg+Herwig++: Different parton shower sample

• Madgraph5_aMC@NLO+Herwig++: Different generator sample

• Powheg+Pythia6: Increased and decreased radiation samples

For Wt, uncertainty on the interference between Wt and tt̄ are estimated by diagram subtraction scheme instead

of diagram removal scheme [97]. Acceptance uncertainties are estimated for 2 jet and 3 ≥ jet. Shape uncertainties

are dominated by the interference for Wt and parton shower for t-channel.

Diboson uncertainties are estimated using alternative samples. WW is less than 1% of total background

therefore only normalization uncertainty is considered. For ZZ and WZ, nominal sample Sherpa 2.2.1 is

compared to the scale variations and alternative samples. A jet binning method is used to estimate acceptance

uncertainty from the scale variations [98]. The alternative samples are:

• Powheg+Pythia8: Different parton shower samples

• Powheg+Herwig++: Different parton shower sample

These are used to estimate acceptance and shape uncertainties from Parton Shower and Underlying Event (PSUE).
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Powheg+Pythia8 is also used to estimate shape uncertainties from Matrix Element (ME) generator. pVT shape

variation for the ME was found to be negligible. PDF+αS variations were found to be negligible.

9.3 Signal modeling uncertainties

Signal uncertainties are summarized in Table 9.5. Uncertainties on cross-section and branching ratio are

assigned following the latest recommendation of the LHC Higgs Cross-section working group [24]. Cross-section

uncertainty from missing higher-order QCD calculation is estimated by the scale variations:

• Renormalization scale: 0.33 and 3.0

• Factorisation scale: 0.33 and 3.0

The latest recommendation does not treat qqZH and ggZH separately. Therefore, in order to estimate cross-

section uncertainty from the scale separately for qqZH and ggZH, qqZH cross-section uncertainty is assumed

to be the same as qqWH. Then, ggZH cross-section uncertainty is estimated from the total and qqZH cross-

section uncertainties. Cross-section uncertainties from PDF+αS are estimated using variations of a PDF set

[41]. However, the assumption used for the scale can not be used for the PDF+αS since it is larger for qqWH.

Therefore, uncertainty on ggZH cross-section from PDF+αS is taken from the previous recommendation [99].

Uncertainty on the branching ratio is assigned to be 1.7%. This is from uncertainties on missing higher order QCD

and EW calculations, b quark mass and αS. Acceptance uncertainties are estimated using the scale variations

and alternative samples. The same jet binning method as diboson is used to estimate acceptance uncertainty

from the scale variations [98]. The alternative samples are:

• Powheg+MiNLO+Pythia8: Different parton shower samples

• Powheg+MiNLO+Herwig++: Different parton shower sample

• Madgraph5_aMC@NLO+Pythia8:

These are used to estimate Parton Shower and Underlying Event (PSUE) uncertainties for acceptance and shape.

PDF+αS uncertainties are also estimated for acceptance and shape following PDF4LHC recommendations [41].

mbb shape variation for the PDF+αS was found to be negligible. Uncertainty on the NLO EW correction factor

for qqZH as a function of pVT is also assigned [47].
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Table 9.1 Systematic variations for uncertainty on beam, electrons and muons. There are 2 variations
for beam, 6 variations for electrons, and 15 variations for muons.

Beam

Uncertainties on integrated luminosity

Uncertainties on pile-up reweighting

Electron

Uncertainties on trigger efficiency

Uncertainties on reconstruction efficiency

Uncertainties on identification efficiency

Uncertainties on isolation efficiency

Uncertainties on energy scale

Uncertainties on energy resolution

Muon

Uncertainties on trigger efficiency (stat)

Uncertainties on trigger efficiency (syst)

Uncertainties on reconstruction and identification efficiency for pT ≥ 15 GeV (stat)

Uncertainties on reconstruction and identification efficiency for pT ≥ 15 GeV (syst)

Uncertainties on reconstruction and identification efficiency for pT < 15 GeV (stat)

Uncertainties on reconstruction and identification efficiency for pT < 15 GeV (syst)

Uncertainties on isolation efficiency (stat)

Uncertainties on isolation efficiency (syst)

Uncertainties on track-to-vertex association efficiency (stat)

Uncertainties on track-to-vertex association efficiency (syst)

Uncertainties on momentum scale

Uncertainties on charge dependent momentum scale (rho)

Uncertainties on charge dependent momentum scale (rebias)

Uncertainties on momentum resolution (ID)

Uncertainties on momentum resolution (MS)
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Table 9.2 Systematic variations for uncertainties on jets, b-tag and Emiss
T . There are 22 variations for

jets, 13 variations for b-tag, 3 variations for Emiss
T .

Jet

Uncertainties on JVT efficiency

Uncertainties on jet energy scale from the in situ analysis, 8 variations

Uncertainties on jet energy scale from η-intercalibration (modeling)

Uncertainties on jet energy scale from η-intercalibration (statistics)

Uncertainties on jet energy scale from η-intercalibration (non-closure)

Uncertainties on jet energy scale from pile-up (offset mu)

Uncertainties on jet energy scale from pile-up (offset NPV)

Uncertainties on jet energy scale from pile-up (pT term)

Uncertainties on jet energy scale from pile-up (ρ topology)

Uncertainties on jet energy scale from sample’s flavour composition

Uncertainties on jet energy scale from sample’s flavour response

Uncertainties on jet energy scale from b-jet responce

Uncertainties on jet energy scale from punch-through jets

Uncertainties on jet energy scale from the behaviour of high-pT jets

Uncertainties on jet energy resolution

b-tag

Uncertainties on efficiency for b-jets, 3 variations

Uncertainties on efficiency for c-jets, 3 variations

Uncertainties on efficiency for light-jets, 5 variations

Uncertainties on efficiency extrapolation to high pT jets

Uncertainties on efficiency for tau jets

Emiss
T

Uncertainties on track-based soft term longitudinal resolution

Uncertainties on track-based soft term transverse resolution

Uncertainties on track-based soft term longitudinal scale
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Table 9.3 Systematic uncertainties on Z+HF, W+HF, tt̄ and single top. Z+HF and tt̄ normalization is
floated in 2 jet and 3 ≥ jet separately.

Z+jets

Z+HF normalization Float

Z + bc / Z + bb ratio 30–40%

Z + bl / Z + bb ratio 20–25%

Z + cc / Z + bb ratio 13–15%

Z + cl normalization 23%

Z + ll normalization 18%

pVT and mbb distributions Shape

W+jets

W+HF normalization Float

W + bc / W + bb ratio 15–30%

W + bl / W + bb ratio 23–26%

W + cc / W + bb ratio 10–30%

W + cl normalization 37%

W + ll normalization 32%

pVT and mbb distributions Shape

tt̄

tt̄ Normalization Float

pVT and mbb distributions Shape

Single-top

s-channel normalization 4.6%

t-channel normalization 4.4%

t-channel acceptance 17–20%

Wt normalization 6.2%

Wt acceptance 35–41%

pVT and mbb distributions Shape
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Table 9.4 Systematic uncertainties on diboson. WW is less than 1% of total background therefore only
normalization uncertainty is considered. V Z the systematic uncertainties are correlated for ZZ and WZ.
PDF+αS variations were found to be negligible. pVT shape variation for the ME was found to be negligible.

ZZ

Normalization 20%

Acceptance (scale) 10–18%

Acceptance (PSUE) 3–6%

WZ

Normalization 26%

Acceptance (scale) 13–21%

Acceptance (PSUE) 4–11%

V Z

pVT and mbb distribution (scale) Shape

pVT and mbb distribution (PSUE) Shape

mbb distribution (ME) Shape

WW

Normalization 25%



9.3 Signal modeling uncertainties 67

Table 9.5 Systematic uncertainties on signal. Uncertainties on cross-section and branching ratio are
assigned following the latest recommendation of the LHC Higgs Cross-section working group [24]. mbb

shape variation for the PDF+αS was found to be negligible.

qq → ZH

Cross-section (scale) 0.7%

Cross-section (PDF+αS) 1.6%

Acceptance (scale) 2.5–8.8%

Acceptance (PSUE) 10–14%

Acceptance (PDF+αS) 0.5–1.3%

pVT and mbb distributions (scale) Shape

pVT and mbb distributions (PSUE) Shape

pVT distributions (PDF+αS) Shape

pVT distribution (NLO EW) Shape

gg → ZH

Cross-section (scale) 27%

Cross-section (PDF+αS) 5%

Acceptance (scale) 2.5–8.8%

Acceptance (PSUE) 10–14%

Acceptance (PDF+αS) 0.5–1.3%

pVT and mbb distributions (scale) Shape

pVT and mbb distributions (PSUE) Shape

pVT distributions (PDF+αS) Shape

ZH

Branching ratio 1.7%
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Statistical analysis

In order to test background only hypothesis and measure the signal strength, a maximum likelihood fit is

performed. Since the fit results are final results of this analysis, it is important to describe and validate the fit

before looking at the results. In this chapter, the likelihood is described in Section 10.1, configuration of the fit

is summarized in Section 10.2, validation of the fit is discussed in Section 10.3.

10.1 Likelihood

This analysis uses RooStats framework to build likelihood [100]. The likelihood can be written as:

L(µ,θ) =
∏

i∈bins

P (ni|µsi(θ) + bi(θ))
∏
j∈θ

G(θj), (10.1)

where P is the Poisson probability and for each bin of BDTV H or mbb distributions, and G is penalty terms for

the systematic uncertainties. The systematic uncertainties are included as Nuisance Parameters (NP), θ. The

NP are constrained by normal or log normal distributions. The log normal is used for normalisation uncertainties

to avoid negative normalisation. The penalty terms are added to decrease the likelihood, when a fit value of the

NP deviate from the nominal value. Statistical uncertainties of simulated samples are also included as NP per

bin [101].

A test statistic qµ is defined using the profile likelihood ratio [102]:

qµ = −2 ln(L(µ, ˆ̂θµ)/L(µ̂, θ̂)), (10.2)

where ˆ̂
θ is the NP that maximize the likelihood for hypothesized µ, and θ̂ and µ̂ are the NP and the signal

strength that maximize the likelihood. Therefore, large qµ means data is incompatible with the hypothesized µ.

The disagreement between data and the hypothesized µ is quantified by the p-value.

pµ =

∫ ∞

qµ,obs

f(qµ, µ)dqµ, (10.3)

Where qµ,obs is observed qµ and f(qµ, µ) is PDF of qµ.

Then, p0 is used to test background only hypothesis, and derive probability of background only hypothesis.

When p0 is small, probability of background only hypothesis is small, and the excess is significant. For example

p0 = 2.87 × 10−7 corresponds to 5 standard deviations of Gaussian significance. If no excess is found, exclusion

intervals with the CLs technique is reported [103]. If an excess is found, observed significance, expected signifi-

cance, and the signal strength are reported. The expected significance are determined using simulation with all

NP set at the fit value, but signal strength set at nominal.
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Multivariate analysis Cut-based analysis

pTV 2 jet ≥ 3 jet 2 jet ≥ 3 jet

SR pTV = 75–150 GeV BDTV H BDTV H mbb mbb

pTV = 150–200 GeV BDTV H BDTV H mbb mbb

pTV = 200– GeV mbb mbb

CR pTV = 75–150 GeV mbb mbb mbb mbb

pTV = 150–200 GeV Yield mbb Yield mbb

pTV = 200– GeV

Table 10.1 Regions and distributions used in the fit. Multivariate analysis (left) and cut-based analysis (right).

10.2 Configuration

Systematic variations with possible event migration between regions, such as jet energy scale systematic vari-

ations, are smoothed in order to avoid additional statistical effect on the systematic uncertainties. At first, bins

from a extrema to the next are merged, to have no local extrema in the BDTV H , or up to 1 local extrema in the

mbb. Then, bins are merged from right side, to have the statistical uncertainty less than 5%. It was found that

there is no bias from the smoothing.

Systematic variations with negligible impact on the results are pruned in each region. Normalization uncertainty

is removed if the variation is less than 0.5%, or the ±1σ variations are in the same sign. Shape uncertainty is

removed if the variation is less than 0.5% in all bins, or if only one of ±1σ variations is non-zero. Normalization

and shape uncertainties are removed if a sample is less than 2% of total background. It was found that there is

no bias from the pruning.

Regions and distributions used in the fit are summarized in Table 10.1. There are 8 regions in the multivariate

analysis and 10 regions in the cut-based analysis. mbb is used in the top CR since BDT is not trained for top

CR. Currently only yield is used in top CR 2 jet regions since statistics is limited. In future with more data, it

will be possible to constrain the mbb shape in the top CR.

10.3 Validation

The fit was validated by checking how much NP is pulled, how much the statistical uncertainties are reduced,

and how much correlations were found among uncertainties. The expected and observed are compared for the

validation. When a difference was found, the source was investigated and the variation was more de-correlated

in order to avoid the constraint propagated in a wrong way.

The normalisation of V+HF and tt̄ are shown in Chapter 11. They are sufficiently constrained in the 2 tag

regions. The breakdown of the uncertainties on the signal strength are also shown in Chapter 11. In order to

investigate the impact of each systematic variation, The fit is repeated setting a systematic variation to its fit

value shifted to ±1σ of its uncertainty. The differences of the signal strength are summed in quadrature in each

category. The signal uncertainties, MC statistical uncertainty, background uncertainties and b-tag uncertainties

were found to be dominant.
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Results

As mentioned in Chapter 6, it is important to cross check results of the multivariate analysis with the cut-based

analysis. Furthermore it is also possible to validate both analyses, considering the diboson background as a signal.

In this chapter, results of the multivariate analysis are shown in Section 11.1, results of the cut-based analysis

are shown in Section 11.2, and the diboson validation is shown in Section 11.3.

11.1 Multivariate analysis

Postfit distributions in the top eµ CR are shown in Figure 11.1. Most of events are tt̄ and thus uncertainties

on tt̄ modeling are constrained by data in this region. The floating normalization of tt̄ is constrained:

• tt̄ in 2 jet: 0.98 ± 0.11

• tt̄ in ≥ 3 jet: 1.03 ± 0.07

Currently coarse binning is used, since data statistics is limited. Especially for 2 jets high pVT , only number of

events is used. Postfit distributions in the SR are shown in Figure 11.2. The floating normalization of Z+jets is

constrained by data in low BDTV H regions that corresponds to mbb sideband in the cut-based analysis:

• Z+HF in 2 jet: 1.28 ± 0.13

• Z+HF in ≥ 3 jet: 1.15 ± 0.10

An excess is found in high BDTV H region. The significance and the signal strength are below.

• Observed significance: 3.6 standard deviations

• Expected significance: 1.9 standard deviations

• µ = 2.11 +0.50
−0.48 (stat.) +0.65

−0.47 (syst.)

The breakdown of the uncertainties on the signal strength is summarized in Table 11.1. Impact of systematic

uncertainties is getting greater than data statistical uncertainties. The most dominant sources are uncertainties

on signal modeling, b-tag efficiency, Z+jets, MC stat, Jet and MET. Big impact NP are from signal acceptance

uncertainties, b-tag efficiency, tt̄ mbb shape, Z+jets mbb shape, Z+HF normalization. Number of events in the

SR is shown in Table 11.2. 2 jet high pVT is the most sensitive region.
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Figure 11.1 mbb postfit distributions in the top eµ CR of the multivariate analysis. pVT 75–150 GeV (top)
and pVT 150– GeV (bottom). 2 jets (left) and ≥ 3 jets (right). Filled histograms are postfit background
and signal. Unfilled and unstacked histogram is signal, with a scale factor written in the legend. Dashed
histograms are prefit background. Hatched bands are total uncertainties of postfit background and signal.
Lower panels are ratio of data and postfit background and signal.
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Figure 11.2 BDTV H postfit distributions in the SR. pVT 75–150 GeV (top) and pVT 150– GeV (bottom). 2
jets (left) and ≥ 3 jets (right). Filled histograms are postfit background and signal. Unfilled and unstacked
histogram is signal, with a scale factor written in the legend. Dashed histograms are prefit background.
Hatched bands are total uncertainties of postfit background and signal. Lower panels are ratio of data and
postfit background and signal.
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Table 11.1 Breakdown of uncertainties on signal strength of the multivariate analysis. Impact on signal
strength is assessed by shifting a NP category to ± 1 standard deviation and fitting other parameters again.
The impact in ± is the average of the absolute value. Quadrature sum of the impact can be different from
the total because of correlations between uncertainties.

NP category Impact on the signal strength

Total ± 0.74

Stat. ± 0.49

Syst. ± 0.56

b-tag ± 0.19

Jet and MET ± 0.15

Luminosity ± 0.07

Lepton ± 0.03

Signal ± 0.38

Z+jets ± 0.18

MC stat ± 0.17

tt̄ ± 0.13

Diboson ± 0.05

Single-top ± 0.03

Table 11.2 BDTV H postfit number of events in the SR. 2 jet high pVT is the most sensitive region.

pVT [GeV] 75 – 150 150 –

Number of jets 2 ≥ 3 2 ≥ 3

Z + ll 10.04 ± 6.28 38.02 ± 21.38 2.09 ± 1.24 17.98 ± 10.69

Z + cl 26.65 ± 10.36 110.87 ± 42.15 5.73 ± 2.16 51.05 ± 19.45

Z+HF 3391.94 ± 85.13 8212.47 ± 154.87 631.08 ± 21.63 2999.07 ± 70.73

W + ll 0.01 ± 0.00 0.04 ± 0.00 0.00 ± 0.00 0.01 ± 0.00

W + cl 0.05 ± 0.00 0.18 ± 0.01 0.01 ± 0.00 0.05 ± 0.00

W+HF 2.63 ± 0.27 4.59 ± 0.15 0.25 ± 0.01 1.71 ± 0.06

Single-top 49.81 ± 18.86 129.22 ± 56.55 5.93 ± 2.30 28.43 ± 12.02

tt̄ 1478.15 ± 49.39 4911.92 ± 100.36 50.64 ± 3.12 437.07 ± 23.77

Diboson 74.95 ± 21.44 159.60 ± 35.88 24.95 ± 7.08 92.71 ± 21.28

Background 5034.23 ± 69.41 13566.90 ± 115.74 720.67 ± 20.11 3628.07 ± 58.44

Signal 44.88 ± 14.80 81.02 ± 25.65 23.61 ± 7.65 60.66 ± 18.98

Data 5113 13640 724 3708
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11.2 Cut-based analysis

Postfit distributions in the top eµ CR are shown in Figure 11.3. Uncertainties on tt̄ modeling are constrained

in this region similarly to the multivariate analysis. The floating normalization of tt̄ is constrained:

• tt̄ in 2 jet: 0.97 ± 0.09

• tt̄ in ≥ 3 jet: 0.95 ± 0.07

Postfit distributions in the SR are shown in Figure 11.4 and 11.5. The S/B ratio in the most sensitive bin is

similar to the multivariate analysis. The floating normalization of Z+HF are constrained by data in mbb sideband

regions:

• Z+HF in 2 jet: 1.29 ± 0.12

• Z+HF in ≥ 3 jet: 1.08 ± 0.09

An excess is found at the mass of 125 GeV. The significance and the signal strength are below.

• Observed significance: 3.4 standard deviations

• Expected significance: 1.6 standard deviations

• µ = 2.38 +0.62
−0.59 (stat.) +0.75

−0.53 (syst.)

The breakdown of the uncertainties on signal strength is summarized in Table 11.3. Impact of systematic

uncertainties is getting greater than data statistical uncertainties. The most dominant sources are uncertainties on

signal modeling, MC stat, b-tag efficiency, Z+jets modeling, tt̄ modeling. Good agreement with the multivariate

analysis within error was found. The expected significance is 20% lower than the multivariate analysis as expected.

Number of events in the SR is shown in Table 11.4 and 11.5. 2 jet high pVT is the most sensitive region.

11.3 Diboson validation

The ZZ → ℓℓbb yield is about 4 times larger than the ZH → ℓℓbb in the SM. Therefore, it can be used for

a good validation of the main analysis. A multivariate discriminant for the diboson signal (BDTV Z) is used to

extract the signal strength µV Z . It is trained for diboson signal with the same input variables in Chapter 8. WW

is considered as a background since it has only small contribution. The normalization uncertainties on WZ and

ZZ is removed. V H is considered as a background with cross-section uncertainty of 50%.

Postfit distributions in the top eµ CR are shown in Figure 11.6. The floating normalization of tt̄ is constrained:

• tt̄ in 2 jet: 0.97 ± 0.11

• tt̄ in ≥ 3 jet: 1.01 ± 0.07

Postfit distributions in the SR are shown in Figure 11.7. The floating normalization of Z+jets is constrained by

data in low BDTV H regions that corresponds to mbb sideband in the cut-based analysis:

• Z+HF in 2 jet: 1.26 ± 0.13

• Z+HF in ≥ 3 jet: 1.15 ± 0.11

An excess is found in high BDTV Z region. The significance and the signal strength are:
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Figure 11.3 mbb postfit distributions in the top eµ CR of the cut-based analysis. pVT 75–150 GeV (top)
and pVT 150– GeV (bottom). 2 jets (left) and ≥ 3 jets (right). Filled histograms are postfit background
and signal. Unfilled and unstacked histogram is signal, with a scale factor written in the legend. Dashed
histograms are prefit background. Hatched bands are total uncertainties of postfit background and signal.
Lower panels are ratio of data and postfit background and signal.
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Figure 11.4 mbb postfit distributions in the SR. pVT 75–150 GeV (top) and pVT 150–200 GeV (bottom). 2
jets (left) and ≥ 3 jets (right). Filled histograms are postfit background and signal. Unfilled and unstacked
histogram is signal, with a scale factor written in the legend. Dashed histograms are prefit background.
Hatched bands are total uncertainties of postfit background and signal. Lower panels are ratio of data and
postfit background and signal.
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Figure 11.5 mbb postfit distributions in the SR pVT 200– GeV. 2 jets (left) and ≥ 3 jets (right). Filled
histograms are postfit background and signal. Unfilled and unstacked histogram is signal, with a scale factor
written in the legend. Dashed histograms are prefit background. Hatched bands are total uncertainties of
postfit background and signal. Lower panels are ratio of data and postfit background and signal.

Table 11.3 Breakdown of uncertainties on signal strength of the cut-based analysis. Impact on signal
strength is assessed by shifting a NP category to ± 1 standard deviation and fitting other parameters again.
The impact in ± is the average of the absolute value. Quadrature sum of the impact can be different from
the total because of correlations between uncertainties.

NP category Impact on the signal strength

Total ± 0.88

Stat. ± 0.60

Syst. ± 0.64

b-tag ± 0.12

Luminosity ± 0.08

Jet and MET ± 0.06

Lepton ± 0.04

Signal ± 0.46

MC stat ± 0.25

Z+jets ± 0.12

tt̄ ± 0.11

Diboson ± 0.08

Single-top ± 0.00
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Table 11.4 mbb postfit number of events in the SR. 2 jet high pVT is the most sensitive region.

pVT [GeV] 75 – 150 150 – 200

Number of jets 2 ≥ 3 2 ≥ 3

Z + ll 6.76 ± 3.99 25.24 ± 0.82 0.58 ± 0.33 3.00 ± 1.80

Z + cl 19.20 ± 7.37 79.60 ± 30.78 1.62 ± 0.60 9.71 ± 3.75

Z+HF 2514.81 ± 65.46 5771.82 ± 110.31 182.21 ± 8.03 698.00 ± 20.14

W + ll 0.00 ± 0.00 0.02 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

W + cl 0.03 ± 0.00 0.11 ± 0.00 0.00 ± 0.00 0.01 ± 0.00

W+HF 1.18 ± 0.05 2.56 ± 0.08 0.00 ± 0.00 0.81 ± 0.16

Single-top 19.43 ± 6.87 48.04 ± 18.50 0.80 ± 0.05 2.09 ± 0.86

tt̄ 568.67 ± 23.73 1935.79 ± 52.68 6.75 ± 0.75 64.13 ± 6.48

Diboson 69.30 ± 16.41 158.94 ± 29.02 10.53 ± 2.57 34.43 ± 6.96

Background 3199.37 ± 57.99 8022.12 ± 91.29 202.51 ± 7.85 812.17 ± 18.84

Signal 46.85 ± 15.65 84.02 ± 26.91 11.97 ± 3.96 25.04 ± 8.00

Data 3250 8123 205 817

Table 11.5 mbb postfit number of events in the SR (2). 2 jet high pVT is the most sensitive region.

pVT [GeV] 200 –

Number of jets 2 ≥ 3

Z + ll 0.26 ± 0.14 1.89 ± 1.11

Z + cl 0.60 ± 0.23 5.04 ± 1.91

Z+HF 54.44 ± 3.71 368.57 ± 16.41

W + l 0.00 ± 0.00 0.00 ± 0.00

W + cl 0.00 ± 0.00 0.00 ± 0.00

W+HF 0.10 ± 0.01 0.26 ± 0.15

Single-top 0.34 ± 0.03 1.18 ± 0.50

tt̄ 0.00 ± 0.00 5.70 ± 1.03

Diboson 9.98 ± 2.40 30.12 ± 6.38

Background 65.72 ± 4.01 412.76 ± 15.88

Signal 8.63 ± 2.87 18.22 ± 5.78

Data 80 436

• Observed significance: 3.5 standard deviations

• Expected significance: 3.5 standard deviations

• µ = 0.96 +0.19
−0.19 (stat.) +0.26

−0.22 (syst.)

The significance is higher than the the main analysis, and the error on the signal strength is smaller than the

main analysis. This is consistent with the fact that the ZZ yield is about 4 times larger than the ZH in the SM.

Furthermore, the signal strength is consistent with the SM within error. Thus, the analysis is validated.
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Figure 11.6 mbb postfit distributions in the top eµ CR of the diboson validation. pVT 75–150 GeV (top)
and pVT 150– GeV (bottom). 2 jets (left) and ≥ 3 jets (right). Filled histograms are postfit background
and signal. Unfilled and unstacked histogram is signal, with a scale factor written in the legend. Dashed
histograms are prefit background. Hatched bands are total uncertainties of postfit background and signal.
Lower panels are ratio of data and postfit background and signal.
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Figure 11.7 BDTV Z postfit distributions in the SR. pVT 75–150 GeV (top) and pVT 150– GeV (bottom). 2
jets (left) and ≥ 3 jets (right). Filled histograms are postfit background and signal. Unfilled and unstacked
histogram is signal, with a scale factor written in the legend. Dashed histograms are prefit background.
Hatched bands are total uncertainties of postfit background and signal. Lower panels are ratio of data and
postfit background and signal.
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Chapter 12

Combined Results

The results of the 2-lepton analysis in Run2 was presented in Chapter 11. Since the error on the signal strength

is still large, it is important to look at the 0,1,2-lepton combined results. ATLAS reported Run1 combined results

in 2014 [10], and Run1 + Run2 combined results in 2017 [90]. In this chapter, Run1 combined results, Run2

combined results, and Run1 + Run2 combined results are reviewed in Section 12.1, Section 12.2, and 12.3

respectively.

12.1 Run1 combined results

ATLAS reported Run1 combined results in 2014 [10]. The integrated luminosity was approximately 5 and 20

fb−1 for the center of mass energy of 7 and 8 TeV. The significance and the signal strength were:

• Observed significance: 1.4 standard deviations

• Expected significance: 2.6 standard deviations

• µ = 0.51 +0.31
−0.30 (stat.) +0.25

−0.22 (syst.)

The signal strength of the Run1 combined results is shown in figure 12.1. There are results of 3 Parameter Of

Interest (POI) fit and 2 POI fit. 3 POI fit de-correlates the signal strength of 0,1,2-lepton signal. 2 POI fit

de-correlates the signal strength of 0,2-lepton signal (ZH) and 1-lepton signal (WH). In Run1 with limited data

statistics, 0-lepton data was lower than background expectation at the mass of 125 GeV. Therefore, the signal

strength was lower than zero.

12.2 Run2 combined results

ATLAS reported Run2 combined results in 2017 [90]. The integrated luminosity was 36.1 fb−1 for the center

of mass energy of 13 TeV. The significance and the signal strength were:

• Observed significance: 3.5 standard deviations

• Expected significance: 3.0 standard deviations

• µ = 1.20 +0.24
−0.23 (stat.) +0.34

−0.28 (syst.)

The signal strength of Run2 combined results is shown in figure 12.2. The results are consistent with the SM.

The 2-lepton results in the 3 POI fit are:

• Observed significance: 3.6 standard deviations
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Figure 12.1 The signal strength of Run1 combined results [10]. 3 POI fit (left) and 2 POI fit (right).

=125 GeVH for mbb
VH

µBest fit 
1− 0 1 2 3 4 5 6 7 8

Comb.

2L  

1L  

0L  

0.36−
+0.421.20    , 0.23−

+0.24                                0.28−
+0.34                                                 (                 )         

0.64−
+0.781.90    , 0.49−

+0.51                                0.42−
+0.59                                                 (                 )         

0.59−
+0.691.43    , 0.38−

+0.40                                0.45−
+0.56                                                 (                 )         

0.51−
+0.530.45    , 0.37−

+0.39                                0.34−
+0.36                                                 (                 )         

( Tot. ) ( Stat., Syst. )Total Stat.

ATLAS VH, H(bb) -1=13 TeV, 36.1 fbs

=125 GeVH for mbb
VH

µBest fit 
1− 0 1 2 3 4 5 6 7 8

Comb.

ZH  

WH  

0.36−
+0.421.20    , 0.23−

+0.24                                0.28−
+0.34                                                 (                 )         

0.45−
+0.501.12    , 0.33−

+0.34                                0.30−
+0.37                                                 (                 )         

0.59−
+0.681.35    , 0.38−

+0.40                                0.45−
+0.55                                                 (                 )         

( Tot. ) ( Stat., Syst. )

Total Stat.

ATLAS VH, H(bb) -1=13 TeV, 36.1 fbs

Figure 12.2 The signal strength of Run2 combined results [90]. 3 POI fit (left) and 2 POI fit (right).

• Expected significance: 1.9 standard deviations

• µ = 1.90 +0.51
−0.49 (stat.) +0.59

−0.42 (syst.)

These are consistent with the results in Section 11.1. The signal strength is about 10% lower than Section 11.1.

This can be explained by difference in the Z+HF normalization. The floating normalization of Z+HF is also

constrained by data in the 0-lepton channel in the combined fit. Thus, Z+HF is normalized to higher value than

Section 11.1:

• Z+HF in 2 jet: 1.30 ± 0.10

• Z+HF in ≥ 3 jet: 1.22 ± 0.09

The floating normalization of tt̄ is de-correlated for 2 lepton channel in the combined fit. Therefore, tt̄ is

normalized similarly to Section 11.1:

• tt̄ in 2 lepton 2 jet: 0.97 ± 0.09

• tt̄ in 2 lepton ≥ 3 jet: 1.04 ± 0.06
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Figure 12.3 The signal strength of Run1 + Run2 combined results [90]. 3 POI fit (left) and 2 POI fit (right).

12.3 Run1 + Run2 combined results

ATLAS reported Run1 + Run2 combined results in 2017 [90]. The integrated luminosity was 4.7, 20.3, 36.1

fb−1 for center of mass energy of 7, 8, 13 TeV. The systematic uncertainty on b-jet energy scale was correlated

between Run1 and Run2, after testing different correlation schemes for systematic uncertainties on jet energy

scale. Systematic uncertainties on signal cross-section, branching ratio and the NLO EW correction were also

correlated between Run1 and Run2. The other correlation was also tested and found to be negligible. The

significance and the signal strength were:

• Observed significance: 3.6 standard deviations

• Expected significance: 4.0 standard deviations

• µ = 0.90 +0.18
−0.18 (stat.) +0.21

−0.19 (syst.)

The signal strength of Run1 + Run2 combined results is shown in figure 12.3. The results are consistent with

the SM.
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Chapter 13

Conclusion

Theis thesis presented a piece of evidence for the Higgs boson decaying to a pair of b quarks. The LHC

Run2 proton-proton collisions data collected with the ATLAS detector is used. The center-of-mass energy is 13

TeV, and the integrated luminosity is 36.1 fb−1. ATLAS level-1 endcap muon trigger (TGC) achieved about 90%

trigger efficiency. A b-jet energy correction (KF) improved the Higgs mass resolution about 40% at maximum. An

excess over background is found in the Vector boson associated production (V H) 2-lepton channel. The observed

(expected) significance is 3.6 (1.9) standard deviations. The signal strength compared to the Standard Model (SM)

is 2.11 +0.50
−0.48 (stat.) +0.65

−0.47 (syst.). In ATLAS V H 0, 1, 2-lepton, Run1 + Run2 combined results [90], the observed

(expected) significance is 3.6 (4.0) standard deviations. The signal strength is 0.90 +0.18
−0.18 (stat.) +0.21

−0.19 (syst.). The

results are consistent with the SM.

In order to reach expected significance of 5 standard deviations, ATLAS will have to reduce statistical and

systematic uncertainties. The integrated luminosity will reach 100 fb−1 by the end of Run2 in 2018. The

luminosity extrapolation in Run2 is shown in Figure 13.1. If ATLAS achieves systematic uncertainty of 0.12

on the signal strength, it will reach expected significance of 5 standard deviations around 80 fb−1. In 2-lepton

analysis, there are several ideas to improve the sensitivity. For example, the KF can use the track-based soft

term to balance the system more properly. In this case, the assumption of the signal topology can be removed

and more model independent correction can be established. Furthermore, data distribution in the top eµ Control

Region can be used to estimate tt̄ in the Signal Region. In this case, systematic uncertainties on tt̄ simulation

can be removed.
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Appendix

In this appendix, the estimation of multi-jet background is summarized in Appendix A, the KF variables, the

BDT variables and an event display are shown in Appendix B, C and D respectively.

A Multi-jet background

Multi-jet background is strongly suppressed by requiring 2 leptons and the Z boson mass. However, the cross-

section of multi-jet is orders of magnitude larger than the signal and backgrounds, as shown in Figure 2.1, and jets

can be still rarely identified as leptons in the SR. Therefore, it is important to estimate the amount of multi-jet

in the SR. In 2-lepton analysis, multi-jet can be estimated at first in a region called Same Sign (SS) region, where

2 leptons are required to have the same charge. Then, multi-jet in the SR can be estimated assuming that the

number of events in SS and Opposite Sign (OS) are the same.

The mℓℓ distributions in the SS is shown in Figure A.1. Multi-jet is modeled by a exponential function fit to

data after subtracting Z+jets and top. For electron channel, Z+jets and top are normalized to nominal cross-

sections. For muon channel, Z+jets and top are scaled by 0.6 since there was a difference in data and simulation.

The number of events around the Z peak was about 10 times smaller in muon channel. Signal efficiency loss by

requiring OS was about 0.26% for muon channel and 2.03% for electron channel. Therefore, OS is only required

for the muon channel. The charge identification of muons will improve in future.

The mℓℓ distributions in the SR is shown in Figure A.2. Multi-jet was found to be less than 1% of total

background. This corresponds to 10% level of signal in mbb = 100–140 GeV. However, the mbb shape of multi-jet

was found to be close to Z+jets and tt̄. Therefore, multi-jet can be absorbed by the floating normalization of

Z+jets and tt̄ in the statistical analysis. Furthermore, multi-jet in top CR was also found to be less than 1% of

total background. Therefore, multi-jet is not included in the statistical analysis.

B KF variables

The KF variables are shown in Figure B.3–B.10. Good agreement between data and simulation was found.

Therefore, it is possible to use these variables for the KF.

C BDT variables

The BDT variables are shown in Figure C.11–C.16. Good agreement between data and simulation was found.

Therefore, it is possible to use these variables for the BDT.
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Figure A.1 mℓℓ distribution in SS. Electron channel (left) and muon channel (right).
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Figure A.2 mℓℓ distribution in SR. Electron channel (left) and muon channel (right).

D Event display

An event display of a 2 muon, 2 tag, 2 jet event in the high BDTV H region is shown in Figure D.17. Auxiliary

material of the ATLAS combined results can be found in URL of [90]. There are two muons from Z boson

candidate with a mass of 89 GeV and pVT of 204 GeV. Another muon is from a b-jet with ∆R < 0.4. The one

from a b-jet is used in the muon-in-jet correction. There are 2 b-jet from the Higgs boson candidate with a mass

of 123 GeV. Such events are in the high BDTV H region.
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Figure B.3 KF variables in 2 jet pVT 75–150 GeV (1). before KL (left) and after KF (right). From top to
bottom pT of leading lepton, sub leading lepton, leading b-jet, sub leading lepton b-jet. Signal is scaled by
10. Z+HF and tt̄ are scaled by the same factors in section 11.1.
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Figure B.4 KF variables in 3 jet pVT 75–150 GeV (1). before KL (left) and after KF (right). From top to
bottom pT of leading lepton, sub leading lepton, leading b-jet, sub leading lepton b-jet. Signal is scaled by
10. Z+HF and tt̄ are scaled by the same factors in section 11.1.
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Figure B.5 KF variables in 2 jet pVT 150– GeV (1). before KL (left) and after KF (right). From top to
bottom pT of leading lepton, sub leading lepton, leading b-jet, sub leading lepton b-jet. Signal is scaled by
10. Z+HF and tt̄ are scaled by the same factors in section 11.1.
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Figure B.6 KF variables in 3 jet pVT 150– GeV (1). before KL (left) and after KF (right). From top to
bottom pT of leading lepton, sub leading lepton, leading b-jet, sub leading lepton b-jet. Signal is scaled by
10. Z+HF and tt̄ are scaled by the same factors in section 11.1.
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Figure B.7 KF variables in 2 jet pVT 75–150 GeV (2). before KL (left) and after KF (right). From top to
bottom pZH

X , pZH
Y , mℓℓ, the likelihood. Signal is scaled by 10. Z+HF and tt̄ are scaled by the same factors

in section 11.1.
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Figure B.8 KF variables in 3 jet pVT 75–150 GeV (2). before KL (left) and after KF (right). From top to
bottom pZH

X , pZH
Y , mℓℓ, the likelihood. Signal is scaled by 10. Z+HF and tt̄ are scaled by the same factors

in section 11.1.



D Event display 97

 [GeV]ZH

X
Muon p

50− 40− 30− 20− 10− 0 10 20 30 40 50(D
at

a-
B

kg
)/

B
kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

2

4

6

8

10

12

14

16

18

20

 150 GeV≥ V

T
, 2 lepton, 2 jet, 2 tag, p-113 TeV, 36.1 fb

Data

Signal x 10

diboson

single top

tt

Z+l

Z+cl

Z+cc

Z+bl

Z+bc

Z+bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

 [GeV]ZH

X
KF p

50− 40− 30− 20− 10− 0 10 20 30 40 50(D
at

a-
B

kg
)/

B
kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

2

4

6

8

10

12

14

16

18

20

22

24

 150 GeV≥ V

T
, 2 lepton, 2 jet, 2 tag, p-113 TeV, 36.1 fb

Data

Signal x 10

diboson

single top

tt

Z+l

Z+cl

Z+cc

Z+bl

Z+bc

Z+bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

 [GeV]ZH

Y
Muon p

50− 40− 30− 20− 10− 0 10 20 30 40 50(D
at

a-
B

kg
)/

B
kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

2

4

6

8

10

12

14

16

18

20

22

 150 GeV≥ V

T
, 2 lepton, 2 jet, 2 tag, p-113 TeV, 36.1 fb

Data

Signal x 10

diboson

single top

tt

Z+l

Z+cl

Z+cc

Z+bl

Z+bc

Z+bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

 [GeV]ZH

Y
KF p

50− 40− 30− 20− 10− 0 10 20 30 40 50(D
at

a-
B

kg
)/

B
kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

2

4

6

8

10

12

14

16

18

20

22

 150 GeV≥ V

T
, 2 lepton, 2 jet, 2 tag, p-113 TeV, 36.1 fb

Data

Signal x 10

diboson

single top

tt

Z+l

Z+cl

Z+cc

Z+bl

Z+bc

Z+bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

mLL [GeV]
65 70 75 80 85 90 95 100 105 110 115(D

at
a-

B
kg

)/
B

kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

20

40

60

80

100

120

140

 150 GeV≥ V

T
, 2 lepton, 2 jet, 2 tag, p-113 TeV, 36.1 fb

Data

Signal x 10

diboson

single top

tt

Z+l

Z+cl

Z+cc

Z+bl

Z+bc

Z+bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

KFmLL [GeV]
65 70 75 80 85 90 95 100 105 110 115(D

at
a-

B
kg

)/
B

kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

100

200

300

400

500  150 GeV≥ V

T
, 2 lepton, 2 jet, 2 tag, p-113 TeV, 36.1 fb

Data

Signal x 10

diboson

single top

tt

Z+l

Z+cl

Z+cc

Z+bl

Z+bc

Z+bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

KF Prefit Likelihood
0 20 40 60 80 100 120 140 160 180 200(D

at
a-

B
kg

)/
B

kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

20

40

60

80

100

120

140

160

180
 150 GeV≥ V

T
, 2 lepton, 2 jet, 2 tag, p-113 TeV, 36.1 fb

Data

Signal x 10

diboson

single top

tt

Z+l

Z+cl

Z+cc

Z+bl

Z+bc

Z+bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

KF Postfit Likelihood
0 20 40 60 80 100 120 140 160 180 200(D

at
a-

B
kg

)/
B

kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

50

100

150

200

250

300

350

 150 GeV≥ V

T
, 2 lepton, 2 jet, 2 tag, p-113 TeV, 36.1 fb

Data

Signal x 10

diboson

single top

tt

Z+l

Z+cl

Z+cc

Z+bl

Z+bc

Z+bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

Figure B.9 KF variables in 2 jet pVT 150– GeV (2). before KL (left) and after KF (right). From top to
bottom pZH

X , pZH
Y , mℓℓ, the likelihood. Signal is scaled by 10. Z+HF and tt̄ are scaled by the same factors

in section 11.1.
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Figure B.10 KF variables in 3 jet pVT 150– GeV (2). before KL (left) and after KF (right). From top to
bottom pZH

X , pZH
Y , mℓℓ, the likelihood. Signal is scaled by 10. Z+HF and tt̄ are scaled by the same factors

in section 11.1.
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Figure C.11 BDT input variables in 2 jet (1). pVT = 75–150 GeV (left) and 150– GeV (right). Emiss
T ,

∆η(V,H), ∆ϕ(V,H), ∆R(b, b) from top to bottom. Signal is scaled by 10. Z+HF and tt̄ are scaled by the
same factors in section 11.1.
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Figure C.12 BDT input variables in 2 jet (2). pVT = 75–150 GeV (left) and 150– GeV (right). mbb, mℓℓ,
pb1T , pb2T from top to bottom. Signal is scaled by 10. Z+HF and tt̄ are scaled by the same factors in section
11.1.
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Figure C.13 BDT input variables in 2 jet (3). pVT = 75–150 GeV (left) and 150– GeV (right). Signal is
scaled by 10. Z+HF and tt̄ are scaled by the same factors in section 11.1.
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Figure C.14 BDT input variables in ≥ 3 jet (1). pVT = 75–150 GeV (left) and 150– GeV (right). Emiss
T ,

∆η(V,H), ∆ϕ(V,H), ∆R(b, b) from top to bottom. Signal is scaled by 10. Z+HF and tt̄ are scaled by the
same factors in section 11.1.
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Figure C.15 BDT input variables in ≥ 3 jet (2). pVT = 75–150 GeV (left) and 150– GeV (right). mbb,
mℓℓ, pb1T , pb2T from top to bottom. Signal is scaled by 10. Z+HF and tt̄ are scaled by the same factors in
section 11.1.



104 Appendix

 [GeV]V
TP

0 50 100 150 200 250 300 350 400 450 500(D
at

a-
B

kg
)/

B
kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

500

1000

1500

2000

2500

3000

3500

4000
 < 150 GeVV

T
 p≤ 3 jet, 2 tag, 75 ≥, 2 lepton, -113 TeV, 36.1 fb

Data

Signal x 10

Diboson

Single top

tt

Z + l

Z + cl

Z + cc

Z + bl

Z + bc

Z + bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

 [GeV]V
TP

0 50 100 150 200 250 300 350 400 450 500(D
at

a-
B

kg
)/

B
kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

100

200

300

400

500

600

700

800

900

 150 GeV≥ V

T
 3 jet, 2 tag, p≥, 2 lepton, -113 TeV, 36.1 fb

Data

Signal x 10

Diboson

Single top

tt

Z + l

Z + cl

Z + cc

Z + bl

Z + bc

Z + bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

 [GeV]bbjm
0 100 200 300 400 500 600 700 800 900 1000(D

at
a-

B
kg

)/
B

kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

200

400

600

800

1000

1200

 < 150 GeVV

T
 p≤ 3 jet, 2 tag, 75 ≥, 2 lepton, -113 TeV, 36.1 fb

Data

Signal x 10

Diboson

Single top

tt

Z + l

Z + cl

Z + cc

Z + bl

Z + bc

Z + bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

 [GeV]bbjm
0 100 200 300 400 500 600 700 800 900 1000(D

at
a-

B
kg

)/
B

kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

50

100

150

200

250
 150 GeV≥ V

T
 3 jet, 2 tag, p≥, 2 lepton, -113 TeV, 36.1 fb

Data

Signal x 10

Diboson

Single top

tt

Z + l

Z + cl

Z + cc

Z + bl

Z + bc

Z + bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

 [GeV]j3

T
p

0 50 100 150 200 250 300 350 400 450 500(D
at

a-
B

kg
)/

B
kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

1000

2000

3000

4000

5000

 < 150 GeVV

T
 p≤ 3 jet, 2 tag, 75 ≥, 2 lepton, -113 TeV, 36.1 fb

Data

Signal x 10

Diboson

Single top

tt

Z + l

Z + cl

Z + cc

Z + bl

Z + bc

Z + bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

 [GeV]j3

T
p

0 50 100 150 200 250 300 350 400 450 500(D
at

a-
B

kg
)/

B
kg

0.8−
0.6−
0.4−
0.2−

0
0.2
0.4
0.6
0.8

E
ve

nt
s

0

100

200

300

400

500

600

700

800

900

 150 GeV≥ V

T
 3 jet, 2 tag, p≥, 2 lepton, -113 TeV, 36.1 fb

Data

Signal x 10

Diboson

Single top

tt

Z + l

Z + cl

Z + cc

Z + bl

Z + bc

Z + bb

(Data-Bkg)/Bkg

Stat

Stat+Sys

Figure C.16 BDT input variables in ≥ 3 jet (3). pVT = 75–150 GeV (left) and 150– GeV (right). pVT , mbbj ,
pj3T , from top to bottom. Signal is scaled by 10. Z+HF and tt̄ are scaled by the same factors in section
11.1.
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Figure D.17 A 2 muon, 2 tag, 2 jet event in high BDTV H region [90]. Red tracks are muons. Green bars
are the energy depositions in the electromagnetic calorimeter. Yellow bars are the energy depositions in
the hadronic calorimeter.
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