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Abstract

Fluctuation theorems are universal nonequilibrium equalities applicable to a wide range of
systems far from equilibrium. In this thesis, we consider classical fluctuation theorems in
two extreme situations with divergent entropy production and discuss their applications
to classic and fundamental problems in statistical physics. The first extreme situation
is what we call absolutely irreversible. In the context of the fluctuation theorems, the
entropy production is expressed as the ratio of the forward and backward probability dis-
tribution functions. However, in the absolutely irreversible situation, we cannot take this
ratio due to a mathematical singularity of probability measures, which physically corre-
sponds to negatively divergent entropy production. As already shown in the master thesis
of the present author, we should modify the integral fluctuation theorems so that they
can be applicable even in the presence of absolute irreversibility. The second extreme
situation is a system simultaneously coupled to multiple heat reservoirs with different
temperatures. When we consider the overdamped approximation in this system, velocity
degrees of freedom, which are to be eliminated in the approximation, make positively di-
vergent contributions to the entropy production. This is because the velocities relax not
to an equilibrium state but to a nonequilibrium steady state in the presence of multiple
reservoirs. Despite this singular behavior of the fast degrees of freedom, we show that the
fluctuation theorems are valid for the dynamics of positional degrees of freedom. Then, we
apply the fluctuation theorems with absolute irreversibility to two fundamental problems
in statistical physics: the Gibbs paradox and the Loschmidt paradox. The Gibbs paradox
is actually constituted from a set of problems concerning the particle-number dependence
of the entropy. Among them, we consider the issue to determine the relation between
the thermodynamic and statistical-mechanical entropies. In the thermodynamic limit,
this relation is fixed by the requirement of extensivity for the thermodynamic entropy.
However, this resolution cannot be applied to a small thermodynamic system because
extensivity breaks down. We show that in a small thermodynamic system, the fluctua-
tion theorem with absolute irreversibility takes the place of extensivity to determine the
relation between the thermodynamic and statistical-mechanical entropies. Finally, we
consider the Loschmidt paradox from the viewpoint of the fluctuation theorem with ab-
solute irreversibility. The Loschmidt paradox concerns how irreversible behaviors emerge
from reversible equations of motion. It has been known that, for reversible but dissi-
pative systems, fractality in phase space plays crucial roles in explaining this emergent
irreversibility. We find that this understanding of irreversibility from a viewpoint of frac-
tality also applies to a chaotic Hamiltonian system in an intermediate time scale. By
reformulating this fractal scenario in terms of the fluctuation theorem, we show that the
informational irreversibility is bounded by the degree of absolute irreversibility, which has
a quantitative relation to the fractal dimension of the phase-space structure.
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Chapter 1

Introduction

1.1 Historical introduction

Equilibrium statistical physics was established by Boltzmann [9] and Gibbs [10, 11] in
the late 19th century. It has now wide applications in physics, chemistry, biology and
economics and is indispensable for various fields of modern science. In the mid-20th
century, linear-response theory [12–15] was developed to describe systems slightly out of
equilibrium. Yet, theory applicable to systems far away from equilibrium had been elusive
over the following decades.

In 1993, the fluctuation theorem was conjectured in the context of the invariant mea-
sure of a chaotic dissipative system and demonstrated by molecular dynamical simula-
tions of a shear-driven fluid in a steady state [16]. The fluctuation theorem states that
the probability of entropy decrease is exponentially suppressed compared to that of en-
tropy increase. Remarkably, the fluctuation theorems can be applied to strong driving
beyond the linear-response regime. Moreover, they can be regarded as a generalization of
linear-response theory in the limit of infinitesimal driving [17]. Although the fluctuation
theorems were initially shown in dissipative deterministic systems [18, 19], they were later
shown in various systems including stochastic systems such as the Langevin systems [20]
and the Markov systems [21]. Thus, the fluctuation theorems are general equalities valid
under various kinds of nonequilibrium dynamics and encompass linear-response theory.

However, the fluctuation theorems in their early stage were restricted to systems un-
der time-independent driving. The Jarzynski equality [22] and the Crooks fluctuation
theorem [23, 24] were revolutionary in that they apply to systems under time-dependent
driving. Later on, fluctuation theorems for various types of entropy productions were
derived [25, 26]. The fluctuation theorems have a general structure that the ratio of the
probability of the physical process to that of the reference process gives the correspond-
ing entropy production [27, 28]. From this perspective, the fluctuation theorems can be
understood in a unified way. Thus, the fluctuation theorems give a unified description of
nonequilibrium systems under an arbitrary driving.

It is noteworthy that the theoretical development of the fluctuation theorems has
occurred in excellent synergy with experiments in small thermodynamic systems such
as colloidal particles [29] and biomolecules [30]. See Ref. [31] for an extensive review of
experimental investigations.
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Chapter 1. Introduction

1.2 Present study

As we have seen in the previous section, the fluctuation theorems are nonequilibrium
equalities with a wide applicability, and therefore expected to constitute the foundation
of statistical physics. In this thesis, we pose two major questions to the fluctuation
theorems. The first question is about their applicability: “How far from equilibrium do
they apply?” The second question is about their fundamental significance: “Do they give
any novel insight into the foundation of statistical physics?”

Specifically, we consider the fluctuation theorems in two genuinely nonequilibrium
situations with divergent entropy production, namely, the situation with absolute irre-
versibility and the situation with multiple heat reservoirs. Then, we show that the former
of them provides us with considerable insights into two fundamental problems in statistical
physics, i.e., the Gibbs paradox and the Loschmidt paradox.

The first genuinely nonequilibrium situation is what we call an absolutely irreversible
situation. Absolute irreversibility refers to the mathematical singularity of the reference
probability measure with respect to the original probability measure, and physically corre-
sponds to negatively divergent entropy production. Due to the singularity, the fluctuation
theorems cannot be applied to this situation. Therefore, we should modify the fluctuation
theorems into a form that incorporates the degree of absolute irreversibility. This is the
study done by the author in his master course.

The second situation is a system simultaneously coupled to multiple heat reservoirs.
In this system, when we take the limit of infinitesimal velocity relaxation, the entropy
production positively diverges due to the instantaneous transport of heat by the velocities.
Consequently, naive overdamped descriptions fail to evaluate thermodynamic quantities.
Therefore, we go back to the underdamped description and construct an overdamped
approximation by using the technique of the singular expansion. By doing so, overdamped
contributions to thermodynamic quantities from the positional degrees of freedom are
separated and shown to satisfy the fluctuation theorems.

Then, we apply the fluctuation theorems with absolute irreversibility to the Gibbs
paradox [10, 11]. The original discussion of the Gibbs paradox concerns difference between
the entropy production upon identical-gas mixing and that upon different-gas mixing [10].
This problem is related to fundamental aspects of thermodynamics and statistical me-
chanics. Now, the Gibbs paradox collectively refers to issues relating to the dependence
of the thermodynamic entropy on the particle number. Among them, we consider the
issue to determine the relation between the thermodynamic entropy and the statistical-
mechanical entropy. In the thermodynamic limit, it has been known that the requirement
of extensivity for the thermodynamic entropy removes the ambiguity between the two
entropies. Unfortunately, this resolution cannot apply to small thermodynamic systems
since extensivity breaks down. We demonstrate that the fluctuation theorem with abso-
lute irreversibility plays a key role in removing the ambiguity in small thermodynamic
systems.

Finally, we consider the Loschmidt paradox [32, 33] in view of the fluctuation theorem
with absolute irreversibility. The Loschmidt paradox argues that macroscopic irreversibil-
ity cannot be reproduced from microscopic reversible equations of motion because of the
one-to-one correspondence between a path and its time reversal [32]. In response to this
argument, Boltzmann argued that the probability for a positive entropy production can

2



1.3. Outline of the thesis

be overwhelmingly larger than that for the corresponding negative entropy production de-
spite the one-to-one correspondence [33]. In dissipative deterministic systems, it has been
known that this argument can be verified on the basis of fractality in phase space [34].
We show that this fractal scenario of emergent irreversibility also applies to a chaotic
Hamiltonian system when we restrict our attention to a transient time scale. Then, we
describe fractality in terms of the fluctuation theorems with absolute irreversibility. Con-
sequently, we bound an informational irreversibility in terms of the fractal dimension of
a phase-space structure.

1.3 Outline of the thesis
This thesis is organized as follows. The claimed results are presented in Chap. 4, Chap. 5
and Chap. 6.

In Chap. 2, we briefly review fluctuation theorems. In Sec. 2.1, we consider early
history of fluctuation theorems. In Sec. 2.2, we introduce the fluctuation theorems for
various types of the entropy production and discuss their general structure. In Sec. 2.3,
we briefly consider the fluctuation theorems under nonuniform temperature to see that
an anomaly occurs in the overdamped limit.

In Chap. 3, we review fluctuation theorems with absolute irreversibility. In Sec. 3.1,
we see that the fluctuation theorems are inapplicable to free expansion despite their gen-
erality. In Sec. 3.2, we argue that this inapplicability is rooted in absolute irreversibility
characterized by negatively divergent entropy production, which mathematically corre-
sponds to the singularity of measure. In Sec, 3.3, we modify the fluctuation theorems so
that they can be applicable to absolutely irreversible situations and discuss some specific
examples.

In Chap. 4, we consider the fluctuation theorem in the presence of multiple heat
reservoirs. In Sec. 4.1, we show that naive overdamped approximations fail. In Sec. 4.2,
we return to the underdamped description and investigate its thermodynamics including
the fluctuation theorems. In Sec. 4.3, in order to introduce some techniques for later use,
we consider the overdamped approximation in the presence of a single heat reservoir on the
basis of the singular expansion and show that the result is consistent with the standard
overdamped stochastic thermodynamics. In Sec. 4.4, we apply the techniques to the
system simultaneously coupled to multiple heat reservoirs and derive a correct overdamped
approximation. Moreover, we show that the fluctuation theorems hold for overdamped
contributions of thermodynamic quantities. Detailed mathematics and derivations in
Chap. 4 are relegated to Appendix A.

In Chap. 5, we consider the Gibbs paradox from the viewpoint of the fluctuation
theorem with absolute irreversibility. In Sec. 5.1, we see historical discussions by Gibbs. In
Sec. 5.2, we classify the problems of the Gibbs paradox into three aspects and discuss their
resolutions. In Sec. 5.3, we show that the fluctuation theorem with absolute irreversibility
determines the dependence of the thermodynamic entropy on the particle number in a
small thermodynamic system.

In Chap. 6, we revisit the Loschmidt paradox in view of the fluctuation theorem with
absolute irreversibility. In Sec. 6.1, we review historical discussions by Boltzmann and
Loschmidt. In Sec. 6.2, we see that the dominance of a positive entropy production over
the negative counterpart can be understood from fractality in phase space in dissipative

3
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systems. In Sec. 6.3, we show that this fractal scenario of irreversibility applies to a
chaotic Hamiltonian system in a transient time scale. In Sec. 6.4, we reformulate this
fractality by the fluctuation theorem with absolute irreversibility and demonstrate that
the informational irreversibility is bounded from below in terms of fractal dimension.
Details of mathematics and numerics in Chap. 6 are given in Appendix B.

In Chap. 7, we conclude this thesis. In Sec. 7.1, we give the summary of the thesis.
In Sec. 7.2, we briefly discuss our related work, which is not claimed in this thesis. In
Sec. 7.3, we discuss some future prospects.

The relations between chapters are illustrated in Fig. 1.1.
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Chapter 2

Review on fluctuation theorems

We here give a brief history of fluctuation theorems. The fluctuation theorems are equal-
ities about the probability distribution functions for the thermodynamic quantities that
are essentially related to the entropy production. Remarkably, they are applicable to a
wide range of nonequilibrium situations. In this chapter, we first review their discovery
in a shear-driven flow and their derivations to see that they are valid under various types
of dynamics. Then, we consider various types of the fluctuation theorems including the
Jarzynski equality and the Crooks fluctuation theorems, and discuss their general struc-
ture. Finally, we briefly discuss the fluctuation theorems under nonuniform temperatures.

2.1 Discovery of fluctuation theorems
We here review the discovery of the fluctuation theorems. In a reversible dissipative
chaotic system, an asymptotic symmetry of the probability distribution function of the
entropy production was found, which is now called the steady-state fluctuation theorem.
Later in the same system in the transient setup that starts from equilibrium, the same
symmetry is found in a finite-time interval, which is called the transient fluctuation the-
orem. These fluctuation theorems give quantitative expressions for the probability of the
second-law violation. Furthermore, the fluctuation theorems can be regarded as a gen-
eralization of the linear response theory. The fluctuation theorems in this section are
restricted to systems with time-independent driving.

2.1.1 Asymptotic steady-state fluctuation theorem
In 1993, Evans, Cohen and Morriss [16] proposed a novel symmetry for the probability
distribution function of the entropy production. Motivated by a previous research on
one-dimensional systems [35], they heuristically conjectured that the measure invariant
under dynamics that describes a nonequilibrium steady state is asymptotically written as

µτ [Γi] =
exp[−τ

∑
λn[Γi]>0 λn[Γi]]∑

j exp[−τ
∑

λn[Γj ]>0 λn[Γj]]
, (2.1)

where Γi represents the ith trajectory Γi,t in phase space from time t = 0 to τ , and
λn[Γi]’s are the local Lyapunov exponents. Note that the sum is now taken over all

5



Chapter 2. Review on fluctuation theorems

positive Lyapunov exponents. Suppose that we can construct an “anti-segment” Γ̄i so
that it may be in some sense a reversal of the original segment Γi and Γ̄i may satisfy
the time reversal of the original equations of motion. Then, the sign of the Lyapunov
exponents are reversed as

λn[Γ̄i] = −λn[Γi]. (2.2)

Consequently, the measure for the reversed trajectory can be written as

µτ [Γ̄i] =
exp[−τ

∑
λn[Γ̄i]>0 λn[Γ̄i]]∑

j exp[−τ
∑

λn[Γj ]>0 λn[Γj]]

=
exp[τ

∑
λn[Γi]<0 λn[Γi]]∑

j exp[−τ
∑

λn[Γj ]>0 λn[Γj]]
. (2.3)

Therefore, the probability ratio of Γi to Γ̄i is given by

µτ [Γi]

µτ [Γ̄i]
= exp[Nd〈α[Γi]〉ττ ], (2.4)

where we define the time-averaged phase-space contraction rate per a degree of freedom
by

〈α[Γi]〉τ = − 1

Nd

∑
n

λn[Γi] (2.5)

with N and d being the number of particles and the dimension of space, respectively. Note
that the sum is now taken over all Lyapunov exponents, and is not restricted to positive
exponents. Since the phase-space contraction rate changes its sign under the reversal
operation, the probability distribution of the contraction rate P (α) asymptotically has
the following symmetry

P (ατ ) =
∑

Γi:〈α[Γi]〉τ=ατ

µτ [Γi] = exp[Ndαττ ]
∑

Γi:〈α[Γi]〉τ=ατ

µτ [Γ̄i] = exp[Ndαττ ]P (−ατ ), (2.6)

or equivalently,
P (ατ )

P (−ατ )
= exp[Ndαττ ], (2.7)

which is now called the steady-state fluctuation theorem.
To verify this symmetry of the probability distribution function, the authors of Ref. [16]

conducted nonequilibrium molecular dynamic simulations of a planar shear-driven flow,
namely, the Couette flow. Suppose that the fluid is sandwiched between two planes
perpendicular to the y axis and one of the plane moves at a constant speed along the
x axis. Then, the flow has the gradient of the x component of the local velocity u in
the y direction, which we denote as γ = ∂ux/∂y. The flow is modeled by the following
deterministic and reversible equations of motion with an isoenergetic thermostat called
the SLLOD equations [36]:

q̇j =
pj
m

+ iγyj, (2.8)

ṗj = Fj − iγpj,y − αpj, (2.9)

6



2.1. Discovery of fluctuation theorems

where j = 1, · · · , N is the label to specify the particles and pj = mq̇j − imux(qj) is the
relative momentum of the jth particle with respect to the local fluid velocity ux(qj) = γyj;
i is the unit vector in the x direction. These equations are called SLLOD, since their
generator is the transpose of so-called Doll’s equations [36]. The value of α is determined
so that the energy of the system

H0 =
∑
j

p2j
2m

+ Φ(q1, · · · , qN) (2.10)

may be fixed as

0 =
dH0

dt
= −α

∑
j

p2j
m

− γPxyV, (2.11)

where we define the pressure tensor by

Pxy =
1

V

N∑
j=1

pjxpjy
m

− 1

2V

∑
j 6=j′

(xj′ − xj)Fjj′,y, (2.12)

with Fjj′ being the force on j by j′. Therefore, α is given by

α = − 1

Nd
βγPxyV, (2.13)

where β is the inverse temperature defined by the kinetic energy: 1/β := (1/Nd)
∑

j p
2
j/m.

We can regard γPxyV as the work done on the system by the shear driving per one degree
of freedom. Since the system is isoenergetically thermostatted, we can consider that the
same amount of heat is transferred to the heat reservoir. Therefore, we can physically
interpret α to be the entropy production rate per one degree of freedom.

Meanwhile, the phase-space contraction rate is calculated by∑
j

∂q̇j
∂qj

+
∑
j

∂ṗj
∂pj

= −Ndα. (2.14)

Therefore, α in the SLLOD equations is nothing but the instantaneous phase-space com-
pression factor per one degree of freedom. Consequently, the time average of α asymp-
totically satisfies the relation (2.7).

They conducted numerical simulations and obtained the probability distribution func-
tion of the time-averaged pressure tensor in a steady state during time τ . From this
probability distribution function, they calculated the logarithm of the probability ratio
defined by

Π(Pxyτ ) :=
1

Ndτ
ln P (Pxyτ )

P (−Pxyτ )
. (2.15)

Consequently, the value of Π was shown to coincide with ατ , which indicates that the
steady-state fluctuation theorem (2.7) holds.

An important implication of the fluctuation theorem is that the second law of ther-
modynamics is probabilistically violated. The violation probability is exponentially small
compared with the probability of the corresponding second-law satisfying event as indi-
cated by Eq. (2.7). When the number of the degrees of freedom Nd is small and the
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Chapter 2. Review on fluctuation theorems

time interval τ is short, the second-law violation occurs relatively frequently. Meanwhile,
in the long time or in large systems, the second-law violation rarely occurs due to the
exponential suppression.

Another important point is that the fluctuation theorem is valid even far from equilib-
rium. Before the fluctuation theorem, little general relations had been known for genuine
nonequilibrium systems beyond the linear-response regime. However, the fluctuation the-
orem applies to a wide range of systems far from equilibrium as well as systems near
equilibrium.

Two years later than the discovery, the steady-state fluctuation theorem was proven
by Gallavotti and Cohen [19, 37] in a dissipative reversible chaotic system by assuming
the chaotic hypothesis. The chaotic hypothesis reads [37]

“A reversible many-particle system in a stationary state can be regarded as
a transitive Anosov system for the purpose of computing the macroscopic
system.”

A transitive Anosov system is a paradigmatic chaotic system with well-behaved stable
and unstable manifolds. Technically speaking, a dynamical system is called an Anosov
system iff it satisfies transversality, covariance and hyperbolicity (see, e.g., Ref. [38]). In
this system, when the initial state is randomly chosen in the Liouville measure (i.e., the
uniform measure) of phase space, it is guaranteed that there exists the probability measure
along the unstable manifold that describes asymptotic statistics of the stationary state,
which is called the Sinai-Ruelle-Bowen (SRB) measure [39–41]. In fact, in a transitive
Anosov system, we can coarse-grain the unstable manifold into Markov partitions, which
are the tilings naturally constructed from the dynamical map of the system. Then, we can
attribute each partition with a weight inversely proportional to the absolute value of the
determinant of the Jacobian of the dynamical map restricted on the unstable manifold.
The measure thus-constructed can be shown to describe the long-time statistics of the
system. In this way, the steady-state measure essentially equivalent to Eq. (2.1) can be
verified and the fluctuation theorem can therefore be shown in a chaotic system. We note
that the chaotic hypothesis can be regarded as the nonequilibrium analog of the ergodic
hypothesis, which describes the long-time statistics of the system relaxing to equilibrium.

2.1.2 Finite-time transient fluctuation theorem
In 1994, another type of the fluctuation theorem was found by Evans and Searles [18].
They investigated the same reversible dissipative thermostatted equations of motion (2.8)
and (2.9) in a different situation. Specifically, they prepared the system in a microcanon-
ical equilibrium without external driving, and they then switch on the driving at time
t = 0 and drive the system during a time interval τ . In this transient setup, the following
equality holds in a finite time interval (not restricted to the long-time limit):

P (ατ )

P (−ατ )
= exp[Ndαττ ], (2.16)

which is called the transient fluctuation theorem.
The proof of this theorem can essentially be summarized as follows [18, 42]. Let

δV0(ατ ) denote an infinitesimal phase-space region with the phase-space contraction rate

8



2.1. Discovery of fluctuation theorems

between ατ and ατ + dατ . After the time evolution in an interval τ , the phase-space
volume contracts to be

δVτ (ατ ) = exp[−Ndαττ ]δV0(ατ ). (2.17)
Suppose that a trajectory Γ has the phase-space contraction rate ατ . Then, we can
construct a reversed trajectory Γ̄ from an initial phase-space point obtained by a reversal
operation of the endpoint of Γ. Since the reversed trajectory Γ̄ has the contraction rate
−ατ , we obtain δV0(−ατ ) = δVτ (ατ ). Consequently, we obtain the ratio of the phase-space
volumes as

δV0(ατ )

δV0(−ατ )
= exp[Ndαττ ]. (2.18)

Since we assume that the initial state is a microcanonical state, the probability is propor-
tional to the phase-space volumes. Hence, the transient fluctuation theorem (2.16) holds.
Note that this proof applies to a finite value of τ unlike that of the steady-state fluctu-
ation theorem, which is valid only in the long-time limit. We also note that, even when
noncontiguous regions in phase space have the same value of the phase-space compression
rate, a similar discussion leads to the fluctuation theorem [43].

The transient fluctuation theorem was verified by numerical simulations of the SLLOD
equations in a transient setup [18].

2.1.3 Later studies
By later studies, it was revealed that the fluctuation theorem can be regarded as an
extension of previously known response theories. In Ref. [17], it was shown that the
fluctuation theorem gives a restriction for the cumulant generating function of the entropy
production. As a result, in the zero-field limit, the Green-Kubo formula [12–15] and
Onsager’s reciprocity [44, 45] were derived. Thus, the fluctuation theorem encompasses
the general relations in the linear response regime. Moreover, it was shown that the
nonlinear response theory known as the Kawasaki formalism [46] can conveniently be
derived from the fluctuation theorem [47].

As we have discussed, the fluctuation theorems were originally derived in an isoen-
ergetically thermostatted system. In Ref. [48], the derivation was generalized to various
types of thermostatted systems including isokinetic dynamics. They defined the dissipa-
tive function by

Ωττ =

∫ τ

0

dt Ω(Γt) = ln f0(Γ0)

f0(Γτ )
−
∫ τ

0

dt Λ(Γt), (2.19)

where f0 is the probability distribution function over phase space at the initial time and Λ
is the phase-space compression rate. The transient and steady-state fluctuation theorems
for the dissipative function were derived. When we specify the dynamics, the dissipative
function Ωτ reduces to a quantity that essentially corresponds to the entropy production.
At this stage, it was generally believed that the thermostatting mechanism is essential
for the validity of the fluctuation theorem. However, in Ref. [49], the fluctuation theorem
was shown to be valid even for Hamiltonian systems.

The fluctuation theorems were proven in stochastic systems as well as deterministic
systems. In Ref. [20], the fluctuation theorems were derived in the Langevin dynamics.
They considered a symmetry of the time-evolution operator for the probability distri-
bution function and demonstrated that this symmetry leads to the fluctuation theorem

9



Chapter 2. Review on fluctuation theorems

for the probability distribution function. One virtue of this Langevin approach is that
one does not need any counterpart of the chaotic hypothesis in the deterministic system.
Under the Langevin dynamics, the system inevitably relaxes to a stationary state un-
der time-independent driving due to the thermal noise and therefore one does not need
any hypothesis to guarantee the relaxation. In this sense, the chaoticity in deterministic
dynamics is replaced by the stochasticity. In Ref. [21], a general Markov process was
considered. They considered the time evolution of the cumulant generating function of
what they called the action functional. Then, from a symmetry of the time-evolution
generator and techniques of the large deviation theory, they proved an asymptotic sym-
metry for the cumulant generating function, which leads to the steady-state fluctuation
theorem for the action functional. For some concrete systems, they showed that, when
one assumes the detailed balance condition, the action functional reduces to a quantity
corresponding to the entropy production. Thus, the detailed balance in stochastic sys-
tems plays a crucial role in deriving the fluctuation theorems as the reversibility does in
deterministic systems. In Ref. [50], the fluctuation theorems for thermostatted stochastic
systems were also derived, where they constructed reversed trajectories corresponding to
original trajectories and compared their probabilities to obtain the fluctuation theorems.
Hence, the fluctuation theorems do not rely on the reversibility or the determinism of
dynamics, and hence apply to stochastic systems.

In Ref. [51], the fluctuation theorem was derived on the basis of a symmetry of the
space-time Gibbs measure, which is known to describe some nonequilibrium steady states
in spatially extended systems.

Hence, the fluctuation theorems apply to a wide range of nonequilibrium systems
regardless of thermostatting mechanisms or whether the dynamics is deterministic or
stochastic.

In Ref. [29], the transient fluctuation theorem was experimentally tested in a system
of a colloidal particle. They trapped a colloidal particle by an optical tweezer, and trans-
lated the trap at a constant speed. The transient fluctuation theorem does not directly
apply in the frame of the laboratory since the driving is time-dependent. Nevertheless, the
transient fluctuation theorem is valid in the co-moving frame. They repeatedly generated
trajectories and obtained the histogram for the entropy production. In particular, they
observed events that violate the second law with negative entropy productions. Moreover,
the transient fluctuation theorem was confirmed by the obtained probability distribution
function. Later on, in the same system, the steady-state fluctuation theorem was experi-
mentally verified [52].

2.2 Fluctuation theorems

In the previous section, we discuss the fluctuation theorems under time-independent driv-
ing. We here consider the fluctuation theorems that are valid even under time-dependent
driving. We first consider the Jarzynski equality and the Crooks fluctuation theorem,
which give relations between the nonequilibrium work distribution and the equilibrium
free-energy difference. Then, we discuss the fluctuation theorems for various thermody-
namic quantities. Finally, we consider a general structure of the fluctuation theorem.

10
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2.2.1 Nonequilibrium work relations
Jarzynski equality

In 1997, Jarzynski found a relation between the work and the free energy in a nonequi-
librium process, which is now called the Jarzynski equality [22]. At the initial time, the
state is prepared to be a canonical distribution with inverse temperature β with respect
to the initial Hamiltonian. Then, one drives the system by changing parameters in the
Hamiltonian for a finite time interval. By this driving, some work W is done on the
system. The Jarzynski equality states that the work W satisfies

〈e−β(W−∆F )〉 = 1, (2.20)

where 〈·〉 represents the ensemble average obtained from the repetition of the nonequi-
librium process with the same driving, and ∆F is the equilibrium free-energy difference.
By the equilibrium free-energy difference, we mean the difference between the free energy
corresponding to the final Hamiltonian, which is not necessarily the free energy of the
final state, and the initial free energy. Remarkably, the equilibrium free-energy difference
is calculated by the nonequilibrium average about the work done on the system as

∆F = −β−1 ln〈e−βW 〉. (2.21)

Thus, we do not need to invoke quasistatic processes to evaluate the free-energy differences
between two equilibrium configurations since finite-time experiments give the difference.

Moreover, the Jarzynski equality implies the second law of thermodynamics and the
fluctuation-dissipation relation [22]. Since the exponential function is convex, we can
apply Jensen’s inequality to obtain

〈e−β(W−∆F )〉 ≥ e−β(〈W 〉−∆F ), (2.22)

which, together with the Jarzynski equality, leads to

〈W 〉 ≥ ∆F. (2.23)

This inequality indicates that the free-energy increase of the system cannot exceed the
received work, which is nothing but the second law of thermodynamics. Furthermore,
from Eq. (2.21), the free-energy difference can be written as a sum of the cumulants of
W as

∆F =
∞∑
n=1

(−β)n−1 cn
n!
, (2.24)

where cn is the nth cumulant of W . When the driving is slow, the distribution of work
approaches the Gaussian. Therefore, only the first two terms in the sum survive, giving

〈W 〉 −∆F =
βc2
2
, (2.25)

where c2 = 〈W 2〉 − 〈W 〉2. Therefore, the dissipated work is proportional to the work
fluctuation, which is one form of the fluctuation-dissipation theorem.

11
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In addition, the Jarzynski equality gives an upper bound for the probability of the
second-law violation [53]. The probability that the work W exceeds a fixed value W0 can
be evaluated as

Prob[W ≤ W0] =

∫ W0

−∞
dW P (W )

≤
∫ W0

−∞
dW eβ(W0−W )P (W )

= eβW0〈e−βW 〉
= eβ(W0−∆F ). (2.26)

Thus, the probability of the second-law violation is exponentially suppressed as W0 de-
creases below ∆F .

The original proof of the Jarzynski equality [22] was given for the Hamiltonian system
that is weakly coupled to the heat reservoir and the Nosé-Hoover system [54, 55]. Soon
after, a proof for stochastic systems is given by Jarzynski himself on the basis of the
master equation [56]. Later on, the Hamiltonian derivation is generalized to a system
strongly coupled to a thermal reservoir [57]. Hummer and Szabo gave a variant of the
Jarzynski equality, which evaluates the free-energy landscape of a biomolecule from the
nonequilibrium work distribution [58].

We note that a nonequilibrium relation similar to the Jarzynski equality was found
much earlier [59, 60]. In this Bochkov-Kuzovlev relation, a situation different from that
of the Jarzynski equality is considered. A system is initially prepared in equilibrium with
respect to a time-independent potential. Then, the system is driven under an additional
time-dependent force. In this setup, the external work WBK done by the time-dependent
force, which does not include the work done by the time-independent potential force,
satisfies 〈e−βWBK〉 = 1.

The Jarzynski equality was demonstrated by an experiment of a biomolecule [30]. A
single RNA attached to two beads was mechanically unfolded between two configurations
with different distances of the beads. By repeating the unfolding process, the free-energy
difference is estimated by three methods: the quasistatic estimation 〈W 〉, the linear-
response estimation 〈W 〉− βc2/2, and the estimation by the Jarzynski equality (2.21). It
was confirmed that the Jarzynski estimation gives the best fitting to the free energy.

Crooks fluctuation theorem

Another renowned nonequilibrium work relation is the Crooks fluctuation theorem [23, 24].
Soon after the discovery by Jarzynski, Crooks found that the comparison between the
original process and its time-reversed process concisely derives the Jarzynski equality [61].
Here, by the term of the time-reversed process, we mean the process that starts from the
canonical distribution corresponding to the final parameters and goes through the time-
dependent driving in the time-reversed manner. The idea to consider the time reversal
led Crooks to derive the following fluctuation theorem [23]:

P (σ)

P̄ (−σ)
= eσ, (2.27)

12
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where σ := β(W − ∆F ) is the dissipated work in units of kBT and P (P̄ ) represents
the probability distribution function of the dissipated work in the original (time-reversed)
process. The crucial difference from the fluctuation theorems in the previous section is
that the probability in the time-reversed process P̄ rather than P is introduced. However,
when we consider driving symmetric with respect to time reversal, the time-reversed
probability P̄ becomes identical to the original probability P . Therefore, the Crooks
fluctuation theorem reduces to the P (σ)/P (−σ) = eσ.

The Crooks fluctuation theorem concisely reproduces the Jarzynski equality. Actually,
the average in the forward process can be transformed into the average in the time-reversed
process by the Crooks fluctuation theorem as

〈e−σ〉 =

∫ ∞

−∞
dσ e−σP (σ)

=

∫ ∞

−∞
dσ P̄ (σ)

= 1, (2.28)

where we use the normalization condition of the probability distribution function to obtain
the last line. In addition, by setting σ = 0 in Eq. (2.27), we obtain

σ = 0 ⇔ P (σ) = P̄ (−σ). (2.29)

Consequently, the probability distributions of work P (W ) and P̄ (−W ) become equal at
W = ∆F . Thus, the equilibrium free-energy difference can be estimated directly from
the nonequilibrium work distribution functions.

In Ref. [24], the Crooks fluctuation theorem was extended to the probability of phase-
space trajectories. Let P [Γ] (P̄ [Γ̄]) be the probability distribution function of an original
(time-reversed) phase-space trajectory Γ (Γ̄) in the original (time-reversed) process. Then,
the Crooks fluctuation theorem at the trajectory level holds as

P [Γ]

P̄ [Γ̄]
= eσ[Γ], (2.30)

where σ[Γ] is the dissipated work corresponding to the trajectory Γ. By using this fluctu-
ation theorem, we can derive the integral fluctuation theorem. Let F [Γ] be an arbitrary
functional which is dependent on the trajectory Γ. Then, a weighted average in the
original process can be calculated as

〈Fe−σ〉 =

∫
DΓ F [Γ]e−σ[Γ]P [Γ]

=

∫
DΓ F [Γ]P̄ [Γ̄]. (2.31)

Since the Liouville measure DΓ in phase space does not change under time reversal, we
obtain

〈Fe−σ〉 =
∫

DΓ̄ F̄ [Γ̄]P̄ [Γ̄], (2.32)

where we define F̄ [Γ̄] := F [Γ] for notational convenience. Therefore, if we denote the
ensemble average in the time-reversed process by 〈·〉TR, we obtain

〈Fe−σ〉 = 〈F̄〉TR. (2.33)
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When we set F [Γ] = 1, this equality reduces to the Jarzynski equality. Moreover, let
us set F [Γ] = δ(σ[Γ] − σ). Then, since the dissipated work is odd under time reversal:
σ[Γ̄] = −σ[Γ], we obtain F̄ [Γ̄] = δ(σ[Γ̄] + σ). As a consequence, Eq. (2.33) reduces to
the Crooks fluctuation theorem for the probability distribution functions of the dissipated
work (2.27).

The derivations of the Crooks fluctuation theorems in Refs. [23, 24] are based on
the stochastic Markov dynamics with the detailed balance condition. In a Hamiltonian
system, the Crooks fluctuation theorem was derived in Ref. [62].

The Crooks fluctuation theorem was experimentally tested by repeatedly measuring
the work during unfolding and refolding of an RNA molecule [63], which is a setup similar
to the one to verify the Jarzynski equality [30]. The work distributions of the unfolding
and refolding processes were measured. It was confirmed that these two distributions
cross each other at a single point, and this point does not change by changing the speed
of unfolding and refolding. According to the Crooks fluctuation theorem, this value corre-
sponds to the free-energy difference. The obtained estimate of the free-energy difference
was confirmed to agree well with a value from an independent method. Moreover, the
Crooks fluctuation theorem was directly verified from the ratio of the work distribution
functions.

2.2.2 Various fluctuation theorems
We here enumerate the fluctuation theorems for various entropy productions.

Fluctuation theorems for the excess entropy production

In 2001, Hatano and Sasa considered the steady-state thermodynamics of the Langevin
dynamics [25]. When we consider a transition between two nonequilibrium steady states
in an isothermal environment, the entropy production of the reservoir can be divided into
two parts as [64]

∆sr = ∆shk +∆sex, (2.34)

where the first term is the housekeeping entropy production, which is an inevitable dissi-
pation to maintain a nonequilibrium steady state under a fixed set of external parameters,
and the second term is the excess entropy production generated by the transition with a
finite-speed change of the parameters. We here define the entropy production in units of
kB. In addition, from the instantaneous steady state P ss

t (Γ), we define the nonequilibrium
potential by

φt(Γ) = − lnP ss
t (Γ). (2.35)

Then, one can show that the Hatano-Sasa relation holds:

〈e−∆φ−∆sex〉 = 1, (2.36)

where ∆φ := φτ (Γτ )− φ0(Γ0) is the difference of the nonequilibrium potential, and Γt is
the position in phase space at time t on the trajectory Γ. From Jensen’s inequality, we
obtain an inequality

〈∆φ〉 ≥ −〈∆sex〉, (2.37)
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2.2. Fluctuation theorems

which can be regarded as a nonequilibrium generalization of the Clausius inequality. Note
that, when we consider a transition between equilibrium states, Eq. (2.36) reduces to the
Jarzynski equality. This is because φt(Γ) = β(Ht(Γ)−Ft) and ∆shk = 0 in this situation,
where Ht and Ft are the Hamiltonian and the equilibrium free energy of the system at
time t, respectively.

Later on, the detailed fluctuation theorem for σHS := ∆φ+∆sex was shown in Ref. [65],
where the dual dynamics, in which the transition rates are modified so that the steady
state remains unchanged but the steady current is reversed, is introduced. For the path
probability distribution function P̄+ in the dual and time-reversed dynamics, the detailed
fluctuation theorem for the path probabilities holds:

P [Γ]

P̄+[Γ̄]
= eσ

HS
. (2.38)

As a consequence, since σHS is odd under the combined operation of dual and time reversal,
we obtain the detailed fluctuation theorem:

P (σHS)

P̄+(−σHS)
= eσ

HS
. (2.39)

An experimental demonstration of the Hatano-Sasa relation was given in a colloidal
system [66], where the colloidal particle was dragged by an optical tweezer and its transla-
tion speed was changed from one value to another to realize a transition between nonequi-
librium steady states.

Fluctuation theorems for the housekeeping entropy production

The housekeeping entropy production also satisfies the integral fluctuation theorem as [67]

〈e−∆shk〉 = 1. (2.40)

The detailed fluctuation theorem holds for the dual dynamics without time reversal as

P [Γ]

P+[Γ]
= e∆shk

. (2.41)

Since ∆shk is odd under the dual operation, we also obtain

P (∆shk)

P+(−∆shk)
= e∆shk

. (2.42)

Fluctuation theorems for the total entropy production

We here consider a process starting from an arbitrary initial state. We define the unaver-
aged Shannon entropy of the system by

st = − lnPt(Γt), (2.43)

where Pt is the probability distribution function in phase space at time t. Then, we define
the total entropy production for the system and the heat reservoir by

∆stot = ∆s+∆sr, (2.44)
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where ∆s := sτ − s0. For this quantity, the integral fluctuation theorem holds [26]:

〈e−∆stot〉 = 1. (2.45)

The detailed fluctuation theorem also holds at the trajectory level as

P [Γ]

P̄ [Γ̄]
= e∆stot

, (2.46)

where the time-reversed process starts from the finial state of the original process. How-
ever, the detailed fluctuation theorem does not always hold for the probability distribu-
tions of the total entropy production ∆stot, since ∆s is not odd with respect to time
reversal. This is due to the asymmetry that the final state of the time-reversed process
does not necessarily coincide with the initial state of the original process, although the
final state of the original process is set to be the initial state of the time-reversed process.

2.2.3 General structures of the fluctuation theorems
In the previous section, we discuss various fluctuation theorems and see that they have
common structures. We here consider their general structures. Let us first consider the
detailed fluctuation theorem, since the integral fluctuation theorem can be derived from
it. The detailed fluctuation theorem for path can be written as

P [Γ]

Pr[Γ]
= eσ[Γ], (2.47)

where Pr is the reference process and σ[Γ] is the entropy production. We have seen that
for physical entropy productions we can construct the corresponding reference processes.
Conversely, if we specify the reference process by determining the initial state and the dy-
namics, the entropy production σ[Γ] is formally defined. When the choice of the reference
process is proper, the entropy production acquires a physical significance.

From Eq. (2.47), we obtain for an arbitrary functional F [Γ]

〈Fe−σ〉 = 〈F〉r, (2.48)

where 〈·〉r represents the average in the reference process. By setting F = 1, we obtain
the integral fluctuation theorem

〈e−σ〉 = 1. (2.49)
When we set F [Γ] = δ(σ[Γ]− σ), the equation reduces to

e−σP (σ) = 〈δ(σ[Γ]− σ)〉r. (2.50)

When the entropy production has the odd parity: σr[Γ] = −σ[Γ], we obtain the detailed
fluctuation theorem for the entropy production as

P (σ)

P r(−σ)
= eσ. (2.51)

When σ[Γ] has the even parity, we obtain the detailed fluctuation theorem as

P (σ)

P r(σ)
= eσ. (2.52)
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2.2. Fluctuation theorems

We have seen three choices of dynamics in the reference process: time reversal, dual
and their combination. Under these dynamics, the ratios of transition probabilities are
respectively related to entropy productions of the heat reservoir [27, 28]:

P [Γ|Γ0]

P̄ [Γ̄|Γ̄0]
= e∆sr

, (2.53)

P [Γ|Γ0]

P+[Γ|Γ0]
= e∆shk

, (2.54)

P [Γ|Γ0]

P̄+[Γ̄|Γ̄0]
= e∆sex

. (2.55)

Therefore, the formal entropy production σ can be written as

σ = ln P0(Γ0)

P̄0(Γ̄0)
+ ∆sr, (2.56)

σ = ln P0(Γ0)

P+
0 (Γ0)

+ ∆shk, (2.57)

σ = ln P0(Γ0)

P̄+
0 (Γ̄0)

+ ∆sex. (2.58)

By properly choosing the initial state of the reference processes under some assumptions,
we can endow the entropy production with a physical meaning. For example, suppose
that the initial state of the original process is a canonical distribution P0(Γ0) = P eq

0 (Γ0) =
e−β(H0(Γ0)−F0). Then, we set the reference initial state to be the canonical equilibrium:
P̄0(Γ̄0) = P eq

τ (Γτ ) = e−β(Hτ (Γτ )−Fτ ). As a consequence, the formal entropy production
reduces to σ = β(∆H − ∆F ) + ∆sr = β(W − ∆F ). Thus, Eq. (2.47) reduces to the
Crooks fluctuation theorem, which leads to the Jarzynski equality. Other choices are
shown in Table 2.1. One can confirm that the bulk term ∆si (i = r, hk, ex) is odd under
the corresponding reversal operation. Hence, when the boundary term, which is the
logarithmic ratio of the initial probabilities, is odd with respect to the same operation,
the entropy production σ satisfies the detailed fluctuation theorem.
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2.3. Fluctuation theorems under nonuniform temperature

2.3 Fluctuation theorems under nonuniform temper-
ature

Researches on diffusion under nonuniform temperature have a long history dating back to
Landauer [68, 69], Büttiker [70] and van Kampen [71, 72]. Recently, experiments under
nonuniform temperature were realized for a colloidal particle [73] and a biomolecule [74].
Accordingly, the theoretical study on nonuniform temperature attracts a renewed inter-
est [75–78]. In 2012, Celanni et al. found that the overdamped approximation dramat-
ically fails to describe thermodynamics under nonuniform temperature [79, 80]. To be
specific, let ∆stot (∆stot,od) denote the total entropy production defined from the un-
derdamped (overdamped) Langevin dynamics. Then, in the overdamped limit with the
momentum relaxation time ε approaching zero, these two quantities do not coincide as

∆stot 9 ∆stot,od (ε→ 0), (2.59)

although the corresponding dynamics coincide in the same limit. Thus, the overdamped
limit in the presence of nonuniform temperature fails to correctly evaluate thermody-
namic quantities. Actually, the total entropy production in the underdamped stochastic
thermodynamics can be separated as

∆stot = ∆sreg +∆sanom. (2.60)

The regular part ∆sreg approaches the overdamped total entropy production in the over-
damped limit

∆sreg → ∆stot,od (ε→ 0). (2.61)

Meanwhile, the anomalous part ∆sanom has no counterpart in the overdamped limit and
originates from an asymmetry of the velocity distribution due to the temperature gradient.

The underdamped thermodynamics naturally satisfies the fluctuation theorem

〈e−∆stot〉 = 1. (2.62)

Interestingly, the two contributions in Eq. (2.60) separately satisfy the fluctuation theo-
rems in the overdamped limit [79, 80]

〈e−∆sreg〉 = 1 (ε→ 0), (2.63)
〈e−∆sanom〉 = 1 (ε→ 0). (2.64)

We note that this is analogous to the separation of the total entropy production into
the nonadiabatic part and the housekeeping part: ∆stot = ∆sna + ∆shk, each of which
separately satisfies the integral fluctuation theorem.
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Chapter 3

Review on fluctuation theorems with
absolute irreversibility

In this chapter, we review the notion of absolute irreversibility. Although the fluctuation
theorems apply to a wide range of nonequilibrium processes, they are inapplicable to free
expansion [81–83]. This inapplicability is due to divergence of entropy production, which
mathematically corresponds to singularities of probability measures. Therefore, by invok-
ing measure theory, we define the notion of absolute irreversibility as singularly irreversible
events, which render the conventional fluctuation theorems inapplicable. Then, we gener-
alize the fluctuation theorems to situations in the presence of absolute irreversibility. This
chapter is partly based on the published article [4] and the author’s master thesis [84].

3.1 Apparent breakdown of the fluctuation theorems
The Jarzynski equality [22] apparently breaks down for free expansion [81, 82]. For
illustration, let us consider a bipartite box with two compartments with the same volume
V . We enclose in one of the compartments a classical ideal gas with particle number N
and let it equilibrate at temperature T . Then, we remove the partition in the middle as
illustrated in Fig. 3.1 (a). No work is done in this process:

W = 0. (3.1)

At the same time, the thermodynamic free energy decreases by the amount of

∆F = −kBTN ln 2. (3.2)

As a consequence, the average in the Jarzynski equality is calculated as

〈e−β(W−∆F )〉 = 1

2N
. (3.3)

Therefore, the Jarzynski equality is not satisfied

〈e−β(W−∆F )〉 6= 1 (3.4)

for the process of free expansion.
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Chapter 3. Review on fluctuation theorems with absolute irreversibility

(a)� (b)�

u = 1

Figure 3.1: Two implementations of free expansion by (a) removal of the partition, and
(b) shift of the partition at an infinite velocity.

The origin of this discrepancy resides in the initial condition [83]. The Jarzynski
equality assumes a canonical state corresponding to the initial Hamiltonian as the initial
state. This means that the initial state should equilibrate over the entire system. In
this global equilibrium, particles should be distributed approximately equally to each
compartment. However, the initial state of the free expansion equilibrates only one of
the compartments and all particles are in it; the initial state is in an equilibrium over a
constrained phase space, which we refer to as a constrained equilibrium for convenience.
Thus, the free expansion violates the assumption of a global equilibrium. Therefore, the
Jarzynski equality does not break down but cannot be applied to the free expansion.

As illustrated in Fig. 3.1 (b), one can realize free expansion by an alternative approach
of moving the partition at an infinite speed [83, 85]. Let u denote the speed of the
partition. If u is much larger than the thermal velocity vth ∼

√
kBT/m, the work almost

always vanishes. Therefore, one would again expect breakdown of the Jarzynski equality.
However, rare events save the Jarzynski equality. Let us consider a particle with very
high speed v (& u). Then, the work done by the particle at a single collision against the
partition is −W ∼ 2mvu. Then, its contribution to the Jarzynski average is approximately

e2βmvue−βmv2/2, (3.5)

whose peak is achieved when v = 2u. Therefore, atypical events with extremely large
velocity (v ∼ 2u) and tiny probability (∼ e−2βmu2) are indispensable for the convergence of
the Jarzynski equality. This fact is analytically and numerically demonstrated in Ref. [85].
Thus, in this realization of the free expansion, the Jarzynski equality is valid, although
its convergence becomes terribly slow as u goes to infinity. Again, the assumption of
a canonical distribution as the initial state plays a key role in that contributions by its
far tail of the Maxwellian velocity distribution are crucial. As a consequence, before
we sample these extremely rare events, the Jarzynski average in the free expansion by
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3.2. Absolute irreversibility

infinitely fast wall motion coincides with that in free expansion by wall removal, and the
Jarzynski equality apparently breaks down.

3.2 Absolute irreversibility

In the previous section, we see that the Jarzynski equality is inapplicable to free expansion
by wall removal. (We hereafter consider only the free expansion of this type and simply
refer to it as free expansion.) This is because the initial state is not a global but only
a constrained equilibrium state. However, this consequence is unsatisfactory in that the
fluctuation theorem does not apply to such a fundamental process of thermodynamics.
Hence, an extension of the fluctuation theorem to this kind of situations is needed. To this
aim, we physically and mathematically characterize the inapplicability of the fluctuation
theorem. As a result, we introduce a notion of absolute irreversibility, which encompasses
situations where the fluctuation theorem is inapplicable.

3.2.1 Divergent entropy production in free expansion

For illustration, we here consider free expansion of a single-particle gas. The forward
process of the free expansion is wall removal as illustrated in Fig. 3.2 (a). To formulate the
fluctuation theorem, it is convenient to consider the backward process (see Fig. 3.2 (b)).
The backward process starts from the equilibrium state over the entire box at temperature
T . The partition is inserted in the place where it was in the initial state of the forward
process. Then, the particle ends up in either the left or the right box.

Let us consider a set of virtual paths {ΓR} starting from the right box in the forward
process. By construction of the forward process, their probability vanishes: P [ΓR] =
0. On the other hand, these paths have nonzero probabilities in the backward process:
P̄ [Γ̄R] 6= 0. Thus, in the process of free expansion, the following condition is satisfied:

∃Γ, P [Γ] = 0 & P̄ [Γ̄] 6= 0. (3.6)

Therefore, in the context of the detailed fluctuation theorem, the probability ratio di-
verges:

P̄ [Γ̄]

P [Γ]
= ∞. (3.7)

As a consequence, the entropy production σ := β(W −∆F ) negatively diverges as

σ = − ln P̄ [Γ̄]

P [Γ]
= −∞. (3.8)
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Forward Backward

(a) (b)

Figure 3.2: Free expansion of a single-particle gas by wall removal and its time reversal
by wall insertion. (a) Forward process of free expansion. The box is divided according to
the ratio of l to 1− l by a partition. A single-particle gas is initially enclosed in the left
compartment. When we remove the wall, the gas freely expands to the entire box. (b)
Backward process of free expansion, i.e., wall insertion. Initially, a single-particle gas is in
a thermal equilibrium over the entire box. We insert the partition, and then the gas ends
up in either the left or the right compartment. The events with the particle ending up in
the right box has no counterparts in the forward process, resulting in divergent entropy
production as indicated by the detailed fluctuation theorem. Reproduced from Fig. 1 of
Ref. [4]. Copyright 2014 by the American Physical Society.
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In the presence of this divergence, the Jarzynski average can be calculated as

〈e−σ〉 =

∫
P[Γ] 6=0

e−σP [Γ]DΓ

=

∫
P[Γ] 6=0

P̄ [Γ̄]

P [Γ]
P [Γ]DΓ

=

∫
P[Γ] 6=0

P̄ [Γ̄]DΓ

= 1−
∫
P[Γ]=0

P̄ [Γ̄]DΓ̄ < 1, (3.9)

where we use the invariance of phase-space volume under time reversal: DΓ = DΓ̄. Hence,
these singular behaviors of the probability ratio and the entropy production lead to the
inapplicability of the fluctuation theorem.

In ordinary situations, the probabilities satisfy
∀Γ, P [Γ] = 0 ⇒ P̄ [Γ̄] = 0. (3.10)

Therefore, the probability ratio is always well-defined and the entropy production is finite
(or at worst positively divergent). Thus, in ordinary irreversible situations, if the backward
probability is nonzero, so does the forward probability. In this sense, these paths are
stochastically reversible, although they are not thermodynamically so. In contrast, if the
condition (3.6), which is the negation of the condition (3.10), is satisfied, the paths are not
only thermodynamically irreversible but also stochastically irreversible. Thus, we shall
call these paths absolutely irreversible. Moreover, we refer to the processes that involve
absolutely irreversible paths as absolutely irreversible processes.

3.2.2 Absolute irreversibility as the singularity of measure
In the previous section, we see that the ill-defined probability ratio causes the inapplicabil-
ity of the Jarzynski equality. Since measure theory in mathematics gives us a criterion of
whether we can take the ratio, we here formulate absolute irreversibility by using measure
theory.

Let M[·] denote the path probability measure in the original process. Then, the
probability for a region E of the path space P is written as M[E]. When K is an
infinitesimal region as E = DΓ, the probability for this region is written as M[DΓ]. It is
ordinarily equal to P [Γ]DΓ, where P [Γ] is the probability density of forward paths and
assumed to be well-defined.

To formulate the fluctuation theorem, we introduce a reference process, such as the
time-reversed process and the dual process, and denote its probability measure by Mr[·].
When the probability measures satisfy for all region E of the path space

M[E] = 0 ⇒ Mr[E] = 0, (3.11)

Mr is said to be absolutely continuous with respect to M. Under absolute continuity, we
can take ratio between them as

Mr[DΓ] =
DMr

DM

∣∣∣∣
Γ

M[DΓ]. (3.12)

25



Chapter 3. Review on fluctuation theorems with absolute irreversibility

/71京大基研セミナー 2014年3月5日 /15物理学会春季大会 2014年3月29日

Lebesgueの分解定理

1

Phase Space
Pr
ob
. D
en
sit
y

Figure 3.3: Schematic illustration of the Lebesgue decomposition. The abscissa represents
phase space, and the ordinate indicate the probability density. Vertical lines schematically
represent δ-function-type localization of the probability density. The reference probability
measure Mr (blue solid curve) is uniquely decomposed into two parts with respect to
the original probability measure M (black dashed curve). In the former part Mr

AC,
the probability ratio is well-defined and the entropy production is finite. In the latter
part Mr

S, the probability ratio is ill-defined. Therefore, the latter corresponds to absolute
irreversibility, which renders the fluctuation theorem inapplicable. Reproduced from Fig. 2
of Ref. [4]. Copyright 2014 by the American Physical Society.

This formation of the probability ratio is guaranteed by the Radon-Nykodým theorem in
measure theory. For detailed explanation of mathematics, see mathematical textbooks [86,
87] or the author’s master thesis [84]. Due to the detailed fluctuation theorem, this
probability ratio corresponds to the entropy production as

DMr

DM

∣∣∣∣
Γ

= e−σ[Γ]. (3.13)

Therefore, the integral fluctuation theorem is verified as

〈e−σ〉 :=

∫
e−σ[Γ]M[DΓ]

=

∫
DMr

DM

∣∣∣∣
Γ

M[DΓ]

=

∫
Mr[DΓ]

= 1, (3.14)

where we use the normalization of the probability measure to obtain the last equality.
Thus, the integral fluctuation theorem can be shown if the reference probability measure
Mr is absolutely continuous with respect to the original probability measure M.

Then, how can we extend the integral fluctuation theorem when the condition of
absolute continuity is violated? According to the Lebesgue decomposition theorem [84,
86, 87], Mr can be uniquely decomposed into two parts as

Mr = Mr
AC +Mr

S, (3.15)

where Mr
AC and Mr

S are absolutely continuous and singular with respect to M as illus-
trated in Fig. 3.3. Mathematically speaking, Mr

S is said to be singular with respect to M if
there are setsK1 andK2 that satisfy P = K1∪K2, ∅ = K1∩K2 and M[K1] = Mr

S[K2] = 0,
where P is the entire path space. Due to the Radon-Nikodým theorem, the probability
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Figure 3.4: Schematic illustration of the stronger version of the Lebesgue decomposition.
The reference probability measure Mr (blue curve) is decomposed into three parts with
respect to the original probability measure M (black dashed curve). The first part is abso-
lutely continuous with the well-defined probability ratio. In the second part, the measure
is singular continuous and the probability ratio diverges due to the vanishing denomina-
tor. The third part is discrete and constitutes of δ-function-type localizations, where the
probability ratio diverges since the numerator diverges as δ(0) = ∞. Reproduced from
Fig. 3 of Ref. [4]. Copyright 2014 by the American Physical Society.

ratio is well-defined for the former part. Physically, this part corresponds to ordinary
irreversible paths with finite entropy production. For the latter part, we cannot take the
ratio of the probabilities. Therefore, it corresponds to the absolutely irreversible part.
If Mr

S exists, we call the process absolutely irreversible. In addition, a path is called
absolutely irreversible if it belongs to the support of Mr

S.
To give a more detailed picture, we consider a stronger version of the Lebesgue de-

composition theorem. As illustrated in Fig. 3.4, if the forward probability measure M
can be written in terms of the probability density as M[DΓ] = P [Γ]DΓ, the reference
probability measure Mr can uniquely be decomposed into three parts as

Mr = Mr
ac +Mr

sc +Mr
d, (3.16)

where Mr
ac is absolutely continuous with respect to M and corresponds to the ordinary

irreversible part. The second part Mr
sc is singular with respect to M and continuous in

the sense that it does not have any δ-function-type localization. For this part, the proba-
bility ratio is ill-defined since we divide a nonzero probability by zero as in free expansion.
The third part Mr

d is discrete, namely, an ensemble of δ-function-type probability local-
izations. For this part, the probability ratio is ill-defined since the numerator is divergent.
In this way, absolute irreversibility can be classified into the two classes as summarized
in Table 3.1.

In this section, we see that the inapplicability of the fluctuation theorem is rooted phys-
ically in the divergence of the entropy production and mathematically in the singularity of
probability measure. Using the Lebesgue decomposition, we define absolutely irreversible
paths with mathematical rigor. Absolute irreversibility can be further classified into two
classes corresponding to the singular continuous measure and the discrete measure. The
former correspond to situations where we have nonvanishing reference paths that have no
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Chapter 3. Review on fluctuation theorems with absolute irreversibility

Table 3.1: Classification of irreversibility. Ordinary irreversibility is mathematically
characterized by absolute continuity of the reference probability measure. Then, the
Radon-Nicodým theorem guarantees that the probability ratio is finite. Absolute irre-
versibility can be classified into two classes. The first class is mathematically singular
continuous, and the probability ratio diverges since the forward probability density van-
ishes. In the second class characterized by discrete measure, the probability ratio diverges
since the reference probability density itself diverges.

Class of irreversibility Ordinary Absolute I Absolute II
Mathematical classification absolutely continuous singular continuous discrete

Probability ratio Pr[Γ]

P [Γ]
= finite Pr[Γ]

0
= ∞ δ(0)

P [Γ]
= ∞

counterparts in the original process as in free expansion. The latter corresponds to the
situation where the reference probability has δ-function-type probability localizations. We
note that inapplicability of the fluctuation theorem to the latter situation had not been
recognized before our study [4, 84]. The measure-theoretic formulation, together with
the Lebesgue decomposition, enables us to identify this situation. An explicit example is
given in the next section.

3.3 Fluctuation theorems with absolute irreversibil-
ity

In the previous chapter, we mathematically formulate absolute irreversibility. By using
this formulation, we here generalize the fluctuation theorem in the presence of absolute
irreversibility. Then, we give some illustrative examples to demonstrate the validity of
the fluctuation theorem with absolute irreversibility.

3.3.1 Derivation

First of all, we can take the ratio for the ordinary irreversible part as

Mr
AC[DΓ] =

DMr
AC

DM

∣∣∣∣
Γ

M[DΓ]. (3.17)

To this well-defined probability ratio, the detailed fluctuation theorem applies as

DMr
AC

DM

∣∣∣∣
Γ

= e−σ[Γ]. (3.18)

If M and Mr
AC can be written in terms of probability densities as M[DΓ] = P [Γ]DΓ and

Mr
AC[DΓ] = Pr[Γ]DΓ, Eq. (3.18) reduces to the standard form as Pr[Γ]/P [Γ] = e−σ[Γ].
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The integral of the absolutely continuous measure can be evaluated as∫
Mr

AC[DΓ] =

∫
DMr

AC
DM

∣∣∣∣
Γ

M[DΓ]

=

∫
e−σ[Γ]M[DΓ]

= 〈e−σ〉. (3.19)

On the other hand, since the reference probability is normalized, we obtain∫
Mr

AC[DΓ] = 1−
∫

Mr
S[DΓ]. (3.20)

Therefore, the integral fluctuation theorem is derived as

〈e−σ〉 = 1− λ, (3.21)

where we define the degree of absolute irreversibility as

λ =

∫
Mr

S[DΓ]. (3.22)

We note that λ is uniquely determined by the Lebesgue decomposition.
If the assumption of the stronger version of the Lebesgue decomposition (the absolute

continuity of M with respect to the Lebesgue measure DΓ) is satisfied, λ can be separated
into two parts as

λ = λsc + λd, (3.23)

where we define
λsc =

∫
Mr

sc[DΓ], λd =

∫
Mr

d[DΓ]. (3.24)

The former probability λsc can be calculated by accumulating the probabilities of those
reference paths that do not have the corresponding original paths. On the other hand,
the latter probability λd can be calculated as the sum of probability of δ-function-type
localizations.

3.3.2 Physical implications
By applying Jensen’s inequality 〈e−σ〉 ≥ e−〈σ〉 to the generalized fluctuation theorem, we
obtain

〈σ〉 ≥ − ln(1− λ) ≥ 0. (3.25)

Therefore, even in the presence of absolute irreversibility, the second law of thermodynam-
ics holds. Moreover, when we have a nonzero degree of absolute irreversibility (λ > 0),
the averaged entropy production should be strictly positive. In this sense, Eq. (3.25)
imposes a stronger restriction on the entropy production than the ordinary second law of
thermodynamics.

The reference probability can be chosen at our disposal. Suppose that the initial state
starts from a constrained equilibrium state. Then, if we set the reference initial state
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to be the global equilibrium state and the reference dynamics to be the time-reversed
dynamics, the entropy production is given by

σ = β(W −∆F ). (3.26)

Therefore, we obtain the Jarzynski equality generalized to situations starting from a
constrained equilibrium as

〈e−β(W−∆F )〉 = 1− λ. (3.27)

The corresponding inequality

−〈W 〉 ≤ −∆F + ln(1− λ) (3.28)

indicates that the averaged extractable work (−〈W 〉) decreases in the presence of absolute
irreversibility since ln(1− λ) ≤ 0.

If we set the reference initial state to be the final state of the forward process and
the reference dynamics to be the time-reversed dynamics, the entropy production reduces
to the total entropy production σ = ∆stot, which is the sum of the Shannon entropy
production of the system and the thermodynamic entropy production of the heat bath.
Hence, we obtain the generalized integral fluctuation theorem as

〈e−∆stot〉 = 1− λ. (3.29)

We can obtain fluctuation theorems with other types of entropy production by choosing
other reference probabilities [27, 28].

3.3.3 Examples
We here verify the fluctuation theorem with absolute irreversibility in some illustrative
examples.

Free Expansion

First of all, we consider the free expansion of a single-particle gas (see Fig. 3.2). In
the forward process, the gas is initially in a constrained equilibrium state in the left
compartment. We assume that the box is divided into two parts having the volume ratio
l : (1 − l) with 0 < l < 1. Then, the partition is removed and the gas expands to the
entire box. The Jarzynski equality generalized in the presence of absolute irreversibility
is written as

〈e−β(W−∆F )〉 = 1− λsc − λd. (3.30)

In this process, no work is done
W = 0. (3.31)

However, the free energy decreases as

∆F = kBT ln l (< 0). (3.32)

Therefore, the Jarzynski average is

〈e−β(W−∆F )〉 = l. (3.33)
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3.3. Fluctuation theorems with absolute irreversibility

To evaluate the degrees of absolute irreversibility, we consider the backward process.
The backward process starts from the equilibrium state over the entire box. Then, after
the insertion of the partition, the gas is in the left box with probability l and in the right
box with probability 1− l. The events ending in the right box are absolutely irreversible
since they have no corresponding forward events; the forward events starting from the
right box are absent. Therefore, the events ending in the right box in the backward
process contribute to the singular continuous probability and therefore we obtain

λsc = 1− l. (3.34)

Since no single backward paths has positive probability, the discrete probability vanishes:

λd = 0. (3.35)

Hence, the modified fluctuation theorem (3.30) is verified.

Langevin dynamics starting from a constrained equilibrium

Next, we consider a more complicated example with singular continuous absolute irre-
versibility. We consider a colloidal particle with the overdamped Langevin dynamics

ẋt = −µ∂xUt(xt) + ζt, (3.36)

where xt is the position of the particle, and µ, U and ζ are the mobility, the potential
energy, and the thermal random force, respectively. The random force satisfies 〈ζtζs〉 =
2Dδ(t − s), where D is the diffusion constant. In this system, the Einstein relation
D = µkBT is satisfied.

The particle is assumed to be confined in a one-dimensional ring with length L. As
illustrated in Fig. 3.5 (a), the potential of the system is set to be an array of n harmonic
potentials as

Ut(x) =

{
1
2
ktx

2 (−a < x ≤ a);
Ut(x− 2a

[
x+a
2a

]
) (otherwise), (3.37)

where [·] represents Gauss’ floor function, and the position is evaluated by the modulo
of L = 2na. The initial distribution of the forward process is set to be a constrained
equilibrium within one well with its tail truncated outside the well. At the initial time
t = 0, the stiffness of the potential is kt=0 = K. The stiffness is decreased to zero at a
constant rate over time τ/2 and then increased to n2K over the next time interval τ/2 as

kt =

{ (
1− 2t

τ

)
K (0 ≤ t ≤ τ/2);(

2t
τ
− 1
)
n2K (τ/2 < t ≤ τ).

(3.38)

Over this process, the work done on the system is calculated as

W [x] =

∫ τ

0

dt ∂tUt(xt). (3.39)

To consider the fluctuation theorem, we set the initial state of the backward process to
be the global equilibrium state and the backward dynamics to the time-reversed dynamics.
Then, the fluctuation theorem reads

〈e−β(W−∆F )〉 = 1− λsc − λd. (3.40)
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Chapter 3. Review on fluctuation theorems with absolute irreversibility

(a)� (b)�

(c)� (d)�

Figure 3.5: Langevin dynamics starting from a constrained equilibrium state.
(a) Schematic illustration of the potential consisting of n harmonic potentials subject
to the periodic boundary condition. (b) Probability density of work done on the system
for some values of n. The triangular marks indicate the values of W = kBT lnn. (c) Veri-
fication of the fluctuation theorem with absolute irreversibility. The red squares represent
the numerically obtained average 〈e−βW 〉. The blue curve indicates 1/n. (d) Verification
of the second-law-like inequality. The red squares represent the averaged work 〈βW 〉.
The blue line represents the minimum dissipation kBT lnn. The parameters are set as
follows: diffusion constant D = 10−13 m2/s; temperature T = 300 K; duration of the
process τ = 10 sec; half width of the potential a = 10−6 m; the initial stiffness of the
potential is set to satisfy Ka2/2 = 5kBT . To obtain the averages, the nonequilibrium
process is repeated 106 times for each n. Reproduced from Fig. 4 of Ref. [4]. Copyright
2014 by the American Physical Society.
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3.3. Fluctuation theorems with absolute irreversibility

Due to the symmetry of the initial state and the dynamics of the backward process, a
backward path ends in a certain well with probability 1/n. Since the backward paths
that terminate outside the initial well do not have counterparts in the forward process,
their probability contributes to the degree of singular continuous absolute irreversibility.
Therefore, we obtain λsc = (n − 1)/n. On the other hand, since there is no single path
with positive probability, we obtain λd = 0. Hence, the fluctuation theorem with absolute
irreversibility reads

〈e−β(W−∆F )〉 = 1

n
. (3.41)

The corresponding second-law-like inequality is

〈W 〉 ≥ ∆F + kBT lnn. (3.42)

If we assume that K is sufficiently large, ∆F vanishes. In Fig. 3.5 (b), the probability
densities of work for some values of n’s are shown. Using these probability densities, we
calculate the averages in the fluctuation theorem as shown in Fig. 3.5 (c), which are in
good agreement with the theoretical value 1/n. The averaged works are also calculated as
shown in Fig. 3.5, which are verified to be larger than the minimum dissipation indicated
by Eq. (3.42). We note that this process can be regarded as information erasure of an
n-digit memory. In this sense, Eq. (3.42) is a generalization of the Landauer principle [88]
for a symmetric bit memory to the symmetric n-digit memory.

Langevin dynamics with a trap

Finally, we consider an example with discrete absolute irreversibility. The equation of
motion is again given by Eq. (3.36). The potential is chosen to be a harmonic potential

Ut(x) =
1

2
ktx

2. (3.43)

We assume that there is a trapping point at x = xc as illustrated in Fig. 3.6 (a). When
the particle reaches this point, it is trapped with unit probability and cannot escape from
the trap forever. The initial state is set to be the equilibrium state with respect to the
harmonic potential (3.43). The control protocol is set to be

kt =

{ (
1− 2t

τ

)
K (0 ≤ t ≤ τ/2);(

2t
τ
− 1
)
K (τ/2 < t ≤ τ).

(3.44)

Suppose that the initial state of the backward process is set to be the final state of the
forward process and that the backward dynamics is set to be the time-reversed dynamics.
Then, the fluctuation theorem is

〈e−∆stot〉 = 1− λsc − λd, (3.45)

where the total entropy production can be calculated as the sum of the Shannon entropy
production

∆s = − ln pτ (xτ ) + ln p0(x0) (3.46)
and the thermodynamic entropy production in the heat bath

βQ[x] = −β
∫ τ

0

dt ẋt∂xUt(xt). (3.47)
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Chapter 3. Review on fluctuation theorems with absolute irreversibility

Let ptrap and p†trap denote the trapping probabilities in the final states in the forward
and backward processes, respectively. In the backward process, when we start from the
trapped state, the state remains trapped. Therefore, this single path has positive prob-
ability with ptrap. Thus, we obtain λd = ptrap. Moreover, we have backward paths that
start outside the trap and then fall into the trap. These paths do not have the corre-
sponding forward paths since no paths can pop out of the trap in the forward process.
The probability for these paths is λsc = p†trap − ptrap. As a result, the fluctuation theorem
is

〈e−∆stot〉 = 1− p†trap. (3.48)

The corresponding inequality is

〈∆stot〉 ≥ − ln(1− p†trap). (3.49)

To numerically demonstrate the validity of the fluctuation theorem (3.48), we obtain
the probability densities for some values of τ ’s as shown in Fig. 3.6 (b). Then, we plot the
average 〈e−∆stot〉 against the backward trapping probability p†trap as shown in Fig. 3.6 (c),
and confirm that the fluctuation theorem (3.48) is satisfied. The inequality (3.49) is
automatically satisfied since the averaged entropy positively diverges due to the paths
that fall into the trap in the forward process with positively divergent entropy production.

Second-order phase transition

Absolute irreversibility naturally emerges in quench dynamics across phase transition [89].
As a paradigmatic example, let us consider the Ising model with ferromagnetic interac-
tions. We prepare the initial state below the critical temperature. Then, due to the
spontaneous symmetry breaking, the initial state is constrained in an equilibrium with
positive or negative magnetization. Without loss of generality, we assume that the ini-
tial state has positive magnetization. We quench the system by decreasing the coupling
constant across the critical value. Then, the system is in the disordered phase at the
final time. In the time-reversed process, we prepare the system to be at equilibrium over
the entire phase space. As a result, after we increase the coupling constant in the time-
reversed manner, the state ends up with positive or negative spontaneous magnetization
with the equal probability. Since the forward process starts with positive magnetization,
the latter case contributes to absolute irreversibility. Hence, the integral fluctuation the-
orem reduces to 〈e−β(W−∆F )〉 = 1/2. In Ref. [89], effects of the slow convergence of the
Jarzynski average were also discussed.
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3.3. Fluctuation theorems with absolute irreversibility

(a)� (b)�

(c)�

Figure 3.6: Langevin dynamics with a trap. (a) Schematic illustration of the potential.
A trapping center is located at x = xc. (b) The probability densities of the total en-
tropy production for some values of τ ’s. The triangular markers indicate the values of
− ln(1 − p†trap). (c) Verification of the fluctuation theorem with absolute irreversibility.
The averages 〈e−∆stot〉 are plotted as the red markers against the backward trapping prob-
ability p†trap, and agree well with 1 − p†trap as indicated by the blue line. The diffusion
constant D and the temperature T are the same as in the caption of Fig. 3.5. The location
of the trap is xc = 10−6 m. The initial stiffness K is set to satisfy Ka2/2 = 10kBT . The
duration of the process τ is varied from 1 sec to 100 sec to change the trapping probability.
The nonequilibrium process is repeated 106 times for each τ . Reproduced from Fig. 5 of
Ref. [4]. Copyright 2014 by the American Physical Society.
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Chapter 4

Fluctuation theorems in overdamped
theory with multiple reservoirs

As we see in Sec. 2.3, we should be careful when we consider thermodynamics under the
overdamped approximation in systems coupled to a thermal environment with position-
dependent temperature. In this chapter, we consider another type of non-isothermal
systems, namely, systems simultaneously coupled to multiple heat reservoirs with dif-
ferent but constant (i.e., position-independent) temperatures, and address the question of
whether the fluctuation theorems hold in the overdamped regime in this non-isothermal
system.

First of all, we discuss that naive extensions of the overdamped approximation dramat-
ically fail in the presence of multiple heat reservoirs. This is because the velocity degrees
of freedom, which are assumed to instantaneously relax in the overdamped approximation,
conduct infinite amounts of heat. As a consequence, thermodynamic quantities such as
the entropy production diverge, and we cannot therefore deal with this kind of situations if
we start from the overdamped Langevin equation or the Fokker-Planck equation. Hence,
we need to invoke a sophisticated method to derive the overdamped approximation in the
presence of multiple reservoirs. To this aim, we first begin with the underdamped descrip-
tion and construct underdamped stochastic thermodynamics. Then, in the presence of a
single reservoir, we show that the overdamped theory can systematically be derived from
the underdamped theory by the singular expansion of the time-evolution equation of the
generating function. Finally, we derive the overdamped approximation in the presence
of multiple reservoirs and show that the fluctuation theorems hold in the ordinary forms
under the overdamped approximation. This chapter is mainly based on the published
article [1].

4.1 Breakdown of naive overdamped approximations
with multiple reservoirs

As naive attempts to construct an overdamped approximation in the presence of multiple
heat reservoirs, we here consider two methods. One is based on the Langevin equation
and the other is based on the Fokker-Planck equation.
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Chapter 4. Fluctuation theorems in overdamped theory with multiple reservoirs

4.1.1 Naive overdamped Langevin approach
We here attempt to construct an overdamped approximation from the overdamped Langevin
equation. We consider a situation where one degree of freedom is simultaneously coupled
to two heat reservoirs with temperatures T h and T c (T h > T c). A prototypical example
is Feynman’s ratchet (see, e.g., Ref. [90, 91]). For simplicity, let us consider a situation in
which no external force is applied. Then, the overdamped Langevin equation is written
as

0 = −γhẋt − γcẋt + ζh
t + ζc

t , (4.1)

where γµ’s (µ = h, c) are the friction constants. The white Gaussian noises ζµt (µ = h, c)
satisfy

〈ζµt 〉 = 0, (4.2)
〈ζµt ζνs 〉 = 2δµνγµkBT

µδ(t− s). (4.3)

Due to the work by Sekimoto [92, 93], the heat flowing from the system to each heat
reservoir should be defined as the negative of the “work” that the reservoir does on the
system via the friction force and the thermal force. Namely, the heats flowing from time
t = 0 to τ are defined by

Qµ = −
∫ τ

0

dt (−γµẋt + ζµt )ẋt. (4.4)

From the Langevin equation (4.1), the average of the heats can formally be calculated as

〈Qh〉 = −〈Qc〉 = − 2kBγ
hγc

(γh + γc)2
(T h − T c)

∫ τ

0

dt δ(0). (4.5)

Thus, 〈Qh〉 (〈Qc〉) negatively (positively) diverges. In this way, the naive extension of the
overdamped Langevin equation results in ill-defined heats and fails to evaluate thermo-
dynamic quantities.

The physical origin of this divergence lies in the assumption of the overdamped approx-
imation that the velocity relaxation time ε is infinitesimal. Unlike the isothermal case, the
velocity is not in an equilibrium state but in a nonequilibrium steady state, and therefore
transfer heat in the velocity relaxation time scale ε. Hence, the heat conductivity, which
is inversely proportional to ε, diverges.

On the basis of this observation, we can roughly estimate the averaged heat. The
velocity relaxation time scale is given by ε = m/(γh + γc) with m defined as the mass
of the particle. Therefore, the δ function on the right-hand side of Eq. (4.5) is roughly
estimated to be δ(0) ∼ ε−1 = (γh + γc)/m. As a result, the averaged amounts of heat are
estimated as

〈Qh〉 = −〈Qc〉 ∼ − 2kBγ
hγc

m(γh + γc)
(T h − T c)τ. (4.6)

This result is consistent with the direct calculation from underdamped Langevin equation
(see Ref. [91]).

We note that the divergence of heat can be circumvented by introducing additional
degrees of freedom. For example, we can consider models consisting of two or more
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4.2. Underdamped stochastic thermodynamics

interacting Brownian particles where each particle is coupled to at most one heat reser-
voir [93–96]. Some models of Feynman’s ratchet (e.g., [91, 92, 97, 98]) belong to this
category. For these models, the divergence of heat does not occur since each velocity
equilibrates with its own reservoir and therefore belong to an equilibrium state.

4.1.2 Naive Fokker-Planck approach
We here seek to construct overdamped stochastic thermodynamics from the Fokker-Planck
equation with the additive current in the presence of multiple reservoirs [99]. In this case,
the time evolution of the overdamped probability distribution function P od

t (x) is written
as

∂tP
od
t (x) = −∂xJod

t (x), (4.7)
where the current Jod

t can be decomposed into contributions of each reservoir. Namely,
the current can be written as

Jod
t (x) =

∑
µ

Jod,µ
t (x), (4.8)

where we define
Jod,µ
t (x) =

1

γµ
(ft(x)− kBT

µ∂x)P
od
t (x) (4.9)

with ft(x) being the systematic force. We note that an equivalent dynamics can be
derived from the continuous limit of the master equation in the presence of multiple
reservoirs [100]. As elaborated in Ref. [99], the averaged heat flowing from the system to
the µth reservoir should be identified as

〈Q̇µ
t 〉 =

∫
dx Jod,µ

t (x)ft(x). (4.10)

Therefore, the heat flows vanish in the absence of the systematic force. This is an un-
physical consequence since the velocity degrees of freedom convey nonzero heat between
the reservoirs at different temperatures. In Ref. [99], it is implicitly assumed that the
velocity degrees of freedom have no contribution to thermodynamic quantities, but there
are various situations where this assumption breaks down in the presence of multiple
reservoirs.

4.2 Underdamped stochastic thermodynamics
In the previous section, we see that two naive approaches to construct an overdamped
approximation fail in the presence of multiple reservoirs. Therefore, we here go back to
the underdamped Langevin description and construct stochastic thermodynamics.

4.2.1 Underdamped Langevin dynamics
We consider an N -dimensional underdamped Langevin system coupled to multiple heat
reservoirs. The underdamped Langevin equation reads

dxt = vtdt, (4.11)
mdvt = ft(xt)dt+

∑
µ

(−γµvtdt+
√

2γµkBT µdwµ
t ), (4.12)
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where γµ and T µ are the friction coefficient and the temperature of the µth reservoir,
respectively. The systematic force ft(x) can be decomposed into the conservative force
and the nonconservative one as

ft(x) = −∂xVt(x) + fnc
t (x). (4.13)

The thermal noises are modelled by the Wiener processes dwµ
t satisfying

〈dwµ
t 〉 = 0, (4.14)

dwµ
t (dw

ν
s )

T = δµν1dt, (4.15)

where 1 is the N ×N unit matrix.
Following Refs. [92, 93], we define heat flowing from the system to the µth reservoir

by

δQµ
t := −vt ◦ (−γµvtdt+

√
2γµkBT µdwµ

t ) (4.16)
= γµv2t dt−

√
2γµkBT µvt ◦ dwµ

t , (4.17)

where the symbol ◦ represents the Stratonovich product (see Appendix A for detail) and
the inner product for N -dimensional vectors at the same time. The Stratonovich product
can be transformed into the Itô product as

δQµ
t = γµ

(
v2t −

NkBT
µ

m

)
dt−

√
2γµkBT µvt · dwµ

t , (4.18)

where the symbol · represents the Itô product and the inner product at the same time.
Therefore, the averaged heat is given by

δ〈Qµ
t 〉 =

NkBγ
µ

m

(
m〈v2t 〉
NkB

− T µ

)
dt, (4.19)

which indicates that the heat flows are proportional to the difference between the effective
temperature of the velocity degrees of freedom and the physical temperature of the µth
heat reservoir.

We note that Eqs. (4.11) and (4.12) are dynamically equivalent to the following equa-
tions:

dxt = vtdt, (4.20)
mdvt = ft(xt)dt− γeffvtdt+

√
2γeffkBT effdweff

t , (4.21)

where we define the effective friction coefficient

γeff =
∑
µ

γµ (4.22)

and the effective temperature

T eff =

∑
µ γ

µT µ∑
µ γ

µ
, (4.23)

and dweff
t is another Wiener process. However, in this description the heat from each

reservoir cannot be distinguished since the thermal noises are mixed up.
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4.2.2 First and second laws of thermodynaics
We here consider the first and second laws of thermodynamics. The energy of this system
is given by

Ut(x, t) = Vt(x) +
1

2
mv2. (4.24)

Therefore, its change can be written as
dUt(xt, vt) = (∂tVt(xt))dt+ (∂xVt(xt))dxt +mvt ◦ dvt. (4.25)

By inserting Eq. (4.12), we obtain

dUt(xt, vt) = (∂tVt(xt))dt+ (∂xVt(xt))dxt + vtft(xt)dt−
∑
µ

(γµv2t dt−
√
2γµkBT µvt ◦ dwµ

t )

= δW c
t + δW nc

t −
∑
µ

δQµ
t

= δWt −
∑
µ

δQµ
t , (4.26)

where we define the conservative work
δW c

t := (∂tVt(xt))dt, (4.27)
the nonconservative work

δW nc
t := vtf

nc
t (xt)dt, (4.28)

and the total work
δWt := δW c

t + δW nc
t = (∂tVt(xt))dt+ vtf

nc
t (xt)dt. (4.29)

Therefore, by integrating from t = 0 to τ , we obtain the first law at the trajectory level
as

∆U = W c +W nc −
∑
µ

Qµ = W −
∑
µ

Qµ, (4.30)

where ∆U = Uτ (xτ , vτ ) − U0(x0, v0) and I =
∫ τ

t=0
δIt (I = W c,W nc,W,Qµ). Hence, we

obtain the first law at the ensemble level as
〈∆U〉 = 〈W c〉+ 〈W nc〉 −

∑
µ

〈Qµ〉 = 〈W 〉 −
∑
µ

〈Qµ〉. (4.31)

To formulate the second law of thermodynamics, we define the unaveraged Shannon
entropy of the system by

st := − lnPt(xt, vt), (4.32)
where Pt is the joint probability distribution function in phase space at time t. Since the
thermodynamic entropy production in the µth reservoir is given by Qµ/T µ, the entropy
production of the total system is identified as

∆stot := ∆s+
∑
µ

Qµ

T µ
, (4.33)

where ∆s = sτ − s0. The total entropy production can be either positive or negative
at the trajectory level. Nevertheless, from the fluctuation theorem derived later, we can
derive the second law at the ensemble level

〈∆stot〉 ≥ 0. (4.34)
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4.2.3 Generating function
Suppose that we are interested in a set of quantities in the form

δX i
t = a

i(0)
t (xt, vt)dt+

1

ε
a
i(−1)
t (xt, vt)dt+

∑
µ

√
2γ̃µT̃ µ

ε
biµt (xt, vt) · dwµ

t , (4.35)

where we define the momentum relaxation time, the rescaled friction coefficient and the
rescaled temperature as

ε =
m

γeff , (4.36)

γ̃µ =
γµ

γeff , (4.37)

T̃ µ =
T µ

T eff , (4.38)

respectively. We note that these rescaled quantities satisfy∑
µ

γ̃µ = 1, (4.39)∑
µ

γ̃µT̃ µ = 1. (4.40)

To investigate the statistics of these quantities we define the generating function as

GX,t(x, v, {Λi}) :=

〈
δ(xt − x)δ(vt − v) exp

[∑
i

ΛiX i
t

]〉
. (4.41)

When all Λi vanish, the generating function reduces to the probability distribution func-
tion as

GX,t(x, v, {0}) = 〈δ(xt − x)δ(vt − v)〉 =: Pt(x, v). (4.42)
When we set X i

0 = 0 at the initial time, we obtain the initial condition

GX,0(x, v, {Λi}) = 〈δ(x0 − x)δ(v0 − v)〉 =: P0(x, v) (4.43)

Moreover, we define the integrated generating function

GX,t({Λi}) :=

〈
exp

[∑
i

ΛiX i
t

]〉
=

∫
dxdv GX,t(x, v, {Λi}) (4.44)

and the cumulant generating function

CX,t({Λi}) := ln

〈
exp

[∑
i

ΛiX i
t

]〉
= lnGX,t({Λi}). (4.45)

The statistics of {X i
t} can be obtained from these functions. For example, the average is

given by
〈X i

t〉 = ∂ΛiGX,t|{Λk=0} = ∂ΛiCX,t|{Λk=0}, (4.46)
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and the covariance is given by

〈X i
tX

j
t 〉 − 〈X i

t〉〈X
j
t 〉 = ∂Λi∂ΛjGX,t|{Λk=0} − ∂ΛiGX,t|{Λk=0}∂ΛjGX,t|{Λk=0} (4.47)

= ∂Λi∂ΛjCX,t|{Λk=0}. (4.48)

As detailed in Appendix A, we can derive the time-evolution equation of the generating
function as

∂tGX,t(x, v, {Λi}) = LX,t({Λi})GX,t(x, v, {Λi}). (4.49)
The time-evolution operator LX,t({Λi}) is decomposed as

LX,t({Λi}) = L(0)
X,t({Λ

i}) + 1

ε
L(−1)

X,t ({Λ
i}), (4.50)

where we define

L(0)
X,t({Λ

i}) := −v · ∂x −
1

m
ft(x) · ∂v +

∑
i

Λiai(0), (4.51)

L(−1)
X,t ({Λ

i}) :=
kBT

eff

m
∂2v + ∂v · v +

∑
i

Λiai(−1)

+
∑
i,j,µ

γ̃µT̃ µΛiΛj(biµ · bjµ)− 2

√
kBT eff

m

∑
i,µ

γ̃µT̃ µΛi∂v · biµ. (4.52)

When we set {Λi = 0}, the time-evolution operator reduces to the generator of the
Kramers equation as

LX,t({0}) = LK
t := −v · ∂x −

1

m
ft(x) · ∂v +

1

ε

kBT
eff

m
∂2v +

1

ε
∂v · v. (4.53)

When we are interested in the statistics of heat

δQµ = γµ
(
v2t −

NkBT
µ

m

)
dt−

√
2γµkBT µvt · dwµ

t , (4.54)

we should set

a
µ(0)
t (x, v) = 0, (4.55)

a
µ(−1)
t (x, v) =

mγ̃µ

kBT effv
2 −Nγ̃µT̃ µ, (4.56)

bµνt (x, v) = −δµν
√

m

kBT effv. (4.57)

As a result, we obtain the time-evolution operator of the heat-generating function as

LQ,t({Λµ}) = L(0)
t +

1

ε
L(−1)

Q ({Λµ}), (4.58)

where we define

L(0)
t = −v · ∂x −

1

m
ft(x) · ∂v, (4.59)

L(−1)
Q ({Λµ}) =

kBT
eff

m
∂2v + (1 +B)∂v · v +Bv · ∂v +

m

kBT effAv
2 (4.60)
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with

A({Λµ}) =
∑
µ

Λµγ̃µ(1 + ΛµT̃ µ), (4.61)

B({Λµ}) =
∑
µ

Λµγ̃µT̃ µ. (4.62)

4.2.4 Fluctuation theorems
We here enumerate the fluctuation theorems in underdamped stochastic thermodynamics.
The detailed derivations are given in Appendix A since they are somewhat complicated.

For any initial condition and any time interval, the integral fluctuation theorem of the
total entropy production holds:

〈e−∆stot〉 = 1− λ, (4.63)

where λ is the degree of absolute irreversibility. Therefore the averaged entropy production
is always positive as

〈∆stot〉 ≥ − ln(1− λ) ≥ 0. (4.64)

Next, we consider the process that starts from a thermal equilibrium state P eq
0 (x, v)

with respect to one of the reservoirs with temperature T 0, where we define the equilibrium
probability distribution function

P eq
t (x, v) = exp

[
−Ut(x, v)− Ft

kBT 0

]
, (4.65)

and the free energy

Ft = −kBT
0 ln
∫
dxdv exp

[
−Ut(x, v)

kBT 0

]
. (4.66)

We define the irreversible entropy production [101], which is a generalization of the dissi-
pated heat in isothermal systems, as

∆is = − lnP eq
τ (xτ , vτ ) + lnP eq

0 (x0, v0) +
∑
µ

Qµ

kBT µ
(4.67)

=
W −∆F −

∑
µ η

µQµ

kBT 0
, (4.68)

where ηµ := 1 − T 0/T µ is the Carnot efficiency between the reference reservoir and the
µth reservoir. For this quantity, the detailed fluctuation theorem holds:

P̄ (−∆is)

P (∆is)
= e−∆is, (4.69)

where P̄ is the probability of the time-reversed process. We hence obtain the fluctuation
theorem

〈e−∆is〉 = 1 (4.70)
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4.3. Consistency of the overdamped limit in the isothermal dynamics

and the second-law-like inequality
〈∆is〉 ≥ 0. (4.71)

Finally, the steady-state fluctuation theorem is satisfied due to the symmetry

L‡
Q,t({−Λµ − β̃µ}) = LQ,t({Λµ}) (4.72)

as long as the van Zon-Cohen singularity is absent (see Appendix A for detail), where we
define β̃µ = 1/T̃ µ and the symbol ‡ indicates the inversion of velocities and the Hermitian
conjugate at the same time.

4.3 Consistency of the overdamped limit in the isother-
mal dynamics

We here consider the system coupled to a single reservoir, and derive the overdamped
approximation by the singular expansion of the time-evolution equation of the generat-
ing function. In this isothermal setup, the result coincides with the overdamped theory
constructed from the overdamped Langevin equation.

4.3.1 Overdamped theory derived from the generating function
We here approximate the time evolution of the generating function by assuming that we
are interested in a time scale much larger than the velocity relaxation time scale ε = m/γ.
As a result, the velocity degrees of freedom are eliminated and the time evolution with
respect to positions is obtained. We note that similar methods are used in Refs. [75, 79, 80]
to derive the overdamped approximation for systems coupled to a heat reservoir with a
position-dependent temperature.

To be specific, we consider the time evolution of the heat-generating function

LQ,t(Λ) = L(0)
t +

1

ε
L(−1)

Q (Λ), (4.73)

where

L(0)
t = −v · ∂x −

1

m
ft(x) · ∂v, (4.74)

L(−1)
Q (Λ) =

kBT

m
∂2v + (1 + Λ)∂v · v + Λv · ∂v +

m

kBT
Λ(1 + Λ)v2, (4.75)

and we derive its overdamped approximation.

Time-scale separation and singular expansion

We introduce three time scales: fast time scale θ = ε−1t, intermediate time scale t, and
slow time scale t̂ = εt, and deal them as if they were independent variables to conduct
the singular expansion. We assume that ε is small and the three time scales are therefore
separated. Moreover, we assume that the time dependence of the systematic force is
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Chapter 4. Fluctuation theorems in overdamped theory with multiple reservoirs

restricted to the intermediate and slow time scales as f = ft,t̂. Then, the time evolution
of the heat generating function is given by

1

ε
∂θGQ,θ,t,t̂ + ∂tGQ,θ,t,t̂ + ε∂t̂GQ,θ,t,t̂ = L(0)

t,t̂
GQ,θ,t,t̂ +

1

ε
L(−1)

Q (Λ). (4.76)

We assume that the generating function G can be expanded with respect to ε as

GQ,θ,t,t̂ = G
(0)

Q,θ,t,t̂
+ εG

(1)

Q,θ,t,t̂
+ ε2G

(2)

Q,θ,t,t̂
+ · · · . (4.77)

Therefore, from each order of ε of Eq. (4.76), we obtain a set of equations as

−(∂θ − L(−1)
Q (Λ))G

(0)

Q,θ,t,t̂
= 0, (4.78)

−(∂θ − L(−1)
Q (Λ))G

(1)

Q,θ,t,t̂
= (∂t − L(0)

t,t̂
)G

(0)

Q,θ,t,t̂
, (4.79)

−(∂θ − L(−1)
Q (Λ))G

(2)

Q,θ,t,t̂
= (∂t − L(0)

t,t̂
)G

(1)

Q,θ,t,t̂
+ ∂t̂G

(0)

Q,θ,t,t̂
, (4.80)

and higher-order equalities. We solve these equations iteratively from a lower order to a
higher order.

The equality of O(ε−1) is solved once we obtain the eigenfunctions of the operator
L(−1)

Q (Λ). To this aim, we transform L(−1)
Q (Λ) into a Hermitian operator as

L(−1),H
Q (Λ) := e

1+2Λ
4

mv2

kBT L(−1)
Q (Λ)e

− 1+2Λ
4

mv2

kBT (4.81)

=
kBT

m
∂2v −

m

4kBT
v2 +

1

2
N. (4.82)

This time-evolution operator is essentially the negative of the Hamiltonian of the quantum
harmonic oscillator. Hence, the eigenvalues are

−E{ni} = −
N∑
i=1

ni (ni = 0, 1, · · · ) (4.83)

and the corresponding eigenfunctions are

ψ{ni}(v) = e
− mv2

4kBT

N∏
i=1

√
1

2nini!

√
m

2πkBT
Hni

(√
m

2kBT
vi

)
, (4.84)

where Hn(·) is the nth-order Hermite polynomial. Therefore, the original non-Hermite
operator L(−1)

Q (Λ) has the eigenvalues

−E{ni} = −
N∑
i=1

ni, (4.85)

the right eigenfunctions

φ{ni}(v,Λ) = e
− 1+Λ

2
mv2

kBT

N∏
i=1

√
1

2nini!

√
m

2πkBT
Hni

(√
m

2kBT
vi

)
, (4.86)
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and the left eigenfunctions

φ̄{ni}(v,Λ) = e
Λ
2

mv2

kBT

N∏
i=1

√
1

2nini!

√
m

2πkBT
Hni

(√
m

2kBT
vi

)
. (4.87)

The orthogonality of the eigenfunctions is given by∫
dv φ̄{mi}(v,Λ)φ{ni}(v,Λ) =

N∏
i=1

δmini
. (4.88)

Therefore, the solution of Eq. (4.78) is a sum of the functions of the form

e−E{ni}θφ{ni}(v,Λ). (4.89)

When we are interested in the dynamics in the intermediate time scale t, the term with
the smallest E{ni}, i.e., E{0} = 0, survives and the other terms exponentially decay in the
fast time scale θ. Then, the generating function can be approximated as

G
(0)

Q,θ,t,t̂
(x, v,Λ) = Ĝ

(0)

Q,t,t̂
(x,Λ)φ{0}(v,Λ), (4.90)

where Ĝ(0)

Q,t,t̂
(x,Λ) is an arbitrary function independent of θ and v. Thus, the dependence

on the positional degrees of freedom is separated from the velocity degrees of freedom. In
a similar way, as long as we are not interested in the evolution in the fast time scale, we
can replace the fast time derivative ∂θ with the largest eigenvalue of L(−1)

Q (Λ), i.e., with
zero. Therefore, the time-evolution equations reduce to

L(−1)
Q (Λ)G

(1)

Q,θ,t,t̂
(x, v,Λ) = (∂t − L(0)

t,t̂
)G

(0)

Q,θ,t,t̂
(x, v,Λ), (4.91)

L(−1)
Q (Λ)G

(2)

Q,θ,t,t̂
(x, v,Λ) = (∂t − L(0)

t,t̂
)G

(1)

Q,θ,t,t̂
(x, v,Λ) + ∂t̂G

(0)

Q,θ,t,t̂
(x, v,Λ). (4.92)

Consistency relations

By multiplying Eqs. (4.79) and (4.80) by φ̄{0} and integrating them over v, we obtain

0 =

∫
dv φ̄{0}(v,Λ)(∂t − L(0)

t,t̂
)G

(0)

Q,θ,t,t̂
(x, v,Λ), (4.93)

0 =

∫
dv φ̄{0}(v,Λ)

[
(∂t − L(0)

t,t̂
)G

(1)

Q,θ,t,t̂
(x, v,Λ) + ∂t̂G

(0)

Q,θ,t,t̂
(x, v,Λ)

]
, (4.94)

since φ̄{0} is the left eigenfunction of L(−1)
Q (Λ) with the zero eigenvalue. We call these

equations the consistency relations since they should be satisfied for the singular expansion
to be consistent. By inserting Eq. (4.90) into Eq. (4.93), we obtain

0 =

∫
dv φ̄{0}(v,Λ)

[
∂t + v ·

(
∂x −

1 + Λ

kBT
ft,t̂(x)

)]
Ĝ

(0)

Q,t,t̂
(x,Λ)φ{0}(v,Λ) (4.95)

= ∂tĜ
(0)

Q,t,t̂
(x,Λ)

∫
dv φ̄{0}(v,Λ)φ{0}(v,Λ)

+

(
∂x −

1 + Λ

kBT
ft,t̂(x)

)
Ĝ

(0)

Q,t,t̂
(x,Λ) ·

∫
dv φ̄{0}(v,Λ)vφ{0}(v,Λ) (4.96)

= ∂tĜ
(0)

Q,t,t̂
(x,Λ). (4.97)

47



Chapter 4. Fluctuation theorems in overdamped theory with multiple reservoirs

Therefore, Eq. (4.79) reduces to

L(−1)
Q (Λ)G

(1)

Q,θ,t,t̂
(x, v,Λ) = v ·

[(
∂x −

1 + Λ

kBT
ft,t̂(x)

)
Ĝ

(0)

Q,t,t̂
(x,Λ)

]
φ{0}(v,Λ). (4.98)

By noting L(−1)
Q (Λ)(viφ{0}) = −viφ{0}, we obtain the solution

G
(1)

Q,θ,t,t̂
(x, v,Λ) =

[
Ĝ

(1)

Q,t,t̂
(x,Λ)− v ·

(
∂x −

1 + Λ

kBT
ft,t̂(x)

)
Ĝ

(0)

Q,t,t̂
(x,Λ)

]
φ{0}(v,Λ), (4.99)

where Ĝ
(1)

Q,t,t̂
(x,Λ) is an arbitrary function independent of θ and v. Then, after some

algebra, the consistency relation (4.94) reduces to

∂t̂Ĝ
(0)

Q,t,t̂
(x,Λ) + ∂tĜ

(1)

Q,t,t̂
(x,Λ)

=

[
kBT

m
∂2x −

1 + Λ

m
∂x · ft,t̂(x)−

Λ

m
ft,t̂(x) · ∂x +

Λ(1 + Λ)

mkBT
ft,t̂(x)

2

]
Ĝ

(0)

Q,t,t̂
(x,Λ).

(4.100)

Overdamped approximation

Let us define the overdamped generating function by

God
Q,t(x,Λ) =

√ 1

1 + Λ

√
2πkBT

m

N

[Ĝ
(0)
Q,t,εt(x,Λ) + εĜ

(1)
Q,t,εt(x,Λ)]. (4.101)

Then, from Eq. (4.100), the time-evolution of this function is given by

∂tG
od
Q,t(x,Λ) ' Lod

Q,t(Λ)G
od
Q,t(x,Λ), (4.102)

where we define

Lod
Q,t(Λ) = ε

[
kBT

m
∂2x −

1 + Λ

m
∂x · ft(x)−

Λ

m
ft(x) · ∂x +

Λ(1 + Λ)

mkBT
ft(x)

2

]
(4.103)

and the symbol ' represents the equality up to O(ε2). Moreover, by integrating the
underdamped heat-generating function over v, we obtain∫

dv GQ,t(x, v,Λ) ' God
Q,t(x,Λ). (4.104)

Therefore, when Λ vanishes, we obtain

God
Q,t(x, 0) '

∫
dv GQ,t(x, v, 0) =

∫
dv Pt(x, v) = P od

t (x). (4.105)

Furthermore, the initial condition is given by

God
Q,0(x,Λ) '

∫
dv GQ,0(x, v,Λ) =

∫
dv P0(x, v) =: P od

0 (x). (4.106)
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Thus, from Eqs. (4.102) and (4.106), we can approximately calculate the time evolution
of the overdamped generating function (4.101) only by the positional degrees of freedom.
By integrating Eq. (4.104) over x, we obtain

GQ,t(Λ) ' God
Q,t(Λ), (4.107)

where we define
God
Q,t(Λ) =

∫
dx God

Q,t(x,Λ). (4.108)

In this way, the overdamped theory can be obtained by way of the time-scale separation
and the singular expansion.

4.3.2 Overdamped theory derived from the Langevin equation
We here start from the overdamped Langevin equation and derive the overdamped theory
in the presence of a single reservoir. The result coincides with the one derived from the
generating function in the previous section.

We consider the N -dimensional overdamped Langevin equation:

0 = ft(xt)dt− γdxt +
√
2γkBTdwt, (4.109)

or equivalently,

dxt =
ft(xt)

γ
dt+

√
2kBT

γ
dwt. (4.110)

The stochastic heat is defined by [92, 93]

δQod
t := −

(
−γ dxt

dt
+
√

2γkBT
dwt

dt

)
◦ dxt (4.111)

= ft(xt) ◦ dxt. (4.112)

Let us consider a quantity of the form

δXt = a
(0)
t (xt)dt+

ε

mkBT
a
(1)
t (xt)dt+

√
2ε

mkBT
bt(xt) · dwt. (4.113)

The generating function is defined by

God
X,t(x,Λ) := 〈δ(xt − x) exp [ΛXt]〉 . (4.114)

When Λ = 0, the generating function reduces to the probability distribution function of
the position as

God
X,t(x, 0) = 〈δ(xt − x)〉 =: P od

t (x). (4.115)
When Xt vanishes at the initial time t = 0, we obtain the initial condition

God
X,0(x,Λ) = 〈δ(x0 − x)〉 = P od

0 (x). (4.116)

As in the underdamped case, we can derive the time-evolution equation for the gen-
erating function as

∂tG
od
X,t(x,Λ) = Lod

X,t(Λ)G
od
X,t(x,Λ), (4.117)
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where we define the time-evolution operator by

Lod
X,t(Λ) = Λa

(0)
t (x) + ε

[
kBT

m
∂2x −

1

m
∂x · [ft(x) + 2Λbt(x)] +

1

mkBT
Λ[a

(1)
t (x) + Λbt(x)

2]

]
.

(4.118)
When we set Λ = 0, this time-evolution operator reduces to the generator of the Fokker-
Planck equation as

Lod
X,t(0) = LFP

t :=
kBT

m
∂2x −

1

m
∂x · ft(x). (4.119)

Since the heat is given by

δQod
t =

1

γkBT

[
ft(xt)

2 + kBT∂x(ft(xt))
]
dt+

√
2

γkBT
ft(xt) · dwt, (4.120)

the time evolution of the heat-generating function is determined as

Lod
Q,t(Λ) =

kBT

m
∂2x −

1

m
∂x · [ft(x) + 2Λft(x)] +

1

mkBT
Λ[ft(x)

2 + kBT∂x(ft(x)) + Λft(x)
2]

=
kBT

m
∂2x −

1 + Λ

m
∂x · ft(x)−

Λ

m
ft(x) · ∂x +

Λ(1 + Λ)

mkBT
ft(x)

2, (4.121)

which coincides with the time-evolution operator (4.103) derived in the previous section.
Therefore, the overdamped theory constructed from the overdamped Langevin equation
is equivalent to that derived from the heat-generating function. In a similar way, we can
show the equivalence of the two methods for the total entropy production ∆stot and the
irreversible entropy production ∆is as shown in Appendix A.

4.4 Overdamped theory with multiple reservoirs
We here consider the overdamped approximation in the presence of multiple heat reser-
voirs. As we see in Sec. 4.1, we cannot construct the overdamped theory when we naively
start from the overdamped Langevin equation. Therefore, we start from the underdamped
stochastic thermodynamics in Sec. 4.2 and derive its overdamped approximation by using
the singular expansion described in Sec. 4.3.

To be specific, we consider the heat-generating function GQ,t(x, v, {Λµ}) and its time
evolution operator

LQ,t({Λµ}) = L(0)
t +

1

ε
L(−1)

Q ({Λµ}), (4.122)

where

L(0)
t = −v · ∂x −

1

m
ft(x) · ∂v, (4.123)

L(−1)
Q ({Λµ}) =

kBT
eff

m
∂2v + (1 +B)∂v · v +Bv · ∂v +

m

kBT effAv
2 (4.124)

with

A({Λµ}) =
∑
µ

Λµγ̃µ(1 + ΛµT̃ µ), (4.125)

B({Λµ}) =
∑
µ

Λµγ̃µT̃ µ. (4.126)
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4.4.1 Overdamped approximation with multiple reservoirs
By assuming the time-scale separation, we obtain the same set of Eqs. (4.78), (4.79) and
(4.80). The crucial difference from the previous case with a single reservoir is that the
largest eigenvalue of L(−1)

Q ({Λµ}) is nonzero. Actually, L(−1)
Q ({Λµ}) can be Hermitianized

as

L(−1),H
Q ({Λµ}) := e

1+2B
4

mv2

kBTeff L(−1)
Q (Λ)e

− 1+2B
4

mv2

kBTeff (4.127)

=
kBT

eff

m
∂2v −

m

kBT eff
(1 + 2B)2 − 4A

4
v2 +

1

2
N. (4.128)

Therefore, the eigenvalues are

−E{ni}({Λµ}) = −R
∑
i

ni +
1

2
N(1−R), (4.129)

where we define
R({Λµ}) :=

√
(1 + 2B)2 − 4A. (4.130)

The corresponding eigenfunctions are given by

ψ{ni}(v, {Λµ}) = e
−R

4
mv2

kBTeff
N∏
i=1

√
1

2nini!

√
mR

2πkBT effHni

(√
mR

2kBT effvi

)
. (4.131)

Hence, we obtain the largest eigenvalue of L(−1)
Q ({Λµ})

α({Λµ}) := 1

2
N(1−R), (4.132)

the corresponding right eigenfunction

φα(v, {Λµ}) =
(

mR

2πkBT eff

)N
4

e
−κ

2
mv2

kBTeff (4.133)

and the corresponding left eigenfunction

φ̄α(v, {Λµ}) =
(

mR

2πkBT eff

)N
4

e
− ρ

2
mv2

kBTeff , (4.134)

where we define

κ({Λµ}) :=
1 + 2B +R

2
, (4.135)

ρ({Λµ}) :=
−1− 2B +R

2
. (4.136)

Since we are interested in the time scale slower than θ, the derivative ∂θ can be replaced
with the largest eigenvalue α. Moreover, because α is nonzero, the generating function
has an explicit θ-dependence as

G
(0)

Q,θ,t,t̂
(x, v, {Λµ}) = Ĝ

(0)

Q,t,t̂
(x, {Λµ})eαθφα(v, {Λµ}). (4.137)
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This new factor eαθ corresponds to heat transfer due to the velocity degrees of freedom
in the fast time scale. From the consistency relation of O(ε0), we obtain

∂tĜ
(0)

Q,t,t̂
(x, {Λµ}) = 0. (4.138)

Then, the equation to the order of O(ε0) is solved to be

G
(1)

Q,θ,t,t̂
(x, v, {Λµ})

=

[
Ĝ

(1)

Q,t,t̂
(x, {Λµ})− 1

R
v ·
(
∂x −

κ

kBT effft,t̂(x)

)
Ĝ

(0)

Q,t,t̂
(x, {Λµ})

]
eαθφα(v, {Λµ}).

(4.139)

Inserting this result into the consistency relation of O(ε), we obtain

∂t̂Ĝ
(0)

Q,t,t̂
(x, {Λµ}) + ∂tĜ

(1)

Q,t,t̂
(x, {Λµ})

=
1

R2

[
kBT

eff

m
∂2x −

κ

m
∂x · ft,t̂(x) +

ρ

m
ft,t̂(x) · ∂x +

A

mkBT effft,t̂(x)
2

]
Ĝ

(0)

Q,t,t̂
(x, {Λµ}).

(4.140)

We define the overdamped generating function

God
Q,t(x, {Λ}) :=

√√
R

κ

√
2πkBT eff

m

N

[Ĝ
(0)
Q,t,εt(x, , {Λ}) + εĜ

(1)
Q,t,εt(x, , {Λ})]. (4.141)

Then, its time evolution is given by

∂tG
od
Q,t(x, {Λ}) ' Lod

Q,t({Λµ})God
Q,t(x, {Λ}), (4.142)

where we define the overdamped time-evolution operator by

Lod
Q,t({Λµ}) := ε

R2

[
kBT

eff

m
∂2x −

κ

m
∂x · ft(x) +

ρ

m
ft(x) · ∂x +

A

mkBT effft(x)
2

]
. (4.143)

By integrating out the velocities in the underdamped generating function, we obtain∫
dv GQ,t(x, v, {Λµ}) = [God

Q,t(x, {Λµ}) +O(ε2)]Gv
Q,t({Λµ}), (4.144)

where we define the contribution of the velocity degrees of freedom by

Gv
Q,t({Λµ}) := exp

[
αt

ε

]
= exp

[
N(1−R)t

2ε

]
. (4.145)

By setting all Λµ to zero, we obtain

God
Q,t(x, {0}) '

∫
dv GQ,t(x, v, {0}) =

∫
dv Pt(x, v) = P od

t (x). (4.146)
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The initial condition is given by

God
Q,0(x, {Λµ}) '

∫
dv GQ,0(x, v, {Λµ}) =

∫
dv P0(x, v) = P od

0 (x). (4.147)

By integrating Eq. (4.144) over x, we obtain

GQ,t({Λµ}) = [God
Q,t({Λµ}) +O(ε2)]Gv

Q,t({Λµ}), (4.148)

where we define the overdamped generating function by

God
Q,t({Λµ}) :=

∫
dx God

Q,t(x, {Λµ}). (4.149)

We note that similar overdamped approximations can be derived for the total entropy
production ∆stot and the irreversible entropy production ∆si as shown in Appendix A.

Let us consider the errors of the overdamped approximation. The nth moment of the
heat is given by the nth derivative of Eq. (4.148). The largest error originates from the
term of the form

O(ε2)
∂n

∂Λµ1 · · · ∂Λµn
exp

[
αt

ε

]
. (4.150)

Thus, the nth moment calculated from the overdamped approximation has an error of
O(ε2−n). The cumulant generating function is approximated as

CQ,t({Λµ}) ' α({Λµ})
ε

t+ lnGod
Q,t({Λµ}). (4.151)

The first term represents the heat transfer by the velocity degrees of freedom in the fast
time scale, while the second term originates from the heat transfer by the positional
degrees of freedom in the slower time scales.

We now discuss how to implement the boundary conditions. Let us consider the
reflecting boundary condition. In the underdamped theory, the boundary condition at
the position x0 is given by

GQ,t(x0, v, {Λµ}) = GQ,t(x0,Rv, {Λµ}), (4.152)

where Rv := v−2(v ·n̂)n̂ is the velocity reflected by the boundary with the outward-facing
normal unit vector n̂. The zeroth-order term (4.137) automatically satisfies the boundary
condition. For the first-order term (4.139) to satisfy this condition, the following relation
should hold

n̂ ·
(
∂x −

κ

kBT effft,t̂(x)

)
God

Q,t(x0, {Λµ}) = 0, (4.153)

which is the approximated reflecting boundary condition. Meanwhile, the absorbing
boundary condition GQ,t(x0, v, {Λµ}) = 0 is approximated as God

Q,t(x0, {Λµ}) = 0.
Finally, let us compare our method with the two naive approaches in Sec, 4.1. Starting

from the overdamped Langevin equation means that we set ε to zero from the beginning.
As a result, the heat transferred by the velocity degrees of freedom diverges. In contrast,
in our method, we keep ε small but nonzero. This is the reason why we can circumvent
the divergence of heat and construct the overdamped theory.
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Chapter 4. Fluctuation theorems in overdamped theory with multiple reservoirs

In the naive approach based on the additive Fokker-Planck equation, it is assumed
that the fast degrees of freedom do not contribute to the evolution of thermodynamic
quantities. This assumption obviously breaks down in our setup since the velocity degrees
of freedom transfer heat. Nevertheless, one may think that overdamped theory can be
constructed by adding this contribution by hand. Unfortunately, this seems impossible
since the time-evolution operator (4.143) cannot be written as the sum of a contribution
from each reservoir. This nonadditive form indicates that the heat transfer by one reservoir
is nontrivially correlated to that by another reservoir. We thus believe that our systematic
procedure is indispensable to derive the overdamped theory.

4.4.2 First and second laws of thermodynamics
We here consider the first and second laws in the overdamped approximation. We define
the overdamped stochastic heats Qod,µ

t as quantities satisfying

God
Q,t(x, {Λµ}) =

〈
δ(xt − x) exp

[∑
µ

ΛµQµ,od
t

kBT eff

]〉
. (4.154)

We also define the stochastic heat Qv,µ
t transferred by the velocity degrees of freedom as

Gv
Q,t({Λµ}) =

〈
exp

[∑
µ

ΛµQµ,v
t

kBT eff

]〉
. (4.155)

By noting α({Λµ = Λ}) = 0, we obtain

Gv
Q,t({Λµ = Λ}) =

〈
exp

[
Λ

kBT eff

∑
µ

Qµ,v
t

]〉
= 1 (4.156)

for an arbitrary Λ. Hence, we obtain ∑
µ

Qµ,v
t = 0. (4.157)

Thus, the heats transferred by the velocity degrees of freedom in the fast time scale
completely balance each other without any contributions of work and heat transfer in
slower time scales. At the same time, from Eq. (4.148), we obtain

Gt({Λµ = Λ}) ' God
t ({Λµ = Λ}). (4.158)

Therefore, the statics of the sum of the underdamped heat are approximately identical to
that of the overdamped heat as ∑

µ

Qµ
t '

∑
µ

Qµ,od
t , (4.159)

which indicates that the net heat current consists only of the overdamped contributions.
Consequently, the first law of thermodynamics in the overdamped approximation reads

∆U ' W −
∑
µ

Qµ,od
t . (4.160)
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To formulate the second law of thermodynamics, we define the unaveraged overdamped
Shannon entropy by

sod
t := − lnP od

t (xt). (4.161)

Then, the total entropy production is identified to be

∆stot,od := ∆sod +
∑
µ

Qµ,od

kBT µ
, (4.162)

where ∆sod := sod
τ − sod

0 . From the fluctuation theorem below, we can show that the
second law is satisfied as

〈∆stot,od〉 ≥ 0. (4.163)

4.4.3 Fluctuation theorems
We here show that the fluctuation theorems in the original underdamped theory remain
valid under the overdamped approximation. The derivations are given in Appendix A.

For any initial condition, we can derive the integral fluctuation theorem for the total
entropy production as

〈e−∆stot,od〉 = 1− λ, (4.164)

where λ is the degree of absolute irreversibility. This is the overdamped analog of
Eq. (4.63). Consequently, the second law of thermodynamics is satisfied:

〈∆stot,od〉 ≥ − ln(1− λ) ≥ 0. (4.165)

Next, we consider the process that starts from a thermal equilibrium state P eq,od
0 (x)

with respect to one of the reservoirs at temperature T 0. We here define

P eq,od
t (x) = exp

[
−Vt(x)− F od

t

kBT 0

]
, (4.166)

and
F od
t = −kBT

0 ln
∫
dx exp

[
−Vt(x)
kBT 0

]
. (4.167)

In this case, the irreversible entropy production is defined by

∆is
od =

W −∆F od −
∑

µ η
µQµ,od

kBT 0
(4.168)

with ∆F od = F od
τ − F od

0 . Then, the detailed fluctuation theorem is satisfied as

P̄ (−∆is
od)

P (∆isod)
= e−∆isod

, (4.169)

which is the overdamped version of Eq. (4.69). Therefore, we obtain the integral fluctua-
tion theorem

〈e−∆isod〉 = 1, (4.170)

55



Chapter 4. Fluctuation theorems in overdamped theory with multiple reservoirs

and the second-law-like inequality

〈∆is
od〉 ≥ 0. (4.171)

Finally, the time-evolution operator has the symmetry of the steady-state fluctuation
theorem as

Lod,†
Q,t ({−Λµ − β̃µ}) = Lod

Q,t({Λµ}), (4.172)

which is the counterpart of Eq. (4.72).
Thus, the fluctuation theorems remain valid under the overdamped approximation in

the presence of the multiple reservoirs after we subtract the contributions to the heat and
the entropy productions from the velocity degrees of freedom of O(ε−1).

56



Chapter 5

Gibbs paradox and the fluctuation
theorems

In this chapter, we show an intimate relation between the Gibbs paradox and the fluc-
tuation theorem with absolute irreversibility. First of all, we outline some historical dis-
cussions on the gas mixing given by Gibbs and show that the Gibbs paradox is rooted in
the foundations of thermodynamics and statistical mechanics. Then, following van Kam-
pen, we classify the Gibbs paradox into three distinct aspects: the consistency within
thermodynamics, the consistency within statistical mechanics, and the inter-theoretical
consistency between thermodynamics and statistical mechanics. Next, we review the con-
ventional resolutions of these issues. Then, we point out that the resolution for the last
aspect is restricted to the thermodynamic limit since it is based on extensivity of the ther-
modynamic entropy. Finally, we demonstrate that the fluctuation theorem with absolute
irreversibility takes the place of extensivity to settle the issue in small thermodynamic
systems where the thermodynamic entropy is non-extensive.

Most of the contents of this chapter is based on the published letter [2]. Although the
author has discussed the relation between the Gibbs paradox and absolute irreversibility
in his master thesis [84], the discussion was restricted to the mixing of non-interacting
gases. In contrast, the discussion in this thesis applies to the mixing of interacting gases
as long as interactions do not break additivity.

5.1 Historical discussions
The Gibbs paradox collectively refers to problems concerning the particle-number depen-
dence of the entropy in thermodynamics and statistical mechanics. Here we review some
historical discussions on the Gibbs paradox. Gibbs considered mixing of identical and
different gases and pointed out that their thermodynamic entropy productions differ even
when their dynamics are identical [10]. He argued that this counterintuitive behavior is
rooted in the definition of thermodynamic states [10]. Later on, he revisited the problem of
gas mixing in his renowned textbook on statistical mechanics [11]. Therein he introduced
two phases of statistical mechanics, i.e., the generic phase and the specific phase [11].
Then, he argued that only the generic phase leads to the correct thermodynamic entropy
production upon gas mixing and we must therefore employ this phase [11]. The problem
of gas mixing was later revisited from a viewpoint of the calculation of chemical potentials
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�Sid = 0 �Sdif = 2NkB ln 2

(a)	 (b)	

Figure 5.1: Gas mixing and the Gibbs paradox. (a) Mixing of identical gases. The entropy
production is assumed to be zero. (b) Mixing of different gases. An extensive amount
of the entropy is produced. Even if the difference between two gases is infinitesimal, the
entropy production stays constant and extensive. This behavior of the entropy seems
paradoxical.

based on statistical mechanics [102].

5.1.1 Original Gibbs paradox
In his paper [10, pp.227-229], Gibbs drafted a section entitiled “Considerations relat-
ing to the Increase of Entropy due to the Mixture of Gases by Diffusion.” Gibbs com-
pared the entropy production in mixing of identical gases (Fig. 5.1(a)) and different gases
(Fig. 5.1(b)). Let us consider mixing of two different gases at a constant temperature and
pressure. Suppose that each of them is in either side of an equally separated bipartite
box and the partition is removed to mix the gases. When the gases are identical, the
thermodynamic entropy production should vanish. In contrast, the entropy production
upon different-gas mixing is calculated to be 2NkB ln 2.

Gibbs stressed that the extensive increase of the entropy upon different-gas mixing is
independent of the kinds of gases as long as they are not the same. Even when the dif-
ference of two different gases becomes infinitesimal, the entropy production stays extensive
and constant. In particular, we may imagine two different gases that have absolutely
identical properties while they exist as gases, although they interact differently with some
other substances. In this case, the dynamical behavior in the gas mixing of these gases
is identical in its minutest details to that in the identical-gas mixing. Nevertheless, the
entropy increases by the extensive amount. This fact seems paradoxical and “In such
respects, entropy stands strongly contrasted with energy” [10, pp.229].

To understand this property of the entropy, we have to bear in mind the following
considerations. When we refer to the entropy increase upon mixing of different gases, we
mean that the mixed gas can be separated into the original state by means of external
work corresponding to the increased amount of entropy. However, when we refer to no
entropy production upon mixing of identical gases, we do not mean that the mixed gas can
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be separated again without work. Rather, the separation is impossible because we cannot
identify any difference between gas particles from one side and the other. Therefore,
when we say the state returns to the original state, we do not mean that the particles
return to their original positions, but mean that its sensible properties return to those
of the original state. In this way, “It is to states of systems thus incompletely defined
that the problems of thermodynamics relate” [10, pp.228]. Thus, Gibbs ascribed the dif-
ference of the entropy increase of the two gas mixings not to their dynamics but to the
definition of thermodynamic states. His insightful observation has later been clarified by
van Kampen [103] and Jaynes [104].

5.1.2 Discussion in the renowned textbook by Gibbs

In his renowned textbook on statistical mechanics [11, Chap. XV], Gibbs revisited the
problem of gas mixing in a slightly different context. Therein he considered a gas com-
posed of several kinds and variation in the numbers of particles. He introduced two
distinct phases: the generic phase and the specific phase. The difference of these phases
is whether or not we regard the phase, in which certain identical particles are exchanged
their positions with one another, as identical to the original phase. In the generic phase
these phases are supposed to be identical, while in the specific phase they are not. Gibbs
argued that we should decide which phase we use “in accordance with the requirements of
practical convenience in the discussion of the problems with which we are engaged” [11,
pp.188].

Let the numbers of particles of the different kinds be denoted by n1, n2, · · · , nh. Then,
the number of specific phases corresponding to one generic phase is n1!n2! . . . nh!. Then,
the probability density of a generic phase is the sum of those of the corresponding specific
phases. When these probabilities are the same, the probability density of the generic
phase is that of each of the specific phases multiplied by n1!n2! . . . nh!. Gibbs noted
that the statistical equilibrium in the specific phase should also be that in the generic
phase, but not vice versa. This is because different specific phases corresponding to the
same generic phase have different probabilities if exchanges of identical particles result in
different probabilities.

Then, Gibbs constructed the grand canonical ensemble. In the specific phase, the
probability density of the grand canonical ensemble is assumed to be

e−β(E−Ω−µ1n1−···−µhnh)

n1! . . . nh!
, (5.1)

where E is the energy of the system, Ω is the grand potential, and µ1, · · · , µh are the
chemical potentials in the modern terms. Since this value is the same for all the specific
phases corresponding to one generic phase, the probability density in the generic phase is

e−β(E−Ω−µ1n1−···−µhnh). (5.2)

Let us prepare two systems in the grand canonical ensembles with the same temperature
and chemical potentials and combine them. The probability densities in the two systems
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can be written as

e−β(E′−Ω′−µ1n′
1−···−µhn

′
h)

n′
1! . . . n

′
h!

, (5.3)

e−β(E′′−Ω′′−µ1n′′
1−···−µhn

′′
h)

n′′
1! . . . n

′′
h!

(5.4)

in the specific phase, respectively, and

e−β(E′−Ω′−µ1n′
1−···−µhn

′
h), (5.5)

e−β(E′′−Ω′′−µ1n′′
1−···−µhn

′′
h) (5.6)

in the generic phase, respectively. The probability density in the combined system can be
calculated as the product of the probability density of each system as

e−β(E′′′−Ω′′′−µ1n′′′
1 −···−µhn

′′′
h )

n′
1! . . . n

′
h!n

′′
1! . . . n

′′
h!

(5.7)

in the specific phase, where E ′′′ = E ′ + E ′′, Ω′′′ = Ω′ + Ω′′, n′′′
1 = n′

1 + n′′
1, etc, and

e−β(E′′′−Ω′′′−µ1n′′′
1 −···−µhn

′′′
h ) (5.8)

in the generic phase. If the probability density were equally distributed for the specific
phases corresponding to the same generic phase, it should be

e−β(E′′′−Ω′′′−µ1n′′′
1 −···−µhn

′′′
h )

n′′′
1 ! . . . n

′′′
h !

, (5.9)

which is obviously different from Eq. (5.7). The reason of this discrepancy is that the
specific phases obtained by interchange of particles in two subsystems have vanishing
probability. As long as the subsystems do not physically exchange particles, Eqs. (5.7)
and (5.8) represent statistical equilibria in the specific and generic phases, respectively.
Now, we let the subsystems exchange particles to mix them. Then, as far as the interaction
between particles is negligibly small, the generic ensemble (5.8) approximately remains in
the statistical equilibrium, but the specific ensemble (5.7) does not since the equilibrium
is given by Eq. (5.9).

Finally, Gibbs turned to consider the method of calculating thermodynamic quantities
on the basis of a grand canonical ensemble. The entropy can be calculated both in the
specific and generic phases. However, in mixing of identical gases, we assume no change
in the entropy. Therefore, the entropies calculated before and after mixing should be the
same. Hence, we have to invoke the generic phase where the equilibrium ensemble does
not change upon mixing. “When the number of particles in a system is to be treated
as variable, the average index of probability for phases generically defined corresponds
to entropy1” [11, pp.xviii]. In this way, Gibbs demonstrated that we should choose the
statistical mechanics that is consistent with the thermodynamic requirement.

1Here the thermodynamic entropy is implied.
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Figure 5.2: Three aspects of the Gibbs paradox. The problems of the Gibbs paradox can
be classified into three aspects, namely, the consistency within thermodynamics (GP-I),
within statistical mechanics (GP-II), and between thermodynamics and statistical me-
chanics (GP-III). Reproduced from Fig. 1 of Ref. [2]. Copyright 2017 by the American
Physical Society.

5.1.3 Later discussions in view of statistical mechanics
In the 1910s, the problem of the particle-number dependence of the entropy was revis-
ited for calculating chemical potentials on the basis of statistical mechanics (see, e.g.,
Refs. [105–107]). To determine the particle-number dependence of the entropy, we have
to invoke a process in which particle numbers reversibly change. To achieve this kind of re-
versible processes, one can consider association and dissociation in gas mixture. Ehrenfest
and Trkal [102] argued that one can derive the factor n1! · · ·nh! by considering associa-
tion and dissociation of molecules in view of statistical mechanics in the full phase space
of atoms. Thus, the particle-number dependence of the entropy can be determined in
statistical mechanics.

5.2 Classification and resolutions of the Gibbs para-
dox

In his article titled “The Gibbs Paradox,” van Kampen analyzed this “time-worn sub-
ject” [103]. Here, following him, we classify it into three distinct subjects: consistency
within thermodynamics (GP-I), consistency within statistical mechanics (GP-II), and
inter-theoretical consistency between thermodynamics and statistical mechanics (GP-III)
as schematically illustrated in Fig. 5.2. We review a conventional resolution for each of
these aspects.

5.2.1 Consistency within thermodynamics (GP-I)
We here consider the consistency within thermodynamics. As reviewed in Sec. 5.1.1,
Gibbs ascribed the difference of the entropy productions in two gas-mixing processes to
the definition of thermodynamic states [10]. Let us elucidate his idea in line with van
Kampen [103, Sec. 2-4].

In macroscopic thermodynamics, we define the thermodynamic entropy by the Clau-
sius equality. We change the state attached to an environment so slowly that the state
can stay in equilibrium. In this reversible process, we accumulate the heat exchange di-
vided by the temperature to define the entropy difference. In the case of a classical ideal
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monoatomic gas, the entropy is defined as

S(T, P ) =
5

2
NkB lnT −NkB lnP + C. (5.10)

By this method, we can define “only entropy differences between states that can be
connected by a reversible change” [103, pp.305]. Therefore, the constant C may depend
on any quantities other than T or P ; in particular, C depends on the particle number N .

To determine the N dependence of the entropy, one should connect states with dif-
ferent N reversibly. To this aim, we consider vessels containing identical gases with the
same T, P,N . We can achieve a reversible process by opening up a channel between the
two vessels. Therefore, the entropy of the initial state 2S(T, P,N) is equal to that of the
final state S(T, P, 2N), leading to the conclusion that S(T, P,N) is proportional to N .
We have here assumed that the entropy satisfies additivity. Thus, for an ideal gas, we
obtain

S(T, P,N) =
5

2
NkB lnT −NkB lnP + cN. (5.11)

If two vessels contain different gases, opening the channel is no longer a reversible
process. Instead of this process, we have to use the process with semipermeable walls to
obtain the entropy of the mixed gas as

S(T, P,NA, NB) =
5

2
(NA+NB)kB lnT−NAkB lnPA−NBkB lnPB+cANA+cBNB, (5.12)

where
PA =

NA

NA +NB

P, PB =
NB

NA +NB

P. (5.13)

The fact
S(T, P,NA +NB) 6= S(T, P,NA, NB)|cA=cB (5.14)

indicates the Gibbs paradox.
As we see, the difference of the entropy productions arises from the fact that we

utilize two different processes to define the entropy, and these processes are exclusive.
Suppose that A and B are so similar that an experimenter has no way to distinguish them.
Then, she/he does not have the process with the semi-permeable walls and opening the
channel looks reversible for her/him. Moreover, Eq. (5.11) does not lead her/him to any
inconsistent results within her/his capability. Therefore, actual increase in the entropy
has no physical meaning for her/him. Let us conclude this subsection by citing van
Kampen [103, pp.306-307]:

“Thus, whether such a process is reversible or not depends on how discrimi-
nating the observer is. The expression for the entropy [...] depends on whether
or not he is able or willing to distinguish between the molecules A and B. This
is a paradox only for those who attach more physical reality to the entropy
than is implied by its definition.”

Incidentally, Jaynes revisited the thermodynamic aspect of the Gibbs paradox and
concluded that the entropy has “anthropomorphic” nature in that it depends on “human
information” [104, Sec. 5].
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5.2.2 Consistency within statistical mechanics (GP-II)
As we see in Sec. 5.1.3, the factorial factor can be deduced within statistical mechanics.
Here we review how we can do this in line with van Kampen [103, Sec. 5-8].

We consider a system attached to a heat reservoir. Then, the probability in phase
space is given by the canonical distribution as

W (q, p) = const. e−βH∗(q,p), (5.15)

where H∗ is the Hamiltonian of the system. Then, let us assume that the system can be
divided into two subsystems with particle numbers N and N ′, where the sum of them is
fixed: N +N ′ = N∗. The total Hamiltonian H∗ can be written as HN +H ′

N∗−N for each
value of N as long as one can ignore interactions between the subsystems. To calculate
the probability for the first subsystem, one should choose N particles out of N∗ and then
integrate out the degrees of freedom in the second subsystem. Therefore, the probability
for the first subsystem is

W (N, q, p) = const.
(
N∗

N

)
e−βHN (q,p)

∫
e−βH′

N′ (q
′,p′)dq′dp′. (5.16)

By taking the limits of N∗ → ∞ and V ∗ → ∞ with N∗/V ∗ fixed, this formula reduces to

W (N, q, p) = const. z
N

N !
e−βHN (q,p), (5.17)

where z is a function of β. “The N ! arises from the computation of phase space vol-
ume according to the original rules without any additional postulate, either classical or
quantummechanical” [103, pp.309].

5.2.3 Consistency between thermodynamics and statistical me-
chanics (GP-III)

As the last aspect of the Gibbs paradox, we consider the consistency between thermody-
namics and statistical mechanics. As we discussed in Sec. 5.1.2, Gibbs chose the statistical
mechanics that is consistent with the thermodynamic requirement on gas mixing. In fact,
we always face the same problem when we statistical-mechanically calculate the thermo-
dynamic entorpy. The discussion below is partly based on van Kampen [103, Sec. 9] and
Jaynes [104, Sec. 9].

We denote by S the thermodynamic entropy, whose change is defined by the Clausius
equality. Then, we empirically know that it satisfies the thermodynamic relation as

TdS(E, V ) = dE + PdV, (5.18)

where E is the internal energy of the system. On the other hand, we can show that the
entropy Sstat calculated on the basis of the canonical ensemble and the standard method
in statistical mechanics satisfies the same relation as

TdSstat(E, V ) = dE + PdV. (5.19)
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This is why Gibbs identified Sstat with S in his textbook [11, Chap. IV]. Since Eqs. (5.18)
and (5.19) are formulae with no variation of the particle number, we have ambiguity in
the relation between S and Sstat as

S(E, V,N) = Sstat(E, V,N) + kBf(N). (5.20)

Now, the problem is how to determine the ambiguity function f(N). In particular, when
we use statistical mechanics with the specific phase, f(N) should be determined to be
ln(1/N !) up to a constant per particle.

In his article, van Kampen [103, Sec. 9] dismissed this problem by stating that f(N)
is set to zero by convention (for classical statistical mechanics based on the generic phase
or quantum statistical mechanics). However, Jaynes [104, Sec. 7-9], inspired by Pauli’s
analysis on the phenomenological entropy [108], argued that f(N) can be determined by
invoking extensivity. By way of illustration, let us consider ideal gas in the statistical
mechanics based on the specific phase. The canonical distribution

1

(2πmkBT )3N/2V N
exp

[
−

N∑
n=1

p2n
2mkBT

]
(5.21)

leads to a non-extensive entropy in statistical mechanics as

Sstat(T, V,N) = NkB

[
3

2
ln(2πmkBT ) +N lnV +

3

2

]
. (5.22)

Then, if we require that the thermodynamic entropy S be extensive as

S(T, qV, qN) = qS(T, V,N), ∀q > 0, (5.23)

we obtain a functional equation

f(qN) = qf(N)− qN ln q. (5.24)

By solving this equation, we obtain

f(N) = Nf(1)−N lnN, (5.25)

where the first term represents the internal entropy of a particle and the second term
shows the nontrivial dependence on N . We note that f(1) still depends on the kind of
particles. Remarkably, the latter term approaches ln(1/N !) in the thermodynamic limit
because of the Stirling formula. Thus, we can determine the particle-number dependence
of the thermodynamic entropy by requiring its extensivity. Moreover, the choice of the
ambiguity function f(N) in Eq. (5.25) is equivalent to extensivity:

[thermodynamics with extensivity] ⇔ f(N) = Nf(1)−N lnN, (5.26)

provided that we start from statistical mechanics based on the specific phase. We note
that the same logic applies to such interacting cases as the van der Waals gas. In this way,
extensivity in thermodynamics fixes the relation between thermodynamics and statistical
mechanics.
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5.2.4 Does quantum mechanics resolve the issues?

We here discuss the so-called quantum resolution of the Gibbs paradox. Many renowned
textbooks (e.g., see Refs. [109–114]) argue that quantum mechanics resolves the Gibbs
paradox. If we assumed the axiom that the thermodynamic entropy should be nothing but
the entropy calculated by quantum statistical mechanics, the quantum resolution would
explain the factorial factor and resolve the Gibbs paradox. However, this standpoint
sometimes fails to explain phenomena in a mesoscopic regime. Moreover, it has a logical
flaw from a viewpoint of thermodynamics as an operational theory.

Failure in the mesoscopic regime

By way of illustration, let us consider a system consisting of colloidal particles. Of
course, these particles are different in their microscopic details and therefore quantum-
mechanically distinguishable. Therefore, we cannot deduce from quantum statistical me-
chanics the factorial factor, which could be derived if they were quantum-mechanically
indistinguishable. However, since we usually regard the particles as “identical” in ex-
periments, we need the factorial to consistently explain experimental results (see, e.g.,
Refs. [115, 116]). Thus, the classical limit of quantum mechanics fails to describe ther-
modynamics of a colloidal system.

As we have discussed in Sec. 5.2.1, whether we regard particles as identical or different
is at our disposal and each decision leads to its own thermodynamics. Each thermody-
namics is self-consistent within its level of description as in the case of “identical” colloidal
particles. Adherence to distinguishability in quantum mechanics spoils this beautiful uni-
versality of thermodynamics.

Logical flaw

As we have discussed in the previous section, the reason why we identify the statistical-
mechanical entropy as the thermodynamic entropy is that they have in common the
thermodynamic relation (5.18). This reasoning is no less significant in quantum statistical
mechanics than in classical statistical mechanics. Therefore, the entropy Sq-stat inevitably
has the ambiguity function as

S(E, V,N) = Sq-stat(E, V,N) + kBf
q(N). (5.27)

The conventional asumption of identifying Sq-stat with S is equivalent to assuming fq(N) =
0; however, this assumption has no physical basis. From a viewpoint of operational
physics, we should go through the procedure to determine fq(N), as we have done for
classical statistical mechanics by requiring extensivity. Nontrivially, this procedure leads
to a trivial consequence: fq(N) = Nfq(1), as we can explicitly confirm in the case of an
ideal gas. In this sense, “the Gibbs paradox is no different in quantum mechanics, it is
only less manifest” [103, pp.311].
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5.3 Gibbs paradox revisited from the fluctuation the-
orem

As we see in the previous section, the classic problem of the Gibbs paradox is classified
into the three aspects and they have completely been settled in the thermodynamic limit.
In view of growing interests in thermodynamics of small systems, it would be worthwhile
revisiting these issues in this context.

The resolution of GP-I to explain the counterintuitive behavior of the thermodynamic
entropy upon gas mixing does not depend on the system size. Hence, it can be applied
to small thermodynamic systems. The resolution of GP-II has already been given for
the systems with a finite N and is therefore valid for small thermodynamic systems.
However, the resolution of GP-III breaks down in small thermodynamic systems, because
the assumption of extensivity is no longer valid; GP-III is open in small thermodynamic
systems. As to this point, Jaynes [104, pp.17] expresses his concern by stating,

“The Pauli correction was an important step in the direction of getting ‘the
bulk of things’ right pragmatically; but it ignores the small deviations from
extensivity that are essential for treatment of some effects; and in any event it
is not a fundamental theoretical principle. A truly general and quantitatively
accurate definition of entropy must appeal to a deeper principle which is hardly
recognized in the current literature [...].”

Here, we show that in small thermodynamic systems the fluctuation theorem with
absolute irreversibility takes the place of extensivity. To be specific, we show that the
validity of the fluctuation theorem with absolute irreversibility is equivalent to a specific
choice of the ambiguity function f(N) as

[thermodynamics with 〈e−β(W−∆F )〉 = 1− λ] ⇔ f(N) = Nf(1)− lnN !, (5.28)

for classical statistical mechanics based on the specific phase. We note that the logical
structure is completely parallel to the Pauli-Jaynes resolution (5.26).

To derive this result, we assume that inter-particle interactions do not break additivity
of the thermodynamic entropy. By additivity, we mean that the thermodynamic entropy of
a system consisting of independent subsystems is equal to the sum of the thermodynamic
entropy of each subsystem. Note that extensivity implies additivity but not vice versa.

5.3.1 Proof of the main claim
First of all, we assume the fluctuation theorem with absolute irreversibility

〈e−β(W−∆F )〉 = 1− λ (5.29)

to determine the ambiguity function. To this aim, we compare the thermodynamic entropy
productions in two gas-mixing processes as illustrated in Fig. 5.3. Suppose that gases are
initially in thermal equilibria with inverse temperature β and the numbers of particles in
two boxes are given by M and N . We denote the volumes of the boxes by VL and VR.
Moreover, we assume that interactions between different particles are identical to those
between identical particles. In the following, we calculate the difference of the entropy
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Figure 5.3: Two gas mixings and their time reversal. (a) Identical-gas mixing and its
time reversal. The time reversal of gas mixing is wall insertion for the global equilibrium
state over the entire box. The particle-number distribution after the wall insertion can
be different from the original state of the forward process as in the rightmost two cases.
These cases contribute to absolute irreversibility. (b) Different gas mixing and its time
reversal. The rightmost event is absent in (a). Hence, different-gas mixing has a larger
amount of absolute irreversibility. Reproduced from Fig. 2 of Ref. [2]. Copyright 2017 by
the American Physical Society.

productions in these gas mixings in two ways, i.e., from the fluctuation theorem and from
statistical mechanics, and by comparing these results we obtain a relation between the
ambiguity function and the degree of absolute irreversibility. Therefore, by evaluating the
degree of absolute irreversibility, we determine the ambiguity function.

Let us calculate the entropy productions from the fluctuation theorem. For the
identical-gas mixing, the fluctuation theorem reads

〈e−β(Wid−∆Fid)〉id = 1− λid. (5.30)

Since Wid identically vanishes in this classical gas mixing, we obtain

∆Fid = kBT ln(1− λid). (5.31)

From the thermodynamic relation

∆Fid = ∆Eid − T∆Sid, (5.32)

the thermodynamic entropy production is determined as

∆Sid =
1

T
∆Eid − kB ln(1− λid). (5.33)

In the same way, we obtain the entropy production in the different-gas mixing as

∆Sdif =
1

T
∆Edif − kB ln(1− λdif). (5.34)
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By the assumption of the identical interactions, the changes in the internal energy in the
two cases are the same:

∆Eid = ∆Edif. (5.35)

Therefore, the difference between the thermodynamic entropy productions is given by

∆Sid −∆Sdif = kB ln 1− λdif

1− λid
. (5.36)

Now, let us evaluate the same quantity from classical statistical mechanics based on
the specific phase. For identical-gas mixing, the thermodynamic entropy production is
given by

∆Sid = ∆Sstat
id +∆fid. (5.37)

In the initial state, the ambiguity function is f ini
id = f(M) + f(N) by the assumption of

additivity. Since the final state has the ambiguity function f(M +N), we obtain

∆fid = f(M +N)− f(M)− f(N). (5.38)

On the other hand, for different-gas mixing, we have

∆Sdif = ∆Sstat
dif +∆fdif. (5.39)

Since we can quasistatically connect the initial and the final states by invoking the process
with semi-permeable walls, the ambiguity function should remain unchanged: ∆fdif =
0. Since the Hamiltonians give the same values because of the assumption of identical
interactions, the integrals of the Boltzmann factor are also the same in the two cases. In
classical statistical mechanics based on the specific phase, they constitute the partition
functions since we give no correction about particle numbers. Therefore, the statistical
mechanical entropies calculated from these identical partition functions are the same:

∆Sstat
id = ∆Sstat

dif . (5.40)

Hence, the difference of the thermodynamic entropy productions can be evaluated only
in terms of the ambiguity function as

∆Sid −∆Sdif = kB[f(M +N)− f(M)− f(N)]. (5.41)

Combining Eqs. (5.36) and (5.41), we acquire

f(M +N)− f(M)− f(N) = − ln 1− λid

1− λdif
. (5.42)

Therefore, the ambiguity in the entropy f(N) is to be removed by the degrees of absolute
irreversibility in the two gas-mixing processes.

To evaluate the degrees of absolute irreversibility, we consider the time-reversed process
of gas mixing, i.e., wall insertion. Since the time-reversed process starts from the thermal
equilibrium over the entire vessel, the particle-number distribution after the wall insertion
fluctuates. The events in which the state does not return to the initial state is absolutely
irreversible and hence contribute to λ. Conversely, 1− λ is the probability that the state
returns to the original one. Unfortunately, this probability cannot directly be evaluated
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because of the presence of interactions between particles. However, we can evaluate the
ratio of the probabilities in the two cases. In identical-gas mixing, only the particle
number should be restored (see Fig. 5.3 (a)), whilst, in different-gas mixing, the species
of the particle should be restored in addition. Therefore, the number of the restoring
events in identical-gas mixing is larger than that in different-gas mixing by the factor of
combinatorics to choose M out of M + N particles. Since these events occur with the
same probability due to the assumption of the same interactions, the ratio of the restoring
probabilities is given by the binomial coefficient as

1− λid

1− λdif
=

(
M +N

M

)
. (5.43)

Therefore, we obtain the following functional equation:

f(M +N)− f(M)− f(N) = − ln
(
M +N

M

)
. (5.44)

Finally, let us solve this equation. By setting M = 1, we obtain
f(N + 1)− f(N) = f(1)− ln(N + 1). (5.45)

Summing up this equation, we acquire
N−1∑
n=1

[f(n+ 1)− f(n)] = (N − 1)f(1)−
N−1∑
n=1

ln(n+ 1), (5.46)

f(N)− f(1) = (N − 1)f(1)− lnN !. (5.47)
Hence, we conclude

f(N) = Nf(1)− lnN !. (5.48)
Conversely, we now derive the fluctuation theorem with absolute irreversibility from

the ambiguity function of the form (5.48). Let Z(T, V,N) denote the partition function
of the gas with temperature T , volume V , and particle number N calculated on the basis
of classical statistical mechanics based on the specific phase. Then, the thermodynamic
free energy is evaluated as

F (T, V,N) = −β−1 lnZ(T, V,N)− β−1f(N). (5.49)
For identical-gas mixing, the change of the thermodynamic free energy is evaluated as

∆Fid = F (T, VL + VR,M +N)− F (T, VL,M)− F (T, VR, N) (5.50)

= −β−1 ln Z(T, VL + VR,M +N)

Z(T, VL,M)Z(T, VR, N)
+ β−1 ln

(
M +N

N

)
. (5.51)

Therefore, we obtain
〈e−β(Wid−∆Fid)〉 = eβ∆Fid (5.52)

=

(
M +N

M

)
Z(T, VL,M)Z(T, VR, N)

Z(T, VL + VR,M +N)
, (5.53)

which is nothing but the probability to restore the original state by wall insertion; this
value is equal to 1 − λid by definition. Thus, the fluctuation theorem with absolute
irreversibility is confirmed for identical-gas mixing. In a similar manner, it can be verified
for different-gas mixing.

Hence, the equivalence relation (5.28) has been shown.
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5.3.2 Discussions
We here give some related discussions.

Significance of our work

We have shown the equivalence between the requirement of the fluctuation theorem with
absolute irreversibility and the specific choice of the ambiguity function with the factorial
factor. Therefore, from a mathematical point of view, requiring either of them makes no
difference. However, from a physical point of view, we believe that the requirement of the
fluctuation theorem is more natural. Thermodynamics is a theory operationally defined
on physical ground. The fluctuation theorem is described by operationally accessible
quantities as the work distribution and the degree of absolute irreversibility. In this
sense, the requirement of the fluctuation theorem would be more suitable as a foundation
of operational thermodynamics.

Thermodynamic criterion of identity

As we see in the context of GP-I, thermodynamics depends on whether we are able and
willing to distinguish particles. Therefore, to deal with the thermodynamic entropy, we
have to introduce a criterion of whether we regard particles as identical or different. We
do so by invoking different values of absolute irreversibility. Absolute irreversibility is
evaluated as the probability that the state does not return to the original state by the
time-reversed process. The thermodynamic criterion of identity of particles are given by
our decision about whether we regard the returned state as the same as or different from
the original state. In this regard, we are in line with the conventional wisdom to resolve
the Gibbs paradox.

Relation between extensivity and the fluctuation theorem

In the thermodynamic limit, the requirement of extensivity leads to the desired form of
the ambiguity function. Meanwhile, in small thermodynamic systems, the fluctuation
theorem with absolute irreversibility takes the place of extensivity. Therefore, the re-
quirement of the fluctuation theorem should reduce to the requirement of extensivity in
the thermodynamic limit.

For simplicity, let us consider mixing of ideal identical gases with M = N and VL =
VR =: V . In this case, the degree of absolute irreversibility can explicitly evaluated as

λid = 1−
(
2N

N

)(
1

2

)2N

. (5.54)

Then, the thermodynamic entropy production

∆Sid = −kB ln(1− λid) '
1

2
ln(πN) (5.55)

is sub-extensive. In the thermodynamic limit, such a sub-extensive quantity is ignored.
Thus, the requirement of the fluctuation theorem with absolute irreversibility leads to no
entropy production upon identical-gas mixing as

S(T, V,N |T, V,N) = S(T, 2V, 2N). (5.56)
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When we assume additivity, the entropy of the initial state is written as S(T, V,N |T, V,N) =
2S(T, V,N). Therefore, we obtain

S(T, 2V, 2N) = 2S(T, V,N), (5.57)

which is extensivity (5.23) for q = 2. Thus, the fluctuation theorem with absolute irre-
versibility implies extensivity in the thermodynamic limit.

Effects of interactions

We deal with nonvanishing interactions as long as they do not break additivity. In the
presence of interactions, such quantities as the energy change ∆E and entropy production
∆S cannot explicitly evaluated. However, by comparing the two cases of gas mixing, we
cancel out these nontrivial effects of interactions and as a consequence derive the relation
between the ambiguity function and the degrees of absolute irreversibility. Thus, our
strategy to compare the two mixing processes plays a vital role in removing the ambiguity
in the presence of interactions.

In the Pauli-Jaynes resolution, one has to invoke a concrete formula of the entropy
calculated by statistical mechanics. Therefore, the extension of this method to a general
interacting gas seems intractable. In this sense, our method is superior to the conventional
method even in the thermodynamic limit.

Why not start from an open system

One may think that we can determine the particle-number dependence of the entropy if
we start from an open system from the beginning. We could extend the Clausius equality
to an open system as

∆S =

∫
quasistatic

δQ+ µdN

T
. (5.58)

However, to use this formula as the definition of the entropy, we have to define the
chemical potential µ beforehand. Unfortunately, the chemical potential is defined as the
particle-number dependence of the thermodynamic entropy as

µ =
∂S

∂N
. (5.59)

Therefore, we end up with a circular argument when we start from an open system.

Isothermal vs. isolated systems

We discuss the Gibbs paradox in isothermal systems instead of isolated systems. One rea-
son is that Gibbs originally considered the isothermal situation at a constant temperature.
Another important reason is that microcanonical ensemble in statistical mechanics only
gives an approximate description of thermodynamics for small isolated systems. On the
other hand, when we consider isothermal small systems attached to infinitely large ther-
mal environments, statistical-mechanical description should have perfect accuracy since
the microcanonical description for the infinite combined system is accurate. Therefore,
the consistency problem between thermodynamics and statistical mechanics is more well
defined in isothermal systems than in isolated systems.
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Chapter 6

Loschmidt paradox and the
fluctuation theorems

本章については、5年以内に雑誌等で刊行予定のため、非公開。
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Chapter 7

Summary and outlook

7.1 Summary
We have studied the fluctuation theorems with divergent entropy production, namely, the
ones with absolute irreversibility and the ones in the overdamped theory in the presence
of multiple heat reservoirs. We have also discussed the application of the former to two
fundamental problems in statistical physics, namely, the Gibbs paradox and the Loschmidt
paradox.

In Chap. 2, we have briefly reviewed history of the fluctuation theorems. The theorems
indicate that the probability of a negative entropy production is exponentially suppressed
compared with that of the positive counterpart. Their outstanding feature is that they
apply to a wide range of nonequilibrium systems beyond a linear-response regime. They
were initially conjectured by the invariant measure of a dissipative chaotic system and
demonstrated in numerical simulations of a shear-driven flow. Subsequently, they were
shown under various dynamics and both in steady-state and transient situations under
time-independent driving. Then, nonequilibrium work relations including the Jarzynski
equality and the Crooks fluctuation theorem were discovered under time-dependent driv-
ing. Afterward, similar fluctuation theorems for various kinds of entropy productions
were found. These fluctuation theorems have a common structure in that the ratio of the
probability distribution function in the physical process to that in the reference process
can be expressed by the corresponding entropy production.

In Chap. 3, we have reviewed the fluctuation theorems in the presence of absolute
irreversibility. Despite the wide applicability of the fluctuation theorem, they cannot be
applied to free expansion. We have seen that this inapplicability is rooted in absolute
irreversibility, which physically corresponds to negatively divergent entropy production
and mathematically originates from the singularity of the probability measure in the
reference process with respect to that in the original process. By separating this singularity
from the ordinary irreversible part by the Lebesgue decomposition theorem, we have
derived the fluctuation theorems with absolute irreversibility. The degree of absolute
irreversibility can ordinarily be calculated as the sum of two contributions. One is the
singular continuous contribution given as the sum of the probability of the reference
paths that do not have counterparts in the original process. The other is the discrete
contribution given as the sum of the probability of the reference paths with δ-function-type
localizations. We have demonstrated the validity of the theorems in some examples.
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In Chap. 4, we have studied the fluctuation theorems in the presence of multiple heat
reservoirs. In this system, naive overdamped approximations fail since the velocity degrees
of freedom relax to a nonequilibrium steady state and therefore have positively divergent
contributions to the entropy production. To construct a proper overdamped approxima-
tion, we have gone back to the underdamped description and shown the underdamped
fluctuation theorems. Then, by applying the singular expansion to the time-evolution
equation of the generating function of thermodynamic quantities, we have derived the cor-
rect overdamped approximation, which separates the dynamics of the positional degrees
of freedom from underdamped dynamics in the limit of infinitesimal velocity relaxation
time. We have shown that the fluctuation theorems are satisfied for the overdamped
contributions from the positional degrees of freedom, although the velocity degrees of
freedom give singular contributions to the entropy production.

In Chap. 5, we have considered the relation between the Gibbs paradox and the fluctua-
tion theorem with absolute irreversibility. The Gibbs paradox started from his contempla-
tion of foundations of thermodynamics and statistical mechanics by means of gas mixing
and now refers to a collective set of related but distinct problems. Following van Kampen,
we have classified the Gibbs paradox into three aspects and seen that all the aspects had
completely been understood within classical theory in the thermodynamic limit. Among
them, we have revisited the issue of how to determine the relation between the thermo-
dynamic entropy and the statistical-mechanical entropy. In the thermodynamic limit,
this issue is resolved by the requirement of extensivity for the thermodynamic entropy
as Jaynes pointed out. However, this resolution breaks down in a small thermodynamic
system since extensivity itself breaks down. We have shown that the fluctuation theorem
with absolute irreversibility takes the place of extensivity, that is, by requiring the theo-
rem we can determine the relation between the entropies. Remarkably, this procedure is
applicable to an interacting system as long as additivity holds.

In Chap. 6, we have revisited the Loschmidt paradox in the context of the fluctu-
ation theorems. The Loschmidt paradox states that irreversible macroscopic behaviors
cannot arise from reversible equations of motion due to the one-to-one correspondence
between a path with a positive entropy production and that with its sign-reversed en-
tropy production. Boltzmann argued that despite this correspondence the occurrence of
paths with positive entropy productions can be overwhelmingly more frequent. In dissi-
pative systems, fractality plays key roles in demonstrating this argument numerically or
quantitatively by means of the steady-state fluctuation theorem. However, this fractal
explanation of emergent irreversibility cannot naively be applied to Hamiltonian systems
since the phase-volume conservation prohibits fractality in the long-time limit. Neverthe-
less, we have shown that a chaotic Hamiltonian system exhibits fractality in a transient
time scale when an initial state is small compared to the system size. To evaluate the
fractality, we have invoked a time reversal test by an imperfect Loschmidt demon. By
regarding the imperfect backward process as the reference process, we have formulated
the fluctuation theorem with absolute irreversibility. From the theorem, we have shown
that the informational irreversibility is bounded in terms of the fractal dimension of the
phase-space structure in the transient time scale. The linear relation between the bound
and the evolution time is reminiscent of the stationary entropy production with a constant
rate in a steady state.
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7.2 Our related work
The fluctuation theorems can be generalized to situations under feedback control like
Maxwell’s demon [117, 118]. Under feedback control, the state of the system is mea-
sured and the parameters of the system are controlled by means of the information ob-
tained by the measurement. In such situations, the information content can be treated
on equal footing with the entropy production and hence the fluctuation theorems can
be derived [119, 120]. When we conduct an error-free measurement, the possible paths
of the forward process are restricted to a small subset of path space. Moreover, when
the feedback operation is non-optimal, backward paths generically diffuse to the entire
path space. Therefore, we have backward paths that lack the counterparts in the forward
process. Thus, under feedback control, absolute irreversibility naturally emerges. We
have derived the fluctuation theorem even under such situations [4]. Moreover, absolute
irreversibility can be interpreted as inevitable information loss due to non-optimality of
the feedback operation [5]. The derived fluctuation theorem can be used to optimize a
given set of parameters used in the feedback operation [5].

The fluctuation theorems can be derived in quantum systems [121, 122], where the
total system consisting of the system of our interest and the heat reservoir undergoes a
unitary evolution. These quantum fluctuation theorems can be extended to situations
under feedback control [123]. Under feedback control based on a projective measurement,
absolute irreversibility again emerges due to the same reason as the error-free measurement
in classical cases. Hence, we have modified the fluctuation theorems to include the degree
of absolute irreversibility [6].

In open quantum systems governed by the Lindblad equation, the fluctuation theorems
have been derived on the basis of the quantum trajectory approach [124–126], extended
under feedback control [127], and generalized in the presence of absolute irreversibility [7].
Remarkably, absolute irreversibility captures thermodynamic advantage of quantum co-
herent driving. The coherent driving helps the state of the system diffuse in state space
and therefore mitigates the restriction on the forward process. Consequently, absolute
irreversibility is suppressed by the coherent driving, which implies that the second-law-
like inequality derived from the fluctuation theorem is weaker under the coherent driving.
Meanwhile, in the absence of the coherent driving, absolute irreversibility emerges and
gives inevitable dissipation.

The classical fluctuation theorems under feedback control have experimentally verified
in a colloidal system [128] and a single-electron box [129]. By using a superconducting
qubit, we have verified the quantum fluctuation theorems under feedback control [8].
Under feedback control based on a projective measurement, we have seen that absolute
irreversibility actually emerges, giving restriction of extractable work. Meanwhile, with
a weak measurement, absolute irreversibility disappears and the average of the integral
fluctuation theorem takes the value of unity except for influences of unwanted relaxation
of a qubit.

7.3 Outlook
Recently, efficiency of small engines has attracted renewed interest [130–133]. The over-
damped approximation in the presence of multiple heat reservoirs derived in Chap. 4 is
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expected to be useful to analytically study efficiency of heat engines in a steady state.
In Refs. [134, 135], a Langevin system coupled to two heat reservoirs with different

temperatures is experimentally realized in an electrical circuit to verify the underdamped
fluctuation theorems. Our overdamped theory and the overdamped fluctuation theorems
can experimentally be tested in a similar setup with suitable parameters that guarantee
the fast momentum relaxation.

In Chap. 5, we have considered the Gibbs paradox under the assumption of additivity
of the entropies. However, it is known that additivity is no longer valid in systems with
long-range interactions [136]. It might be interesting to see whether we can extend our
approach to systems with nonadditive entropy.

We have seen that quantum statistical mechanics has the ambiguity function as classi-
cal statistical mechanics does. Hence, this ambiguity should be removed by a thermody-
namic requirement for the entropy, as we have done by requiring the fluctuation theorem
with absolute irreversibility in the classical case. A naive extension seems difficult since
the work upon gas mixing fluctuates because of the discrete energy levels in contrast to
the classical case. Therefore, seeking for the requirement suitable for the quantum case
may be an interesting issue.

The difference between our ambiguity function and that of the Pauli-Jaynes resolution
can be significant when we evaluate chemical potentials in stochastic thermodynamics of
open chemical reaction networks with small particle numbers (see, e.g., [137]), and may
therefore be experimentally detectable.

In Chap. 6, we have bounded the informational irreversibility by fractality. It may be
natural that this informational irreversibility is related to the thermodynamic irreversibil-
ity. In particular, it may worth investigating the relation between the empirical entropy
production formally defined by the fluctuation theorem and the thermodynamic entropy.

Classically, the dynamics can create any tiny phase-space structure. However, when
we consider quantum systems, the length scale corresponding to the Planck constant
manifests itself. Therefore, the smallest structure cannot be determined only by the
Lyapunov exponents. Hence, interplay between the Planck constant and the Lyapunov
exponents may cause interesting effects on irreversibility in quantum systems.

In this thesis, we have seen that the fluctuation theorems apply to genuinely nonequi-
librium situations with divergent entropy production when we take into account absolute
irreversibility. Furthermore, we have shown that the fluctuation theorems have consider-
able implications for the foundation of statistical physics. The last question that I would
like to pose is whether we can reconstruct operational thermodynamics by requiring the
fluctuation theorem with absolute irreversibility as an axiom. Actually, in Chap. 5, we
have demonstrated that we can define the free-energy difference and the entropy produc-
tion by axiomatically requiring the Jarzynski equality with absolute irreversibility. If this
requirement were enough to characterize thermodynamics, equilibrium thermodynamics,
steady-state thermodynamics and thermodynamics for slow degrees of freedom might be
formulated in a unified way by axiomatizing the absolutely irreversible fluctuation theo-
rems, i.e., the Jarzynski equality, the Hatano-Sasa equality and the fluctuation theorems
in Chap. 4, respectively. Furthermore, from the empirical entropy production and the
operational definition of absolute irreversibility in the time reversal test in Chap. 6, we
could construct thermodynamics for isolated systems. If these speculations were true, the
fluctuation theorems would lay the foundation for statistical physics in a genuine sense.
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Details of mathematics and
derivations in Chap. 4

A.1 Stochastic integrals
Here, we briefly review stochastic integrals. This section is partly based on Ref. [93]. The
Wiener process wt is a mathematical model of the white Gaussian noise. We define an
infinitesimal increment as

dwt = wt+dt − wt. (A.1)
The statistical average of the Wiener process vanishes:

〈dwt〉 = 0. (A.2)

Moreover, the Wiener process is white in the sense that its increments at different times
are independent from each other:

〈dwtdwt′〉 = 0 (t 6= t′). (A.3)

Furthermore, the square of the Wiener increment is with unit probability equal to the
increment of time:

(dwt)
2 = dt. (A.4)

Therefore, dwt can be regarded as a quantity of the order of
√
dt. We, in fact, have the

following equalities up to o(dt):

dt2 = 0, (A.5)
dtdwt = 0. (A.6)

We now introduce stochastic integrals. The Itô integral is defined by∫ τ

t=0

ft · dwt := lim
N→∞

N−1∑
n=0

fndt(w(n+1)dt − wndt), (A.7)

with Ndt = τ fixed. Meanwhile, the Stratonovich integral is defined by∫ τ

t=0

ft ◦ dwt := lim
N→∞

N−1∑
n=0

fndt + f(n+1)dt

2
(w(n+1)dt − wndt). (A.8)
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Remarkably, these two integrals differ from each other in contrast to the Riemann integral.
For example, from

∫ τ

t=0

wt · dwt = lim
N→∞

N−1∑
n=0

wndt(w(n+1)dt − wndt) (A.9)

= lim
N→∞

N−1∑
n=0

wndtw(n+1)dt − lim
N→∞

N−1∑
n=0

wndtwndt (A.10)

= lim
N→∞

N−1∑
n=0

wndtw(n+1)dt − lim
N→∞

N−2∑
n=0

w(n+1)dtw(n+1)dt − w2
0 (A.11)

= w2
τ − lim

N→∞

N−2∑
n=0

(w(n+1)dt − wndt)w(n+1)dt − w2
0 (A.12)

= w2
τ − lim

N→∞

N−2∑
n=0

[(w(n+1)dt − wndt)wndt + dt]− w2
0 (A.13)

= w2
τ − w2

0 − τ −
∫ τ

t=0

wt · dwt, (A.14)

the Itô integral is evaluated as∫ τ

t=0

wt · dwt =
w2

τ − w2
0 − τ

2
. (A.15)

On the other hand, the Stratonovich integral is

∫ τ

t=0

wt · dwt = lim
N→∞

N−1∑
n=0

wndt + w(n+1)dt

2
(w(n+1)dt − wndt) (A.16)

=
1

2
lim

N→∞

N−1∑
n=0

(w2
(n+1)dt − w2

ndt) (A.17)

=
w2

τ − w2
0

2
. (A.18)

The Itô product has an important property called the nonanticipating property1. Since
dwt is independent from any quantities in previous times, we have

〈ft · dwt〉 = 〈ft〉〈dwt〉 = 0, (A.19)

as long as ft(x) satisfies the causality in the sense that it does not depend on quantities
after time t.

1The Stratonovich product ft◦dwt does not have the nonanticipating property. Actually, it is averaged
as 〈ft ◦ dwt〉 =

〈
ft+ft+dt

2 · dwt

〉
= 1

2 〈ft+dt · dwt〉, and ft+dt is, in general, dependent on dwt.
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A.2 Rescaling of variables

For simplicity, we below use the rescaled variables defined by

x = x̃

√
kBT eff

m
, (A.20)

v = ṽ

√
kBT eff

m
, (A.21)

ft(x) = f̃t(x̃)
√
mkBT , (A.22)

Qt = Q̃tkBT
eff, (A.23)

Vt(x) = Ṽt(x̃)kBT
eff, etc., (A.24)

where the tildes indicate that the accompanying quantities are rescaled.
By using these rescaled variables, the underdamped Langevin dynamics read

dx̃t = ṽtdt, (A.25)

dṽt = f̃t(x̃t)dt+
∑
µ

− γ̃
µ

ε
ṽtdt+

√
2γ̃µT̃ µ

ε
dwµ

t

 , (A.26)

δQ̃µ
t =

1

ε
γ̃µṽ2t −

√
2γ̃µT̃ µ

ε
ṽt ◦ dwµ

t

=
1

ε
γ̃µ(ṽ2t −NT̃ µ)−

√
2γ̃µT̃ µ

ε
ṽt · dwµ

t , (A.27)

where the conversion of the Stratonovich product into the Itô product is performed as

ṽt ◦ dwµ
t =

ṽt+dt + ṽt
2

· dwµ
t (A.28)

= ṽt · dwµ
t +

1

2
dṽt · dwµ

t (A.29)

= ṽt · dwµ
t +N

√
γ̃µT̃ µ

2ε
dt. (A.30)

Meanwhile, the overdamped Langevin dynamics with a single reservoir reduce to

dx̃t = εf̃t(x̃t)dt+
√
2εdwt, (A.31)

δQ̃t = εf̃t(x̃t)
2dt+

√
2εf̃t(x̃t) ◦ dwt

= ε[f̃t(x̃t)
2 + (∂x̃ · f̃t(x̃t))]dt+

√
2εf̃t(x̃t) · dwt. (A.32)
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A.3 Derivation of the time-evolution equation of the
generating function

We here derive the time evolution of the generating function in the underdamped Langevin
dynamics. Let us consider the quantity defined by

δX̃ i
t = ã

i(0)
t (x̃t, ṽt)dt+

1

ε
ã
i(−1)
t (x̃t, ṽt)dt+

∑
µ

√
2γ̃µT̃ µ

ε
b̃iµt (x̃t, ṽt) · dwµ

t , (A.33)

and its generating function

GX̃,t(x̃, ṽ, {Λ
i}) :=

〈
δ(x̃t − x̃)δ(ṽt − ṽ) exp

[∑
i

ΛiX̃ i
t

]〉
. (A.34)

To this aim, we consider a stochastic function

Ft(x̃, ṽ, {Λi}) = δ(x̃t − x̃)δ(ṽt − ṽ) exp

[∑
i

ΛiX̃ i
t

]
. (A.35)

The infinitesimal increment of Ft(x̃, ṽ, {Λi}) is given by

dFt(x̃, ṽ, {Λi}) = (∂x̃tFt) · dx̃t + (∂ṽtFt) · dṽt +
1

2
(∂2ṽtFt)(dṽt)

2

+
∑
i

ΛiFtδX̃
i
t +

1

2

∑
i,j

ΛiΛjFtδX̃
i
tδX̃

j
t +

∑
i

Λi(∂ṽtFt) · dṽtδX̃ i
t

= −∂x̃ · (Ftdx̃t)− ∂ṽ · (Ftdṽt) +
1

2
∂2ṽ(Ft(dṽt)

2)

+
∑
i

ΛiFtδX̃
i
t +

1

2

∑
i,j

ΛiΛjFtδX̃
i
tδX̃

j
t −

∑
i

Λi∂ṽ · (FtdṽtδX̃
i
t).

(A.36)

Note that we have to keep the quadratic terms of dṽt and δX̃t since they have contributions
of O(dt) from terms proportional to dw2

t . We take the statistical average of this equation
to obtain the time evolution of the generating function. The first term on the right-hand
side of Eq. (A.36) is averaged as

〈∂x̃ · (Ftdx̃t)〉 = ∂x̃ · 〈Ftvtdt〉
= ∂x̃ · (vGX̃,t)dt. (A.37)

The average of the second term on the right-hand side of Eq. (A.36) is calculated as

〈∂ṽ · (Ftdṽt)〉 = ∂ṽ · 〈Ftdṽt〉

= ∂ṽ ·

〈
Ft ·

[
f̃t(x̃t)dt+

∑
µ

(
− γ̃

µ

ε
ṽtdt+

√
2γ̃µT µ

ε
dwµ

t

)]〉

= f̃t(x̃) · (∂ṽGX̃,t)dt−
1

ε
∂ṽ · (vGX̃,t)dt, (A.38)
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where we use the nonanticipating property of the Itô product. The average of the third
term on the right-hand side of Eq. (A.36) is given by〈

1

2
∂2ṽ(Ft(dṽt)

2)

〉
=

1

2
∂2ṽ〈Ft(dṽ

2)〉

=
1

2
∂2ṽ

〈
Ft

∑
µ

√
2γ̃µT̃ µ

ε
dwµ

t

∑
ν

√
2γ̃µT̃ ν

ε
dwν

t + o(dt)

〉

=
1

ε
(∂2ṽGX̃,t)dt+ o(dt). (A.39)

In a similar manner, the averages of the other terms of Eq. (A.36) can be evaluated.
Consequently, we obtain the time-evolution operator of the generating function as

LX̃,t({Λ
i}) = L(0)

X̃,t
({Λi}) + 1

ε
L(−1)

X̃,t
({Λi}), (A.40)

where we define

L(0)

X̃,t
({Λi}) = −ṽ · ∂x̃ − f̃t(x̃)∂ṽ +

∑
i

Λiã(0)(x̃, ṽ), (A.41)

L(−1)

X̃,t
({Λi}) = ∂2ṽ + ∂ṽ · ṽ +

∑
i

Λiã(−1)(x̃, ṽ)

+
∑
i,j,µ

ΛiΛjγµT µb̃iµ(x̃, ṽ) · b̃jµ(x̃, ṽ)

−2
∑
i,µ

ΛiγµT µ∂ṽ · b̃iµ(x̃, ṽ). (A.42)

By returning to the original scale, we obtain Eqs. (4.51) and (4.52).

A.4 Derivation of the underdamped fluctuation the-
orems

We here derive the fluctuation theorem for the underdamped Langevin dynamics.
For later reference, we consider the time-evolution operator of the heat-generating

function:
LQ̃,t({Λ

µ}) = L(0)
t +

1

ε
L(−1)

Q̃
({Λµ}), (A.43)

where

L(0)
t = −ṽ · ∂x̃ − f̃t(x̃) · ∂ṽ, (A.44)

L(−1)

Q̃
({Λµ}) = ∂2ṽ + (1 +B)∂ṽ · ṽ +Bṽ · ∂ṽ + Aṽ2, (A.45)

A({Λµ}) =
∑
µ

Λµγ̃µ(1 + ΛµT̃ µ), (A.46)

B({Λµ}) =
∑
µ

Λµγ̃µT̃ µ. (A.47)
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By noting

A({−Λµ − β̃µ}) = A({Λµ}), (A.48)
B({−Λµ − β̃µ}) = −B({Λµ})− 1, (A.49)

we obtain
L(−1)†

Q̃
({−Λµ − β̃µ}) = L(−1)

Q̃
({Λµ}). (A.50)

On the other hand, the zeroth-order term satisfies

L(0)‡
t = L(0)

t . (A.51)

Recall that ‡ indicates the velocity inversion and the Hermitian conjugation at the same
time. Since L(−1) is even with respect to the velocity, the time-evolution operator has the
symmetry

L‡
Q̃,t

({−Λµ − β̃µ}) = LQ̃,t({Λ
µ}). (A.52)

In particular, when we consider the entropy production of the reservoirs defined by

∆sr =
∑
µ

Qµ

kBT µ
, (A.53)

its time-evolution operator

L∆sr,t(Λ) = LQ̃,t({Λ
µ = β̃µΛ}) (A.54)

takes over the symmetry
L‡

∆sr,t(−Λ− 1) = L∆sr,t(Λ). (A.55)

A.4.1 Underdamped finite-time integral fluctuation theorem for
the total entropy production

We here consider the total entropy production

∆stot = ∆s+∆sr (A.56)

and its generating function

G∆stot,t(x̃, ṽ,Λ) =
〈
δ(x̃t − x̃)δ(ṽt − ṽ) exp[Λ∆stot]

〉
. (A.57)

Although we can directly derive the time evolution of this generating function, it is con-
venient to utilize the time evolution of the reservoir entropy production. By noting

∂tG∆stot,t(x̃, ṽ,Λ) = ∂t(〈δ(x̃t − x̃)δ(ṽt − ṽ) exp[Λ∆sr]〉Pt(x̃, ṽ)
−Λ), (A.58)

we obtain the time-evolution operator as

L∆stot,t(Λ) = Pt(x̃, ṽ)
−ΛL∆sr,t(Λ)Pt(x̃, ṽ)

Λ − Λ(∂t lnPt(x̃, ṽ)). (A.59)

From the symmetry of Eq. (A.55), we obtain

L∆stot,t(Λ) = Pt(x̃, ṽ)
−ΛL‡

∆sr,t(−Λ− 1)Pt(x̃, ṽ)
Λ − Λ(∂t lnPt(x̃, ṽ)). (A.60)
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When we set Λ = −1, this equation reduces to

L∆stot,t(−1) = Pt(x̃, ṽ)LK‡
t Pt(x̃, ṽ)

−1 + (∂t lnPt(x̃, ṽ)), (A.61)

where LK is the Kramers operator (4.53). Therefore, we obtain

∂t[Pt(x̃, ṽ)
−1G∆stot,t(x̃, ṽ,−1)]

= Pt(x̃, ṽ)
−1[L∆stot,t(−1)− (∂t lnPt(x̃, ṽ))]G∆stot,t(x̃, ṽ,−1)

= LK‡
t [Pt(x̃, ṽ)

−1G∆stot,t(x̃, ṽ,−1)]. (A.62)

When Pt(x̃, ṽ) 6= 0, this equation can formally be solved as

G∆stot,τ (x̃, ṽ,−1) = Pτ (x̃, ṽ)Tt exp
[∫ τ

0

dt LK‡
t

]
P0(x̃, ṽ)

−1G∆stot,0(x̃, ṽ,−1)

= Pτ (x̃, ṽ)Tt exp
[∫ τ

0

dt LK‡
t

]
, (A.63)

where Tt is the time-ordering operator with respect to time t. Since P0(x̃, ṽ) 6= 0 implies
Pt(x̃, ṽ) 6= 0, Eq. (A.63) holds for P0(x̃, ṽ) 6= 0. Meanwhile, when P0(x̃, ṽ) = 0, the
generating function vanishes:

G∆stot,τ (x̃, ṽ,−1) = Tt exp
[∫ τ

0

dt L∆stot,t(−1)

]
P0(x̃, ṽ) = 0. (A.64)

By integrating the generating function over x̃ and ṽ, we obtain

〈e−∆stot〉 =

∫
P0(x̃,ṽ) 6=0

dx̃dṽ G∆stot,τ (x̃, ṽ,−1)

=

∫
P0(x̃,ṽ) 6=0

dx̃dṽ Pτ (x̃, ṽ)Tt exp
[∫ τ

0

dt LK‡
t

]
=

∫
P0(x̃,−ṽ)6=0

dx̃dṽ T̄t exp
[∫ τ

0

dt LK
t

]
Pτ (x̃,−ṽ), (A.65)

where T̄t is the anti-time-ordering operator. By defining the inverted time t̄ := τ − t, we
obtain

〈e−∆stot〉 =

∫
P0(x̃,−ṽ)6=0

dx̃dṽ Tt̄ exp
[∫ τ

0

dt̄ L̄K
t̄

]
P̄0(x̃, ṽ), (A.66)

where we define the Kramers operator in the time-reversed process L̄K
t̄ := LK

τ−t̄ and the
initial state of the time-reversed process as P̄0(x̃, ṽ) := Pτ (x̃,−ṽ). Since the integrand is
nothing but the probability distribution function at time τ in the time-reversed process,
we obtain the integral fluctuation theorem

〈e−∆stot〉 =

∫
P0(x̃,−ṽ)6=0

dx̃dṽ P̄τ (x̃, ṽ) (A.67)

= 1− λ, (A.68)

where we define the degree of absolute irreversibility by

λ =

∫
P0(x̃,−ṽ)=0

dx̃dṽ P̄τ (x̃, ṽ). (A.69)

Thus, Eq. (4.63) has been proven.
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A.4.2 Underdamped finite-time fluctuation theorems for the ir-
reversible entropy production

The irreversible entropy production is defined by

∆is = ∆(− lnP eq) + ∆sr (A.70)

=
W −∆F −

∑
µ η

µQµ

kBT 0
. (A.71)

By a procedure similar to the total entropy production, we obtain the time-evolution
operator

L∆is,t(Λ) = P eq
t (x̃, ṽ)−ΛL∆sr,t(Λ)P

eq
t (x̃, ṽ)Λ − Λ(∂t lnP eq

t (x̃, ṽ)). (A.72)

From the symmetry of Eq. (A.55), this equation reduces to

L∆is,t(Λ) = P eq
t (x̃, ṽ)−ΛL‡

∆sr,t(−Λ− 1)P eq
t (x̃, ṽ)Λ − Λ(∂t lnP eq

t (x̃, ṽ)). (A.73)

Meanwhile, from Eq. (A.72), we obtain

L‡
∆is,t

(−Λ−1) = P eq
t (x̃, ṽ)−Λ−1L‡

∆sr,t(−Λ−1)P eq
t (x̃, ṽ)Λ+1+(Λ+1)(∂t lnP eq

t (x̃, ṽ)), (A.74)

where we use the symmetry of the equilibrium state P eq
t (x̃, ṽ) = P eq

t (x̃,−ṽ). Therefore,
we find the symmetry

L∆is,t(Λ) = P eq
t (x̃, ṽ)L‡TR

∆is,t
(−Λ− 1)P eq

t (x̃, ṽ)−1 + (∂t lnP eq
t (x̃, ṽ)), (A.75)

where the superscript TR indicates the local time reversal (∂t → −∂t). Since

∂t[P
eq
t (x̃, ṽ)−1G∆is,t(x̃, ṽ,Λ)] = P eq

t (x̃, ṽ)−1[L∆is,t(Λ)− (∂t lnP eq
t (x̃, ṽ))]G∆is,t(x̃, ṽ,Λ)

= L‡TR
∆is,t

(−Λ− 1)[P eq
t (x̃, ṽ)−1G∆is,t(x̃, ṽ,Λ)], (A.76)

the generating function can formally be written as

G∆is,τ (x̃, ṽ,Λ) = P eq
τ (x̃, ṽ)Tt exp

[∫ τ

0

dt L‡TR
∆is,t

(−Λ− 1)

]
. (A.77)

By integrating this over x̃ and ṽ, we obtain∫
dx̃dṽ G∆is,τ (x̃, ṽ,Λ) =

∫
dx̃dṽ P eq

τ (x̃, ṽ)Tt exp
[∫ τ

0

dt L‡TR
∆is,t

(−Λ− 1)

]
=

∫
dx̃dṽ Tt exp

[∫ τ

0

dt LTR
∆is,t

(−Λ− 1)

]
P eq
τ (x̃, ṽ)

=

∫
dx̃dṽ Tt̄ exp

[∫ τ

0

dt̄ L̄∆is,t̄(−Λ− 1)

]
P̄ eq
0 (x̃, ṽ)

=

∫
dx̃dṽ Ḡ∆is,τ (x̃, ṽ,−Λ− 1), (A.78)

where Ḡ is the generating function in the time-reversed process in which the state starts
from the equilibrium state P̄ eq

0 = P eq
τ and the systematic force is applied in the time-

reversed manner. In terms of the probability distribution function of the irreversible
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entropy production P (∆is) and its time-reversed one P̄ (∆is), this equality is rewritten as∫
d∆is P (∆is) exp[Λ∆is] =

∫
d∆is P̄ (∆is) exp[(−Λ− 1)∆is]

=

∫
d∆is P̄ (−∆is)e

∆is exp[Λ∆is]. (A.79)

Therefore, we obtain the finite-time detailed fluctuation theorem (4.69), i.e.,

P̄ (−∆is)

P (∆is)
= e−∆is, (A.80)

and the integral fluctuation theorem (4.70), i.e.,

〈e−∆is〉 = 1. (A.81)

A.4.3 Underdamped asymptotic steady-state fluctuation theo-
rem for heat

As we have already seen, the heat-generating function has the symmetry (4.72), i.e.,

L‡
Q̃,t

({−Λµ − β̃µ}) = LQ̃,t({Λ
µ}). (A.82)

Since the adjoint operation and the velocity inversion do not change the eigenvalues of
an operator, the operator LQ̃,t({−Λµ − β̃µ}) has the same eigenvalues as LQ̃,t({Λµ}).
In particular, the largest eigenvalues of these operators, which dominate the long-time
behavior of the generating functions, are equal. As a consequence, when we consider a
situation in which the systematic force ft(x) is constant in time, the generating function
has asymptotically the symmetry

GQ̃,t({−Λµ − β̃µ}) � GQ̃,t({Λ
µ}), (A.83)

where the symbol � indicates the asymptotic equality, or to be precise

lim
t→∞

1

t
ln

GQ̃,t({−Λµ − β̃µ})
GQ̃,t({Λµ})

= 0. (A.84)

Therefore, one might expect that the steady-state fluctuation theorem holds for the joint
probability distribution function of heat. However, it is not always the case because of
the van Zon-Cohen singularity [138, 139].

The large deviation function of the probability distribution function is defined by

I({q̃µ}) := − lim
t→∞

1

t
lnPt({Q̃µ = q̃µt}), (A.85)

or equivalently
Pt({Q̃µ = q̃µt}) � exp[−tI({q̃µ})]. (A.86)
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For ordinary situations, the large deviation function can be evaluated by the Legendre
transformation of the largest eigenvalue α of the time-evolution operator of the generating
function as

I({q̃µ}) = max
{Λµ}

[∑
µ

Λµq̃µ − α({Λµ})

]
. (A.87)

Therefore, from the symmetry

α({−Λµ − β̃µ}) = α({Λµ}), (A.88)

we obtain

I({q̃µ}) = max
{Λµ}

[∑
µ

Λµq̃µ − α({−Λµ − β̃µ})

]
(A.89)

= max
{Λµ}

[∑
µ

(−Λµ − β̃µ)q̃µ − α({Λµ})

]
(A.90)

= I({−q̃µ})−
∑
µ

β̃µq̃µ. (A.91)

Consequently, the steady-state fluctuation theorem holds:

lim
t→∞

1

t
ln Pt({Q̃µ = q̃µt})
Pt({Q̃µ = −q̃µt})

= I({−q̃µ})− I({q̃µ}) =
∑
µ

β̃µq̃µ, (A.92)

or, in the original variables,

lim
t→∞

1

t
ln Pt({Qµ = qµt})
Pt({Qµ = −qµt})

=
∑
µ

qµ

kBT µ
. (A.93)

However, the Legendre transformation (A.87) does not always connect the large de-
viation function and the largest eigenvalue of the time-evolution operator of the generat-
ing function. In such cases, the steady-state fluctuation theorem does not hold. Equa-
tion (A.87) is proven by the saddle-point approximation of the inverse Fourier-Laplace
transform of the generating function. When the generating function

Gt({Λµ}) � g({Λµ}) exp[tα({Λµ})] (A.94)

has singularities in the sense that g({Λµ}) has a pole or a branch cut along the path
of the saddle-point approximation, Eq. (A.87) no longer holds. As a result, the steady-
state fluctuation theorem (A.93) ceases to be valid, although the generating function has
the symmetry (A.83). This breakdown of the steady-state fluctuation theorem is known
as the van Zon-Cohen singularity [138–140], which sometimes occurs in nonisothermal
systems [141, 142].

88



A.5. Overdamped theory for the entropy productions

A.5 Overdamped theory for the entropy productions
In Chap. 4, we show that the overdamped heat generating function

God
Q̃,t

(x̃, {Λµ}) =

〈
δ(x̃t − x̃) exp

[∑
µ

ΛµQ̃µ,od

]〉
(A.95)

evolves in time by the operator

Lod
Q̃,t

({Λµ}) = ε

R2

[
∂2x̃ − κ∂x̃ · f̃t(x̃) + ρf̃t(x̃) · ∂x̃ + Af̃t(x̃)

2
]
, (A.96)

with

κ({Λµ}) =
1 + 2B +R

2
, (A.97)

ρ({Λµ}) =
−1− 2B +R

2
, (A.98)

R({Λµ}) =
√

(1 + 2B)2 − 4A, (A.99)
A({Λµ}) =

∑
µ

Λµγ̃µ(1 + ΛµT̃ µ), (A.100)

B({Λµ}) =
∑
µ

Λµγ̃µT̃ µ. (A.101)

We can define the overdamped entropy production of the reservoir by

∆sr,od :=
∑
µ

Qµ,od

kBT µ
. (A.102)

Then, the time-evolution operator of its generating function is given by

Lod
∆sr,t(Λ) = Lod

Q̃,t
({Λµ = β̃µΛ}), (A.103)

or more explicitly

Lod
∆sr,t(Λ) =

ε

R2

[
∂2x̃ − K∂x̃ · f̃t(x̃) +Pf̃t(x̃) · ∂x̃ + Af̃(x̃)2

]
, (A.104)

with

K(Λ) =
1 + 2Λ +R

2
, (A.105)

P(Λ) =
−1− 2Λ +R

2
, (A.106)

R(Λ) =
√

(1 + 2Λ)2 − 4A, (A.107)
A(Λ) = Λ(1 + Λ)

∑
µ

γ̃µβ̃µ. (A.108)

By using this operator, we here derive the overdamped theory for the total entropy pro-
duction and the irreversible entropy production.
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A.5.1 Overdamped theory for the total entropy production
The total entropy production in the overdamped approximation is given by

∆stot,od = ∆sod +
∑
µ

Qµ,od

kBT µ
. (A.109)

Then, its overdamped generating function reads

God
∆stot,t(Λ) = 〈δ(x̃t − x̃) exp[Λ∆stot,od]〉. (A.110)

By a procedure similar to the one to derive Eq. (A.59), we obtain the time-evolution
operator

Lod
∆stot,t(Λ) = P od

t (x̃)−ΛLod
∆sr,t(Λ)P

od
t (x̃)Λ − Λ(∂t lnP od

t (x̃)). (A.111)

Therefore, by inserting Eq. (A.104), we obtain the overdamped time-evolution operator

Lod
∆stot,t(Λ)

= −Λ(∂t lnP od
t (x̃))

+
ε

R2

[
∂2x̃ + 2Λ(∂x̃ lnP od

t (x̃)) · ∂x̃ − K∂x̃ · f̃t(x̃) +Pf̃t(x̃) · ∂x̃

+Λ(∂2x̃ lnP od
t (x̃)) + Λ2(∂x̃ lnP od

t (x̃))2

−Λ(1 + 2Λ)f̃t(x̃) · (∂x̃ lnP od(x̃)) + Af̃t(x̃)
2
]
. (A.112)

Meanwhile, the contribution in the fast time scale is given by

Gv
∆stot,t(Λ) = exp

[
N(1−R)t

2ε

]
. (A.113)

When there is only one reservoir, from relations A = Λ(1+Λ), R = 1, K = 1+Λ and
P = −Λ, the time-evolution operator reduces to

Lod
∆stot,t(Λ)

= −Λ(∂t lnP od
t (x̃))

+ε
[
∂2x̃ + 2Λ(∂x̃ lnP od

t (x̃)) · ∂x̃ − (1 + Λ)∂x̃ · f̃t(x̃)− Λf̃t(x̃) · ∂x̃

+Λ(∂2x̃ lnP od
t (x̃)) + Λ2(∂x̃ lnP od

t (x̃))2

−Λ(1 + 2Λ)f̃t(x̃) · (∂x̃ lnP od(x̃)) + Λ(1 + Λ)f̃t(x̃)
2
]
, (A.114)

which coincides with the time-evolution operator (4.118) derived from the overdamped
Langevin dynamics with a single reservoir for

δ∆stot,od = −(∂t lnP od
t (x̃))dt− (∂x̃ lnP od

t (x̃)) ◦ dx̃t + δQ̃t (A.115)
= −(∂t lnP od

t (x̃))dt

+ε[f̃ 2
t (x̃)

2 + (∂x̃ · f̃t(x̃))− f̃t(x̃) · (∂x̃ lnP od
t (x̃))− (∂2x̃ lnP od

t (x̃))]

+
√
2ε[f̃t(x̃)− (∂x̃ lnP od

t (x̃))] · dwt. (A.116)
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A.5.2 Overdamped theory for the irreversible entropy produc-
tion

The overdamped irreversible entropy production is given by

∆is
od = ∆(− lnP eq,od

t ) +
∑
µ

Qµ,od

kBT µ
(A.117)

=
∆V −∆F od

kBT 0
+
∑
µ

Qµ,od

kBT µ
(A.118)

'
W −∆F od −

∑
µ η

µQµ,od

kBT 0
, (A.119)

where we use the first law of thermodynamics (4.160) to obtain the last line. Its over-
damped generating function

God
∆si,t(Λ) = 〈δ(x̃t − x̃) exp[Λ∆is

od]〉 (A.120)

evolves by the operator

Lod
∆is,t

(Λ) = P eq,od
t (x̃)−ΛLod

∆sr,t(Λ)P
eq,od
t (x̃)Λ − Λ(∂t lnP eq,od

t (x̃)). (A.121)

Therefore, the explicit form of the time-evolution operator is given by

Lod
∆is,t

(Λ)

= Λ(∂tṼt(x̃))− Λ(∂tF̃
od
t )

+
ε

R2

[
∂2x̃ − ∂x̃ · [Kf̃t(x̃)− Λβ̃0f̃ c

t (x̃)] + [Pf̃t(x̃) + Λβ̃0f̃ c
t (x̃)] · ∂x̃

+Λ2(β̃0)2f̃ c
t (x̃)

2 − Λ(1 + 2Λ)β̃0f̃t(x̃) · f̃ c
t (x̃) + Af̃t(x̃)

2
]
. (A.122)

The contribution from the fast time scale is given by

Gv
∆is,t

(Λ) = exp
[
N(1−R)t

2ε

]
. (A.123)

When there is only one reservoir, the time-evolution operator reduces to

Lod
∆is,t

(Λ)

= Λ(∂tṼt(x̃))− Λ(∂tF̃
od
t )

+ε
[
∂2x̃ − ∂x̃ · [(1 + Λ)f̃t(x̃)− Λf̃ c

t (x̃)]− Λ[f̃t(x̃)− f̃ c
t (x̃)] · ∂x̃

+Λ2f̃ c
t (x̃)

2 − Λ(1 + 2Λ)f̃t(x̃) · f̃ c
t (x̃) + Λ(1 + Λ)f̃t(x̃)

2
]

(A.124)

= Λ(∂tṼt(x̃))− Λ(∂tF̃
od
t )

+ε
[
∂2x̃ − ∂x̃ · [f̃t(x̃) + Λf̃nc

t (x̃)]− Λf̃nc
t (x̃) · ∂x̃ + Λ2f̃nc

t (x̃)2 + Λf̃t(x̃) · f̃nc
t (x̃)

]
,

(A.125)

which is identical to the time-evolution operator (4.118) for the dissipated work

δ∆is
od = (∂tṼt(x̃))dt+ f̃nc

t (x̃t) ◦ dx̃t − (∂tF̃
od
t )dt (A.126)

= [(∂tṼt(x̃)− (∂tF̃
od
t )]dt

+ε[f̃t(x̃) · f̃nc
t (x̃) + (∂x̃f̃

nc
t (x̃))]dt+

√
2εf̃nc

t (x̃) · dwt. (A.127)
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A.6 Derivation of the overdamped fluctuation theo-
rems

From the relations

A({−Λµ − β̃µ}) = A({Λµ}), (A.128)
B({−Λµ − β̃µ}) = −B({Λµ})− 1, (A.129)

we obtain

R({Λµ − β̃µ}) = R({Λµ}), (A.130)
κ({−Λµ − β̃µ}) = ρ({Λµ}), (A.131)
ρ({−Λµ − βµ}) = κ({Λµ}). (A.132)

Therefore, the overdamped time-evolution operator of the heat-generating function satis-
fies the symmetry of

Lod†
Q̃,t

({−Λµ − β̃µ}) = Lod
Q̃,t

({Λµ}). (A.133)

Hence, the time-evolution operator for the generating function of the reservoir entropy
production takes over the symmetry

Lod†
∆sr,t(−Λ− 1) = Lod

∆sr,t(Λ). (A.134)

A.6.1 Overdamped finite-time integral fluctuation theorem for
the total entropy production

From Eq. (A.111) and the symmetry (A.134), we obtain

Lod
∆stot,t(Λ) = P od

t (x̃)−ΛLod†

∆sr,t(−Λ− 1)P od
t (x̃)Λ − Λ(∂t lnP od

t (x̃)). (A.135)

When we set Λ = −1, this equation reduces to

Lod
∆stot,t(−1) = P od

t (x̃)LK†
t P od

t (x̃)−1 + (∂t lnP od
t (x̃)), (A.136)

where LK is the Kramers operator. Therefore, as in Sec. A.4.1, the integral fluctuation
theorem can be derived:

〈e−∆stot,od〉 =

∫
P od
0 (x̃)6=0

dx̃ God
∆stot.τ (x̃,−1)

=

∫
P od
0 (x̃)6=0

dx̃ P od
τ (x̃)Tt exp

[∫ τ

0

dt LFP†
t

]
=

∫
P od
0 (x̃)6=0

dx̃ Tt exp
[∫ τ

0

dt LFP
t

]
P od
τ (x̃)

=

∫
P od
0 (x̃)6=0

dx̃ Tt̄ exp
[∫ τ

0

dt̄ L̄FP
t̄

]
P̄ od
0 (x̃)

=

∫
P od
0 (x̃)6=0

dx̃ P̄ od
τ (x̃)

= 1− λ, (A.137)
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where the degree of absolute irreversibility is given by

λ :=

∫
P od
0 (x̃)=0

dx̃ P̄ od
τ (x̃). (A.138)

Thus, Eq. (4.164) has been proven.

A.6.2 Overdamped finite-time fluctuation theorems for the ir-
reversible entropy production

From Eq. (A.121) and the symmetry (A.134), the time-evolution operator for the irre-
versible entropy production satisfies

Lod
∆is,t

(Λ) = P eq,od
t (x̃)−ΛLod†

∆sr,t(−Λ− 1)P eq,od
t (x̃)Λ − Λ(∂t lnP eq,od

t (x̃)). (A.139)

Meanwhile, from Eq. (A.121), we obtain

Lod
∆is,t

(−Λ− 1) = P eq,od
t (x̃)Λ+1Lod

∆sr,t(−Λ− 1)P eq,od
t (x̃)−Λ−1 + (Λ + 1)(∂t lnP eq,od

t (x̃)).
(A.140)

By taking the conjugate, we acquire

Lod†
∆is,t

(−Λ− 1) = P eq,od
t (x̃)−Λ−1Lod†

∆sr,t(−Λ− 1)P eq,od
t (x̃)Λ+1 + (Λ + 1)(∂t lnP eq,od

t (x̃)).
(A.141)

Hence, the time-evolution operator for the irreversible entropy production has the sym-
metry

Lod
∆is,t

(Λ) = P eq,od
t (x̃)Lod†TR

∆is,t
(−Λ− 1)P eq,od

t (x̃)−1 + (∂t lnP eq,od
t (x̃)). (A.142)

As in Sec. A.4.2, the symmetry of the generating function is derived

God
∆is,τ

(Λ) =

∫
dx̃ God

∆is,τ
(x̃,Λ)

=

∫
dx̃ P eq,od

τ (x̃)Tt exp
[∫ τ

0

dt Lod†TR
∆is,t

(−Λ− 1)

]
=

∫
dx̃ Tt exp

[∫ τ

0

dt LodTR
∆is,t

(−Λ− 1)

]
P eq,od
τ (x̃)

=

∫
dx̃ Tt̄ exp

[∫ τ

0

dt̄ L̄od
∆is,t̄

(−Λ− 1)

]
P̄ eq,od
0 (x̃)

=

∫
dx̃ Ḡod

∆is,τ
(x̃,−Λ− 1)

= God
∆is,τ

(−Λ− 1), (A.143)

which indicates the detailed fluctuation theorem (4.169), i.e.,

P̄ (−∆is
od)

P (∆isod)
= e−∆isod (A.144)

and the integral fluctuation theorem 4.170), i.e.,

〈e−∆isod〉 = 1. (A.145)
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A.6.3 Overdamped asymptotic steady-state fluctuation theorem
for heat

Equation (A.133) is nothing but Eq. (4.172) and indicates the symmetry

lim
t→∞

1

t
ln

God
Q̃,t

({−Λµ − β̃µ})
God
Q̃,t

({Λµ})
= 0. (A.146)

In the absence of the van Zon-Cohen singularity, this symmetry is equivalent to the
steady-state fluctuation theorem

lim
t→∞

1

t
ln Pt({Q̃µ,od = q̃µ,odt})
Pt({Q̃µ,od = −q̃,odt})

=
∑
µ

β̃µq̃µ,od. (A.147)
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Appendix B

Details of mathematics and numerics
in Chap. 6

B.1 Fractality and Rényi-0 divergence
We here introduce the fractal dimension and discuss its relation to the Rényi-0 divergence.

B.1.1 Fractal dimension
By way of simple illustration, let us consider a self-similar fractal named the Cantor set
as depicted in Fig. B.1. Initially, a line with a unit length denoted by C0 is prepared.
One third in the middle of the line is removed to obtain two disconnected segments C1.
Then, one third in the middle of each segment is removed to obtain four segments C2. By
repeating this procedure infinitely many times, we obtain the Cantor set C∞.

The Cantor set has a self-similar property. In fact, the set obtained by the reduction
of its size by the ratio r = 1/3 is congruent with its left or right part. Therefore, by
the reduction with ratio r = 1/3, the Cantor set reduces its ‘volume’ by the factor of
f = 1/2. Motivated by the fact that the volume reduction f and the size reduction r
has the relation f = rd for ordinary objects like lines (d = 1), squares (d = 2) and cubes
(d = 3), we define the dimension of the Cantor set by

dF =
ln f
ln r

=
ln 2

ln 3
, (B.1)

which is called the fractal dimension for self-similar fractals.
We can extend this idea for more general set in the embedded space with dimension dE.

To this aim, we cover the set by a set of dE-dimensional balls with diameter l. Let N(l)
denote the minimal number of balls needed to cover the set. Then, ldFN(l) (∼ const.)
should give a good estimate of the ‘volume’ of the set of interest as long as l is small
enough. On the basis of this observation, we define the fractal dimension, or more precisely
speaking, the box-counting dimension1 by [143]

dF = lim
l→+0

lnN(l)

ln(1/l)
. (B.2)

1In some cases, a single fractal dimension is not enough to characterize a fractal system completely.
In such cases, we use the term multifractal. However, in this thesis, we restrict our attention to a simple
unifractal with a unique fractal dimension.
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C4

C3

C2

C1

C0

0 1
3

2
3 1

Figure B.1: Procedure to make the Cantor set. One third in the middle of each segment
of Cn is removed to obtain Cn+1. Repeating this procedure infinite times, we obtain the
Cantor set C∞.

Mathematically, we should take the limit of infinitesimal ε. However, in physical
applications such as numerical simulations, we cannot generate infinitely small structures.
Therefore, in the real world, the scaling (B.2) should break down around the smallest
structure l0. Hence, if the scaling relation is satisfied for sufficiently small l as

N(l) = N(l0)

(
l0
l

)dF

(l0 . l � L), (B.3)

we regard the structure as a physical fractal, where L is a typical extension of the fractal.

B.1.2 Fractal dimension from the Rényi-0 divergence
We here consider a relation between the fractal dimension and the Rényi-0 divergence.
To be specific, let ρ(γ) denote the probability distribution function in the embedding
space. To see the vulnerability of this structure at a scale l, we convolute ρ with the
dE-dimensional isotropic Gaussian with the standard deviation l as

Cl[ρ](γ) :=
∫
dγ ρ(γ′)

(
1√
2πl2

)dE

exp
[
−(γ − γ′)2

2l2

]
. (B.4)

In physical terms, this may be interpreted that a Gaussian noise is added to phase-space
points in ρ to obtain Cl[ρ] at the ensemble level. We evaluate the difference between the
original structure and the perturbed structure by the Rényi-0 divergence as

D0(ρ||Cl[ρ]) = − ln
∫
ρ(γ)>0

dγ Cl[ρ](γ). (B.5)

The integral on the right-hand side represents how much fraction of Cl[ρ] remains in the
original support after perturbation. Technically speaking, we can evaluate the integral
by the Monte-Carlo method. To be specific, we choose a phase-space point in accordance
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1/3-Cantor

1/5-Cantor

1/7-Cantor

-14 -12 -10 -8 -6 -4 -2
ln l
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3

4

D0

Figure B.2: Rényi-0 divergence of the Cantor sets. The Rényi-0 divergence is numerically
calculated against the variation of l by Monte-Carlo simulations for three tenth-level
Cantor sets C10. The dashed lines are the guides to the eye with their slopes giving the
corresponding fractal codimensions. To obtain each data point, 104 states are generated.

with the original probability distribution ρ. Then, we add the Gaussian noise to it and
check whether or not the obtained point is in the original support. If yes, this event
contributes to the integral in Eq. (B.5). By repeating this procedure, we can numerically
obtain the value of the Rényi-0 divergence D0.

Suppose that we cover the fractal that satisfy (B.3) separately by dE-dimensional
spheres with the radius l and by those with the radius l0. The number of spheres with the
radius l0 in a single sphere with the radius l should be N(l0)/N(l) as long as the spheres
are uniformly distributed along the fractal2. Therefore, the probability that a phase-space
point on the fractal stays on the fractal after perturbation with the length l is evaluated
to be the ratio of the total volume of the spheres with the radius l0 to the volume of the
sphere with radius l as

N(l0)

N(l)
ldE
0

/
ldE =

(
l0
l

)dC

(l0 . l � L), (B.6)

where we introduce the fractal codimension dC := dE − dF. Consequently, the integral in
Eq. (B.5) is replaced with this quantity, leading to

D0(ρ||Cl[ρ]) = dC ln l

l0
(l0 . l � L). (B.7)

Thus, the linear dependence of D0 on ln l implies fractality and its proportionality factor
coincides with the fractal codimension; the Rényi-0 divergence can be utilized to evaluate
the fractal dimension.

Although Eq. (B.7) can heuristically be derived as seen above, it is yet to be proven
rigorously. Nevertheless, its validity can numerically be confirmed in simple fractals as
shown below.

2Here, we use the assumption of unifractality
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(a) (b)
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Figure B.3: Sierpinski gasket and its Rényi-0 divergence. (a) Sierpinski gasket. The
Sierpinski gasket can be obtained by the repeated removals of the equilateral triangle at
the center. (b) Rényi-0 divergence obtained from numerical simulations. The blue dots
shows numerically obtained values of D0. The red dashed line is a guide to the eye with
the slope dC = 2 − ln 3/ ln 2. They agree with each other excellently for intermediate
values of l. To obtain each data point, 105 Monte-Carlo samples are taken.

Cantor sets

We numerically evaluate the Rényi-0 divergence for three types of the Cantor sets as shown
in Fig. B.2. The 1/k-Cantor set is the Cantor set obtained by the repeated removals of
one kth in the middle of each segment. The fractal dimension of the 1/k-Cantor set is
evaluated to be

dF =
ln 2

ln 2k
k−1

. (B.8)

The Rényi-0 divergence D0 is numerically evaluated by the Monte-Carlo method. We can
see that D0 is proportional to ln l as expected. The slopes of the lines are consistent with
the corresponding values of the fractal codimension.

Sierpinski gasket

We can apply the method to higher-dimensional cases. We here consider the Sierpinski
gasket shown in Fig. B.3 (a). From the argument based on the self-similarity, we can
obtain the fractal dimension

dF =
ln 3

ln 2
. (B.9)

The Rényi-0 divergence D0 is numerically calculated as shown in Fig. B.3 (b). The
proportionality relation between D0 and ln l is confirmed for intermediate values of l.
The proportionality constant is consistent with the value of the fractal codimension dC =
2− ln 3/ ln 2.
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B.2 Mathematical support of the transient fractality
We here introduce a method by Kaplan and Yorke to evaluate the fractal dimension of the
system from the Lyapunov spectrum [143]. Applying this method, we conjecture that a
generic chaotic Hamiltonian system with the spatial dimension d has the transient fractal
with dimension dF = d.

B.2.1 Kaplan-Yorke conjecture
Let us denote the Lyapunov exponents in the nonincreasing order as

Λ1 ≥ Λ2 ≥ · · · ≥ ΛdE . (B.10)

Then, we define

ξi =
i∑

j=1

Λj. (B.11)

Let k be the largest value that satisfies ξk ≥ 0. Then the Lyapunov dimension of the
system is defined by [143]

dL = k − ξk
Λk+1

. (B.12)

It is conjectured that this Lyapunov dimension gives a good evaluation of the fractal
dimension3 [143]. We can schematically represent the value of dL as shown in Fig. B.4.
We plot the values of ξi with lines interpolating between adjacent points. The crossing
point of these lines with the i axis indicates the value of the Lyapunov dimension dL.

1 2 3 4
i

ξ

Figure B.4: Evaluation of the Lyapunov dimension. The values of ξi are plotted against
i and adjacent points are connected by lines. The point at which the line goes below the
i axis for the first time represents the value of the Lyapunov dimension depicted as the
red dot.

3The fractal dimension discussed here is actually the dimension of the natural measure and a concept
generally different from the fractal dimension that we have introduced in the previous section [143].
However, we naively assume that the Lyapunov dimension typically gives an estimate of our fractal
dimension as well.
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B.2.2 Conjecture for higher-dimensional cases
Let us consider the Hamiltonian system with the spatial dimension of d. Due to the
conservation of energy, we can represent phase space as a dE-dimensional manifold with
dE = 2d − 1. From the symplectic property of the Hamiltonian system, the Lyapunov
exponents has the symmetry

Λ1 = −Λ2d−1, Λ2 = −Λ2d−2, · · · ,Λd−1 = −Λd+1, Λd = −Λd = 0. (B.13)

By applying the Kaplan-Yorke method as shown in Fig. B.5 (a), we obtain the dimension
2d−1. Therefore, the dimension of a phase-space object does not change by the dynamics.
This result is consistent with the fact that we have no fractal in the long-time limit.

Meanwhile, in the transient time scale, positive Lyapunov exponents are expected not
to play significant roles since they do not affect local structures in phase space. Therefore,
the Lyapunov spectrum effectively reduces to

{0, 0, · · · , 0,Λd+1,Λd+2, · · · ,Λ2d−1}. (B.14)

By applying the Kaplan-Yorke method to this Lyapunov spectrum, we obtain the fractal
dimension of dF = d. Hence, we conjecture that a fractal structure with dimension dF = d
transiently emerges in a chaotic Hamiltonian system with the spatial dimension d. Note
that the numerical simulations in the main text demonstrate the validity of this conjecture
for d = 2.

(a) (b)

Figure B.5: Evaluations of the fractal dimension by the Kaplan-Yorke method. (a) Eval-
uation for the long-time limit. The resulting value 2d− 1 is the same as the dimension of
the embedding space. Therefore, no fractality emerges in the long-time limit. (b) Eval-
uation for the transient time regime. The obtained value dF = d implies that transient
fractal emerges with this dimension. We here consider the case of d = 3 for simplicity of
illustration.
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B.3 Details of numerics

B.3.1 Evaluation of the Rényi divergence
As we have discussed in Sec. 6.2, we evaluate the Rényi-0 divergence by utilizing the time
reversal test. We use the Monte-Carlo method to evaluate the integral in the Rényi-0
divergence. To be specific, we sample a phase-space point γ0 from the initial uniform
distribution ρ0 over a cube. In this sampling, we use a low-discrepancy sequence generated
by the additive recurrence to improve the precision of numerical simulations. Then, we let
the state evolve over time T and obtain the corresponding final point γT , whose ensemble
average is ρT . Next, we add a white Gaussian noise with the standard deviation l to
the time-reversal of this phase-space point T γT to obtain γ̃T . When the obtained point
happens to be outside the stadium, we add a different noise to T γT until γ̃T falls inside
the stadium. In other words, we truncate the Gaussian so as not to obtain unphysical
points. The ensemble of γ̃T constitutes ρ̃T except for an insignificant deviation due to
this truncation. Finally, we let γ̃T evolve over time T to obtain γ̃0. We judge whether or
not its time reversal T γ̃0 is in the support of the original state ρ0. Iff yes, this sample
contributes to the integral in the Rényi-0 divergence.

In Fig. ??, the length scale l is increased from e−20 to 1 by the multiplication of e0.2;
the time T is varied from 0 to 70 by the increment of 2. For each fixed l and T , we collect
109 samples to evaluate the Rényi-0 divergence D0. The numerical precision becomes
worse as the value of D0 increases. Nevertheless, the relative statistical error is less than
two percent in our simulations. We calculate the value of the derivative dD0/d(ln l) by
locally applying the least square fitting to D0 with respect to ln l. The fitting is done over
eleven adjacent data points that consist of the point of our interest, five points on its left
and five on its right.

To obtain the probability distribution of σ as in Fig. ??, we need more detailed in-
formation than we do in the case of D0. To this aim, we divide the cube of the initial
state into 83 sub-cubes. Then, from each sub-cube we collect 224 ∼ 2 · 107 samples as the
initial state and conduct the time reversal test. Therefore, the total sampling number is
233 ∼ 9 · 109. The number of the states that terminate in each sub-cube is calculated to
obtain the probability distribution function ρ̃0 in the original cube. The time T is varied
from 0 to 70 by the increment of 2. As time proceeds, the number of states that terminate
in each sub-cube decreases since ρ̃0 diffuses. Even in this case, the number is typically
larger than a few hundred and therefore the relative statistical errors are at most five
percent.

B.3.2 Chaos and numerical precision of floating numbers
Since we deal with a chaotic system, we should be careful about the numerical precision of
floating numbers. To see the effect of the precision, we conduct the time reversal test with
no noise added. In this case, the difference between the initial state and the pullbacked
state is caused by the numerical limitation. Let p denote the numerical precision, namely,
10−p represents the absolute precision of floating numbers. Then, the largest error in the
time reversal test is caused by the error in the stable direction at the final state. When
the time reversal test is performed, this error grows by the exponential factor eΛT , since
the stable direction changes into the unstable direction upon the time reversal. Therefore,
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(a) (b)

Figure B.6: Errors caused by the numerical precision. (a) Dependence of the distance dm
on the numerical precision p. The median of the distance (blue dots) obtained by the time
reversal test without noise is plotted against different values of the numerical precision
p. The red dashed line represents the theoretical estimate of typical errors (B.15). The
evolution time is fixed to be T = 40. (b) Dependence of the distance dm on the evolution
time T . The median of the distance (blue dots) are depicted for different time T . The red
dashed line represents Eq. (B.15). The precision is fixed to p = 16, namely, the double
precision.

the typical error for the time reversal test without noise is expected to be

ε ' 10−peΛT ' 100.2T−p (B.15)

for our Bunimovich billiard with Λ = 0.46.
We conduct the time reversal test without noise while varying the numerical precision

p. By repeating the time reversal test with different initial conditions under a fixed T , we
can obtain the distribution of the distance between the initial state and the pullbacked
state in phase space. The median of this distance dm is plotted in Fig. B.6 (a). The
reason why we do not use the average is that the distribution is heuristically similar to
the log-normal distribution and therefore the average does not represent a typical value.
We can see that the median is almost equal to ε. We also calculate the change in the
median dm against the variation of the evolution time T as shown in Fig. B.6 (b). Again,
the result is consistent with Eq. (B.15).

Hence, for our numerical simulations to be reliable, the parameters should satisfy
w � ε ' 100.2T−16, since we use double precision numbers in the numerical simulations
in the main text. Recall that w is the side of the initial cube. Therefore, for Fig. ?? with
w = 0.01, the reliability is guaranteed for T . 70. Thus, the data plotted in Fig. ?? are
reliable despite numerical difficulty of simulating the chaotic system.
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