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Abstract 
   Turbulence observations have been limited because of the difficulty in microstructure 

measurements. In order to efficiently obtain much more turbulence data down to the 

ocean floor without spending extra ship-time, we propose a new method, a microstructure 

profiler attached to a CTD-frame (Conductivity-Temperature-Depth). Since 

microstructure measurements of velocity shear are sensitive and fragile to vibration of 

instruments, measurements have been performed with free-fall or free-rise instruments 

whose vibrations to generate noise are minimized. Since the profiler attached to the CTD-

frame cannot suppress vibrations, we choose fast-response thermistors to measure micro-

temperature fields which is much less sensitive to the vibrations than velocity fields. 

However, since turbulence estimation from thermistors have not been common due to 

their insufficient temporal response, assessment of availability is necessary. In this thesis, 

the method of turbulence estimation using fast-response thermistors attached to CTD 

frames is developed by the following steps.  

   First, estimation of turbulence intensity using fast-response thermistors is assessed by 

comparing the energy dissipation rate εT from FP07 (Fastip Probe model 07) thermistors 

with εS  from shear probes, both of which are attached to a free-fall microstructure 

profiler with the fall rate of 0.6 - 0.7 ms-1 in Chapter 2. εT tends to be less than εS for 

increasing εS in the case without any corrections to temperature gradient spectra. The 

high frequency part of temperature gradient spectra from the thermistors is known to 

attenuate as single- or double-pole low-pass filter functions (Lueck et al., 1977; Gregg 

and Meager 1986). However, fast-response thermistors have not been used due to the lack 

of availability assessment. In the present study, multiplying the reciprocal of the functions 
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with the time constant of 7 milli-second (single-pole) or 3 milli-second (double-pole) to 

the temperature gradient spectra is shown to be effective to resume the spectra. εT is 

shown to be consistent with εS within a factor of 3 in the wide range of 10-10	<	εS	<	10-7 

Wkg-1. From the result, fast-response thermistor measurement is concluded to be practical 

if temperature gradient spectra are corrected.  

   Second in Chapter 3, availability of thermistors is assessed in the case where they are 

attached to CTD frames which are connected with ship through steel cable and ship 

motion and vibration may directly affect microstructure measurements. Turbulence 

intensities estimated from fast-response thermistors are compared between CTD-attached 

and free-fall microstructure profilers, conducted at the same location within about 2 hours. 

The agreement is shown to be generally good, but anomalously overestimated data, 

deviating from a log-normal distribution, appear sporadically in the CTD-attached 

method. These overestimated outliers are evident as spiky patches in the raw temperature 

gradient profiles. It is shown that the outliers often occur when the fall rate of the CTD 

frame, W (in ms-1), is small, and its standard deviation, Wsd, is large. These overestimated 

outliers are shown to be efficiently removed by rejecting data with the criteria of Wsd > 

0.2W-0.06, where W and Wsd are computed for a 1 s interval. After the data screening, 

thermal and energy dissipation, χ and ε, from CTD-attached and free-fall profilers are 

consistent within a factor of 3 in the ranges of 10-10 < χ < 10-7 °C2s-1 and 10-10 < ε < 10-

8 Wkg-1 for 50 m depth-averaged data.  

   Basin-scale distribution of turbulence intensity in the deep northwestern Pacific is 

revealed from 438 observations in Chapter 4, by rejecting data at which Wsd > 0.2W-0.06 

as in Chapter 3 and W is local minimum. The method is also validated by comparing with 

previous fine-scale O(10~100m) methods. Turbulence is intensified over rough 
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topography at around seamounts and ridges where internal tides are generated. 

Turbulence intensity represented by energy dissipation rate εT depends on internal tide 

energy and squared buoyancy frequency N2 (∝  vertical density gradient) through 

comparing with εMODEL used in a previous ocean general circulation model (OGCM) 

which reproduced deep Pacific water-masses fields (Oka and Niwa, 2013). εMODEL is 

shown to be much larger than εT by more than 10 times, although spatial variability is 

correlated between εT and εMODEL. This difference is relaxed to be within a factor of 3 

by changing the vertical structure of εMODEL away from internal tide generation sites to 

be proportional to N2, and by reducing the background constant vertical diffusivity to be 

at 10-7 m2s-1, 1/100 times of the previous model. By conducting widespread observations 

of CTD-attached thermistors with higher spatial and temporal resolutions, more realistic 

OGCM with better diapycnal diffusivity distribution will be developed in future.  
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represent the fitted Nasmyth (Eq. 2.1) and Kraichnan spectra (Eq. 2.3), respectively. In 
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Correction functions to temperature gradient spectra. The solid curve is the double-pole 
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1+ 2πfτ0 2  with τ0	=	7	msec. The temperature gradient spectra in (b) are corrected by 

the double-pole function with τ0	=	3	msec. 

 

Fig. 2.2. Comparison of concurrently measured turbulence dissipation rates εT  from 

thermistors and εS  from shear probes in the case without correction of temperature 

spectra. (a) Scatter plot of εT versus εS in logarithmic coordinates. (b) Dependence of 

the ratio log10(εT/εS) on εS. The solid line represents εT	=	εS, the dashed lines εT	=	3±1εS, 

and dotted lines εT	=	10±1εS. The yellow curve in (b) denotes the 101-point running mean 

of log10(εT/εS). 

 

Fig. 2.3. Same as Fig. 2.2b but for the dependence of the time constant τ0 (shown by 

color) in the case of (a) the single-pole correction (Eq. 2.6) and (b) the double-pole 

correction (Eq. 2.7). The black, green, magenta, red curves represent 101-point running-

mean of log10(εT/εS) for τ0 = 0 (same as the yellow curve in Fig. 2.2b), 4, 7, and 10 msec 

in (a), and for τ0 = 0, 2, 3, and 4 msec in (b). 
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Fig. 2.4.	 Same as Fig. 2.2a but for the data after applying (a) the single-pole and (b) the 

double-pole corrections to spectra with the time constant of τ0 = 7 msec and τ0 = 3 msec, 

respectively. The yellow dots with lines are the geometric mean of εT and εS in the 

ranges of 10-(i+1) < εS < 10-i for i = 6, 7, …10. 

 

Fig. 2.5. Dependence of the εT-εS relation on the time constant τ0 of individual FP07 

thermistors. The plus marks with lines are the geometric means of εT in the ranges of 10-

(i+1) < εS < 10-i (i = 7, 8, 9). (a) single-pole correction with τ0 = 7 msec and (b) double-

pole correction with τ0 = 3 msec. (c, d) For the cases where optimally computed τ0 by 

minimizing log10|εT/εS| are used for (c) single- and (d) double-pole corrections. 

 

Fig. 2.6. Dependence of the ratio log10(εT/εS ) on the frequency at the peak of the 

Kraichnan fitted spectra, fP, which is corrected by (a) the single-pole and (b) the double-

pole frequency response functions with the time constant of τ0 = (a) 4, 7, 10 and (b) 2, 

3, 4 msec. Colored curves represent 101-point running means as in Fig. 2.3. 

 

Fig. 2.7. Dependence of log10(εT/εS) on the buoyancy Reynolds number I	=	εS/ νN2 . 

Dots denote the data satisfying εS	>	3×10-10  Wkg-1 from seven probes. Temperature 

spectra are corrected by the double-pole functions with the time constant of 3 msec. The 

thick red curve represents the 21-points running mean of the dots. The thin red curve 

represents the 21-point running mean data in the case of without correction. Vertical solid 

lines indicate I = 20 and 100 between which εS are reliably estimated in spite of the 

violation of isotropic turbulence assumption. 
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Fig. 2.8. Dependence of log10(KT/κ) (the ratio of the total thermal diffusivity divided by 

the molecular thermal diffusivity) on the buoyancy Reynolds number I. Data of εT	<	

10-10 (weak turbulence) and -45° < Tu < 45° (in this Turner angle Tu range, no double 

diffusion occurs) is shown from the seven probes. Blue (red) dots represent data using εS 

(εT) to calculate I. The solid line is y = 0.2Prx over 7 < I < 100, where Prandl number 

Pr	=	ν/κ is set at the constant value of 12. 

 

Fig. 2.9. Examples of (a) velocity shear spectra and (b) temperature gradient spectra in 

the weak turbulence range of εS < 10-10 and εT < 10-12 Wkg-1 from the data in Fig. 2.2. 

Black curves are observed spectra. All the temperature spectra passed the criterion tests 

of PF14. Cyan and magenta are the universal Nasmyth and Kraichnan spectra, 

respectively for ε, χ	=	10-12, 10-11, 10-10. Blue and red curves denote the spectra with the 

minimum (a) εS and (b) 𝜒 for S1, S2, T1, and T2 sensors. 

 

Fig. A1. Scatter plots showing the difference between εS1 and εS2, where they are from 

concurrently measured two shear probes S1 and S2. Data with poorly fitted spectra to the 

Nasmyth spectrum is not used. 

 

Fig. 3.1. (a) Micro Rider 6000 attached to the CTD-frame during the cruise of KS-15-5 

and (b) AFP07 during the cruise of KH-16-3. The probes of FP07 thermistors were set 

close to the bottom of the frame. ©American Meteorological Society. Used with 

permission. 
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Fig. 3.2. Positions of the 72 stations of the CTD-attached (circles) fast response thermistor 

measurements (Micro Rider 6000 or AFP07) where free-fall measurements using the 

vertical microstructure profiler 2000 (VMP) were also performed within 2 hours from the 

CTD casts. Triangles denote the stations where the repeat casts of the free-fall VMP were 

performed within 2 hours to examine the temporal variability in the appendix. ©American 

Meteorological Society. Used with permission. 

 

Fig. 3.3. Examples of observed (black) and fitted (red) Kraichnan temperature gradient 

spectra of free-fall VMP (a - d) and CTD-attached MR (e, f) from the 1-sec-bins. (a) and 

(b) are examples with noise spectra (light-blue curve) and 1st order power low fit with a 

(a/b) positive/negative slope of the straight line (blue line). (c) and (e) are examples of 

well fitted spectra with low maximum absolute deviation MAD (< 0.4) and likelihood 

ratio LR (log10LR-1 < -20), and (d) and (f) are examples of poorly fitted spectra with high 

MAD (> 2) and LR (log10LR-1 > -2) to be rejected by the tests. Thin horizontal lines 

represent log10(∂T'/∂z)2	=	-4. All spectra are corrected from the minimum frequency to 

the cut-off frequency by the frequency response function 1+ 2πfτ0
2 2

, where the 1/4 

attenuation time constant τ0	=	3 msec. ©American Meteorological Society. Used with 

permission. 

 

Fig. 3.4. Comparison of 50-m-mean χ (a) and ε (b) from VMP (horizontal axis) and MR 

(vertical axis). Color of dots denote the fall rate W of MR. Solid and dotted black lines 

denote y = x and y = 10±1x, respectively. ©American Meteorological Society. Used with 

permission. 
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Fig. 3.5. Histograms of log10(χMR/χVMP) (a-c) and log10(εMR/εVMP) (d-f) for 10 m-mean (a, 

d), 50 m-mean (b, e), and 200 m-mean (c, f). The “median”, “mean”, and “SD” of the 

figures are the median, arithmetic mean, and standard deviation of 

log10{χMR/χVMP(εMR/εVMP)}. “factor10”, and “factor3” are the percentage of data within 

factors of 10, and 3, respectively. (g, h) Dependence of ratios (in %) of data within factors 

of 3 (g) and 10 (h) on the averaging depth intervals from 10 m to 200 m. Averaging was 

performed after PF14 tests (MAD < 2, LR > 100, and SNR > 1.5). The vertical solid, 

dashed, and dotted black lines in (a)-(f) are x = 1, factor 10, and factor 100, respectively. 

©American Meteorological Society. Used with permission. 

 

Fig. 3.6. Comparison between CTD-attached MR (red) and free-fall VMP (blue) of the 

vertical profiles of χ (a), temporal variability of micro-temperature 𝜕𝑇'/𝜕𝑡 (b), mean 

MAD (c), LR-1 (d), fall rate W ms-1 (e), and standard deviation Wsd ms-1 (f) of W at Sta.052 

observed near the Aleutian Islands (54°59.72N, 172°29.96W). The data in (a) and (c)-(g) 

were computed from 1-sec bin and then averaged over 10 m after PF14 tests. The data in 

(b) is raw data sampled at 512 Hz. Temperature gradient spectra at depths with the gray 

shades in (a) are shown in Fig. 3.7e. ©American Meteorological Society. Used with 

permission. 

 

Fig. 3.7. Enlarged view of the raw data of micro-temperature (a, b) and fall rate (c, d) at 

Sta.052, where the fall rate W is computed from raw 64 Hz pressure data. The horizontal 

thick lines denote W = 0. (e) Examples of temperature gradient spectra at the gray shades 
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of Fig. 3.6a. “p” is the range of pressure over which each spectrum is calculated. 

©American Meteorological Society. Used with permission. 

 

Fig. 3.8. Scatter plots of log10(εMR/εVMP) represented by color shades for MAD and LR-

1(a), and for W and Wsd (b) for the 50-m averaged MR dataset after PF14 tests. Crosses 

denote the overestimated data of εMR/εVMP>10, and dots the data with log10(εMR/εVMP) <10. 

©American Meteorological Society. Used with permission. 

 

Fig. 3.9. (a) log10(εMR/εVMP) represented by color shades for W and Wsd based on the 1-m 

averaged MR data after PF14 tests. (b) Geometric mean distribution of εMR/εVMP of (a) 

over the grids of Δx×Δy = 0.1×0.01 ms-1. (c) Histogram of the log10(εMR/εVMP) data in 

(b). The circles in (b) are the data with 0.4 < log10(εMR/εVMP) < 0.5, and the solid line (y = 

0.2x – 0.06) is the regression for the circles. ©American Meteorological Society. Used 

with permission. 

 

Fig. 3.10. The same as Fig. 3.4a-f but for the data after screening overestimated data with 

the criteria of Wsd > 0.2W-0.06. Averaging was performed after eliminating data which 

satisfy Wsd > 0.2W-0.06, in addition to PF14 tests. The thick curves are the normal 

distribution for the “mean” and the “SD”. The vertical solid, dashed, and dotted black 

lines are x=1, factor 10, and factor 100, respectively. ©American Meteorological Society. 

Used with permission. 

 

Fig. 3.11. Comparison of 50 m-mean χ (a) and ε (b, c) between from VMP and MR after 

screening the data using the criteria of PF14 tests for bad spectra and Wsd > 0.2W-0.06 for 
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overestimated data. In (c), the turbulent energy dissipation rate ε from VMP (horizontal 

axis) is derived from the shear probes which are the standard sensors for ε. The red and 

black lines show the 1st order approximation line using principal component analysis in 

the range of 10-11 to 10-7. The red lines are drawn for only W > 0.9 ms-1. The solid, broken, 

and dotted black lines denote y = x, y = 3±1x and y = 10±1x, respectively. ©American 

Meteorological Society. Used with permission. 

 

Fig. 3.12. The dependence of the ratios of χ/χ (DP: τ0 = 3 msec) (a) and ε/ε (DP: τ0 = 3 

msec) (b) on turbulence intensity in the standard double-pole τ0 = 3 msec case. For the 

two frequency response functions and time constants τ (Blue: SP10: single-pole τ = 10 

msec, cyan: SP04: single-pole τ0 = 4 msec, red: DP04: double-pole τ = 4 msec, magenta: 

DP02: double-pole τ0 = 2 msec). Solid, dashed, and dotted black lines are y = x, y = 2±1x, 

and y = 3±1x, respectively. ©American Meteorological Society. Used with permission. 

 

Fig. 3.13. Possible influence of insufficient correction and variable fall rate, W, on the 

spectra (a) and reduction rates (b) of ε and χ for the situation where relatively strong 

turbulence of χ = 10-7 °C2s-1 and ε = 10-7 Wkg-1 is measured using a thermistor with the 

1/4 time constant τ0 = 3.5 msec, and is then insufficiently corrected with the faster time 

constant τ0 = 3 msec under the variable fall rates from 0.2 to 2 ms-1. ©American 

Meteorological Society. Used with permission. 

 

Fig. B1. Distributions of the ratios of VMPs deployed at the same location within intervals 

of 0.2 ~ 2.9 hours. Forty-five VMP observations were performed, and 32 pairs of profiles 

at the same location within about 2 hours are compared (triangles in Fig. 3.2). χ and ε 
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were estimated using FP07 thermistors in the same method described in section 2. The 

legends are the same as those in Fig. 3.10. The thick black curves are normal distributions 

derived from “mean” and “SD”. The vertical solid, dashed, and dotted black lines are x = 

1, factor 10, and factor 100, respectively. ©American Meteorological Society. Used with 

permission. 

 

Fig. 4.1. Locations of the total of 438 stations of the CTD-attached fast response 

thermistor measurements. Stars denote the stations of the full-depth casts down to the 

bottom, and circles the other casts which were usually deployed down to 2000 m depth. 

 

Fig. 4.2. Meridional vertical cross-sections of (a) the standard deviation Wsd (in ms-1) of 

fall rates W and (b-d) the arithmetically averaged kinetic energy dissipation rate ε in each 

200 m depth range. (b) ε before data screening, (c) ε after the data screening with the 

rejection criteria of Wsd > 0.2W-0.06, and (d) ε after the further rejection of data at the 

minimum of the fall rate Wmin. 

 

Fig. 4.3. One example of the vertical profiles of (a) ε, (b) W, (c) Wsd for 1 s bin at 18°N 

along the 137°E section, obtained during the RF1606 cruise. The circles are data which 

passed the PF14 criterion tests. The red dots satisfy Wsd > 0.2W-0.06. The blue dots satisfy 

Wsd < 0.2W-0.06, ε > 10-8, and Wmin (local minimum of W). 

 

Fig. 4.4. Comparison of ε  from fine-scale parameterization and the present CTD-

attached thermistor observations. (a) ε  from fine-scale velocity and density using 

LADCP and CTD (Ijichi and Hibiya 2015). (b) ε from fine-scale density (Wijesekera et 
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al. 1993). Data are averaged in 320 m segment. The surface data which includes pressure 

< 100 dBar are not used. In (a), data with pressure > 2000dbar are excluded since accuracy 

of measurement of LADCP is low in the deep ocean. In (b), data with N2 < 10-6 [s-2] are 

excluded since estimation of vertical gradient of density is difficult in low stratified 

regions. 

 

Fig. 4.5. Vertical cross sections of turbulent energy dissipation rate εT	 from CTD-

attached thermistor measurements along (a) 137°E (RF16-06) and (b) 47°N (MR-14-04). 

(a-b)  εT	is averaged over 50 m after removing the data at Wsd > 0.2W-0.06 and Wmin. (c) 

Vertical profile of horizontally averaged εT	for each section. (d-e) Vertically averaged 

εT	below 500 m, in order to exclude the surface dissipation, where the red lines are 

denoted at ε =	10-10 and 10-9 Wkg-1. (f-g) Topographic roughness at each station, defined 

as the variance of bathymetric height [m2] obtained from ship depth soundings (version 

17.1; Smith and Sandwell, 1997), calculated in 60 km square regions.  

 

Fig. 4.6. (a) Relation between the observed energy dissipation εT	and stratification 

represented by squared buoyancy frequency N2. Colors denote pressure. (b) Histogram of 

diapycnal diffusivity Kρ	(=	0.2ε/N2) . The vertical axis denotes data number. 200 m 

averaged data after data screening is shown. 

 

Fig. 4.7. Relation between depth-integrated observed energy dissipation ρ εTdz  and 

model-based depth-integrated baroclinic energy conversion rate Ec (red dots) 

representing generation of internal waves by tidal forcing, and between ρ εTdz and 
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depth-integrated tide-induced energy dissipation Ed (blue dots) for MR-14-04 and 

RF1606. X-axis: depth-integrated ρεT at depth from 100 m - bottom excluding surface 

100m layer to avoid wind influence. Y-axis: Ec and Ed are estimated in ON13 from three-

dimensional tide-driven model of NH11. Ec and Ed simulated with the resolution (1/15°) 

model is multiplied by 1.5 as in ON13. ‘r’ in legend is correlation coefficient in 

logarithmic scale and ‘mean’ is geometric mean of Y/X. 

 

Fig. 4.8. εMODEL (ON13) along (left panel) 137°E and (right) 47°N. (a)(e) Near-field 

εNEAR , (b)(f) far-field εFAR , (c)(g) background εBACK , (d)(h) εMODEL	=	

εNEAR+εFAR+εBACK. 

 

Fig. 4.9. Same as Fig. 4.7 but for modified εMODEL which is fitted to the observed data. 

 

Fig. 4.10. Comparison of ε (a) from the CTD-attached thermistor observations and (b) 

from the model (ON13) which reproduced radio-carbon isotope ratio in the Pacific, from 

(c) a revised model where far-field is proportional to the squared buoyancy frequency N2 

and background value of epsilon is based on the observed minimum diapycnal diffusivity 

Kρ= 10-7, to make the model distribution close to the observation. 
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Chapter 1 1 

General introduction  2 

 3 

1.1 Role of turbulent mixing 4 

   Turbulent mixing is one of the main physical processes which control the meridional 5 

overturning circulation by vertically transporting heat and materials. Although mean 6 

diapycnal diffusivity O(1) cm2s-1 is required to close the global overturning circulation 7 

(Munk, 1966; Munk and Wunsch, 1998), observed diffusivity has been an order of 8 

magnitude lower in large part of the oceans (e.g. Toole et al., 1994; Ledwell et al., 1993, 9 

1998; Nagasawa et al., 2007). Vertical diffusivity is not uniform in the ocean, but patchy 10 

with both depth and location (e.g. Kunze et al., 2006; 2017; Waterhouse et al., 2014; 11 

Whalen et al., 2012; 2015), and strong mixing beyond 1 cm2s-1 is observed in specific 12 

hotspots with rough topography (e.g. Brazil basin, Polzin et al., 1997; the Izu-Ogasawara 13 

Ridge, Nagasawa et al., 2007; the Hawaiian Ridge, Klymak et al., 2006) or near the straits 14 

(e.g. Kuril straits, Itoh et al., 2010; 2011; 2014; Yagi and Yasuda, 2012; 2013; Yagi et al., 15 

2014; Tanaka et al. 2014).  16 

   Meridional overturning circulations depend on the spatial structure of the vertical 17 

diffusivity. For example, structures of the meridional overturning circulation in the North 18 

Pacific could be modified by the vertical distribution of diapycnal diffusivity in the Kuril 19 

strait as suggested by a numerical model study (Kawasaki and Hasumi, 2010). Tide-20 

induced vertical mixing away from generating regions (far-field mixing) could be also 21 

important for the Pacific thermohaline circulation (Oka and Niwa, 2013). Observations 22 
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of global turbulence distribution with higher resolution in time and space need to be taken 23 

to quantify and understand global ocean circulations. 24 

   Turbulent vertical mixing is also quite important to quantify and understand diapycnal 25 

transports of chemical substances including macro- and micro- nutrients to be supplied to 26 

biological production. Vertical turbulent flux of a material is represented by the formula 27 

of w'C'	=	-Kρ∂C/∂z where w' is the vertical velocity of turbulent eddies, C' is the 28 

deviation from the mean material concentration C, and Kρ is the turbulent diapycnal 29 

diffusivity. Enhanced turbulence (mixing hot spot) plays important roles in maintaining 30 

high biological productivity through the turbulent diffusive supply of macro- and micro- 31 

nutrients such as iron in the northwestern subarctic Pacific (Nishioka et al. 2013; Nishioka 32 

and Obata 2017), along the eastern Bering Sea shelf edge (GreenBelt: Tanaka et al. 2012; 33 

2013; 2015) and nitrate in the Kuroshio (Kaneko et al. 2013). 34 

 35 

1.2 Indicators of turbulence intensity 36 

   One of the indicators of turbulence intensity is the rate of loss of kinetic energy due 37 

to molecular viscosity. It is represented as turbulent energy dissipation rate, ε, which is 38 

given by the following equation under the assumption of isotropy,  39 

ε	=	7.5ν ∂u'/∂z 2 , (1.1) 

where ν is the kinematic viscosity, ∂u'/∂z is the vertical shear of micro-scale (with a 40 

few cm spatial scale) horizontal velocity, and the angle brackets  is spatial averaging. 41 

ε is usually estimated by directly measuring ∂u'/∂z with an airfoil shear probe. 42 

   The energy dissipation rate could also be estimated from micro-temperature by fitting 43 

a universal spectrum to an observed temperature gradient spectrum. ε is related to the 44 
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Batchelor length scale ηB, where both viscosity and molecular diffusion of temperature 45 

becomes effective (Batchelor, 1959), as follows 46 

ηB	=	1/kB	=	2π νκ2/ε 1/4, (1.2) 

where kB  is the Batchelor wavenumber. In this thesis, the unit of wavenumber is 47 

described as cyclic wavenumber, cycle per meter [cpm]. From the above expression (Eq. 48 

1.2), we obtain 49 

ε	=	 2π 4kB
4 νκ2, (1.3) 

   This thesis focuses on estimating ε  since it is a necessary indicator to evaluate 50 

turbulent mixing and diapycnal transport via the diapycnal diffusivity Kρ	=	ΓεN-2 51 

(Osborn, 1980), where Kρ is diapycnal diffusivity, Γ is mixing efficiency, and N is 52 

buoyancy frequency. Detail of the way of estimating ε is shown in Chapter 2.2. 53 

  54 

1.3 Current turbulence observation 55 

   Micro-scale velocity shear and temperature have been measured by using an airfoil 56 

shear probe (e.g. Osborn 1974; Osborn and Crawford, 1980) or a fast response thermistor 57 

(e.g. Kocsis et al., 1999; Ruddick et al., 2000; Moum et al., 2013), respectively. The 58 

former measures micro-scale current variation caused by turbulent eddies, and the latter 59 

measures micro-temperature variation with thermistors whose response is much faster 60 

than temperature sensors equipped to CTD (Conductivity-Temperature-Depth). Even 61 

though it is “fast” response, the very small scale is difficult to be measured, and there are 62 

uncertainties in high frequency part of temperature spectra (Gregg, 1999). Accordingly, 63 

shear probes have been more widely used in the microstructure measurements than fast-64 

response thermistors. Since micro-velocity measurement is easy to be influenced by noise 65 
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owing to the vibration of instruments themselves, it has been performed by using special 66 

free-fall or free-rise profilers which are designed to stably move in sea water (e.g. Lueck 67 

et al., 2002). Since these observations take ship-time and need special skills to be operated, 68 

they are difficult to perform widely and frequently. Even in the present day, 69 

microstructure observations are limited. Large-scale microstructure observations 70 

covering basin-wide top-bottom oceans is thus necessary to evaluate the three-71 

dimensional distribution of turbulence intensity.  72 

 73 

1.4 New observational system 74 

   In this thesis, we aim to make it to be practical use of a new method to conveniently 75 

obtain turbulence data via direct microstructure measurements using an internal-76 

recording profiler attached to a CTD frame. By using this method, we can obtain 77 

microstructure data down to the ocean floor at every CTD cast in vast areas than by using 78 

a free-fall profiler which needs extra-ship time, special instruments and operational skills. 79 

Besides, CTD systems can be equipped with a LADCP (Lowered Acoustic Current 80 

Profiler) to concurrently yield fine-scale density and velocity data with microstructure, 81 

and the process of energy transport from the tidal wave to turbulence could be discussed.  82 

   However, CTD frames are connected with a steel cable and stretched throughout the 83 

deployment, and does not fall freely. Therefore, acceleration or deceleration of the cable 84 

corresponding to rolling or pitching of a ship as well as winch feeding speed variability 85 

causes vibrations which possibly affect microstructure measurements. To establish this 86 

CTD-attached microstructure measurement, influence of the frame movement on 87 

turbulence estimation and limitations of this measurement method need to be quantified. 88 
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Velocity shear probes are much more sensitive to instrument vibrations than thermistors 89 

which measure scalar fields. Accordingly, the thermistors are chosen for CTD-attached 90 

microstructure sensors in the present thesis.  91 

 92 

1.5 Overview of this thesis 93 

   Analysis methods of microstructure measurements using CTD-attached fast-response 94 

thermistors, are developed in this thesis, to reveal basin-scale turbulence distribution in 95 

the northwestern Pacific by using widespread CTD-attached thermistor data from existing 96 

CTD observational network. These data could contribute to the state estimate of the 97 

general ocean circulation.  98 

   One of the problems of this method is the poor temporal response of the fast-response 99 

FP07 thermistors, which could affect the estimation of turbulence intensity. Since the 100 

availability and limitation of the turbulence measurements with fast-response thermistors 101 

have not been quantified, they are assessed in Chapter 2. Another problem is the quaking 102 

of the frame due to rolling and pitching of ships. Even though measurements with 103 

thermistors are less sensitive to the vibration of instruments than those with shear probes, 104 

large quaking is possible to influence on micro-temperature measurement. This influence 105 

is quantified in Chapter 3. In Chapter 4, this method is applied to widespread observations. 106 

Based on the above assessments, basin scale turbulence distribution in the northwestern 107 

Pacific will be revealed from microstructure measurements for the first time. 108 

  109 



 6 

Chapter 2  110 

Turbulence Estimation Using Fast-Response 111 

Thermistors Attached to a Free-Fall Vertical 112 

Microstructure Profiler 113 

 114 

2.1 Introduction 115 

   The FP07 (Fastip Probe, model 07) thermistor, a common type of fast-response 116 

thermistors in oceanic observations, is surrounded by glass coating, and this causes a time 117 

delay of heat transferring from the surface of the glass coating to the sensor core (Gregg, 118 

1999). The frequency spectrum of temperature is then attenuated in high frequency range 119 

(Lueck et al., 1977; Gregg and Meagher, 1980). This possibly influences turbulence 120 

estimation, especially in the case of faster sensor speeds where spectra shift to higher 121 

frequency. 122 

   The form of the attenuation has been proposed to be represented by the single- (Lueck 123 

et al., 1977) or double- (Gregg and Meagher, 1980) pole low-pass filter functions by 124 

conducting laboratory experiments. Observed temperature gradient spectra could be 125 

corrected by multiplying the reciprocal of these low-pass filter functions, though the 126 

effectiveness of these correction to estimates of turbulence intensity is scarcely 127 

investigated (Kocsisi et al., 1999; Peterson and Fer, 2014; henceforth, PF14).  128 

   On the basis of field observational data, Kocsis et al. (1999) evaluated thermistor-129 

derived turbulence intensity by carrying out a comparison of energy dissipation rate ε 130 
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from the FP07 thermistors and shear probes with a slowly rising (with the speed of 0.08 131 

ms-1) profiler. After correcting temperature spectra with the single-pole function and the 132 

time constant of 7 milli-second (henceforth, msec), they showed both microstructure 133 

methods yield nearly the same turbulence intensity. Meanwhile, PF14 used a glider with 134 

a moving rate of ~ 0.4 ms-1. The resulting temperature-derived and shear-derived 135 

turbulence intensity well agrees by correcting temperature spectra with the single-pole 136 

function with the time constant of 12 msec.  137 

   Although several studies as above showed the availability of turbulence 138 

measurements with FP07 thermistors, there are differences in correction functions and 139 

time constants. There seems to be even no consensus on which functions (single-pole or 140 

double-pole) and what time constants are appropriate. One of the reasons of the difficulty 141 

in determining the sole frequency response function is that it could be different among 142 

individual thermistors (Gregg 1999), in observation platforms and in turbulence 143 

intensities. To make turbulence measurements with thermistors practical, it is required to 144 

make clear correction methods with their quantitative assessment of availability and 145 

limitation. 146 

   This chapter aims to expand the knowledge of availability of turbulence estimation 147 

from fast response thermistors. This chapter reveals 1) effect of correction to the 148 

temperature spectrum for the estimate of ε, 2) best correction function for the thermistors 149 

to yield ε compatible with ε from the shear probes, and 3) difference in ε between 150 

individual thermistors. To achieve above purposes, ε from thermistors is compared with 151 

ε from shear probes, which is the common type of sensor in turbulence observation 152 

(Lueck et al., 2002). Both of them are attached to the same free-fall microstructure 153 

profiler, and performances of thermistor estimation with single- and double-pole 154 
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frequency response corrections and several time constants in the nominal range are 155 

quantified. Section 2.2 provides the procedures for estimating ε. Section 2.3 presents the 156 

results of the comparison between thermistors and shear probes. The performances of 157 

thermistors in weak turbulence ranges, where measurements with velocity shear probes 158 

could be unreliable, are discussed in section 2.4. 159 

 160 

2.2 Data and Method 161 

2.2.1 Observational data 162 

   Vertical Microstructure Profiler 2000 (henceforth VMP, manufactured by Rockland 163 

Scientific International Inc.) was used to measure turbulence fields around the Aleutian 164 

Islands, the Kuril straits, and the northwestern Pacific from 2009 to 2016. It was deployed 165 

from the stern deck and freely fell at the speed of 0.6 - 0.7 ms-1 at a depth of 0 - 2000 m. 166 

The VMP was equipped with two velocity shear probes and two FP07 fast response 167 

thermistors, produced by Rockland Sci. It was also equipped with Sea Bird temperature 168 

(SBE3) and conductivity (SBE4) sensors with a pump (SBE5). A total of 112 VMP 169 

profiles were used for comparison between shear probes and thermistors. The details of 170 

information about deployments are shown in Table 2.1. 171 

 172 

2.2.2 Estimation of ε from velocity shear probes 173 

   ε from velocity shear is estimated by integrating a ∂u'/∂z 2 spectrum. Accuracy of 174 

the shape of the spectrum is confirmed by fitting a universal shear spectrum to the 175 

observed one. The form of the universal spectrum in Kolmogorov inertial to viscous range, 176 

were advocated theoretically by Corrsin (1964), Saffman (1963), and Panchev and Kesich 177 
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(1969). Nasmyth (1970) showed a coherent spectrum by using observed field data. In this 178 

paper, a following equation in Oakey (1982) is used. 179 

SNasmyth	=	ε3/4ν-1/4G2, (2.1) 

where G2	=	8.05 k/2πkν 1/3/ 1+20 k/2πkν 3.7  (Wolk et al., 2002), k is a wavenumber, 180 

and kν is the Kolmogorov wavenumber (kν	=	 ε/ν3 1/4/2π). 181 

   The micro-scale ∂u'/∂z  was high-pass and low-pass filtered to remove shear 182 

components with frequency less than 0.25 Hz and more than 98 Hz, and segmented into 183 

half-overlapping segments of length about 10 m before Fourier-transformation. Fourier 184 

transformations were performed over half-overlapping segments of approximately 1 m, 185 

and then spectra were averaged over 10 m. One 10 m-averaged spectrum and ε were 186 

thus obtained by using about 20 spectra. These high-pass and low-pass (to avoid aliasing) 187 

filters with the mean free-fall speed of 0.6 - 0.8 ms-1 could permit VMP to cover the 188 

turbulent eddies with the wavenumber of 0.38 - 150 cpm and the length scale of 6.6 mm 189 

- 2.6 m, which were able to be resolved assuming that the length scale of the probe and 190 

the profiler is 5 mm and 2.5 m, respectively.   191 

   An iterative procedure is used to determine ε as follow. First, observed shear spectra 192 

are integrated from a minimum wavenumber to an arbitrary wavenumber. Second, ε is 193 

estimated via (Eq. 1.1), and then kν is determined. The ε and kν lead to a single form 194 

of Nasmyth spectrum via (Eq. 2.1). Third, the ratio between Nasmyth and observed 195 

spectra is computed over the range of the wavenumbers from minimum to 0.04kν (near 196 

the peak of the Nasmyth spectrum). When the ratio is less (more) than 1/2 (2), interval of 197 

integration is spread to 4/3 (reduced to 3/4) of the previous range. This sequence is 198 

repeated until the ratio is less than a factor of 2, and then ε is determined. An example 199 
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of a shear spectrum which is visually regarded as a good agreement with the Nasmyth 200 

spectrum is shown in Fig. 2.1a. Shear spectra poorly fitted to the Nasmyth form are not 201 

used in the following analysis. ε from the velocity shear, εS, is defined as the average 202 

of the two shear probes measuring simultaneously. Only data are used such as both of 203 

them being regarded as well fitted to the Nasmyth form, and the difference in ε between 204 

them are less than 3, since there are natural variabilities in ε with a factor of about 3 205 

(APPENDIX. A).  206 

 207 

2.2.3 Estimation of ε from FP07 thermistor observations 208 

   Micro-temperature vertical gradient ∂T'/∂z is also segmented in the same way as 209 

velocity shear before Fourier-transformation, although the way of estimating ε and χ, 210 

the temperature dissipation rate, are different. They are determined by fitting a universal 211 

spectrum to the observed temperature gradient spectrum by using a maximum likelihood 212 

estimate (MLE) method, introduced by Ruddick et al. (2000) (henceforth, R00). This 213 

method has an advantage for non-Gaussian error distribution, and the MLE estimates are 214 

unbiased in comparison with other least squares. Besides, the number of free parameters 215 

needed for estimation is reduced by using χ , which is computed by integrating the 216 

temperature gradient spectrum after removing instrumental noise. This noise spectrum is 217 

here determined from the electrical noise of the instrument in the laboratory bench test (a 218 

black curve in Fig. 2.1b). The spectrum is integrated from the minimum wavenumber 219 

kmin to the maximum wavenumber kmax, where the ratio of the observed to the noise 220 

spectra (S/N ratio) is less than 1.5 or the frequency is 165 Hz (cutoff frequency of VMP) 221 

if it is less than the frequency of S/N ratio ≈ 1.5. Then χ is determined by 222 
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χ	=	6κ Sobs-Snoise dkkmax
kmin

, (2.2) 

where Sobs  and Snoise  are the observed and noise temperature gradient spectrum 223 

amplitude at each wavenumber, respectively.  224 

   The universal temperature gradient spectrum was firstly introduced by Batchelor 225 

(1959) assuming a constant strain rate in the spatial scales smaller than the Kolmogorov 226 

length scale, 1/kν, and was revised by Kraichnan (1968) including the intermittency of 227 

the strain rate. In this thesis, we use Kraichnan universal temperature gradient spectrum 228 

Stheoretical with the following form in Roget et al. (2006) 229 

Stheoretical	=	
χ⋅qK

1/2

κ⋅kB
yk

2 exp - 6yk
yk

, (2.3) 

where yk	=	 qKk/kB and qK is the Kraichnan constant. qK has been estimated as qK	= 230 

3.4 - 7.9 (3.41: Antonia and Orlandi, 2003; 5.26±0.25: Bogucki et al., 1997; 2012, 231 

7.9±2.5: Sanchez et al., 2011). We used a fixed value of qK	= 5.26 that was introduced 232 

in Bogucki et al. (1997; 2012) and used in PF14.  233 

   In the present temperature-based method, ε is determined by fitting the universal 234 

spectrum to observed spectra with the MLE, unlike shear-based method by which ε is 235 

obtained from just integration of the observed shear spectrum. ε from thermistors thus 236 

strongly depends on the accuracy of the fitness to the theoretical spectrum. The best fitted 237 

theoretical spectrum is determined via kB  by finding the maximum likelihood C11 238 

between the observed and theoretical spectra such as  239 

C11	=	 ln P =	 ln d
Stheoretical+Snoise

×χd
2 dSobs

Stheoretical+Snoise

kmax
kmin

, (2.4) 

where χd
2  is the chi-square distribution based on that Sobs/(Stheoretical+Snoise)  is 240 

distributed as a χd
2  probability density function with the degrees of freedom d. By 241 
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applying various kBs to Sobs, the maximum C11 and one kB are determined, and then ε 242 

is obtained via (Eq. 1.3). An example of observed and fitted theoretical temperature 243 

gradient spectra with the noise spectrum is shown in Fig. 2.1b.  244 

   Poorly fitted spectra were discarded by three quality tests introduced by R00. First, 245 

the mean absolute deviation (MAD, defined as Eq. (24) of R00) between the observed 246 

and theoretical spectra must be small. The threshold was set at MAD < 2(2/d)1/2. Second, 247 

the signal to noise ratio of spectra (SNR) must be sufficiently large, where signal is 248 

defined as Sobs-Snoise. The threshold in this paper was set at SNR > 1.5 according to PF14, 249 

which is more strict and larger than the 1.3 in R00, to ensure reliable data were obtained. 250 

Third, the observed spectra must have a sharp roll-off on the higher wavenumber side of 251 

the spectrum peak. To ensure this, the likelihood ratio (LR = P(Kraichnan spectrum)/P(straight line)) 252 

is used. The likelihood P(straight line) from using a straight line fitted to the observed 253 

spectrum in log-log space should be smaller than the likelihood P(Kraichnan spectrum) from 254 

using universal spectra. If the likelihood ratio is small, the theoretical curve is rejected as 255 

it does not provide a significantly better fit than the power law fit. Further details are 256 

described in R00. In this thesis, the threshold value of LR is set at LR > 100, similar to 257 

R00 and PF14. According to PF14, the LR criterion are unsuitable for power law fitted 258 

with a positive slope (for example, Fig. 4d of PF14). Thus, we only apply the LR criterion 259 

when the power law fit has a negative slope.  260 

   In this chapter, data with potentially double-diffusive condition are not used; only 261 

data with turner angle -45° < Tu < 45° (stable) or buoyancy Reynolds number 262 

I	=	ε/ νN2 	>	20 (turbulent) are used, though this does not largely change the results (not 263 

shown). 264 

 265 
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2.2.4 Correction function for temperature gradient spectra 266 

   FP07 thermistors are not fast enough to resolve the temperature fluctuation in high 267 

wavenumber range, except for slow fall speeds (~ 0.2 ms-1). Temperature spectra are 268 

attenuated at high frequency and could sometimes yield underestimated dissipation rates. 269 

For practical use, thermistor signal needs to be corrected by applying correction functions 270 

to observed temperature gradient spectra. Such correction function is represented by the 271 

reciprocal of the frequency response function of the temperature gradient spectrum. The 272 

time response of the temperature probe is assumed to be described by the following 273 

equation (Fofonoff et al., 1974) 274 

Ttrue	=	T+τdT/dt, (2.5) 

where T is the measured temperature which is smoothed due to the slow thermistor 275 

response, Ttrue is the true micro-scale temperature profile, and τ is the time constant 276 

which represents response time. By expressing the temperature as a Fourier series, a 277 

frequency response function is derived as a single-pole low-pass filter as 278 

T/Ttrue	=	1/ 1+ f/fc
2

, (2.6) 

where f is the frequency and f5 is the half attenuation frequency at which T/Ttrue	=	1/2. 279 

Lueck et al. (1977) compared the frequency response of thermistors in a water tunnel with 280 

a spectrally calibrated platinum thin film thermometer. They found the theoretical 281 

response functions were similar to a single-pole filter in the frequencies lower than 12 Hz. 282 

   On the other hand, Gregg and Meagher (1980) found that the response function is 283 

formulated by a double-pole low-pass filter (Eq. 2.7) for frequencies less than 25 Hz, 284 

although the single-pole was an equally good representation for less than 10 Hz.  285 
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T/Ttrue	=	1/ 1+ f/fc
2 2

, (2.7) 

where f5 represents the quarter attenuation frequency (T/Ttrue	=	1/4). The time constant 286 

is defined as the inverse of f5: τ	=	1/ 2πfc  in both single and double-pole functions. The 287 

examples of the correction functions are shown in Fig. 2.1. The dependence of the time 288 

constant on fall rate*1 is not included in this thesis. 289 

 290 

2.3 Results 291 

2.3.1 In the case without correction 292 

   εT from the seven thermistors*2 without correction shows a bias which strongly 293 

depends on εS (Fig. 2.2a). Here subscripts T and S denote thermistor and shear probe, 294 

respectively. εT	≈	εS is only achieved in the range of εS	~ 10-10 - 10-9 Wkg-1 (henceforth, 295 

Wkg-1 of ε unit is omitted). εT is significantly underestimated for εS > 10-9, and most 296 

of dots are distributed below the lower dashed line denoting εT/εS	<	1/3 (see the yellow 297 

line in Fig. 2.2b). Since natural variability in turbulence estimation is within a factor of 3 298 

(APPENDIX A), underestimation with the ratio εT/εS	<	1/3  is defined here to be 299 

unacceptable. Underestimation is significant with increasing εS , and the terrible 300 

underestimation (εT/εS	<	1/10) is seen in the range of εS	> 10-7. The larger kinetic energy 301 

                                                
*1: Gregg and Meagher (1980) showed that τ depends on the sensor speed as τ	=	τ0Wγ 
where γ	=	-0.32, while Hill (1987) reported that γ	=	-0.5. In this thesis, γ	=	0. 

 
*2: In Fig. 2.2 - 2.4, numbers of dots of seven probes are same; 761 dots of each probe 
compose a total of 5327 dots shown in Fig. 2.2, in order not to emphasis the characteristics 
of one specific sensor. In Fig. 2.5, number of dots are different between seven probes 
since they are averaged individually. 
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dissipation rate is, the larger the Batchelor wavenumber becomes (Eq. 1.3). This means 302 

that large kB  are not measured appropriately. This is consistent with the fact that 303 

temperature gradient spectra are attenuated in the high frequency range because of the 304 

insufficient time response of thermistors. 305 

   In the weak turbulence range, εS	< 10-10, εT is also underestimated compared with 306 

εS by a factor of 3. One reason for this underestimation could come from the measurable 307 

limit of the shear probes. The lower limit of shear estimation in the free-fall VMP2000 308 

measurement is εS	~ (1-3)×10-10 according to manufacturer specifications. Shear probes 309 

are generally more sensitive to the vibration of instruments than thermistors which 310 

measure scalar field. Thermistors hence could be possible to detect weaker turbulence 311 

than shear probes. The case of the weak turbulence will be further discussed in section 312 

2.4. 313 

   As mentioned above, the reasons of the underestimation of εT are different between 314 

in the strong (εS	> 10-9) and weak (εS	~ 10-10) turbulence ranges. We next examine 315 

corrections in the strong turbulence range by applying two frequency response functions 316 

and several time constants to temperature gradient spectra, and quantify errors between 317 

εT and εS. 318 

 319 

2.3.2 In the case with spectrum corrections 320 

   The temperature gradient spectra are corrected by multiplying the reciprocal of the 321 

frequency response functions shown in the previous studies (Lueck et al., 1977; Gregg 322 

and Meagher, 1980). By applying these corrections, εT becomes larger in the stronger 323 

turbulence range by about 3 - 10 times (Fig. 2.3) where time constants τ0 are varied in 324 
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the nominal range; τ0	= 7±3 msec for the single-pole, which is almost equivalent to τ0	= 325 

3±1 msec for the double-pole function (henceforth, single-pole and double-pole are SP 326 

and DP, respectively). 327 

   In the case of the DP (τ0	=	3 msec) and SP (τ0	=	7 msec), εT and εS are compatible 328 

in the range of 10-10 < εS	< 10-7 Wkg-1 because the geometric means of εT/εS are within 329 

a factor of 3. Whereas, for εS	> 10-7, the DP correction is more appropriate than the SP 330 

one; the geometric average of εT/εS for 3 msec DP is 0.50, while εT/εS for 7 msec SP 331 

is 0.45 (the yellow plot in Fig. 2.4). This is because the DP function amplifies the 332 

spectrum more (less) in higher (lower) frequencies significantly than the SP function (Fig. 333 

2.1c). The SP correction may cause the underestimation of εT for very large εS (> 10-7 334 

Wkg-1). 335 

   From the above results, it can be concluded that turbulence measurements with the 336 

FP07 fast-response thermistors are practically valid by correcting temperature gradient 337 

spectrum using the DP (τ0	=	3 msec) and the SP (τ0	=	7 msec) functions in the range of 338 

10-10 < εS	< 10-7 Wkg-1. This acceptable range covers most of the ocean except for coastal 339 

very strong turbulence regions. 340 

 341 

2.3.3 D𝐞𝐩𝐞𝐧𝐝𝐞𝐧𝐜𝐞 on individual thermistors 342 

   It is reported there are differences in glass coatings among individual thermistors even 343 

for the same type of FP07s (Gregg, 1999). Frequency response and estimate of εT 344 

depend on this difference in individual thermistors. However, time constant and its 345 

diversity have not been quantified. In this subsection, εT of seven FP07 thermistors are 346 

compared with simultaneously measured εS  in order to make clear τ0  and its 347 
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uncertainty range, which are important to estimate uncertainty in thermistor-based 348 

turbulence measurements. 349 

   It should be noted that εT is consistent with εS and within a factor of 3 for all the 350 

thermistors examined here. Whereas dependence of εT  estimate on individual 351 

thermistors are evident as shown in Fig. 2.5, some thermistors (S/N 886,1024 and 1025) 352 

show that εT larger than εS in the whole range of 10-10 < εS	< 10-7 Wkg-1, while other 353 

thermistors (S/N 271 and 285) show smaller values, even after all the temperature 354 

gradient spectra were corrected by the same SP and DP correction functions with τ0	= 7 355 

and 3 msec respectively. This scatter is possibly caused by the one of time constant τ0 356 

due to the differences in glass coatings. Degree of the scatter depends on turbulence 357 

intensity εS ; the difference between probes is a factor of 3 in the relatively strong 358 

turbulence of εS	~	10-7.5 Wkg-1, while it is within a factor of 2 in the relatively weak 359 

turbulence of εS	~	10-9.5 Wkg-1. This dependence of scatter on the turbulence intensity εS 360 

is due to the shift of spectra to higher frequency range where attenuation is more 361 

considerable. 362 

   We are able to estimate the time constant τ0 for individual thermistors by adjusting  363 

εT to εS. The optimal τ0 range between 3.0 and 10.2 msec for the SP, and 1.9 and 5.6 364 

msec for the DP functions. This result means the τ0  uncertainty of thermistors with 365 

unknown time constant is in the above ranges. The range is roughly consistent with the 366 

nominal value of the time constant 7±3 msec for the single-pole function.  367 

   From the results, errors derived from the uncertainty of time constants should be 368 

considered to be at least 3.0 - 10.2 (SP) or 1.9 - 5.6 (DP), which cause the uncertainty of 369 

εT estimate with a factor of about 3. For the accurate estimation with a factor less than 3, 370 

each probe should be calibrated by comparing εT with εS in field observations as in the 371 
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present study or in laboratory experiments (e.g. Lueck et al., 1977; Gregg and Meagher, 372 

1980). 373 

 374 

2.4 Discussion 375 

2.4.1 Measurement limit in the strong turbulence and its dependence on 376 

sensor moving speed  377 

   The present study shows εT is best matched to εS in the case where the double-pole 378 

correction function with the time constant of 3 msec is applied to observed temperature 379 

gradient spectra. However, log10 εT/εS  in Fig. 2.3 shows slight decreasing trend with 380 

εS for increasing εS	>	10-8 Wkg-1. This slight decreasing trend of εT/εS could be due to 381 

the insufficient correction in high frequency ranges.  382 

   In stronger turbulence fields, spectra shift to higher wavenumber (and thus higher 383 

frequency) where spectra might not be fully corrected. This could cause the 384 

underestimation of χ and ε. Since the Batchelor wavenumber is represented as kB	=	385 

kP 6qK via d(Eq. 2.3)/dk = 0, where kP is the wavenumber at the spectral peak, εT is 386 

represented by 387 

εT	=	 2π 4 6qK
2
fP
4/W4νκ2, (2.8) 

where fP	=	kPW is the spectral peak frequency, assuming the falling speed W is constant. 388 

εT is thus a function of fP/W
4
.  389 

   The horizontal axis of Fig. 2.3 can be converted from εS to the peak frequency fP 390 

via (Eq. 2.8) as shown in Fig. 2.6, where log10 εT/εS  severely depends on the peak 391 

frequency fP in the case without correction. Even though the half attenuation frequency 392 
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of 23 Hz (equivalent with the time constant of 7 msec in the single-pole correction) is 393 

expected, εT/εS is less than 1/3 for fP > 10 Hz as shown in the black curves in Fig. 2.6. 394 

Without any corrections, the maximum acceptable εT is 3×10-9 Wkg-1 at which the black 395 

curve crosses εT/εS  = 1/3 in Fig. 2.6. This maximum acceptable εT  changes with 396 

variable falling speed because the peak wavenumber fP	=	kPW that yields εT via (Eq. 397 

2.8); the maximum limit could be 7×10-6 (≈ 3×10-9×(0.1/0.7)-4) Wkg-1 for W = 0.1 ms-1, 398 

and could be 7×10-10 (≈ 3×10-9×(1.0/0.7)-4) Wkg-1 for W = 1.0 ms-1. These indicate that 399 

the maximum limit heavily depends on the falling (moving) speed; for the slow-moving 400 

platforms correction is not necessary even for the strong turbulence field, whereas for the 401 

faster speed correction is inevitable even for the weak turbulence field. In the case without 402 

correction, the maximum limit can be estimated as above. 403 

   In the case with correction, the estimate of the maximum limit is not straightforward, 404 

because the peak frequency fP also changes by multiplying the correction functions (Eq. 405 

2.6 for the single-pole and Eq. 2.7 for the double-pole). The peak frequency fP shifts to 406 

be higher by amplifying spectra at greater frequency. For the double-pole correction with 407 

τ0 = 3 msec and the falling speed of W = 0.6 - 0.8 ms-1, the maximum peak frequency 408 

fP	≈ 30 Hz beyond which there is no data in the present study as shown in the magenta 409 

curve in Fig. 2.6b. This could yield the maximum limit of εT for variable falling or 410 

moving speed W via (Eq. 2.8). For W = 0.7 and fP	= 30, the maximum limit of εT will 411 

be 5×10-7 Wkg-1. Since εT is proportional to fP/W
4
, the maximum limit of εT would 412 

shrinks to 1×10-7 (≈ 5×(1/0.7)-4×10-7 Wkg-1) for W = 1 ms-1. 413 

   The variable correction functions and time constants in the previous studies (Kocsis 414 

et al., 1999; PF14) could be explained by the diversity of sensor moving (falling) speed 415 
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W and turbulence intensity of target water. Qualitatively, for larger moving (falling) speed 416 

W, the maximum limit of εT decreases with a function of W-4 for the same correction 417 

function and time constant. To measure strongly turbulent water, double-pole function 418 

and/or larger time constants are necessary to recover the attenuated spectra. Previous 419 

studies using the single-pole correction (Kocsis et al., 1999; PF14) were conducted with 420 

relatively smaller moving speed (0.08 ms-1 in Kocsis et al., 1999; 0.4 ms-1 in PF14) than 421 

in the present study (0.6 - 0.8 ms-1). 422 

 423 

2.4.2 Thermistor microstructure measurements under anisotropy  424 

   In large part of the ocean interior, especially from intermediate to deep Pacific over 425 

smooth bottom topography, turbulent energy dissipation rate is weak and ε < 10-10 Wkg-426 

1 (e.g. Gregg and Sanford, 1988). In such a weak turbulence, estimations from shear 427 

probes are not reliable owing to the influence from instrumental noise. The present study 428 

shows that turbulent energy dissipation rates from thermistor, εT are generally much 429 

(one or two order of magnitude) less than εS for εS < 10-10 Wkg-1. This small εT could 430 

represent real turbulence situations because the thermistor is less sensitive to the vibration 431 

and motions of profilers and noise level could be lower than that of shear probes. 432 

   However, we need to be careful about the thermistor measurements because the 433 

performance of thermistor measurements under weak turbulence has not been well 434 

examined. In particular, isotropic assumption, under which Batchelor or Kraichnan 435 

theories are established, might not be fully satisfied in such weak turbulence fields. In 436 

this subsection, we discuss the availability of thermistor measurements in weak and 437 

anisotropic turbulence. 438 
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   For shear probe measurements under anisotropic turbulence, Yamazaki and Osborn 439 

(1990) showed that εS from vertical shear of turbulent velocity under the assumption of 440 

isotropy is greater by at most 35 % than the true ε even for the anisotropic condition of 441 

20 < I < 100, where the buoyancy Reynolds number, I	=	ε/ νN2 , is an indicator of 442 

isotropy. I < 100 is regarded as anisotropy (Gargett, et al., 1984; Gargett, 1985).   443 

   In the anisotropic range (20 < I < 100) where observed εS is reliable (εS > 3×10-10 444 

Wkg-1), log10 εT/εS  is within the reasonable range (1/3 < εT/εS < 3) as shown in Fig. 445 

2.7, where the thick red line denoting 21-point running mean of log10 εT/εS  is within a 446 

factor of 3 denoted by the black dashed lines. This indicates that εT  estimate is 447 

compatible to the shear probe estimate even in the anisotropic range of 20 < I < 100. In 448 

the case without correction (the thin red line in Fig. 2.7), εT/εS is a little less, but εT/εS 449 

is still at around the reasonable range and whether the correction is applied or not does 450 

not largely change εT. This is because the weak turbulence estimation mainly uses the 451 

low frequency components that are not strongly influenced by attenuation.  452 

   In the range of I < 20, anisotropy is further developed, and the shear probe data with 453 

εS < 10-10 Wkg-1 are less than the lower limit of the manufacturer’s specification and 454 

could be unreliable. That is, turbulence estimates from velocity shear and temperature are 455 

largely different. We need further discussion in this weak turbulence range of I < 20 or 456 

εS < 10-10 Wkg-1.  457 

   According to the direct numerical simulations (DNS) by Shih et al. (2005), diapycnal 458 

diffusivity plus molecular diffusivity Kρ+κ is 0.2ε/N2 which is the same as in Osborn 459 

(1980), and thus Kρ+κ /κ	=	0.2PrI for 7 < I < 100, where the Prandtl number Pr is 460 

defined as ν/κ. Whereas for I < 7, Kρ becomes equivalent to κ (~ 10-7 m2s-1). From 461 
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another DNS under anisotropy for small I (Godeferd and Staquet, 2003), turbulent 462 

thermal dissipation rate χ  and KT  are reduced to 5/9 of the ones under isotropic 463 

approximation. 464 

   Relationship between I and KT is here examined with the present data to see which 465 

(shear or temperature)-based ε is consistent with the above DNS results, as shown in Fig. 466 

2.8, where I	=	ε/ νN2  with the temperature-based εT (red dots in Fig. 2.8) and with the 467 

shear-based εS (blue dots in Fig. 2.8) and KT	=	5/9×χ/ 2 ∂T/∂z 2  for data which satisfy 468 

εT	<	10-10 Wkg-1, and -45° < Tu < 45° at which the Turner angle Tu is in the range without 469 

double diffusion. 470 

   The relationships between I and KT  (Fig. 2.8) show that the temperature-based 471 

estimate is more consistent with the above DNS results. KT/κ (red dots in Fig. 2.8) takes 472 

less than 10 for the temperature-based I < 1 indicating, and increases with the slope 473 

similar to the one from the DNS for 7 < I < 20. On the other hand, for the shear-based I 474 

(blue dots in Fig. 2.8), KT is much less than the one from the DNS for 7 < I < 20 where 475 

the DNS suggests that KT would take much larger values and increase with I. 476 

   Let us return to the observed spectra with the large difference between εT and εS  477 

in the weak turbulence (εT < 10-12 and εS < 10-10), because appropriate measurements 478 

have been judged by the form of observed spectra. Both the observed shear (Fig. 2.9a) 479 

and temperature gradient (Fig. 2.9b) spectra (black curves) does not significantly deviate 480 

from the Nasmyth and Kraichnan universal spectra (cyan and magenta) respectively. 481 

   On the other hand, it is noted that the levels of the observed shear spectra are nearly 482 

the same order of magnitude (1 - 10 times) with the lowest shear spectrum in all the data 483 

(blue curves in Fig. 2.9a), while all the observed temperature gradient spectra are larger 484 
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than the lowest temperature gradient spectrum by more than 10 times (red and magenta 485 

curves). The shear spectrum corresponding to this lowest temperature gradient spectrum 486 

denoted by the blue curve in Fig. 2.9a indicates that the observed shear spectra are not 487 

discernable from noise if we assume that the lowest spectra are in the noise level. 488 

Spectrum shape is hence not the appropriate way to judge the reliability of measurements 489 

in such weak turbulence. The present study implies that noise should be also considered 490 

for the measurement in the weak turbulence regime. 491 

   These suggest that the shear spectra are influenced by instrumental noise although 492 

they look fitted to the Nasmyth spectra and that the temperature-based estimate is more 493 

reliable in the weak turbulence regime at least from the observed spectrum analysis in the 494 

present study. Since anisotropy also could influence the universal spectra derived under 495 

the assumption of isotropy, further analysis and theoretical studies are required to reveal 496 

which the temperature- or shear-derived method is the reliable in the weak turbulence 497 

regime.  498 

 499 

APPENDIX A 500 

Natural variability in εS 501 

   There is an acceptable error coming from natural variability in estimating turbulence 502 

intensity. Energy dissipation rates from velocity shear εS  are somewhat different 503 

between two shear probes S1 and S2 (Fig. A1), even though they simultaneously 504 

measured micro-velocity shear at a distance less than 5 cm. Here S1 and S2 denote the 505 

first and second shear probes of VMP. Dots in Fig. A1 are not located closely along the 506 

solid straight line which indicates εS1	=	εS2, but scattered around this line. According to 507 
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Oakey (1982) who compared two simultaneously measured shear probes, ε has natural 508 

variability with a factor of 2. Thus, the ratio of εS1  and εS2  from two independent 509 

probes could be scattered within a factor of 2.8 = 22+22 based on the law of error 510 

propagation. Actually, most plots (89 %) of Fig. A1 are distributed within the dashed 511 

lines which denotes εS1	=	3±1εS2. The acceptable errors derived from natural variability 512 

in the simultaneous measurements is defined as the factor of 3. Shear-based εS data are 513 

used for comparison with temperature-based εT, only when the ratios of S1 and S2 are 514 

between 1/3 and 3. 515 

  516 
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Table and Figure Captions  517 

Table 2.1. List of serial numbers of FP07 probes, cruise and ship, period (year/month) 518 

and area of VMP2000 observations. T1 and T2 are the first and second probes. Number 519 

of dots is different between Fig. 2.2-2.4 and 2.5. 520 

 521 

S/N of FP07 Cruise name ship name term area number of dots (τ0=0) 
Fig. 2.2-2.4, 2.5 

271 (T1) KH-09-4 Hakuho-maru 2009/Aug-Sep Aleutian 761, 1292 
285 (T2) KH-09-4 Hakuho-maru 2009/ Aug-Sep Aleutian 761, 1281 
415 (T1) Go11 Gordienko 2011/ Jul-Aug Kuril 761, 4626 
883 (T1) Mu14 Multanovskiy 2014/Jun-Jul Kuril 761, 761 
886 (T2) Mu14 Multanovskiy 2014/Jun-Jul Kuril 761, 765 

1024 (T1) KH-16-3 Hakuho-maru 2016/Jun NW Pacific 761, 3649 
1025 (T2) KH-16-3 Hakuho-maru 2016/6 NW Pacific 761, 3622 

 522 

  523 
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 524 

Fig. 2.1. Examples of spectra of (a) velocity shear and (b) vertical temperature gradient. 525 

The blue and red curves denote the observed spectra and the cyan and magenta curves 526 

represent the fitted Nasmyth (Eq. 2.1) and Kraichnan spectra (Eq. 2.3), respectively. In 527 

(b), the black curve denotes a noise spectrum used to determine the range for fitting. (c) 528 

Correction functions to temperature gradient spectra. The solid curve is the double-pole 529 

function 1+ 2πfτ0 2 2  with τ0	=	3	msec  and the dotted curve is the single-pole 530 

function 1+ 2πfτ0 2  with τ0	=	7	msec. The temperature gradient spectra in (b) are 531 

corrected by the double-pole function with τ0	=	3	msec.  532 

  533 
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 534 

Fig. 2.2. Comparison of concurrently measured turbulence dissipation rates εT  from 535 

thermistors and εS  from shear probes in the case without correction of temperature 536 

spectra. (a) Scatter plot of εT versus εS in logarithmic coordinates. (b) Dependence of 537 

the ratio log10(εT/εS) on εS. The solid line represents εT	=	εS, the dashed lines εT	=	3±1εS, 538 

and dotted lines εT	=	10±1εS. The yellow curve in (b) denotes the 101-point running mean 539 

of log10(εT/εS). 540 

 541 

 542 

  543 
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 544 

Fig. 2.3. Same as Fig. 2.2b but for the dependence of the time constant τ0 (shown by 545 

color) in the case of (a) the single-pole correction (Eq. 2.6) and (b) the double-pole 546 

correction (Eq. 2.7). The black, green, magenta, red curves represent 101-point running-547 

mean of log10(εT/εS) for τ0 = 0 (same as the yellow curve in Fig. 2.2b), 4, 7, and 10 msec 548 

in (a), and for τ0 = 0, 2, 3, and 4 msec in (b).  549 

 550 

  551 
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 552 

Fig. 2.4.	 Same as Fig. 2.2a but for the data after applying (a) the single-pole and (b) the 553 

double-pole corrections to spectra with the time constant of τ0 = 7 msec and τ0 = 3 554 

msec, respectively. The yellow dots with lines are the geometric mean of εT and εS in 555 

the ranges of 10-(i+1) < εS < 10-i for i = 6, 7, …10.    556 

  557 
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 558 

Fig. 2.5. Dependence of the εT-εS relation on the time constant τ0 of individual FP07 559 

thermistors. The plus marks with lines are the geometric means of εT in the ranges of 560 

10-(i+1) < εS < 10-i (i = 7, 8, 9). (a) single-pole correction with τ0 = 7 msec and (b) 561 

double-pole correction with τ0 = 3 msec. (c, d) For the cases where optimally computed 562 

τ0 by minimizing log10|εT/εS| are used for (c) single- and (d) double-pole corrections.  563 

 564 

  565 
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 566 

Fig. 2.6. Dependence of the ratio log10(εT/εS ) on the frequency at the peak of the 567 

Kraichnan fitted spectra, fP, which is corrected by (a) the single-pole and (b) the double-568 

pole frequency response functions with the time constant of τ0 = (a) 4, 7, 10 and (b) 2, 569 

3, 4 msec. Colored curves represent 101-point running means as in Fig. 2.3. 570 

 571 

  572 
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 573 

Fig. 2.7. Dependence of log10(εT/εS) on the buoyancy Reynolds number I	=	εS/ νN2 . 574 

Dots denote the data satisfying εS	>	3×10-10  Wkg-1 from seven probes. Temperature 575 

spectra are corrected by the double-pole functions with the time constant of 3 msec. The 576 

thick red curve represents the 21-points running mean of the dots. The thin red curve 577 

represents the 21-point running mean data in the case of without correction. Vertical solid 578 

lines indicate I = 20 and 100 between which εS are reliably estimated in spite of the 579 

violation of isotropic turbulence assumption. 580 

 581 

  582 
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 583 

Fig. 2.8. Dependence of log10(KT/κ) (the ratio of the total thermal diffusivity divided by 584 

the molecular thermal diffusivity) on the buoyancy Reynolds number I. Data of εT	<	585 

10-10 (weak turbulence) and -45° < Tu < 45° (in this Turner angle Tu range, no double 586 

diffusion occurs) is shown from the seven probes. Blue (red) dots represent data using εS 587 

(εT) to calculate I. The solid line is y = 0.2Prx over 7 < I < 100, where Prandl number 588 

Pr	=	ν/κ is set at the constant value of 12. 589 

  590 
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 591 

Fig. 2.9. Examples of (a) velocity shear spectra and (b) temperature gradient spectra in 592 

the weak turbulence range of εS < 10-10 and εT < 10-12 Wkg-1 from the data in Fig. 2.2. 593 

Black curves are observed spectra. All the temperature spectra passed the criterion tests 594 

of PF14. Cyan and magenta are the universal Nasmyth and Kraichnan spectra, 595 

respectively for ε, χ	=	10-12, 10-11, 10-10. Blue and red curves denote the spectra with the 596 

minimum (a) εS and (b) 𝜒 for S1, S2, T1, and T2 sensors.  597 

 598 

  599 
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 600 

Fig. A1. Scatter plots showing the difference between εS1 and εS2, where they are from 601 

concurrently measured two shear probes S1 and S2. Data with poorly fitted spectra to the 602 

Nasmyth spectrum is not used. 603 

 604 

  605 
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Chapter 3 606 

Comparison of turbulence intensity from  607 

CTD-attached and free-fall microstructure profilers  608 

 609 

3.1 Introduction 610 

   In this chapter, a new method is evaluated for obtaining turbulence data via direct 611 

microstructure measurements using an internally-recording profiler attached to a CTD 612 

frame. Using this method, we can obtain much more microstructure data to the ocean 613 

floor from every CTD cast in a vast area than we would use free-fall profilers, which 614 

would require extra ship-time, special instruments and operational skills.  615 

   A problem of this method is the motion of the CTD frame. It is connected to a steel 616 

cable and stretched throughout the deployment, and does not fall freely. Therefore, 617 

acceleration or deceleration of the frame due to the rolling or pitching of a ship, as well 618 

as variability of the winch feeding speed, causes instrument vibration that could affect 619 

microstructure measurements. Although micro-temperature measurements conducted 620 

using a fast response FP07 thermistor are less sensitive to vibration than velocity 621 

measurements with an airfoil shear probe, there is no consensus on the appropriate usage 622 

of an FP07 thermistor attached to the CTD frame. To achieve CTD-attached 623 

microstructure measurements, the influence of the frame movement on turbulence 624 

estimation and the limitations of this measurement technique are quantified in this chapter.  625 

   To our knowledge, only Holmes et al. (2016) have described the use of a micro-626 

temperature sensor attached to a CTD frame, but they did not provide validation of the 627 

method. They used data only from times when the CTD package was descending faster 628 
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than 0.4 ms-1, probably to exclude bad data caused by the “not-free-fall” CTD-attached 629 

observation. Earlier, Moum and Nash (2009) used thermistors attached to moorings and 630 

demonstrated that the estimated turbulence intensity is comparable to that from a free-fall 631 

profiler (Perlin and Moum, 2012), suggesting that CTD-attached thermistors would allow 632 

us to measure turbulence fields more frequently and efficiently. Here, we evaluate CTD-633 

attached measurements through comparison with data measured with a standard free-fall 634 

profiler, and we identify objective editing criteria for removing abnormal data caused by 635 

“not-free-fall" measurements. 636 

   The objective of this chapter is to establish a method of using the CTD-attached 637 

microstructure profiler for practical use. For this, we compare estimates of turbulence 638 

intensity from CTD-attached thermistors to estimates from nearly simultaneous free-fall 639 

microstructure profiles. The results of the comparison, including derivation of editing 640 

criteria are presented in section 3.3. Uncertainties of estimation derived from CTD-641 

attached thermistors are then discussed in section 3.4.  642 

 643 

3.2 Data and analysis 644 

3.2.1 Observational data 645 

   A Micro Rider 6000 (henceforth MR), manufactured by Rockland Sci. Int., is an 646 

internally recording microstructure profiler to be attached to an observational platform, 647 

such as a CTD frame. FP07 micro-temperature sensors were set near the bottom of the 648 

frame (Fig. 3.1). 72 profiles of CTD-attached MR observations were performed in the 649 

three cruises (Fig. 3.2); 12 profiles were conducted near the Aleutian Passage from 650 

August to September 2009 using the R/V Hakuho-Maru (henceforth KH-09-4), 20 651 
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profiles around the Tokara Strait in June 2015 using the R/V Shinsei-Maru (KS-15-5), 652 

and 40 profiles in the Pacific Ocean in June 2016 using the R/V Hakuho-Maru (KH-16-653 

3). In KH-16-3, a AFP07 microstructure profiler, manufactured by Rockland Sci. Int., 654 

was used (Fig. 3.1b). Henceforth, AFP07 is also referred to as “MR” for simplicity. For 655 

every MR observation, a microstructure observation was performed using a free-fall 656 

Vertical Microstructure Profiler 2000 (henceforth VMP) just before or after the CTD-657 

attached MR observations, within a period of 2 hours. Turbulence intensity from the FP07 658 

thermistors was examined by comparing the MR data with the VMP data.  659 

   The most notable difference between the CTD-attached MR and the free-fall VMP is 660 

the fall rates. The fall rate W [ms-1] of the MR were usually larger (~ 1.0 ms-1) than those 661 

of VMP (0.6 - 0.8 ms-1). The fall rates of MR were slow near the surface and the bottom. 662 

The other difference is the cutoff frequency; 165 Hz for VMP and 98 Hz for MR and 663 

AFP07. 664 

 665 

3.2.2 Analysis method of turbulence intensity 666 

   Most of the analyses for estimating ε are the same as in Chapter 2, and thus omitted 667 

here. One difference in estimation between Chapters 2 and 3 is the length of spatial bin 668 

for estimating one spectrum and ε. In this chapter, the length is set at 1 second (henceforth, 669 

1 sec), while it was set at about 10 m (corresponds to 14 sec for W = 0.7) in the Chapter 670 

2. This is because wavenumber spectrum has to be calculated using the samples during 671 

which the fall rate W is constant, based on the Taylor frozen hypothesis (Thorpe, 2007). 672 

In the case of the CTD-attached method, W is dependent on winch feeding speed and ship 673 

motion because the frame is pulled by a wire throughout casts. Given the actual variation 674 

of W with time owing to the heave of the wire (see Fig. 3.7c, d), spectrum should be 675 
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calculated using a smaller segment than 10 m, where W is regarded as nearly constant. 676 

Accordingly, it is set at 1 sec, as small as to resolve 10 cm to 1 m scale. The interval for 677 

VMP is also set at 1 sec in order to compare them at the same depth. 678 

   The other difference is upward motion of the instrument. When the CTD frame is 679 

moving down at a slower speed, there would be a moment when the frame rises, unlike 680 

VMP. This creates artificial turbulence at the bottom of the frame where the 681 

microstructure sensors are located. The 1-sec-binned data with decreased pressure 682 

readings were not used, even when the decrease was instantaneous. Furthermore, only 683 

data of the new water is measured; i.e., data with pressure during which the CTD rises 684 

and measurements after having the direction reversed are not used to exclude wake 685 

contamination. 686 

   For qualification of temperature spectra, PF14 criterion tests are applied also in this 687 

chapter after correcting spectra by the double-pole low-pass filter function with the time 688 

constant of 3 msec. Examples of temperature gradient spectra passed and rejected by these 689 

tests are presented in Fig. 3.3.  690 

 691 

3.3 Results 692 

3.3.1 Comparison between MR and VMP 693 

   Firstly, χ and ε at the same locations and depths were compared between VMP and 694 

MR (Fig. 3.4), where χ and ε were arithmetically averaged over 50 m depth segments. 695 

Data (especially with the red dots in Fig. 3.4 representing higher (> 0.9 ms-1) fall rates) 696 

are distributed roughly along the y = x line, whereas excessively large χ and ε from MR 697 

(blue dots representing lower (< 0.5 ms-1) fall rates in Fig. 3.4a) are identified. Turbulence 698 
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intensity from MR that is more than 10 times larger than that from VMP is referred to as 699 

“MR/VMP>10” or “overestimated data”. For χ and ε, 12.3 % and 15.9 % of data are 700 

distributed above the y = 10x lines, while 5.8 % and 6.0 % are distributed below the y = 701 

1/10x lines, respectively. The overestimation of MR data is thus greater than the 702 

underestimation in both ε than χ. 703 

   The pairs of MR and VMP observations used for comparison in Fig. 3.4 were not 704 

performed at the same time, but separately within about 2 hours. Considering the 705 

intermittent characteristics of turbulence and its spatial variability, the data from MR and 706 

VMP do not need to be identical; even two shear probes separated by several centimeters 707 

yield scattered results with a factor of 3 (Chapter 2 and Goto et al., 2016, henceforth, 708 

GYN16). Similarity with some scatter is expected for the pairs of MR and VMP 709 

observations taken within about 2 hours, considering that micro-scale (order of 1 cm - 1 710 

m) turbulence is related to the larger vertical (order of 10 - 100 m) and time scales (order 711 

of hours - day) of internal wave fields (e.g. Henyey et al. 1986). Here, we use 712 

log10(χMR/χVMP) and log10(εMR/εVMP) distributions (Fig. 3.5) to check the similarity and 713 

scatter between MR and VMP by comparing them with consecutive free-fall VMP 714 

observations performed within about 2 hours (APPENDIX). 715 

   A large portion of the MR data is consistent with VMP data, based on the 716 

log10(χMR/χVMP) and log10(εMR/εVMP) distributions (Fig. 3.5). 10 m-mean χMR/χVMP and 717 

εMR/εVMP (Figs. 3.5a and 3.5d) show log-normal distributions, with medians of around 1 718 

(log10(χMR/χVMP) = -0.02 and log10(εMR/εVMP) = -0.04) and scatters, indicating that MR ≈ 719 

VMP. Scatter is represented by the standard deviation, SD, and the mean±1.96×SD covers 720 

95 % of data. For the 10 m-mean χ and ε, SD = 1.07 and 1.30 respectively; the data is 721 

thus approximately within a factor of 100. This scatter is similar to that of the repeated 722 
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free-fall VMP observations at the same locations within about 2 hours, as shown in the 723 

appendix where the natural temporal variability of turbulence is examined and the width 724 

of the distribution is represented by 1.96×SD = 1.96×1.01 (Fig. B1a).  725 

   With larger averaging bin-length, scatters of the distributions decrease and data within 726 

factors of 3 and 10 increase for both the comparisons of χ and ε between MR and VMP 727 

(Figs. 3.5g, h) and among the repeated VMP observations (Fig. B1 and Table B1). Data 728 

within a factor of 3 increased from 39 % for the 10m-mean χ to 61 % for the 200m-mean 729 

(Figs. 3.5a-c).  730 

   From the histograms for the 50 m and 200 m -mean comparisons (Figs. 3.5bc and 731 

3.5ef), the data that deviated from the log-normal distributions become noticeable in the 732 

range of MR/VMP > 10 which corresponds to the overestimated MR measurements (Fig. 733 

3.4). These data that deviated from symmetric log-normal distributions are regarded as 734 

unusual, considering that the distributions of repeated VMP observations are symmetrical 735 

and 95 % of the data are within a factor of about 10 (SD = 0.36 ~ 0.70) (Figs. B1bc and 736 

B1ef). Data satisfying MR/VMP > 10 in the 50 m-mean are then defined as overestimated 737 

data. 738 

 739 

3.3.2 Overestimation and disturbed spectra related to fall rate 740 

variability 741 

   The MR overestimates could be related to the “not-free fall” measurements. The CTD 742 

frame to which the MR was attached connected to a winch on deck through a steel wire, 743 

and ship rolling and pitching changed the lowering rate of the CTD (henceforth, referred 744 

to as the fall rate), thus the moving CTD frame may generate disturbance. The fall rate is 745 
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the most noticeable difference between the MR and VMP observations. In this subsection, 746 

the influence of fall rate variability on the overestimates and temperature gradient spectra 747 

are described with an example of vertical profiles (Fig. 3.6).  748 

   Fall rate variability may generate disturbance of the temperature microstructure. χ 749 

estimated from MR (red curves in Fig. 3.6a) is much larger than χ from VMP (blue) at 0-750 

100, 400-600, and 1000-1100 dbar. At these depths, fall rate W (Fig. 3.6e) is small, and 751 

the standard deviation of W, Wsd [ms-1], (Fig. 3.6f) is large. Here W is computed from the 752 

finite difference of the pressure, which is sampled at 64 Hz and interpolated into 512 Hz. 753 

Wsd is the standard deviation of the fall rate over 1 sec. This correspondence between χ 754 

and (Wsd, W) suggests that MR measurements are bad due to the fall rate variability. 755 

Micro-temperature temporal variability ∂T'/∂t is large at these depths, indicating that 756 

raw micro-temperature is influenced even before performing spectral analysis.  757 

   The enlarged view of ∂T'/∂t and the raw fall rate before averaging (Fig. 3.7) shows 758 

the impact of fall rate variability on micro-temperature. Even when the fall rates were 759 

positive and the thermistors entered into new water, large micro-temperature variations 760 

occurred in the period during which the fall rates took minima. This correspondence 761 

suggests wake generation from the CTD frame when the frame slows and then accelerates, 762 

even though spectra have passed quality tests with the PF14 criteria (Fig. 3.7e).  763 

   The dependence of overestimated ε of MR on the spectrum shape (MAD, LR) and on 764 

the fall rate variability (W, Wsd) was quantified by compiling all the 50 m-depth averaged 765 

data (Fig. 3.8). The overestimated data with εMR/εVMP > 10 increases with increasing LR-766 

1*3 , especially for log10(LR-1) > -10 (Fig. 3.8a), where about 40 % of the data are 767 

                                                
*3: 10 m (50 m)-mean log10(LR-1) in Fig. 3.6d (3.8) was computed by averaging 1-sec 
LR-1 for 10 m (50 m) intervals and then taking logarithm. This is because LR varies 
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overestimated. This indicated that the spectrum shape tended to be disturbed for the 768 

overestimated data. MAD, however, is not sensitive to the overestimation, and 769 

overestimated data are distributed uniformly in the MAD range of 0.6 - 1.0. 770 

   Overestimates are better separated by W and Wsd (Fig. 3.8b) than by the spectrum 771 

shape presented by LR-1 and MAD (Fig. 3.8a). Overestimated data appear for relatively 772 

small W and large Wsd (Fig. 3.8b), similarly as seen in Figs 3.6 and 3.7. Fall rate and its 773 

variability are thus good indicators for detecting and eliminating overestimated MR data. 774 

These results are from the 50-m-depth averaged data, which include about 50 1-sec 775 

spectrum data computed from 512 micro-temperature and 64 pressure raw data. If the 50-776 

m data were found to be overestimated and rejected, a large gap in the 50-m data would 777 

appear. To reduce such gaps as much as possible, it is better to judge and exclude data 778 

averaging as short as possible. 779 

   For the 1 m-mean data (which is similar to the 1-s original spectrum data for W ~ 1 780 

ms-1), overestimated data (εMR/εVMP > 10) are also found for small W and large Wsd (Fig. 781 

3.9a), as found for the 50 m-mean data (Fig. 3.8b), with some scatters, as indicated by the 782 

color of dots. To clearly identify the parameter range where the overestimates prevailed, 783 

the data in Fig. 3.9a were further averaged in the parameter space (W, Wsd) with 0.1 by 784 

0.01 ms-1 intervals to indicate correspondence between εMR/εVMP and fall rate parameters 785 

(W, Wsd) (Fig. 3.9b). This Fig. 3.9b suggests a simple criterion that separates the 786 

overestimated data from the form of Wsd > aW + b, where a and b are determined as 787 

follows. The histogram of log10(εMR/εVMP) (Fig. 3.9c), based on the data in Fig. 3.9b, 788 

shows that log10(εMR/εVMP) largely deviated from a log-normal distribution for 789 

                                                
exponentially and the features of small LR are masked when the LR themselves are 
averaged arithmetically. 
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log10(εMR/εVMP) > 0.5. A 1st order regression through points with 0.4 < log10(εMR/εVMP) < 790 

0.5, which separates a border of overestimation, is Wsd = 0.2W - 0.06 (circles and solid 791 

line of Fig. 3.9b).  792 

 793 

3.3.3 MR data after screening overestimated data 794 

   By removing 1-s data with Wsd = 0.2W - 0.06, the consistency between VMP and MR 795 

is improved, based on the better log-normal distributions (Fig. 3.10). Comparing Fig. 3.10 796 

with Fig. 3.5 shows that most of the overestimation in Fig. 3.5 is removed. The percentage 797 

of overestimated data from MR/VMP > 10 was reduced from 12.3 % to 5.8 % and 15.9 % 798 

to 4.1 % for the 50 m-bin χ and ε, respectively. Data within a factor of 10 increased from 799 

82 % to 93 % and 75 % to 94 % for the 200 m-depth mean χ and ε, respectively. The ratio 800 

of data within a factor of 10 for the 50 m-depth mean also increased. The scatters, 801 

represented by SD, for the 50 m and 200 m-depth mean ε data are now comparable with 802 

the scatters of the repeated VMP observations with the natural temporal variability of 803 

turbulence, as shown in the APPENDIX B.  804 

   Improvement of the consistency between MR and VMP is noticeable in the scatter 805 

plots based on the 50 m-depth averaged data after screening (Fig. 3.11) compared to those 806 

before screening (Fig. 3.4). Most of the data from MR are within a factor of 10, and the 807 

regression lines based on the principal component analysis are along y = x (black thick 808 

lines in Fig. 3.11), especially for the comparison between εMR and εVMP which were 809 

measured with velocity shear probes attached to the free-fall VMP (Fig. 3.11c).  810 

   In contrast, slight underestimation of ε from MR become noticeable after removing 811 

overestimated data. It is noted that the median and mean of log10(εMR/εVMP) in Fig. 3.10 812 

decrease compared with those in Fig. 3.5, and the median and mean of log10(εMR/εVMP) 813 
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decrease from -0.09 and 0.57 (Fig. 3.5f) to -0.21 and -0.18 (Fig. 3.10f), respectively, for 814 

the 200 m depth-averaged ε.  815 

   This εMR underestimation is also seen in scatter plots (Figs. 3.11b and 3.11c), 816 

indicating that MR tends to be underestimated in a strong turbulence environment for 817 

higher fall rates (W > 0.9 ms-1). The W of a large part of the underestimated data seen in 818 

y < x for εVMP >10-9 Wkg-1 in Fig. 3.11b and 11c are greater than 0.9 ms-1 (represented by 819 

the red dots in Fig. 3.11), also indicated by the slope of the regression line for data with 820 

W > 0.9 ms-1 (red lines in Fig. 3.11b), which is less than 1. In the range of y > x for εVMP 821 

> 10-9 Wkg-1, in contrast, the green-blue dots representing W < 0.7 ms-1 prevail (Figs. 822 

3.11b and 3.11c). This dependence on W are also seen in the thermal dissipation rate χ 823 

(blue dots in y > x and red dots in y < x for χVMP > 10-9 in Fig. 3.11a), although the overall 824 

underestimation of χ is not noticeable from the regression lines in Fig. 3.11a.  825 

   Comparison of χ and ε between the free-fall VMP and not-free-fall CTD-attached MR 826 

measurements after screening overestimated abnormal data is summarized in Table 3.1. 827 

Acceptable measurements here (the means±their 95 % confidence interval) are within a 828 

factor of 3 from the VMP data. The turbulence intensity ranges of acceptable 829 

measurements depend on depth-averaging length. χ is acceptable from 10-10 to 10-7 °C2s-830 

1, in that the average of log10(χMR/χVMP) is within a factor of 3 (log103 = 0.4771) for the 831 

10 - 200 m-averaged data. For the 10m and 20m-mean, χ is acceptable but slightly 832 

underestimated (log10(χMR/χVMP) = -0.411 and -0.242 respectively) as seen in Fig. 3.11a.   833 

ε is acceptable from 10-10 to 10-8 Wkg-1 for the 20 - 200 m-averaged data, and from 10-10 834 

to 10-9 Wkg-1 for the 10-m data. ε from MR is underestimated for strong turbulence of ε 835 

> 10-8 (10-9) Wkg-1 for the 20 - 200 m (10 m) averaged data.  836 

 837 
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3.4 Discussion 838 

3.4.1 Underestimates of energy dissipation rate ε from MR in strong 839 

turbulence fields 840 

   As shown in section 3c, ε from the CTD-attached MR measurements tends to be 841 

underestimated for faster fall rates and in a relatively strong turbulence environment. Here, 842 

we discuss the possible reasons of underestimation. As stated in the introduction, 843 

turbulence intensity measured with fast-response thermistors tends to be underestimated 844 

in strong turbulence environments if the correction to amplify the high-frequency part of 845 

the signal is not applied. This is because the response of the thermistors, with half 846 

attenuation times of ~ 7 msec for a single-pole function (Lueck et al., 1977), is not 847 

sufficient to resolve the high-frequency (and thus high-wavenumber) part of the 848 

temperature gradient spectra in strong turbulence regions. By amplifying the high-849 

frequency part of the spectra with the double-pole correction function (Gregg and 850 

Meagher, 1980) with a 1/4 attenuation time constant of 3 msec, ε from the thermistors is 851 

reported to be acceptable, within a range of 10-10 to 10-7 Wkg-1, by comparing 852 

simultaneously measured ε from shear probes attached to free-fall VMPs, with a fall rate 853 

of 0.6 - 0.7 ms-1 (Chapter 2 and GYN16).  854 

   The underestimation of MR is partly explained by the higher fall rate, W, of MR (~ 1 855 

ms-1) than the W of free-fall VMPs (~ 0.7 ms-1). ε from thermistors is determined 856 

practically by detecting the frequency at the spectrum peak, fp , through 857 

ε=(2π)4(6qK)2fp
4W-4νκ2 . This is derived via Eq. (2.7) and dStheoretical/k = 0. As peak 858 

frequency fp increases with W and ε1/4, the frequency spectrum with larger W and ε 859 

shifts to a higher frequency where insufficient thermistor response attenuates the spectra; 860 
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the degree of underestimation hence increases with increasing fall rate W and turbulence 861 

intensity. According to the above formulae, the acceptable upper limit of 10-7 Wkg-1 of ε 862 

in the case of W ~ 0.7 ms-1 for the free-fall VMP (Chapter 2) would be reduced to 2.4×10-863 

8 Wkg-1 (~ 10-7×(1/0.7)-4) in the case of W ~ 1 ms-1 for the CTD-attached MR.  864 

   Another possible explanation for the underestimation of MR is that the temporal 865 

response of the MR thermistors is slower than that of VMP. Turbulence intensity is 866 

variable within a factor of 3 by changing frequency response functions and time constants 867 

within the uncertainty of manufacturer specification; single-pole half attenuation time 868 

constant τ0 = 4 - 10 msec, or corresponding double-pole 1/4 attenuation time constant τ0 869 

= 2 - 4 msec (Fig. 3.12). The acceptable upper limit of ε would be reduced to ~0.6×10-8 870 

Wkg-1 (~ 2.4×10-8/(32 + 32)1/2), which is consistent with that for the 20 - 200 m depth 871 

average in this study (Table 3.1). 872 

   It is also noted that ε (Fig. 3.12b) is more sensitive to variable correction functions 873 

and time constants than χ (Fig. 3.12a). ε is estimated by detecting the wavenumber kp at 874 

temperature gradient spectrum peak, which would be sensitive to spectrum attenuation. 875 

χ, however, is estimated by integrating spectra (Chapter 2.2). The difference in procedures 876 

for estimating turbulence intensity with spectrum attenuation could cause the sensitivity 877 

difference. 878 

   The combined impacts of insufficient correction and variable fall rate, W, on the 879 

reduction rates of ε and χ are evaluated (Fig. 3.13b) in the case where a relatively strong 880 

turbulence with χ = 10-7 °C2s-1 and ε = 10-7 Wkg-1 is measured using a thermistor, with a 881 

1/4 time constant τ0 = 3.5 msec, and is then insufficiently corrected using the faster time 882 

constant τ0 = 3 msec under variable fall rates from 0.2 to 2 ms-1 (Fig. 3.13). This situation 883 

was reproduced by the following procedures: the temperature gradient Kraichnan 884 
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spectrum (outermost curve in Fig. 3.13a) with χ = 10-7 °C2s-1 and ε = 10-7 Wkg-1 is first 885 

attenuated by the double-pole low-pass filter with the time constant τ0 = 3.5 msec, and 886 

then amplified by double-pole correction with τ = 3 msec under variable fall rates from 887 

0.2 to 2 ms-1 (Fig. 3.13a). The wavenumber of the spectrum peak decreases as the fall rate 888 

increases, and estimated ε and χ become smaller than their true values (Fig. 3.13b). 889 

Reduction of ε is more significant than that of χ. The difference in reduction between ε 890 

and χ influences the estimation of the mixing coefficient defined as Γ	=	χN2/(2εθz
2) (e.g. 891 

Gregg et al., 2017). Insufficient thermistor corrections and a large W could lead to a larger 892 

mixing coefficient than the true values, as shown in Fig. 3.13b. 893 

   Although nominal uncertainty of the time constant yields uncertainty of turbulence 894 

intensity within a maximum factor of 3, it is required for reducing uncertainty under large 895 

fall rate situations. To reduce the uncertainty of the estimated CTD-attached turbulence 896 

measurements, it is necessary to know accurate correction function and time constant for 897 

individual thermistor, especially for a fall rate of ~1 ms-1. 898 

 899 

3.4.2 Potential reasons for overestimation 900 

   The correspondence between the overestimates of MR and a large Wsd and small W 901 

indicates that the fall rate variability of CTD influences turbulence estimation. The CTD 902 

frame descends at varying fall rates which depend on winch feeding speed and ship 903 

motions. Descending CTD-frame and attached instruments (CTD, Lowered-Acoustic-904 

Doppler-Current-Profiler or bottles) drag adjacent water and generate turbulent wake, 905 

usually above the frame and instruments (on the downstream side).  On the other hand, 906 

when the CTD-package decelerates more rapidly than the wake which has downward 907 
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momentum, the wake may be sampled at lowered W by the micro-temperature sensor as 908 

the large |∂T'/∂t| in Fig. 3.7. These could be reasons why the overestimation observed in 909 

this study corresponds to large Wsd and small W. Such artificial turbulent wake would 910 

depend on the space where the thermistors are located: a greater impact is expected for a 911 

narrow and crowded space. Thus, the threshold of Wsd = 0.2W - 0.06 may not be always 912 

a typical threshold.  913 

 914 

3.4.3 Availability and issues 915 

   Fig. 3.7 suggested that W alone could be a good indicator for detecting artificial 916 

turbulence due to the wake generated from the CTD-frame. When W is used as a sole 917 

criterion, overestimated data can be reduced (the bottom 3 rows of Table 3.2). It is close 918 

to the notation of Holmes et al. (2016), who only used data with fall rates larger than 0.4 919 

ms-1, although they did not discuss the validity of CTD-attached measurements and 920 

thresholds. For the present dataset, a threshold of W = 0.4 ms-1 (Holmes et al. 2016) 921 

reduces overestimation to 6.1 % by removing 11,643 1-s-binned data, whereas the 922 

criterion used (Wsd > 0.2 W -0.06) reduces it to 4.1 % by removing 14,134 data points. 923 

The ratio of data between the factor of 10 is 91 % (hence 9 % is beyond the factor of 10) 924 

from the consecutively performed VMP in Fig. B1e, thus the half 4.5 % on the 925 

overestimated side is the required ratio for rejecting overestimated data. The ratio (4.1 %) 926 

with the criteria in this study is consistent, whereas the criteria with the ratio greater than 927 

4.5 % in Table 2 including the criteria of W < 0.4 ms-1 could be insufficient for rejecting 928 

overestimated data. For more strict criteria, overestimated data reduces, but removed data 929 

increases. The choices of criteria hence depend on scientific purposes and measurement 930 
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environments, such as locations and space of thermistors, and the fall speed regulation 931 

system of CTD-winches. 932 

   Another difference between the present study and Holms et al. (2016) is the estimate 933 

of ε in the present study, whereas Holms et al. (2016) estimated χ where thermistor 934 

responses were reported to be calibrated with thermo-couples with faster responses. The 935 

present study confirmed the availability of the CTD-attached thermistor method by 936 

comparing ε from thermistors with free-fall VMP performed within 2 hours, whereas 937 

Holms et al. (2016) did not discuss the validity of the CTD-attached method. Further 938 

comparison between Holmes et al. (2016) and the present study could contribute to 939 

turbulence estimation from fast-response thermistors attached to a CTD frame. 940 

   The CTD-attached method may not be appropriate at depths near the surface or 941 

bottom because fall rates are usually set to be slow and sensors easily suffer wake 942 

contamination. In contrast, an advantage of the CTD-attached method is easier 943 

microstructure measurement in the deep ocean, where ε < 10-8 Wkg-1 (upper limit using 944 

the present CTD-attached method) in areas of the ocean with depths greater than 500 m 945 

(Kunze et al., 2006). The performance of this CTD-attached method depends on oceanic 946 

states (calm or rough sea) and the type of winch. To improve performance, using high-947 

tech heave-motion winches which feed cables at constant rates, in addition to setting 948 

probes away from other instruments such as CTD and LADCP, would be suitable.  949 

   Another issue is the thermistor response (functional form and time constant) of 950 

individual FP07 thermistors. Calibration of thermistors by simultaneous measurement 951 

with shear probes, thermistors with known responses (GYN16) and thermos-couples 952 

(Nash et al., 1999; Moum and Nash, 2009) in wide ranges of turbulence intensity and fall 953 
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rates could contribute to further improvement of turbulence measurements with the CTD-954 

attached thermistors. 955 

   In terms of performance of the fast response thermistor during the faster fall rate, 956 

further quantification should be done by comparing them with shear probes, because the 957 

upper limit of measurable turbulence from the thermistor must depend on the fall rate as 958 

well as the frequency response of individual probe.  959 

 960 

APPENDIX B 961 

Temporal variability of εVMP 962 

   Histograms (distributions) of the ratios of turbulence intensity obtained from repeated 963 

VMP casts within 2 hours are presented to show distributions with natural variability of 964 

turbulence fields (Fig. B1), where the medians and log-mean are less than 0.05, 965 

approximately 95 % of data are within a factor of 100 for the 10-m data (1.96×SD ~ 2), 966 

and 95 % data are within a factor of 10 for the 50 and 200-m data (1.96×SD ~ 1). By 967 

comparing these distributions (Fig. B1) with those in Fig. 3.5, the overestimated data in 968 

Fig. 3.5 are unusual beyond natural variability.  969 

   Variability (scatter represented by the ratio of data within a factor of 3 or 10) of χ and 970 

ε distributions differs at each site (Table B1). Large percentages in the table indicate small 971 

variability. Variability (scatters) in Sagami Bay is lower than those of Aleutians and 972 

Kerama Gap. This could be because bottom topography in the low variability sites is less 973 

rough than in sites with large variability. The time intervals of observations in Sagami 974 

Bay are less than those in Aleutians and the Kerama Gap. This could be another reason 975 

for the difference of variability.  976 
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Table and Figure Captions 977 

Table 3.1. Logarithmic mean (“log mean”) and its upper and lower boundaries of 95 %, 978 

confidence interval with bootstrap method (“95 % bootstrap±”) of (left) log10(χMR/χVMP) 979 

and (right) log10(εMR/εVMP) for the 10 m - 200 m depth-averaged data. Boldface: data 980 

within a factor of 3 (|log10(εMR/εVMP)| < 0.477). 981 

 982 

 983 

  984 

log10(χMR/χVMP) log10(εMR/εVMP)
-10 ~ -9 -9 ~ -8 -8 ~ -7 -10 ~ -9 -9 ~ -8 -8 ~ -7

10m
95% bootstrap+ 0.046 -0.117 -0.357 -0.120 -0.529 -1.004
log mean 0.007 -0.159 -0.411 -0.149 -0.566 -1.077
95% bootstrap- -0.031 -0.203 -0.467 -0.173 -0.607 -1.148

20m
95% bootstrap+ 0.081 -0.055 -0.180 -0.053 -0.413 -0.861
log mean 0.025 -0.104 -0.242 -0.083 -0.459 -0.937
95% bootstrap- -0.012 -0.149 -0.311 -0.110 -0.504 -1.017

50m
95% bootstrap+ 0.047 -0.031 0.044 -0.035 -0.269 -0.673
log mean -0.022 -0.097 -0.038 -0.072 -0.327 -0.778
95% bootstrap- -0.075 -0.155 -0.124 -0.111 -0.376 -0.866

100m
95% bootstrap+ 0.007 -0.007 0.122 -0.055 -0.207 -0.592
log mean -0.072 -0.085 0.006 -0.102 -0.275 -0.704
95% bootstrap- -0.149 -0.151 -0.082 -0.143 -0.342 -0.819

200m
95% bootstrap+ -0.018 0.050 0.126 -0.040 -0.159 -0.519
log mean -0.101 -0.048 -0.009 -0.097 -0.243 -0.659
95% bootstrap- -0.180 -0.140 -0.121 -0.152 -0.331 -0.778



 53 

Table 3.2. Number of removed 1-s bin and ratio (in %) of overestimated data after the 50 985 

m mean for various rejection criteria. Boldface: the case presented in Figs. 3.10~3.12.  986 

 987 

 988 

  989 

rejection criterion number of removed data % of εMR/εVMP>10

Wsd>0.1W-0.02 15308 4.6 

Wsd>0.1W-0.04 25393 3.1 

Wsd>0.2W-0.04 9588 5.9 

Wsd>0.2W-0.06 14134 4.1 
Wsd>0.3W-0.08 10149 4.8 

Wsd>0.3W-0.10 13445 4.2 

Wsd>0.4W-0.12 10467 4.8 

Wsd>0.4W-0.14 13025 4.2 
W<0.40 11643 6.1 
W<0.45 14659 5.0 
W<0.46 15277 4.8 
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Table B1. Ratios (in %) of χVMP (3rd-7th row) and εVMP (8-10th row) between the pair of 990 

consecutive free-fall VMPs within a factor of 3, 10, and 100, for the 10m-, 50m- and 991 

200m-depth averaged data. These data are demonstrated for evaluating natural temporal 992 

variability of turbulence within two hours as compared between εMR and εVMP. Locations 993 

of the 45 VMP stations are shown as the triangles in Fig. 3.1.  994 

 995 

  996 

Aleutians Open ocean Sagami Bay Kerama Gap All

number of observations 14 5 10 16 45

number of compared pairs 7 3 9 13 32

time difference (hour) 0.2~2.9 0.3~1.1 0.2~0.7 0.7~2.8 0.2~2.9

χ
10m (factor 3, 10, 100 [%]) 32.2 59.1 89.4 45.4 77.9 97.5 51.0 80.0 98.4 36.6 68.0 95.5 38.5 69.3 95.4 

50m (factor 3, 10, 100 [%]) 51.1 74.5 100 58.3 94.4 100 59.0 90.2 98 53.6 84.2 99.4 54.4 84.8 99.4 

200m (factor 3, 10, 100 [%]) 40.0 73.3 100 70.0 100 100 83.3 100 100 71.4 97.8 100 69.4 95.5 100 

ε
10m (factor 3, 10, 100 [%]) 42.3 69.7 97.1 37.4 79.1 99.4 39.6 72.2 93.1 40.7 71.3 96 40.4 71.9 96.0 

50m (factor 3, 10, 100 [%]) 59.6 91.5 100 55.6 97.2 100 65.6 93.4 97 59.5 89.6 100 60.0 90.8 99.4 

200m (factor 3, 10, 100 [%]) 73.3 100 100 70.0 90 100 77.8 100 100 81.3 100 100 79.1 99.3 100 
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 997 

Fig. 3.1. (a) Micro Rider 6000 attached to the CTD-frame during the cruise of KS-15-5 998 

and (b) AFP07 during the cruise of KH-16-3. The probes of FP07 thermistors were set 999 

close to the bottom of the frame. ©American Meteorological Society. Used with 1000 

permission. 1001 

  1002 
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 1003 

Fig. 3.2. Positions of the 72 stations of the CTD-attached (circles) fast response thermistor 1004 

measurements (Micro Rider 6000 or AFP07) where free-fall measurements using the 1005 

vertical microstructure profiler 2000 (VMP) were also performed within 2 hours from the 1006 

CTD casts. Triangles denote the stations where the repeat casts of the free-fall VMP were 1007 

performed within 2 hours to examine the temporal variability in the appendix. ©American 1008 

Meteorological Society. Used with permission.  1009 
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 1010 

Fig. 3.3. Examples of observed (black) and fitted (red) Kraichnan temperature gradient 1011 

spectra of free-fall VMP (a - d) and CTD-attached MR (e, f) from the 1-sec-bins. (a) and 1012 

(b) are examples with noise spectra (light-blue curve) and 1st order power low fit with a 1013 

(a/b) positive/negative slope of the straight line (blue line). (c) and (e) are examples of 1014 

well fitted spectra with low maximum absolute deviation MAD (< 0.4) and likelihood 1015 

ratio LR (log10LR-1 < -20), and (d) and (f) are examples of poorly fitted spectra with high 1016 

MAD (> 2) and LR (log10LR-1 > -2) to be rejected by the tests. Thin horizontal lines 1017 

represent log10(∂T'/∂z)2	=	-4. All spectra are corrected from the minimum frequency to 1018 

the cut-off frequency by the frequency response function 1+ 2πfτ0
2 2

, where the 1/4 1019 

attenuation time constant τ0	=	3 msec. ©American Meteorological Society. Used with 1020 

permission.  1021 

  1022 
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 1023 

Fig. 3.4. Comparison of 50-m-mean χ (a) and ε (b) from VMP (horizontal axis) and MR 1024 

(vertical axis). Color of dots denote the fall rate W of MR. Solid and dotted black lines 1025 

denote y = x and y = 10±1x, respectively. ©American Meteorological Society. Used with 1026 

permission.  1027 
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 1028 

Fig. 3.5. Histograms of log10(χMR/χVMP) (a-c) and log10(εMR/εVMP) (d-f) for 10 m-mean (a, 1029 

d), 50 m-mean (b, e), and 200 m-mean (c, f). The “median”, “mean”, and “SD” of the 1030 

figures are the median, arithmetic mean, and standard deviation of 1031 

log10{χMR/χVMP(εMR/εVMP)}. “factor10”, and “factor3” are the percentage of data within 1032 

factors of 10, and 3, respectively. (g, h) Dependence of ratios (in %) of data within factors 1033 

of 3 (g) and 10 (h) on the averaging depth intervals from 10 m to 200 m. Averaging was 1034 

performed after PF14 tests (MAD < 2, LR > 100, and SNR > 1.5). The vertical solid, 1035 

dashed, and dotted black lines in (a)-(f) are x = 1, factor 10, and factor 100, respectively. 1036 

©American Meteorological Society. Used with permission. 1037 
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 1039 

Fig. 3.6. Comparison between CTD-attached MR (red) and free-fall VMP (blue) of the 1040 

vertical profiles of χ (a), temporal variability of micro-temperature 𝜕𝑇'/𝜕𝑡 (b), mean 1041 

MAD (c), LR-1 (d), fall rate W ms-1 (e), and standard deviation Wsd ms-1 (f) of W at Sta.052 1042 

observed near the Aleutian Islands (54°59.72N, 172°29.96W). The data in (a) and (c)-(f) 1043 

were computed from 1-sec bin and then averaged over 10 m after PF14 tests. The data in 1044 

(b) is raw data sampled at 512 Hz. Temperature gradient spectra at depths with the gray 1045 

shades in (a) are shown in Fig. 3.7e. ©American Meteorological Society. Used with 1046 

permission. 1047 
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 1050 

Fig. 3.7. Enlarged view of the raw data of micro-temperature (a, b) and fall rate (c, d) at 1051 

Sta.052, where the fall rate W is computed from raw 64 Hz pressure data. The horizontal 1052 

thick lines denote W = 0. (e) Examples of temperature gradient spectra at the gray shades 1053 

of Fig. 3.6a. “p” is the range of pressure over which each spectrum is calculated. 1054 

©American Meteorological Society. Used with permission. 1055 

  1056 

  1057 



 62 

 1058 

Fig. 3.8. Scatter plots of log10(εMR/εVMP) represented by color shades for MAD and LR-1059 

1(a), and for W and Wsd (b) for the 50-m averaged MR dataset after PF14 tests. Crosses 1060 

denote the overestimated data of εMR/εVMP>10, and dots the data with log10(εMR/εVMP) <10. 1061 

©American Meteorological Society. Used with permission. 1062 
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 1064 

Fig. 3.9. (a) log10(εMR/εVMP) represented by color shades for W and Wsd based on the 1-m 1065 

averaged MR data after PF14 tests. (b) Geometric mean distribution of εMR/εVMP of (a) 1066 

over the grids of Δx×Δy = 0.1×0.01 ms-1. (c) Histogram of the log10(εMR/εVMP) data in 1067 

(b). The circles in (b) are the data with 0.4 < log10(εMR/εVMP) < 0.5, and the solid line (y 1068 

= 0.2x – 0.06) is the regression for the circles. ©American Meteorological Society. Used 1069 

with permission. 1070 
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 1072 

Fig. 3.10. The same as Fig. 3.4a-f but for the data after screening overestimated data with 1073 

the criteria of Wsd > 0.2W-0.06. Averaging was performed after eliminating data which 1074 

satisfy Wsd > 0.2W-0.06, in addition to PF14 tests. The thick curves are the normal 1075 

distribution for the “mean” and the “SD”. The vertical solid, dashed, and dotted black 1076 

lines are x=1, factor 10, and factor 100, respectively. ©American Meteorological Society. 1077 

Used with permission.  1078 
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 1079 

Fig. 3.11. Comparison of 50 m-mean χ (a) and ε (b, c) between from VMP and MR after 1080 

screening the data using the criteria of PF14 tests for bad spectra and Wsd > 0.2W-0.06 for 1081 

overestimated data. In (c), the turbulent energy dissipation rate ε from VMP (horizontal 1082 

axis) is derived from the shear probes which are the standard sensors for ε. The red and 1083 

black lines show the 1st order approximation line using principal component analysis in 1084 

the range of 10-11 to 10-7. The red lines are drawn for only W > 0.9 ms-1. The solid, broken, 1085 

and dotted black lines denote y = x, y = 3±1x and y = 10±1x, respectively. ©American 1086 

Meteorological Society. Used with permission. 1087 
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 1089 

Fig. 3.12. The dependence of the ratios of χ/χ (DP: τ0 = 3 msec) (a) and ε/ε (DP: τ0 = 3 1090 

msec) (b) on turbulence intensity in the standard double-pole τ0 = 3 msec case. For the 1091 

two frequency response functions and time constants τ (Blue: SP10: single-pole τ = 10 1092 

msec, cyan: SP04: single-pole τ0 = 4 msec, red: DP04: double-pole τ = 4 msec, magenta: 1093 

DP02: double-pole τ0 = 2 msec). Solid, dashed, and dotted black lines are y = x, y = 2±1x, 1094 

and y = 3±1x, respectively. ©American Meteorological Society. Used with permission.  1095 
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 1096 

Fig. 3.13. Possible influence of insufficient correction and variable fall rate, W, on the 1097 

spectra (a) and reduction rates (b) of ε and χ for the situation where relatively strong 1098 

turbulence of χ = 10-7 °C2s-1 and ε = 10-7 Wkg-1 is measured using a thermistor with the 1099 

1/4 time constant τ0 = 3.5 msec, and is then insufficiently corrected with the faster time 1100 

constant τ0 = 3 msec under the variable fall rates from 0.2 to 2 ms-1. ©American 1101 

Meteorological Society. Used with permission. 1102 
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 1105 

Fig. B1. Distributions of the ratios of VMPs deployed at the same location within intervals 1106 

of 0.2 ~ 2.9 hours. Forty-five VMP observations were performed, and 32 pairs of profiles 1107 

at the same location within about 2 hours are compared (triangles in Fig. 3.2). χ and ε 1108 

were estimated using FP07 thermistors in the same method described in section 2. The 1109 

legends are the same as those in Fig. 3.10. The thick black curves are normal distributions 1110 

derived from “mean” and “SD”. The vertical solid, dashed, and dotted black lines are x = 1111 

1, factor 10, and factor 100, respectively. ©American Meteorological Society. Used with 1112 

permission. 1113 
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Chapter 4  1117 

Application of the CTD-attached thermistor 1118 

measurements to basin-scale turbulence distribution in 1119 

the western North Pacific 1120 

 1121 

第４章については、５年以内に雑誌等で刊行予定のため、非公開 1122 

  1123 
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Chapter 5  1124 

General conclusion and discussion 1125 

 1126 

5.1 Summary of this thesis 1127 

   A new observational system, microstructure measurements using the CTD-attached 1128 

FP07 thermistors, was developed in this thesis in order to widely and frequently perform 1129 

microstructure observations and then to reveal basin-scale turbulence distributions. Since 1130 

turbulence estimation with thermistors have not been common due to their insufficient 1131 

temporal response, assessment of availability was undertaken by comparing energy 1132 

dissipation rate εT from FP07 thermistors with εS  from shear probe where both the 1133 

thermistors and shear probes were attached to the same free-fall profiler (Chapter 2). εT 1134 

tended to be less than εS  as εS  becomes larger in the case without correction for 1135 

temperature gradient spectra. By correcting the spectra using the single- or double-pole 1136 

low-pass filter functions with the time constant of 7 msec (single-pole) or 3 msec (double-1137 

pole), respectively, εT became consistent with εS within a factor of 3 in the range of 1138 

10-10	<	εS	<	10-7  Wkg-1. From the result, fast-response thermistor measurement is 1139 

concluded to be practical if temperature gradient spectra are appropriately corrected.  1140 

Next, influences of “not-free-fall” measurements, that is, variable fall rates of CTD 1141 

frames were assessed in order to make clear the availability of the CTD-attached 1142 

measurements (Chapter 3). Comparison of turbulence intensities from this method and 1143 

free-fall profilers at the same depth and location but with temporal difference within 2 1144 

hours show generally good agreement. However, anomalously overestimated data, 1145 

deviating from a log-normal distribution, appear sporadically in the CTD-attached 1146 
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measurements. They often occurred when the fall rate W was small and its standard 1147 

deviation Wsd, was large. These overestimated outliers could be efficiently removed by 1148 

rejecting data with the criteria of Wsd > 0.2 W - 0.06 computed for a 1 sec interval. After 1149 

this data screening, thermal and energy dissipation, χ and ε, from CTD-attached and free-1150 

fall profilers were consistent within a factor of 3 in the ranges of 10-10 < χ < 10-7 °C2s-1 1151 

and 10-10 < εT < 10-8 Wkg-1 for 50 m depth-averaged data. 1152 

A method to efficiently estimate εT was developed. For universal use, key points as 1153 

below should be followed to reproduce our results. 1154 

 1155 
1) Setting of probes: FP07 thermistors are attached as close to the bottom of the frame as 1156 

possible, and away from other instruments such as CTD and LADCP as far as possible, 1157 

as in Fig. 3.1. 1158 

2) The bin size: Use 1-second-segmented data to calculate one temperature gradient 1159 

spectrum, dissipation rate, W, and Wsd. The criterion Wsd > 0.2 W - 0.06 would be altered 1160 

if we use greater segment length. 1161 

3) Calibration: Each FP07 probe should be calibrated, since there are differences in the 1162 

time constant between individual probes (Figs. 2.5cd). If calibration is not performed, the 1163 

error with a factor of 3 should be included after correcting data with the double-pole low-1164 

pass filter function with the time constant of 3 msec (Fig. 2.5ab). 1165 

 1166 
   Based on the above method of correction and data rejection, basin-scale distributions 1167 

of turbulence intensity in the deep northwestern Pacific were shown for the first time by 1168 

microstructure measurements, further by rejecting data at which W takes local minimum 1169 

(Chapter 4). Turbulence is intensified over rough topography at around seamounts and 1170 

ridges in regions with strong internal tide. This estimation was confirmed to be consistent 1171 
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(within a factor of 3) with the previous method based on fine-scale O(10~100m) density 1172 

and velocity. Observed εT from CTD-attached thermistors depended on internal tide 1173 

energy and squared buoyancy frequency N2 (∝  vertical density gradient) through 1174 

comparing with εMODEL used in a previous ocean general circulation model (OGCM) 1175 

which reproduced deep Pacific water-masses fields. εMODEL was much larger than the 1176 

observed εT by more than 10 times, although spatial variability was correlated between 1177 

εT and εMODEL. This difference was relaxed to be within a factor of 3 by changing the 1178 

vertical structure of εMODEL far from internal tide generation sites to be proportional to 1179 

N2 and the background constant vertical diffusivity to be the observed minimum of 10-7 1180 

m2s-1.  1181 

 1182 

5.2 Remaining issues 1183 

5.2.1 Upper and lower limit of εT measurements 1184 

   In this thesis, thermistor-derived turbulent energy dissipation rate εT was confirmed 1185 

to be available (within a factor of 3) in the range of 10-10	<	εS	<	10-7 Wkg-1 for free-fall 1186 

measurements with the fall-rate W = 0.6 - 0.7 ms-1 and in the range of 10-10	<	εT	<	10-8 1187 

Wkg-1 for the CTD-attached measurements with W = 1 ms-1. Availability is not confirmed 1188 

in the weak turbulence range of ε  < 10-10 for all the microstructure measurements 1189 

including shear probes, free-fall thermistor measurements and the CTD-attached 1190 

thermistor measurements. Availability in the strong turbulence range of ε	> 10-8 Wkg-1 1191 

for CTD-attached thermistor measurements and of ε	>	10-7 Wkg-1 for free-fall thermistor 1192 

measurements also remains to be established. 1193 
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   Although weak turbulence regions with ε < 10-10 Wkg-1 may be less contributable to 1194 

the overturning circulation, they cannot be ignored since regions with ε	<10-10 Wkg-1 1195 

ioccupy most parts of the interior oceans (80 % of the northwestern Pacific as shown in 1196 

Chapter 4; Gregg 1999). In the range of εT  < 10-10 Wkg-1, thermistor-based εT  is 1197 

generally order of magnitude less than εS from shear probes whose detection limit εS ~ 1198 

10-10 Wkg-1 for the 2m-long VMP2000 profiler. To extend the lower limit of 1199 

microstructure measurements, εT needs to be compared with the one from shear probes 1200 

by using longer and stable microstructure instruments such as VMP5500.  1201 

   Furthermore, anisotropy needs to be considered in the weak turbulence range. At low 1202 

buoyancy Reynolds number, assumption of isotropy under which theories of Batchelor / 1203 

Kraichnan for yielding universal temperature spectrum are established, may not be 1204 

satisfied because vertical microstructure measurements supply data only in the vertical 1205 

direction. It may be assessed using glider microstructure measurements which observe 1206 

both the vertical and horizontal directions together with direct numerical simulations by 1207 

evaluating micro-temperature and -velocity in 3dimensional fields. 1208 

   There remains uncertainty also in the strong turbulent range of ε > 10-8 Wkg-1 for 1209 

the CTD-attached thermistor measurements. As discussed in Chapter 3.4, uncertainty in 1210 

the large εT  is expected to be more significant for larger W. The upper limit of 1211 

measurable εT, which could depend on W, should be quantified by comparing shear 1212 

probes and thermistors attached to a free-fall profiler for variable fall speeds. 1213 

 1214 

5.2.2 Data qualification methods 1215 
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   The nucleus points of assessment of the CTD-attached thermistor are 1) calibration 1216 

of each probe by comparing it with a shear probe and 2) removing abnormal data using 1217 

fall rate profiles. In this subsection, further improvements of these methods are noted.  1218 

   In terms of correcting temperature gradient spectra, the best correction function can 1219 

be determined also in a laboratory experiment by moving sensors in a water tank. 1220 

Although laboratory experiments were done (e.g. Lueck et al., 1977), they are not 1221 

conducted in the present day since it is too costly for calibrating many probes (Gregg 1222 

1999). However, it should be restarted because thermistors will be used widely in future. 1223 

   In terms of the data rejection using fall rate, it should be noted again that data rejection 1224 

criteria developed in Chapter 3 might not be universal as discussed in Chapter 3.4.2. If 1225 

the CTD-attached thermistors are widely performed in several ships and several institutes 1226 

by many researchers, the ways of dealing with the sensors will be different. Depending 1227 

on sensor location, frame size, ship size and winch configuration, the data-rejection 1228 

threshold of Wsd > 0.2W-0.06 would not be common. Actually, data of the local minimum 1229 

of W need to be removed as well as Wsd > 0.2W-0.06 in the cruises of R/V Ryofu-maru 1230 

and R/V Keifu-maru where variability of fall rates were sometimes greater, probably 1231 

because those vessels perform CTD observations under more severe environment as high 1232 

waves (Chapter 4). More flexible criterion is desirable to be derived by performing this 1233 

method in various situations and platforms. 1234 

   Finally, it is noted that reliability would be lower after criterion tests since good data 1235 

become scarce, as mentioned in Chapter 4.3.3. For example, relatively many data are 1236 

removed by Wsd > 0.2W-0.06 near the sea surface and close to the sea floor, where the 1237 

CTD frame goes down slowly. Near the sea surface (usually, depth < 100 m), integrity of 1238 

the CTD-attached method was confirmed by comparing it with the free-fall profiler 1239 
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(Chapter 3). Near the sea floor (usually, height from bottom < 100 m), however, there is 1240 

no data for comparison because the free-fall profiler used in this thesis cannot reach close 1241 

to the bottom. Since information of the dissipation near the bottom is required to 1242 

determine the parameters in near-field turbulence structure, the CTD-attached method 1243 

should be verified in future by comparing with full ocean-depth microstructure profilers 1244 

near the bottom. 1245 

 1246 

5.3 Future studies by use of CTD-attached thermistor methods 1247 

   Wider scale observations should be performed in order to reveal the global 1248 

distribution of turbulence intensity. In this thesis, basin-scale surface to bottom 1249 

observations revealed that turbulence is generally weak in most part of intermediate and 1250 

deep interior oceans with turbulent energy dissipation rate < 10-10 Wkg-1. Localized strong 1251 

turbulent regions such as seamounts and ridges might contribute to meridional-diapycnal 1252 

overturning circulations more significantly. Furthermore, there are also temporal 1253 

variations with the periods of tides, annual, inter-annual, decadal and bi-decadal time 1254 

scales. Seasonal variability of turbulence intensity was reported by Whalen et al. (2015) 1255 

Qiu et al. (2012) and Inoue (2017), Diurnal variations by Yagi and Yasuda (2012), and 1256 

18.6 year tidal modulation by Loder and Garrett 1978, Yasuda et al. 2006, and Osafune 1257 

and Yasuda 2006. Accordingly, repeated observations are necessary to determine the 1258 

representative turbulence intensity at each station, especially in strong turbulence regions 1259 

with large amplitude of tides. 1260 

   Model-based turbulence estimates needs to be also improved. First, the other source 1261 

of dissipation should be included. In the upper ocean, wind-induced mixing could be 1262 
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enhanced by propagated near-inertial waves (e.g. Inoue), although the dissipation rates in 1263 

this thesis were compared with only tide-based model. Lee wave-driven mixing caused 1264 

by geostrophic flows interacting with rough topography is also considered (Melet et al., 1265 

2014). Second, parameters used in the existing tide model of turbulence distribution could 1266 

be variable. For example, parameters in near-field structure have been set at constant 1267 

values; local dissipation efficiency q and decay height h are 0.33 and 500 m, respectively 1268 

(e.g. St Laurent et al., 2001). However, they could be dependent on amplitude of tidal 1269 

flow and horizontal wavenumber of bottom topography (Hibiya et al., 2017). To 1270 

determine these parameters, much more observational data are necessary in various 1271 

oceanic situations depending on tidal flow, topography, latitude, and season. The CTD-1272 

attached thermistor measurements developed in the present thesis is expected to 1273 

contribute to resolving the above issues. 1274 

 1275 

  1276 
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