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Abstract

Turbulence observations have been limited because of the difficulty in microstructure
measurements. In order to efficiently obtain much more turbulence data down to the
ocean floor without spending extra ship-time, we propose a new method, a microstructure
profiler attached to a CTD-frame (Conductivity-Temperature-Depth). Since
microstructure measurements of velocity shear are sensitive and fragile to vibration of
instruments, measurements have been performed with free-fall or free-rise instruments
whose vibrations to generate noise are minimized. Since the profiler attached to the CTD-
frame cannot suppress vibrations, we choose fast-response thermistors to measure micro-
temperature fields which is much less sensitive to the vibrations than velocity fields.
However, since turbulence estimation from thermistors have not been common due to
their insufficient temporal response, assessment of availability is necessary. In this thesis,
the method of turbulence estimation using fast-response thermistors attached to CTD
frames is developed by the following steps.

First, estimation of turbulence intensity using fast-response thermistors is assessed by
comparing the energy dissipation rate et from FP07 (Fastip Probe model 07) thermistors
with &g from shear probes, both of which are attached to a free-fall microstructure
profiler with the fall rate of 0.6 - 0.7 ms™ in Chapter 2. ep tends to be less than &g for
increasing &g in the case without any corrections to temperature gradient spectra. The
high frequency part of temperature gradient spectra from the thermistors is known to
attenuate as single- or double-pole low-pass filter functions (Lueck et al., 1977; Gregg
and Meager 1986). However, fast-response thermistors have not been used due to the lack

of availability assessment. In the present study, multiplying the reciprocal of the functions



with the time constant of 7 milli-second (single-pole) or 3 milli-second (double-pole) to
the temperature gradient spectra is shown to be effective to resume the spectra. e is
shown to be consistent with &g within a factor of 3 in the wide range of 107 <gg <107
Wkg'. From the result, fast-response thermistor measurement is concluded to be practical
if temperature gradient spectra are corrected.

Second in Chapter 3, availability of thermistors is assessed in the case where they are
attached to CTD frames which are connected with ship through steel cable and ship
motion and vibration may directly affect microstructure measurements. Turbulence
intensities estimated from fast-response thermistors are compared between CTD-attached
and free-fall microstructure profilers, conducted at the same location within about 2 hours.
The agreement is shown to be generally good, but anomalously overestimated data,
deviating from a log-normal distribution, appear sporadically in the CTD-attached
method. These overestimated outliers are evident as spiky patches in the raw temperature
gradient profiles. It is shown that the outliers often occur when the fall rate of the CTD
frame, ¥ (in ms™), is small, and its standard deviation, W, is large. These overestimated
outliers are shown to be efficiently removed by rejecting data with the criteria of Wy >
0.2W-0.06, where W and Wy are computed for a 1 s interval. After the data screening,
thermal and energy dissipation, y and ¢, from CTD-attached and free-fall profilers are
consistent within a factor of 3 in the ranges of 107'°< y <107 °C*™ and 10"°< ¢ <107
¥ Wkg™!' for 50 m depth-averaged data.

Basin-scale distribution of turbulence intensity in the deep northwestern Pacific is
revealed from 438 observations in Chapter 4, by rejecting data at which Wsq> 0.27-0.06
as in Chapter 3 and W is local minimum. The method is also validated by comparing with

previous fine-scale O(10~100m) methods. Turbulence is intensified over rough
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topography at around seamounts and ridges where internal tides are generated.
Turbulence intensity represented by energy dissipation rate er depends on internal tide
energy and squared buoyancy frequency N° (o< vertical density gradient) through
comparing with eyopgr, used in a previous ocean general circulation model (OGCM)
which reproduced deep Pacific water-masses fields (Oka and Niwa, 2013). eyopgL 18
shown to be much larger than ¢r by more than 10 times, although spatial variability is
correlated between e¢r and eyopgr- This difference is relaxed to be within a factor of 3
by changing the vertical structure of eyopgr away from internal tide generation sites to
be proportional to N, and by reducing the background constant vertical diffusivity to be
at 107 m”s™, 1/100 times of the previous model. By conducting widespread observations
of CTD-attached thermistors with higher spatial and temporal resolutions, more realistic

OGCM with better diapycnal diffusivity distribution will be developed in future.
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List of Figures

Fig. 2.1. Examples of spectra of (a) velocity shear and (b) vertical temperature gradient.
The blue and red curves denote the observed spectra and the cyan and magenta curves
represent the fitted Nasmyth (Eq. 2.1) and Kraichnan spectra (Eq. 2.3), respectively. In
(b), the black curve denotes a noise spectrum used to determine the range for fitting. (c)
Correction functions to temperature gradient spectra. The solid curve is the double-pole
function [1+(2nf7,)?]* with 7, =3 msec and the dotted curve is the single-pole function
[1+(2nfty)?] with 7, =7 msec. The temperature gradient spectra in (b) are corrected by

the double-pole function with 7, =3 msec.

Fig. 2.2. Comparison of concurrently measured turbulence dissipation rates e from
thermistors and &g from shear probes in the case without correction of temperature
spectra. (a) Scatter plot of &1 versus &g in logarithmic coordinates. (b) Dependence of
the ratio logjo(er/eg) on &s. The solid line represents ey = &g, the dashed lines ey =3*'¢g,
and dotted lines ey = 10”'¢g. The yellow curve in (b) denotes the 101-point running mean

of logio(er/eg).

Fig. 2.3. Same as Fig. 2.2b but for the dependence of the time constant 7, (shown by
color) in the case of (a) the single-pole correction (Eq. 2.6) and (b) the double-pole
correction (Eq. 2.7). The black, green, magenta, red curves represent 101-point running-
mean of logjo(er/eg) for 7, =0 (same as the yellow curve in Fig. 2.2b), 4, 7, and 10 msec

in (a), and for 7, =0, 2, 3, and 4 msec in (b).
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Fig. 2.4. Same as Fig. 2.2a but for the data after applying (a) the single-pole and (b) the
double-pole corrections to spectra with the time constant of 7, =7 msec and 7, =3 msec,
respectively. The yellow dots with lines are the geometric mean of ey and &g in the

ranges of 10" V< g5 <107 fori=6,7, ...10.

Fig. 2.5. Dependence of the er-eg relation on the time constant 7, of individual FP07
thermistors. The plus marks with lines are the geometric means of er in the ranges of 10
D < e <107 (i=17,8,9). (a) single-pole correction with 7, = 7 msec and (b) double-
pole correction with 7, =3 msec. (c, d) For the cases where optimally computed z, by

minimizing logo|ep/eg| are used for (c¢) single- and (d) double-pole corrections.

Fig. 2.6. Dependence of the ratio logio(et/eg) on the frequency at the peak of the
Kraichnan fitted spectra, f,, which is corrected by (a) the single-pole and (b) the double-
pole frequency response functions with the time constant of 7, = (a) 4, 7, 10 and (b) 2,

3, 4 msec. Colored curves represent 101-point running means as in Fig. 2.3.

Fig. 2.7. Dependence of logjo(er/eg) on the buoyancy Reynolds number /= ss/(sz).

Dots denote the data satisfying &g >3x10""" Wkg' from seven probes. Temperature
spectra are corrected by the double-pole functions with the time constant of 3 msec. The
thick red curve represents the 21-points running mean of the dots. The thin red curve
represents the 21-point running mean data in the case of without correction. Vertical solid
lines indicate / = 20 and 100 between which &g are reliably estimated in spite of the

violation of isotropic turbulence assumption.
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Fig. 2.8. Dependence of logio(K1/x) (the ratio of the total thermal diffusivity divided by
the molecular thermal diffusivity) on the buoyancy Reynolds number /. Data of et <
101" (weak turbulence) and -45° < Tu < 45° (in this Turner angle Tu range, no double
diffusion occurs) is shown from the seven probes. Blue (red) dots represent data using &g
(et) to calculate 1. The solid line is y = 0.2Prx over 7 < I < 100, where Prandl number

Pr=v/x is set at the constant value of 12.

Fig. 2.9. Examples of (a) velocity shear spectra and (b) temperature gradient spectra in
the weak turbulence range of &5 < 10" and er < 10> Wkg™' from the data in Fig. 2.2.
Black curves are observed spectra. All the temperature spectra passed the criterion tests
of PF14. Cyan and magenta are the universal Nasmyth and Kraichnan spectra,
respectively for &, y=10"%,10"", 107'°. Blue and red curves denote the spectra with the

minimum (a) &g and (b) y for S1, S2, T1, and T2 sensors.

Fig. Al. Scatter plots showing the difference between &g; and eg,, where they are from
concurrently measured two shear probes S1 and S2. Data with poorly fitted spectra to the

Nasmyth spectrum is not used.

Fig. 3.1. (a) Micro Rider 6000 attached to the CTD-frame during the cruise of KS-15-5
and (b) AFP07 during the cruise of KH-16-3. The probes of FP07 thermistors were set
close to the bottom of the frame. © American Meteorological Society. Used with

permission.

X



Fig. 3.2. Positions of the 72 stations of the CTD-attached (circles) fast response thermistor
measurements (Micro Rider 6000 or AFP07) where free-fall measurements using the
vertical microstructure profiler 2000 (VMP) were also performed within 2 hours from the
CTD casts. Triangles denote the stations where the repeat casts of the free-fall VMP were
performed within 2 hours to examine the temporal variability in the appendix. © American

Meteorological Society. Used with permission.

Fig. 3.3. Examples of observed (black) and fitted (red) Kraichnan temperature gradient
spectra of free-fall VMP (a - d) and CTD-attached MR (e, f) from the 1-sec-bins. (a) and
(b) are examples with noise spectra (light-blue curve) and 1st order power low fit with a
(a/b) positive/negative slope of the straight line (blue line). (¢) and (e) are examples of
well fitted spectra with low maximum absolute deviation MAD (< 0.4) and likelihood
ratio LR (logjoLR™" <-20), and (d) and (f) are examples of poorly fitted spectra with high

MAD (> 2) and LR (logjoLR™" > -2) to be rejected by the tests. Thin horizontal lines

represent log, 0(8T/8z)2 = -4. All spectra are corrected from the minimum frequency to

2
the cut-off frequency by the frequency response function {1+(2nﬁ0)2} , where the 1/4

attenuation time constant 7, =3 msec. ©American Meteorological Society. Used with

permission.

Fig. 3.4. Comparison of 50-m-mean y (a) and ¢ (b) from VMP (horizontal axis) and MR
(vertical axis). Color of dots denote the fall rate W of MR. Solid and dotted black lines
denote y = x and y = 10*'x, respectively. ©American Meteorological Society. Used with

permission.



Fig. 3.5. Histograms of log;o(ymr/yvmr) (a-c) and logio(emr/evmp) (d-f) for 10 m-mean (a,
d), 50 m-mean (b, ¢), and 200 m-mean (c, f). The “median”, “mean”, and “SD” of the
figures are the median, arithmetic mean, and standard deviation of
logio {rmr/xvmp(emr/evmr) }. “factor10”, and “factor3” are the percentage of data within
factors of 10, and 3, respectively. (g, h) Dependence of ratios (in %) of data within factors
of 3 (g) and 10 (h) on the averaging depth intervals from 10 m to 200 m. Averaging was
performed after PF14 tests (MAD < 2, LR > 100, and SNR > 1.5). The vertical solid,
dashed, and dotted black lines in (a)-(f) are x = 1, factor 10, and factor 100, respectively.

©American Meteorological Society. Used with permission.

Fig. 3.6. Comparison between CTD-attached MR (red) and free-fall VMP (blue) of the
vertical profiles of y (a), temporal variability of micro-temperature 97'/dt (b), mean
MAD (c), LR™ (d), fall rate W ms™' (), and standard deviation Weq ms™ (f) of ¥ at Sta.052
observed near the Aleutian Islands (54°59.72N, 172°29.96W). The data in (a) and (¢)-(g)
were computed from 1-sec bin and then averaged over 10 m after PF14 tests. The data in
(b) is raw data sampled at 512 Hz. Temperature gradient spectra at depths with the gray
shades in (a) are shown in Fig. 3.7e. © American Meteorological Society. Used with

permission.

Fig. 3.7. Enlarged view of the raw data of micro-temperature (a, b) and fall rate (c, d) at

Sta.052, where the fall rate /¥ is computed from raw 64 Hz pressure data. The horizontal

thick lines denote W = 0. (e) Examples of temperature gradient spectra at the gray shades
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of Fig. 3.6a. “p” is the range of pressure over which each spectrum is calculated.

©American Meteorological Society. Used with permission.

Fig. 3.8. Scatter plots of log;o(emr/evmp) represented by color shades for MAD and LR”
'(a), and for W and W4 (b) for the 50-m averaged MR dataset after PF14 tests. Crosses
denote the overestimated data of emr/evmp>10, and dots the data with log;o(emr/evmp) <10.

©American Meteorological Society. Used with permission.

Fig. 3.9. (a) logio(emr/evmp) represented by color shades for W and W4 based on the 1-m
averaged MR data after PF14 tests. (b) Geometric mean distribution of eyr/evmp of ()

over the grids of AxxAy=0.1X0.01 ms™. (c) Histogram of the logio(emr/evmp) data in

(b). The circles in (b) are the data with 0.4 <logo(emr/evmp) < 0.5, and the solid line (y =
0.2x — 0.06) is the regression for the circles. © American Meteorological Society. Used

with permission.

Fig. 3.10. The same as Fig. 3.4a-f but for the data after screening overestimated data with
the criteria of Wy > 0.2-0.06. Averaging was performed after eliminating data which
satisfy Wy > 0.2-0.06, in addition to PF14 tests. The thick curves are the normal
distribution for the “mean” and the “SD”. The vertical solid, dashed, and dotted black
lines are x=1, factor 10, and factor 100, respectively. © American Meteorological Society.

Used with permission.

Fig. 3.11. Comparison of 50 m-mean y (a) and ¢ (b, c) between from VMP and MR after

screening the data using the criteria of PF14 tests for bad spectra and Wyq > 0.2W-0.06 for
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overestimated data. In (c), the turbulent energy dissipation rate ¢ from VMP (horizontal
axis) is derived from the shear probes which are the standard sensors for €. The red and
black lines show the 1st order approximation line using principal component analysis in
the range of 10" to 107", The red lines are drawn for only W>0.9 ms™. The solid, broken,
and dotted black lines denote y = x, y = 3*'x and y = 10*"x, respectively. © American

Meteorological Society. Used with permission.

Fig. 3.12. The dependence of the ratios of y/y (DP: 7o = 3 msec) (a) and ¢/ (DP: 7o = 3
msec) (b) on turbulence intensity in the standard double-pole 7o = 3 msec case. For the
two frequency response functions and time constants 7 (Blue: SP10: single-pole 7z = 10
msec, cyan: SP04: single-pole 7o = 4 msec, red: DP04: double-pole 7 = 4 msec, magenta:
DP02: double-pole 7o = 2 msec). Solid, dashed, and dotted black lines are y =x, y = 2*'x,

and y = 3*'x, respectively. © American Meteorological Society. Used with permission.

Fig. 3.13. Possible influence of insufficient correction and variable fall rate, 7, on the
spectra (a) and reduction rates (b) of ¢ and y for the situation where relatively strong
turbulence of y = 107 °C*s™ and e = 107 Wkg™' is measured using a thermistor with the
1/4 time constant 7o = 3.5 msec, and is then insufficiently corrected with the faster time
constant 7o = 3 msec under the variable fall rates from 0.2 to 2 ms”'. ©American

Meteorological Society. Used with permission.

Fig. B1. Distributions of the ratios of VMPs deployed at the same location within intervals
0f 0.2 ~ 2.9 hours. Forty-five VMP observations were performed, and 32 pairs of profiles

at the same location within about 2 hours are compared (triangles in Fig. 3.2). y and &
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were estimated using FPO7 thermistors in the same method described in section 2. The
legends are the same as those in Fig. 3.10. The thick black curves are normal distributions
derived from “mean” and “SD”. The vertical solid, dashed, and dotted black lines are x =
1, factor 10, and factor 100, respectively. ©American Meteorological Society. Used with

permission.

Fig. 4.1. Locations of the total of 438 stations of the CTD-attached fast response
thermistor measurements. Stars denote the stations of the full-depth casts down to the

bottom, and circles the other casts which were usually deployed down to 2000 m depth.

Fig. 4.2. Meridional vertical cross-sections of (a) the standard deviation Wy (in ms™) of
fall rates I and (b-d) the arithmetically averaged kinetic energy dissipation rate ¢ in each
200 m depth range. (b) ¢ before data screening, (c) ¢ after the data screening with the
rejection criteria of Wsq> 0.217-0.06, and (d) ¢ after the further rejection of data at the

minimum of the fall rate Wyn.

Fig. 4.3. One example of the vertical profiles of (a) &, (b) W, (c) Wsq for 1 sbinat 18° N

along the 137°E section, obtained during the RF1606 cruise. The circles are data which
passed the PF14 criterion tests. The red dots satisfy Ws> 0.2W-0.06. The blue dots satisfy

W< 0.2W-0.06, ¢ > 10'8, and Whin (local minimum of W).

Fig. 4.4. Comparison of ¢ from fine-scale parameterization and the present CTD-
attached thermistor observations. (a) ¢ from fine-scale velocity and density using

LADCP and CTD (Ijichi and Hibiya 2015). (b) ¢ from fine-scale density (Wijesekera et
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al. 1993). Data are averaged in 320 m segment. The surface data which includes pressure
<100 dBar are not used. In (a), data with pressure > 2000dbar are excluded since accuracy
of measurement of LADCP is low in the deep ocean. In (b), data with N*< 10° [s™*] are
excluded since estimation of vertical gradient of density is difficult in low stratified

regions.

Fig. 4.5. Vertical cross sections of turbulent energy dissipation rate er from CTD-
attached thermistor measurements along (a) 137°E (RF16-06) and (b) 47°N (MR-14-04).
(a-b) et is averaged over 50 m after removing the data at Wy > 0.2-0.06 and Win. (c)
Vertical profile of horizontally averaged et for each section. (d-e) Vertically averaged
er below 500 m, in order to exclude the surface dissipation, where the red lines are
denoted at £=10"" and 10° Wkg™. (f-g) Topographic roughness at each station, defined
as the variance of bathymetric height [m?] obtained from ship depth soundings (version

17.1; Smith and Sandwell, 1997), calculated in 60 km square regions.

Fig. 4.6. (a) Relation between the observed energy dissipation e and stratification
represented by squared buoyancy frequency N°. Colors denote pressure. (b) Histogram of
diapycnal diffusivity K, (= 0.2¢/N*). The vertical axis denotes data number. 200 m

averaged data after data screening is shown.

Fig. 4.7. Relation between depth-integrated observed energy dissipation [ pepdz and

model-based depth-integrated baroclinic energy conversion rate Ec (red dots)

representing generation of internal waves by tidal forcing, and between | pepdz and
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depth-integrated tide-induced energy dissipation Ed (blue dots) for MR-14-04 and
RF1606. X-axis: depth-integrated per at depth from 100 m - bottom excluding surface
100m layer to avoid wind influence. Y-axis: Ec and Ed are estimated in ON13 from three-
dimensional tide-driven model of NH11. Ec and Ed simulated with the resolution (1/15°)
model is multiplied by 1.5 as in ON13. ‘r’ in legend is correlation coefficient in

logarithmic scale and ‘mean’ is geometric mean of Y/X.

Fig. 4.8. emoprr. (ON13) along (left panel) 137°E and (right) 47°N. (a)(e) Near-field

engar » (b)) far-field epag , (c)(g) background egack » (d)(h) epopeL =

ENEAR TEFAR TEBACK -

Fig. 4.9. Same as Fig. 4.7 but for modified eyopg; Which is fitted to the observed data.

Fig. 4.10. Comparison of ¢ (a) from the CTD-attached thermistor observations and (b)
from the model (ON13) which reproduced radio-carbon isotope ratio in the Pacific, from
(c) a revised model where far-field is proportional to the squared buoyancy frequency N
and background value of epsilon is based on the observed minimum diapycnal diffusivity

K= 107, to make the model distribution close to the observation.
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Chapter 1

General introduction

1.1 Role of turbulent mixing

Turbulent mixing is one of the main physical processes which control the meridional
overturning circulation by vertically transporting heat and materials. Although mean
diapycnal diffusivity O(1) cm’s™ is required to close the global overturning circulation
(Munk, 1966; Munk and Wunsch, 1998), observed diffusivity has been an order of
magnitude lower in large part of the oceans (e.g. Toole et al., 1994; Ledwell et al., 1993,
1998; Nagasawa et al., 2007). Vertical diffusivity is not uniform in the ocean, but patchy
with both depth and location (e.g. Kunze et al., 2006; 2017; Waterhouse et al., 2014;
Whalen et al., 2012; 2015), and strong mixing beyond 1 cm”s™ is observed in specific
hotspots with rough topography (e.g. Brazil basin, Polzin et al., 1997; the Izu-Ogasawara
Ridge, Nagasawa et al., 2007; the Hawaiian Ridge, Klymak et al., 2006) or near the straits
(e.g. Kuril straits, Itoh et al., 2010; 2011; 2014; Yagi and Yasuda, 2012; 2013; Yagi et al.,
2014; Tanaka et al. 2014).

Meridional overturning circulations depend on the spatial structure of the vertical
diffusivity. For example, structures of the meridional overturning circulation in the North
Pacific could be modified by the vertical distribution of diapycnal diffusivity in the Kuril
strait as suggested by a numerical model study (Kawasaki and Hasumi, 2010). Tide-
induced vertical mixing away from generating regions (far-field mixing) could be also

important for the Pacific thermohaline circulation (Oka and Niwa, 2013). Observations
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of global turbulence distribution with higher resolution in time and space need to be taken
to quantify and understand global ocean circulations.

Turbulent vertical mixing is also quite important to quantify and understand diapycnal
transports of chemical substances including macro- and micro- nutrients to be supplied to

biological production. Vertical turbulent flux of a material is represented by the formula
of wC = -K, 9 C/ 3z where w' is the vertical velocity of turbulent eddies, C’ is the
deviation from the mean material concentration C, and K, is the turbulent diapycnal
diffusivity. Enhanced turbulence (mixing hot spot) plays important roles in maintaining
high biological productivity through the turbulent diffusive supply of macro- and micro-
nutrients such as iron in the northwestern subarctic Pacific (Nishioka et al. 2013; Nishioka

and Obata 2017), along the eastern Bering Sea shelf edge (GreenBelt: Tanaka et al. 2012;

2013; 2015) and nitrate in the Kuroshio (Kaneko et al. 2013).

1.2 Indicators of turbulence intensity

One of the indicators of turbulence intensity is the rate of loss of kinetic energy due
to molecular viscosity. It is represented as turbulent energy dissipation rate, &, which is
given by the following equation under the assumption of isotropy,

e="7.5%((0u/02)?), (1.1)
where v is the kinematic viscosity, ou'/0z is the vertical shear of micro-scale (with a
few cm spatial scale) horizontal velocity, and the angle brackets ( ) is spatial averaging.
¢ is usually estimated by directly measuring Ou'/0z with an airfoil shear probe.

The energy dissipation rate could also be estimated from micro-temperature by fitting

a universal spectrum to an observed temperature gradient spectrum. ¢ is related to the
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Batchelor length scale 7, where both viscosity and molecular diffusion of temperature
becomes effective (Batchelor, 1959), as follows
ng = Vkg = 2n(vi/e) 4, (1.2)
where kg is the Batchelor wavenumber. In this thesis, the unit of wavenumber is
described as cyclic wavenumber, cycle per meter [cpm]. From the above expression (Eq.
1.2), we obtain
e = 2n)*kpvic, (1.3)
This thesis focuses on estimating ¢ since it is a necessary indicator to evaluate
turbulent mixing and diapycnal transport via the diapycnal diffusivity K,=/7eN 2
(Osborn, 1980), where K, is diapycnal diffusivity, /" is mixing efficiency, and N is

buoyancy frequency. Detail of the way of estimating ¢ is shown in Chapter 2.2.

1.3 Current turbulence observation

Micro-scale velocity shear and temperature have been measured by using an airfoil
shear probe (e.g. Osborn 1974; Osborn and Crawford, 1980) or a fast response thermistor
(e.g. Kocsis et al., 1999; Ruddick et al., 2000; Moum et al., 2013), respectively. The
former measures micro-scale current variation caused by turbulent eddies, and the latter
measures micro-temperature variation with thermistors whose response is much faster
than temperature sensors equipped to CTD (Conductivity-Temperature-Depth). Even
though it is “fast” response, the very small scale is difficult to be measured, and there are
uncertainties in high frequency part of temperature spectra (Gregg, 1999). Accordingly,
shear probes have been more widely used in the microstructure measurements than fast-

response thermistors. Since micro-velocity measurement is easy to be influenced by noise
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owing to the vibration of instruments themselves, it has been performed by using special
free-fall or free-rise profilers which are designed to stably move in sea water (e.g. Lueck
etal., 2002). Since these observations take ship-time and need special skills to be operated,
they are difficult to perform widely and frequently. Even in the present day,
microstructure observations are limited. Large-scale microstructure observations
covering basin-wide top-bottom oceans is thus necessary to evaluate the three-

dimensional distribution of turbulence intensity.

1.4 New observational system

In this thesis, we aim to make it to be practical use of a new method to conveniently
obtain turbulence data via direct microstructure measurements using an internal-
recording profiler attached to a CTD frame. By using this method, we can obtain
microstructure data down to the ocean floor at every CTD cast in vast areas than by using
a free-fall profiler which needs extra-ship time, special instruments and operational skills.
Besides, CTD systems can be equipped with a LADCP (Lowered Acoustic Current
Profiler) to concurrently yield fine-scale density and velocity data with microstructure,
and the process of energy transport from the tidal wave to turbulence could be discussed.

However, CTD frames are connected with a steel cable and stretched throughout the
deployment, and does not fall freely. Therefore, acceleration or deceleration of the cable
corresponding to rolling or pitching of a ship as well as winch feeding speed variability
causes vibrations which possibly affect microstructure measurements. To establish this
CTD-attached microstructure measurement, influence of the frame movement on

turbulence estimation and limitations of this measurement method need to be quantified.
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Velocity shear probes are much more sensitive to instrument vibrations than thermistors
which measure scalar fields. Accordingly, the thermistors are chosen for CTD-attached

microstructure sensors in the present thesis.

1.5 Overview of this thesis

Analysis methods of microstructure measurements using CTD-attached fast-response
thermistors, are developed in this thesis, to reveal basin-scale turbulence distribution in
the northwestern Pacific by using widespread CTD-attached thermistor data from existing
CTD observational network. These data could contribute to the state estimate of the
general ocean circulation.

One of the problems of this method is the poor temporal response of the fast-response
FPO7 thermistors, which could affect the estimation of turbulence intensity. Since the
availability and limitation of the turbulence measurements with fast-response thermistors
have not been quantified, they are assessed in Chapter 2. Another problem is the quaking
of the frame due to rolling and pitching of ships. Even though measurements with
thermistors are less sensitive to the vibration of instruments than those with shear probes,
large quaking is possible to influence on micro-temperature measurement. This influence
is quantified in Chapter 3. In Chapter 4, this method is applied to widespread observations.
Based on the above assessments, basin scale turbulence distribution in the northwestern

Pacific will be revealed from microstructure measurements for the first time.
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Chapter 2

Turbulence Estimation Using Fast-Response
Thermistors Attached to a Free-Fall Vertical

Microstructure Profiler

2.1 Introduction

The FPO7 (Fastip Probe, model 07) thermistor, a common type of fast-response
thermistors in oceanic observations, is surrounded by glass coating, and this causes a time
delay of heat transferring from the surface of the glass coating to the sensor core (Gregg,
1999). The frequency spectrum of temperature is then attenuated in high frequency range
(Lueck et al., 1977; Gregg and Meagher, 1980). This possibly influences turbulence
estimation, especially in the case of faster sensor speeds where spectra shift to higher
frequency.

The form of the attenuation has been proposed to be represented by the single- (Lueck
et al.,, 1977) or double- (Gregg and Meagher, 1980) pole low-pass filter functions by
conducting laboratory experiments. Observed temperature gradient spectra could be
corrected by multiplying the reciprocal of these low-pass filter functions, though the
effectiveness of these correction to estimates of turbulence intensity is scarcely
investigated (Kocsisi et al., 1999; Peterson and Fer, 2014; henceforth, PF14).

On the basis of field observational data, Kocsis et al. (1999) evaluated thermistor-

derived turbulence intensity by carrying out a comparison of energy dissipation rate ¢
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from the FPO7 thermistors and shear probes with a slowly rising (with the speed of 0.08
ms™") profiler. After correcting temperature spectra with the single-pole function and the
time constant of 7 milli-second (henceforth, msec), they showed both microstructure
methods yield nearly the same turbulence intensity. Meanwhile, PF14 used a glider with
a moving rate of ~ 0.4 ms'. The resulting temperature-derived and shear-derived
turbulence intensity well agrees by correcting temperature spectra with the single-pole
function with the time constant of 12 msec.

Although several studies as above showed the availability of turbulence
measurements with FPO7 thermistors, there are differences in correction functions and
time constants. There seems to be even no consensus on which functions (single-pole or
double-pole) and what time constants are appropriate. One of the reasons of the difficulty
in determining the sole frequency response function is that it could be different among
individual thermistors (Gregg 1999), in observation platforms and in turbulence
intensities. To make turbulence measurements with thermistors practical, it is required to
make clear correction methods with their quantitative assessment of availability and
limitation.

This chapter aims to expand the knowledge of availability of turbulence estimation
from fast response thermistors. This chapter reveals 1) effect of correction to the
temperature spectrum for the estimate of ¢, 2) best correction function for the thermistors
to yield & compatible with ¢ from the shear probes, and 3) difference in ¢ between
individual thermistors. To achieve above purposes, ¢ from thermistors is compared with
¢ from shear probes, which is the common type of sensor in turbulence observation
(Lueck et al., 2002). Both of them are attached to the same free-fall microstructure

profiler, and performances of thermistor estimation with single- and double-pole
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frequency response corrections and several time constants in the nominal range are
quantified. Section 2.2 provides the procedures for estimating &. Section 2.3 presents the
results of the comparison between thermistors and shear probes. The performances of
thermistors in weak turbulence ranges, where measurements with velocity shear probes

could be unreliable, are discussed in section 2.4.

2.2 Data and Method

2.2.1 Observational data

Vertical Microstructure Profiler 2000 (henceforth VMP, manufactured by Rockland
Scientific International Inc.) was used to measure turbulence fields around the Aleutian
Islands, the Kuril straits, and the northwestern Pacific from 2009 to 2016. It was deployed
from the stern deck and freely fell at the speed of 0.6 - 0.7 ms™ at a depth of 0 - 2000 m.
The VMP was equipped with two velocity shear probes and two FP0O7 fast response
thermistors, produced by Rockland Sci. It was also equipped with Sea Bird temperature
(SBE3) and conductivity (SBE4) sensors with a pump (SBES). A total of 112 VMP
profiles were used for comparison between shear probes and thermistors. The details of

information about deployments are shown in Table 2.1.

2.2.2 Estimation of ¢ from velocity shear probes

¢ from velocity shear is estimated by integrating a (0u'/0z)> spectrum. Accuracy of
the shape of the spectrum is confirmed by fitting a universal shear spectrum to the
observed one. The form of the universal spectrum in Kolmogorov inertial to viscous range,

were advocated theoretically by Corrsin (1964), Saffman (1963), and Panchev and Kesich
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(1969). Nasmyth (1970) showed a coherent spectrum by using observed field data. In this
paper, a following equation in Oakey (1982) is used.

SNasmyth = 414G, @2.1)
where G2 =8.05(k/2mk,)"*/[1+20(k/2nk,)>7] (Wolk et al., 2002), k is a wavenumber,
and k, is the Kolmogorov wavenumber (k, = (¢/v*)"4/2m).

The micro-scale Ou/0z was high-pass and low-pass filtered to remove shear
components with frequency less than 0.25 Hz and more than 98 Hz, and segmented into
half-overlapping segments of length about 10 m before Fourier-transformation. Fourier
transformations were performed over half-overlapping segments of approximately 1 m,
and then spectra were averaged over 10 m. One 10 m-averaged spectrum and & were
thus obtained by using about 20 spectra. These high-pass and low-pass (to avoid aliasing)
filters with the mean free-fall speed of 0.6 - 0.8 ms™' could permit VMP to cover the
turbulent eddies with the wavenumber of 0.38 - 150 cpm and the length scale of 6.6 mm
- 2.6 m, which were able to be resolved assuming that the length scale of the probe and
the profiler is 5 mm and 2.5 m, respectively.

An iterative procedure is used to determine ¢ as follow. First, observed shear spectra
are integrated from a minimum wavenumber to an arbitrary wavenumber. Second, ¢ is
estimated via (Eq. 1.1), and then £k, is determined. The ¢ and %, lead to a single form
of Nasmyth spectrum via (Eq. 2.1). Third, the ratio between Nasmyth and observed
spectra is computed over the range of the wavenumbers from minimum to 0.04%, (near
the peak of the Nasmyth spectrum). When the ratio is less (more) than 1/2 (2), interval of
integration is spread to 4/3 (reduced to 3/4) of the previous range. This sequence is

repeated until the ratio is less than a factor of 2, and then ¢ is determined. An example
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of a shear spectrum which is visually regarded as a good agreement with the Nasmyth
spectrum is shown in Fig. 2.1a. Shear spectra poorly fitted to the Nasmyth form are not
used in the following analysis. ¢ from the velocity shear, &g, is defined as the average
of the two shear probes measuring simultaneously. Only data are used such as both of
them being regarded as well fitted to the Nasmyth form, and the difference in & between
them are less than 3, since there are natural variabilities in ¢ with a factor of about 3

(APPENDIX. A).

2.2.3 Estimation of ¢ from FP07 thermistor observations

Micro-temperature vertical gradient 87/0z is also segmented in the same way as
velocity shear before Fourier-transformation, although the way of estimating ¢ and y,
the temperature dissipation rate, are different. They are determined by fitting a universal
spectrum to the observed temperature gradient spectrum by using a maximum likelihood
estimate (MLE) method, introduced by Ruddick et al. (2000) (henceforth, R00). This
method has an advantage for non-Gaussian error distribution, and the MLE estimates are
unbiased in comparison with other least squares. Besides, the number of free parameters
needed for estimation is reduced by using y, which is computed by integrating the
temperature gradient spectrum after removing instrumental noise. This noise spectrum is
here determined from the electrical noise of the instrument in the laboratory bench test (a
black curve in Fig. 2.1b). The spectrum is integrated from the minimum wavenumber
kpin to the maximum wavenumber k., where the ratio of the observed to the noise
spectra (S/N ratio) is less than 1.5 or the frequency is 165 Hz (cutoff frequency of VMP)

if it is less than the frequency of S/N ratio = 1.5. Then y is determined by

10
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kmax
X~ 6K fkmin (Sobs'Snoise)dke (22)

where Sy and S, are the observed and noise temperature gradient spectrum
amplitude at each wavenumber, respectively.

The universal temperature gradient spectrum was firstly introduced by Batchelor
(1959) assuming a constant strain rate in the spatial scales smaller than the Kolmogorov
length scale, 1/k,, and was revised by Kraichnan (1968) including the intermittency of
the strain rate. In this thesis, we use Kraichnan universal temperature gradient spectrum
Stheoretical With the following form in Roget et al. (2006)

X.ql/2 exp(-\/gy )
Stheoretical = £ yi : > (23)

K kg Yk

where y, = /q k/kg and g, isthe Kraichnan constant. g, has been estimated as g, =

3.4 - 7.9 (3.41: Antonia and Orlandi, 2003; 5.26+0.25: Bogucki et al., 1997; 2012,
7.9+2.5: Sanchez et al., 2011). We used a fixed value of g, = 5.26 that was introduced
in Bogucki et al. (1997; 2012) and used in PF14.

In the present temperature-based method, ¢ is determined by fitting the universal
spectrum to observed spectra with the MLE, unlike shear-based method by which ¢ is
obtained from just integration of the observed shear spectrum. & from thermistors thus
strongly depends on the accuracy of the fitness to the theoretical spectrum. The best fitted
theoretical spectrum is determined via kg by finding the maximum likelihood C11

between the observed and theoretical spectra such as

k d dSobs
Cl1 = In(P) = 3™ Inf ol [} 2.4
( ) kain Stheoretical TSnoise X(Zi Stheoretical TSnoise ’ ( )

where X?l is the chi-square distribution based on that Sgue/(Sy .o etica T Snoise) 18

distributed as a Xﬁ probability density function with the degrees of freedom d. By

11
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applying various kgsto S,ps, the maximum C11 and one kg are determined, and then ¢
is obtained via (Eq. 1.3). An example of observed and fitted theoretical temperature
gradient spectra with the noise spectrum is shown in Fig. 2.1b.

Poorly fitted spectra were discarded by three quality tests introduced by R0OO. First,
the mean absolute deviation (MAD, defined as Eq. (24) of R00) between the observed
and theoretical spectra must be small. The threshold was set at MAD < 2(2/d)"*. Second,
the signal to noise ratio of spectra (SNR) must be sufficiently large, where signal is
defined as S ps-Spoise- The threshold in this paper was set at SNR > 1.5 according to PF14,
which is more strict and larger than the 1.3 in ROO, to ensure reliable data were obtained.
Third, the observed spectra must have a sharp roll-off on the higher wavenumber side of
the spectrum peak. To ensure this, the likelihood ratio (LR = Pkraichnan spectrum)/ Pstraight line))
is used. The likelihood Pgimaight 1ine) from using a straight line fitted to the observed
spectrum in log-log space should be smaller than the likelihood Pkraichnan spectrum) from
using universal spectra. If the likelihood ratio is small, the theoretical curve is rejected as
it does not provide a significantly better fit than the power law fit. Further details are
described in ROO. In this thesis, the threshold value of LR is set at LR > 100, similar to
ROO and PF14. According to PF14, the LR criterion are unsuitable for power law fitted
with a positive slope (for example, Fig. 4d of PF14). Thus, we only apply the LR criterion
when the power law fit has a negative slope.

In this chapter, data with potentially double-diffusive condition are not used; only
data with turner angle -45° < Tu < 45° (stable) or buoyancy Reynolds number
I=¢/ (sz) >20 (turbulent) are used, though this does not largely change the results (not

shown).

12
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2.2.4 Correction function for temperature gradient spectra

FPO7 thermistors are not fast enough to resolve the temperature fluctuation in high
wavenumber range, except for slow fall speeds (~ 0.2 ms™). Temperature spectra are
attenuated at high frequency and could sometimes yield underestimated dissipation rates.
For practical use, thermistor signal needs to be corrected by applying correction functions
to observed temperature gradient spectra. Such correction function is represented by the
reciprocal of the frequency response function of the temperature gradient spectrum. The
time response of the temperature probe is assumed to be described by the following
equation (Fofonoff et al., 1974)

Tiue = TH1dT/dt, (2.5)
where 7T is the measured temperature which is smoothed due to the slow thermistor
response, T, 1s the true micro-scale temperature profile, and 7 is the time constant
which represents response time. By expressing the temperature as a Fourier series, a

frequency response function is derived as a single-pole low-pass filter as

2
T/ Ty =1/ [1+(f/fc ) ] (2.6)
where " is the frequency and f_ is the half attenuation frequency at which 7/T,. = 1/2.

Lueck et al. (1977) compared the frequency response of thermistors in a water tunnel with
a spectrally calibrated platinum thin film thermometer. They found the theoretical
response functions were similar to a single-pole filter in the frequencies lower than 12 Hz.

On the other hand, Gregg and Meagher (1980) found that the response function is
formulated by a double-pole low-pass filter (Eq. 2.7) for frequencies less than 25 Hz,

although the single-pole was an equally good representation for less than 10 Hz.
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, @.7)

2

T/Te = 1/ [1+(11.) ]

where f_ represents the quarter attenuation frequency (7/7,. = 1/4). The time constant
is defined as the inverse of f: 7=1/ (anc ) in both single and double-pole functions. The

examples of the correction functions are shown in Fig. 2.1. The dependence of the time

constant on fall rate*' is not included in this thesis.

2.3 Results

2.3.1 In the case without correction

er from the seven thermistors*” without correction shows a bias which strongly
depends on &g (Fig. 2.2a). Here subscripts T and S denote thermistor and shear probe,

respectively. ep ~ &, is only achieved in the range of &5~ 10" - 10 Wkg™' (henceforth,

S
Wkg' of & unit is omitted). e is significantly underestimated for &5 > 10, and most
of dots are distributed below the lower dashed line denoting er/eg < 1/3 (see the yellow
line in Fig. 2.2b). Since natural variability in turbulence estimation is within a factor of 3
(APPENDIX A), underestimation with the ratio er/eg<1/3 1is defined here to be

unacceptable. Underestimation is significant with increasing &g, and the terrible

underestimation (er/eg < 1/10) is seen in the range of &g > 107. The larger kinetic energy

*!: Gregg and Meagher (1980) showed that 7 depends on the sensor speed as =7,/
where y=-0.32, while Hill (1987) reported that y=-0.5. In this thesis, y=0.

*2: In Fig. 2.2 - 2.4, numbers of dots of seven probes are same; 761 dots of each probe
compose a total of 5327 dots shown in Fig. 2.2, in order not to emphasis the characteristics
of one specific sensor. In Fig. 2.5, number of dots are different between seven probes
since they are averaged individually.
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dissipation rate is, the larger the Batchelor wavenumber becomes (Eq. 1.3). This means
that large kg are not measured appropriately. This is consistent with the fact that
temperature gradient spectra are attenuated in the high frequency range because of the
insufficient time response of thermistors.

In the weak turbulence range, &5 < 10"°, &; is also underestimated compared with
eg by a factor of 3. One reason for this underestimation could come from the measurable
limit of the shear probes. The lower limit of shear estimation in the free-fall VMP2000
measurement is &g ~ (1-3)x10"° according to manufacturer specifications. Shear probes
are generally more sensitive to the vibration of instruments than thermistors which
measure scalar field. Thermistors hence could be possible to detect weaker turbulence
than shear probes. The case of the weak turbulence will be further discussed in section
2.4.

As mentioned above, the reasons of the underestimation of ey are different between
in the strong (g5 > 10™) and weak (5 ~ 107'%) turbulence ranges. We next examine
corrections in the strong turbulence range by applying two frequency response functions
and several time constants to temperature gradient spectra, and quantify errors between

er and &g.

2.3.2 In the case with spectrum corrections

The temperature gradient spectra are corrected by multiplying the reciprocal of the
frequency response functions shown in the previous studies (Lueck et al., 1977; Gregg
and Meagher, 1980). By applying these corrections, et becomes larger in the stronger

turbulence range by about 3 - 10 times (Fig. 2.3) where time constants 7, are varied in
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the nominal range; 7, = 743 msec for the single-pole, which is almost equivalent to 7, =
3+1 msec for the double-pole function (henceforth, single-pole and double-pole are SP
and DP, respectively).

In the case of the DP (7, =3 msec) and SP (z, =7 msec), ¢r and &g are compatible
in the range of 107'% < &5 < 107 Wkg™' because the geometric means of er/eg are within
a factor of 3. Whereas, for &> 107, the DP correction is more appropriate than the SP
one; the geometric average of ep/eg for 3 msec DP is 0.50, while ep/eg for 7 msec SP
is 0.45 (the yellow plot in Fig. 2.4). This is because the DP function amplifies the
spectrum more (less) in higher (lower) frequencies significantly than the SP function (Fig.
2.1c). The SP correction may cause the underestimation of ey for very large &5 (> 107
Wkg™).

From the above results, it can be concluded that turbulence measurements with the
FPO7 fast-response thermistors are practically valid by correcting temperature gradient
spectrum using the DP (7, =3 msec) and the SP (z, = 7 msec) functions in the range of
10" < &5 < 107 Wkg™'. This acceptable range covers most of the ocean except for coastal

very strong turbulence regions.

2.3.3 Dependence on individual thermistors

It is reported there are differences in glass coatings among individual thermistors even
for the same type of FP07s (Gregg, 1999). Frequency response and estimate of er
depend on this difference in individual thermistors. However, time constant and its
diversity have not been quantified. In this subsection, er of seven FP07 thermistors are

compared with simultaneously measured ¢g in order to make clear 7, and its
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uncertainty range, which are important to estimate uncertainty in thermistor-based
turbulence measurements.

It should be noted that e is consistent with &g and within a factor of 3 for all the
thermistors examined here. Whereas dependence of ep estimate on individual
thermistors are evident as shown in Fig. 2.5, some thermistors (S/N 886,1024 and 1025)
show that ey larger than &g in the whole range of 107" < &5 < 107 Wkg™', while other
thermistors (S/N 271 and 285) show smaller values, even after all the temperature
gradient spectra were corrected by the same SP and DP correction functions with 7, =7
and 3 msec respectively. This scatter is possibly caused by the one of time constant 7z
due to the differences in glass coatings. Degree of the scatter depends on turbulence
intensity &g; the difference between probes is a factor of 3 in the relatively strong
turbulence of &5~ 107> Wkg', while it is within a factor of 2 in the relatively weak
turbulence of &5 ~ 10 Wkg™'. This dependence of scatter on the turbulence intensity &g
is due to the shift of spectra to higher frequency range where attenuation is more
considerable.

We are able to estimate the time constant 7, for individual thermistors by adjusting
er to &g. The optimal 7, range between 3.0 and 10.2 msec for the SP, and 1.9 and 5.6
msec for the DP functions. This result means the 7, uncertainty of thermistors with
unknown time constant is in the above ranges. The range is roughly consistent with the
nominal value of the time constant 7+3 msec for the single-pole function.

From the results, errors derived from the uncertainty of time constants should be
considered to be at least 3.0 - 10.2 (SP) or 1.9 - 5.6 (DP), which cause the uncertainty of
ep estimate with a factor of about 3. For the accurate estimation with a factor less than 3,

each probe should be calibrated by comparing ¢r with &g in field observations as in the
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present study or in laboratory experiments (e.g. Lueck et al., 1977; Gregg and Meagher,

1980).

2.4 Discussion

2.4.1 Measurement limit in the strong turbulence and its dependence on

sensor moving speed

The present study shows &7 is best matched to &g in the case where the double-pole
correction function with the time constant of 3 msec is applied to observed temperature

gradient spectra. However, log, (er/es) in Fig. 2.3 shows slight decreasing trend with

¢s for increasing &5 > 10® Wkg™. This slight decreasing trend of er/eg could be due to
the insufficient correction in high frequency ranges.

In stronger turbulence fields, spectra shift to higher wavenumber (and thus higher
frequency) where spectra might not be fully corrected. This could cause the

underestimation of y and . Since the Batchelor wavenumber is represented as kg =
kPM via d(Eq. 2.3)/dk = 0, where kp is the wavenumber at the spectral peak, er is
represented by
er = 2m)* (69, ) 1o/ i, 2.8)

where f, =kpW is the spectral peak frequency, assuming the falling speed W is constant.
er 1s thus a function of (fP/ W)4.

The horizontal axis of Fig. 2.3 can be converted from &g to the peak frequency f,
via (Eq. 2.8) as shown in Fig. 2.6, where log ,(er/es) severely depends on the peak

frequency f, in the case without correction. Even though the half attenuation frequency
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of 23 Hz (equivalent with the time constant of 7 msec in the single-pole correction) is
expected, er/eg is less than 1/3 for f, > 10 Hz as shown in the black curves in Fig. 2.6.
Without any corrections, the maximum acceptable er is 3x10™ Wkg™' at which the black
curve crosses er/es = 1/3 in Fig. 2.6. This maximum acceptable ¢r changes with
variable falling speed because the peak wavenumber f, =kpW that yields er via (Eq.
2.8); the maximum limit could be 7x10° (= 3x107%(0.1/0.7)*) Wkg™' for W= 0.1 ms™,
and could be 7x10"° (= 3x107x(1.0/0.7)*) Wkg™ for W = 1.0 ms™. These indicate that
the maximum limit heavily depends on the falling (moving) speed; for the slow-moving
platforms correction is not necessary even for the strong turbulence field, whereas for the
faster speed correction is inevitable even for the weak turbulence field. In the case without
correction, the maximum limit can be estimated as above.

In the case with correction, the estimate of the maximum limit is not straightforward,
because the peak frequency f, also changes by multiplying the correction functions (Eq.
2.6 for the single-pole and Eq. 2.7 for the double-pole). The peak frequency f, shifts to
be higher by amplifying spectra at greater frequency. For the double-pole correction with
7o = 3 msec and the falling speed of W = 0.6 - 0.8 ms™', the maximum peak frequency
J» = 30 Hz beyond which there is no data in the present study as shown in the magenta
curve in Fig. 2.6b. This could yield the maximum limit of er for variable falling or

moving speed W via (Eq. 2.8). For W= 0.7 and f;, = 30, the maximum limit of &r will

be 5X 107 Wkg'. Since ¢ is proportional to (fP/ W)4, the maximum limit of er would

shrinks to 13107 (= 5x(1/0.7)*x107 Wkg™) for W =1 ms™.
The variable correction functions and time constants in the previous studies (Kocsis

et al., 1999; PF14) could be explained by the diversity of sensor moving (falling) speed
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W and turbulence intensity of target water. Qualitatively, for larger moving (falling) speed
W, the maximum limit of e decreases with a function of W* for the same correction
function and time constant. To measure strongly turbulent water, double-pole function
and/or larger time constants are necessary to recover the attenuated spectra. Previous
studies using the single-pole correction (Kocsis et al., 1999; PF14) were conducted with
relatively smaller moving speed (0.08 ms™ in Kocsis et al., 1999; 0.4 ms™ in PF14) than

in the present study (0.6 - 0.8 ms™).

2.4.2 Thermistor microstructure measurements under anisotropy

In large part of the ocean interior, especially from intermediate to deep Pacific over
smooth bottom topography, turbulent energy dissipation rate is weak and & < 10" Wkg’
' (e.g. Gregg and Sanford, 1988). In such a weak turbulence, estimations from shear
probes are not reliable owing to the influence from instrumental noise. The present study
shows that turbulent energy dissipation rates from thermistor, ey are generally much
(one or two order of magnitude) less than &g for 5 < 107'° Wkg™'. This small e could
represent real turbulence situations because the thermistor is less sensitive to the vibration
and motions of profilers and noise level could be lower than that of shear probes.

However, we need to be careful about the thermistor measurements because the
performance of thermistor measurements under weak turbulence has not been well
examined. In particular, isotropic assumption, under which Batchelor or Kraichnan
theories are established, might not be fully satisfied in such weak turbulence fields. In
this subsection, we discuss the availability of thermistor measurements in weak and

anisotropic turbulence.
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For shear probe measurements under anisotropic turbulence, Yamazaki and Osborn
(1990) showed that &g from vertical shear of turbulent velocity under the assumption of
isotropy is greater by at most 35 % than the true ¢ even for the anisotropic condition of
20 < [ < 100, where the buoyancy Reynolds number, /=¢/ (sz), is an indicator of
isotropy. 7 < 100 is regarded as anisotropy (Gargett, et al., 1984; Gargett, 1985).

In the anisotropic range (20 < I < 100) where observed &g is reliable (e > 3x10"°

Wkg™), log,,(er/es) is within the reasonable range (1/3 < er/eg < 3) as shown in Fig.
2.7, where the thick red line denoting 21-point running mean of log ,(er/es) is within a

factor of 3 denoted by the black dashed lines. This indicates that e estimate is
compatible to the shear probe estimate even in the anisotropic range of 20 <7< 100. In
the case without correction (the thin red line in Fig. 2.7), er/eg is a little less, but er/eg
is still at around the reasonable range and whether the correction is applied or not does
not largely change er. This is because the weak turbulence estimation mainly uses the
low frequency components that are not strongly influenced by attenuation.

In the range of 7 < 20, anisotropy is further developed, and the shear probe data with
es < 107" Wkg™' are less than the lower limit of the manufacturer’s specification and
could be unreliable. That is, turbulence estimates from velocity shear and temperature are
largely different. We need further discussion in this weak turbulence range of 7 < 20 or
es <10 Wkg™.

According to the direct numerical simulations (DNS) by Shih et al. (2005), diapycnal

diffusivity plus molecular diffusivity Kj+x is 0.2¢/N* which is the same as in Osborn
(1980), and thus (Kpﬂc)/;c: 0.2Prl for 7 < I < 100, where the Prandtl number Pr is

defined as v/k. Whereas for / < 7, K, becomes equivalent to x (~ 107 m*s™). From
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another DNS under anisotropy for small / (Godeferd and Staquet, 2003), turbulent
thermal dissipation rate y and Ky are reduced to 5/9 of the ones under isotropic
approximation.

Relationship between / and Kt is here examined with the present data to see which
(shear or temperature)-based ¢ is consistent with the above DNS results, as shown in Fig.
2.8, where I=¢/ (vN2 ) with the temperature-based er (red dots in Fig. 2.8) and with the
shear-based &g (blue dots in Fig. 2.8) and K = 5/9xy/[2(6T/0z)?] for data which satisfy
er <10™° Wkg™, and -45° < Tu < 45° at which the Turner angle Tu is in the range without
double diffusion.

The relationships between / and Kt (Fig. 2.8) show that the temperature-based
estimate is more consistent with the above DNS results. Ky/x (red dots in Fig. 2.8) takes
less than 10 for the temperature-based / < 1 indicating, and increases with the slope
similar to the one from the DNS for 7 </ < 20. On the other hand, for the shear-based /
(blue dots in Fig. 2.8), Kt is much less than the one from the DNS for 7 </ < 20 where
the DNS suggests that K would take much larger values and increase with /.

Let us return to the observed spectra with the large difference between ¢r and &g
in the weak turbulence (¢; < 107" and &g < 10™'%), because appropriate measurements
have been judged by the form of observed spectra. Both the observed shear (Fig. 2.9a)
and temperature gradient (Fig. 2.9b) spectra (black curves) does not significantly deviate
from the Nasmyth and Kraichnan universal spectra (cyan and magenta) respectively.

On the other hand, it is noted that the levels of the observed shear spectra are nearly
the same order of magnitude (1 - 10 times) with the lowest shear spectrum in all the data

(blue curves in Fig. 2.9a), while all the observed temperature gradient spectra are larger
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than the lowest temperature gradient spectrum by more than 10 times (red and magenta
curves). The shear spectrum corresponding to this lowest temperature gradient spectrum
denoted by the blue curve in Fig. 2.9a indicates that the observed shear spectra are not
discernable from noise if we assume that the lowest spectra are in the noise level.
Spectrum shape is hence not the appropriate way to judge the reliability of measurements
in such weak turbulence. The present study implies that noise should be also considered
for the measurement in the weak turbulence regime.

These suggest that the shear spectra are influenced by instrumental noise although
they look fitted to the Nasmyth spectra and that the temperature-based estimate is more
reliable in the weak turbulence regime at least from the observed spectrum analysis in the
present study. Since anisotropy also could influence the universal spectra derived under
the assumption of isotropy, further analysis and theoretical studies are required to reveal
which the temperature- or shear-derived method is the reliable in the weak turbulence

regime.

APPENDIX A

Natural variability in &g

There is an acceptable error coming from natural variability in estimating turbulence
intensity. Energy dissipation rates from velocity shear &g are somewhat different
between two shear probes S1 and S2 (Fig. Al), even though they simultaneously
measured micro-velocity shear at a distance less than 5 cm. Here S1 and S2 denote the
first and second shear probes of VMP. Dots in Fig. A1 are not located closely along the

solid straight line which indicates &g, = g, but scattered around this line. According to
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Oakey (1982) who compared two simultaneously measured shear probes, ¢ has natural

variability with a factor of 2. Thus, the ratio of &5; and &g, from two independent

probes could be scattered within a factor of 2.8 = \/ﬁ based on the law of error
propagation. Actually, most plots (89 %) of Fig. Al are distributed within the dashed
lines which denotes &5; =3*'eq,. The acceptable errors derived from natural variability
in the simultaneous measurements is defined as the factor of 3. Shear-based &g data are
used for comparison with temperature-based &p, only when the ratios of S1 and S2 are

between 1/3 and 3.
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Table and Figure Captions

Table 2.1. List of serial numbers of FP07 probes, cruise and ship, period (year/month)

and area of VMP2000 observations. T1 and T2 are the first and second probes. Number

of dots is different between Fig. 2.2-2.4 and 2.5.

S/N of FP07 | Cruise name ship name term area number of dots (z,=0)
Fig.2.2-2.4,2.5

271 (T1) KH-09-4 Hakuho-maru 2009/Aug-Sep Aleutian 761, 1292
285 (T2) KH-09-4 Hakuho-maru 2009/ Aug-Sep Aleutian 761, 1281
415 (T1) Goll Gordienko 2011/ Jul-Aug Kuril 761, 4626
883 (T1) Mul4 Multanovskiy 2014/Jun-Jul Kuril 761,761

886 (T2) Mul4 Multanovskiy 2014/Jun-Jul Kuril 761, 765

1024 (T1) KH-16-3 Hakuho-maru 2016/Jun NW Pacific 761, 3649
1025 (T2) KH-16-3 Hakuho-maru 2016/6 NW Pacific 761, 3622
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a velocity shear b temperature gradient c correction function
Y 2 P & 120
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Fig. 2.1. Examples of spectra of (a) velocity shear and (b) vertical temperature gradient.
The blue and red curves denote the observed spectra and the cyan and magenta curves
represent the fitted Nasmyth (Eq. 2.1) and Kraichnan spectra (Eq. 2.3), respectively. In
(b), the black curve denotes a noise spectrum used to determine the range for fitting. (c)
Correction functions to temperature gradient spectra. The solid curve is the double-pole
function [1+(2mfzy)?]*> with 7o=3 msec and the dotted curve is the single-pole
function [1+(2mf7,)?] with 7, =7 msec. The temperature gradient spectra in (b) are

corrected by the double-pole function with 7, =3 msec.
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Fig. 2.2. Comparison of concurrently measured turbulence dissipation rates et from

thermistors and &g from shear probes in the case without correction of temperature

spectra. (a) Scatter plot of er versus &g in logarithmic coordinates. (b) Dependence of

the ratio logo(er/es) on 5. The solid line represents e = &g, the dashed lines ep =3¢,

and dotted lines ey = 10" &g. The yellow curve in (b) denotes the 101-point running mean
S y

of logio(er/eg).
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(a) single-pole

7. =Omsec (b) double-pole

BRI -8 -7 -6 Tio-100 09 3 7 -6
log, € [Wkg''] log,, e [Wkg'']
Fig. 2.3. Same as Fig. 2.2b but for the dependence of the time constant 7, (shown by
color) in the case of (a) the single-pole correction (Eq. 2.6) and (b) the double-pole
correction (Eq. 2.7). The black, green, magenta, red curves represent 101-point running-
mean of logjo(et/eg) for 7, =0 (same as the yellow curve in Fig. 2.2b), 4, 7, and 10 msec

in (a), and for 7, =0, 2, 3, and 4 msec in (b).
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Fig.2.4. Same as Fig. 2.2a but for the data after applying (a) the single-pole and (b) the
double-pole corrections to spectra with the time constant of 7, = 7 msec and 7, = 3
msec, respectively. The yellow dots with lines are the geometric mean of &1 and &g in

the ranges of 107"V < g <107 fori=6, 7, ...10.
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Fig. 2.5. Dependence of the er-gg relation on the time constant 7, of individual FP0O7
thermistors. The plus marks with lines are the geometric means of e in the ranges of
107V < &g < 107 (i = 7, 8, 9). (a) single-pole correction with 7, = 7 msec and (b)
double-pole correction with 7, =3 msec. (¢, d) For the cases where optimally computed

7o by minimizing log;o|er/eg| are used for (c) single- and (d) double-pole corrections.
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Fig. 2.6. Dependence of the ratio logio(ep/eg) on the frequency at the peak of the

Kraichnan fitted spectra, f,,, which is corrected by (a) the single-pole and (b) the double-

pole frequency response functions with the time constant of 7, = (a) 4, 7, 10 and (b) 2,

3, 4 msec. Colored curves represent 101-point running means as in Fig. 2.3.
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Fig. 2.7. Dependence of logjo(et/eg) on the buoyancy Reynolds number /= SS/(VNz).

Dots denote the data satisfying &5 >3x10"'" Wkg" from seven probes. Temperature
spectra are corrected by the double-pole functions with the time constant of 3 msec. The
thick red curve represents the 21-points running mean of the dots. The thin red curve
represents the 2 1-point running mean data in the case of without correction. Vertical solid
lines indicate / = 20 and 100 between which eg are reliably estimated in spite of the

violation of isotropic turbulence assumption.
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Fig. 2.8. Dependence of log;o(K1/x) (the ratio of the total thermal diffusivity divided by
the molecular thermal diffusivity) on the buoyancy Reynolds number /. Data of ey <
10" (weak turbulence) and -45° < Tu < 45° (in this Turner angle Tu range, no double
diffusion occurs) is shown from the seven probes. Blue (red) dots represent data using &g
(et) to calculate /. The solid line is y = 0.2Prx over 7 < I < 100, where Prandl number

Pr=v/x is set at the constant value of 12.
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Fig. 2.9. Examples of (a) velocity shear spectra and (b) temperature gradient spectra in
the weak turbulence range of &5 < 10" and 7 < 10> Wkg™' from the data in Fig. 2.2.
Black curves are observed spectra. All the temperature spectra passed the criterion tests
of PF14. Cyan and magenta are the universal Nasmyth and Kraichnan spectra,
respectively for &, y=10"%,10"", 107'°. Blue and red curves denote the spectra with the

minimum (a) &g and (b) y for S1, S2, T1, and T2 sensors.
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601  Fig. Al. Scatter plots showing the difference between ¢g; and &g,, where they are from
602  concurrently measured two shear probes S1 and S2. Data with poorly fitted spectra to the
603  Nasmyth spectrum is not used.
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Chapter 3

Comparison of turbulence intensity from

CTD-attached and free-fall microstructure profilers

3.1 Introduction

In this chapter, a new method is evaluated for obtaining turbulence data via direct
microstructure measurements using an internally-recording profiler attached to a CTD
frame. Using this method, we can obtain much more microstructure data to the ocean
floor from every CTD cast in a vast area than we would use free-fall profilers, which
would require extra ship-time, special instruments and operational skills.

A problem of this method is the motion of the CTD frame. It is connected to a steel
cable and stretched throughout the deployment, and does not fall freely. Therefore,
acceleration or deceleration of the frame due to the rolling or pitching of a ship, as well
as variability of the winch feeding speed, causes instrument vibration that could affect
microstructure measurements. Although micro-temperature measurements conducted
using a fast response FP0O7 thermistor are less sensitive to vibration than velocity
measurements with an airfoil shear probe, there is no consensus on the appropriate usage
of an FPO7 thermistor attached to the CTD frame. To achieve CTD-attached
microstructure measurements, the influence of the frame movement on turbulence
estimation and the limitations of this measurement technique are quantified in this chapter.

To our knowledge, only Holmes et al. (2016) have described the use of a micro-
temperature sensor attached to a CTD frame, but they did not provide validation of the

method. They used data only from times when the CTD package was descending faster
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than 0.4 ms™', probably to exclude bad data caused by the “not-free-fall” CTD-attached
observation. Earlier, Moum and Nash (2009) used thermistors attached to moorings and
demonstrated that the estimated turbulence intensity is comparable to that from a free-fall
profiler (Perlin and Moum, 2012), suggesting that CTD-attached thermistors would allow
us to measure turbulence fields more frequently and efficiently. Here, we evaluate CTD-
attached measurements through comparison with data measured with a standard free-fall
profiler, and we identify objective editing criteria for removing abnormal data caused by
“not-free-fall" measurements.

The objective of this chapter is to establish a method of using the CTD-attached
microstructure profiler for practical use. For this, we compare estimates of turbulence
intensity from CTD-attached thermistors to estimates from nearly simultaneous free-fall
microstructure profiles. The results of the comparison, including derivation of editing
criteria are presented in section 3.3. Uncertainties of estimation derived from CTD-

attached thermistors are then discussed in section 3.4.

3.2 Data and analysis

3.2.1 Observational data

A Micro Rider 6000 (henceforth MR), manufactured by Rockland Sci. Int., is an
internally recording microstructure profiler to be attached to an observational platform,
such as a CTD frame. FPO7 micro-temperature sensors were set near the bottom of the
frame (Fig. 3.1). 72 profiles of CTD-attached MR observations were performed in the
three cruises (Fig. 3.2); 12 profiles were conducted near the Aleutian Passage from

August to September 2009 using the R/V Hakuho-Maru (henceforth KH-09-4), 20
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profiles around the Tokara Strait in June 2015 using the R/V Shinsei-Maru (KS-15-5),
and 40 profiles in the Pacific Ocean in June 2016 using the R/V Hakuho-Maru (KH-16-
3). In KH-16-3, a AFP07 microstructure profiler, manufactured by Rockland Sci. Int.,
was used (Fig. 3.1b). Henceforth, AFPO7 is also referred to as “MR” for simplicity. For
every MR observation, a microstructure observation was performed using a free-fall
Vertical Microstructure Profiler 2000 (henceforth VMP) just before or after the CTD-
attached MR observations, within a period of 2 hours. Turbulence intensity from the FP07
thermistors was examined by comparing the MR data with the VMP data.

The most notable difference between the CTD-attached MR and the free-fall VMP is
the fall rates. The fall rate # [ms™'] of the MR were usually larger (~ 1.0 ms™) than those
of VMP (0.6 - 0.8 ms™"). The fall rates of MR were slow near the surface and the bottom.
The other difference is the cutoff frequency; 165 Hz for VMP and 98 Hz for MR and

AFPO7.

3.2.2 Analysis method of turbulence intensity

Most of the analyses for estimating ¢ are the same as in Chapter 2, and thus omitted
here. One difference in estimation between Chapters 2 and 3 is the length of spatial bin
for estimating one spectrum and ¢. In this chapter, the length is set at 1 second (henceforth,
1 sec), while it was set at about 10 m (corresponds to 14 sec for W = 0.7) in the Chapter
2. This is because wavenumber spectrum has to be calculated using the samples during
which the fall rate I is constant, based on the Taylor frozen hypothesis (Thorpe, 2007).
In the case of the CTD-attached method, W is dependent on winch feeding speed and ship
motion because the frame is pulled by a wire throughout casts. Given the actual variation

of W with time owing to the heave of the wire (see Fig. 3.7¢c, d), spectrum should be
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calculated using a smaller segment than 10 m, where W is regarded as nearly constant.
Accordingly, it is set at 1 sec, as small as to resolve 10 cm to 1 m scale. The interval for
VMP is also set at 1 sec in order to compare them at the same depth.

The other difference is upward motion of the instrument. When the CTD frame is
moving down at a slower speed, there would be a moment when the frame rises, unlike
VMP. This creates artificial turbulence at the bottom of the frame where the
microstructure sensors are located. The 1-sec-binned data with decreased pressure
readings were not used, even when the decrease was instantaneous. Furthermore, only
data of the new water is measured; i.e., data with pressure during which the CTD rises
and measurements after having the direction reversed are not used to exclude wake
contamination.

For qualification of temperature spectra, PF14 criterion tests are applied also in this
chapter after correcting spectra by the double-pole low-pass filter function with the time
constant of 3 msec. Examples of temperature gradient spectra passed and rejected by these

tests are presented in Fig. 3.3.

3.3 Results

3.3.1 Comparison between MR and VMP

Firstly, y and ¢ at the same locations and depths were compared between VMP and
MR (Fig. 3.4), where y and ¢ were arithmetically averaged over 50 m depth segments.
Data (especially with the red dots in Fig. 3.4 representing higher (> 0.9 ms™) fall rates)
are distributed roughly along the y = x line, whereas excessively large y and ¢ from MR

(blue dots representing lower (< 0.5 ms™) fall rates in Fig. 3.4a) are identified. Turbulence
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intensity from MR that is more than 10 times larger than that from VMP is referred to as
“MR/VMP>10" or “overestimated data”. For y and ¢, 12.3 % and 15.9 % of data are
distributed above the y = 10x lines, while 5.8 % and 6.0 % are distributed below the y =
1/10x lines, respectively. The overestimation of MR data is thus greater than the
underestimation in both ¢ than y.

The pairs of MR and VMP observations used for comparison in Fig. 3.4 were not
performed at the same time, but separately within about 2 hours. Considering the
intermittent characteristics of turbulence and its spatial variability, the data from MR and
VMP do not need to be identical; even two shear probes separated by several centimeters
yield scattered results with a factor of 3 (Chapter 2 and Goto et al., 2016, henceforth,
GYN16). Similarity with some scatter is expected for the pairs of MR and VMP
observations taken within about 2 hours, considering that micro-scale (order of 1 cm - 1
m) turbulence is related to the larger vertical (order of 10 - 100 m) and time scales (order
of hours - day) of internal wave fields (e.g. Henyey et al. 1986). Here, we use
logio(ymr/yvmp) and logio(emr/evmp) distributions (Fig. 3.5) to check the similarity and
scatter between MR and VMP by comparing them with consecutive free-fall VMP
observations performed within about 2 hours (APPENDIX).

A large portion of the MR data is consistent with VMP data, based on the
logio(mr/yvmp) and logio(emr/evmp) distributions (Fig. 3.5). 10 m-mean ymr/yvme and
emr/evmp (Figs. 3.5a and 3.5d) show log-normal distributions, with medians of around 1
(logio(mr/xvmr) = -0.02 and log;o(emr/evmp) = -0.04) and scatters, indicating that MR =
VMP. Scatter is represented by the standard deviation, SD, and the mean+1.96xSD covers
95 % of data. For the 10 m-mean y and ¢, SD = 1.07 and 1.30 respectively; the data is

thus approximately within a factor of 100. This scatter is similar to that of the repeated
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free-fall VMP observations at the same locations within about 2 hours, as shown in the
appendix where the natural temporal variability of turbulence is examined and the width
of the distribution is represented by 1.96xSD = 1.96x1.01 (Fig. Bla).

With larger averaging bin-length, scatters of the distributions decrease and data within
factors of 3 and 10 increase for both the comparisons of y and ¢ between MR and VMP
(Figs. 3.5g, h) and among the repeated VMP observations (Fig. Bl and Table B1). Data
within a factor of 3 increased from 39 % for the 10m-mean y to 61 % for the 200m-mean
(Figs. 3.5a-c).

From the histograms for the 50 m and 200 m -mean comparisons (Figs. 3.5bc and
3.5ef), the data that deviated from the log-normal distributions become noticeable in the
range of MR/VMP > 10 which corresponds to the overestimated MR measurements (Fig.
3.4). These data that deviated from symmetric log-normal distributions are regarded as
unusual, considering that the distributions of repeated VMP observations are symmetrical
and 95 % of the data are within a factor of about 10 (SD = 0.36 ~ 0.70) (Figs. Blbc and
Blef). Data satisfying MR/VMP > 10 in the 50 m-mean are then defined as overestimated

data.

3.3.2 Overestimation and disturbed spectra related to fall rate
variability

The MR overestimates could be related to the “not-free fall” measurements. The CTD
frame to which the MR was attached connected to a winch on deck through a steel wire,

and ship rolling and pitching changed the lowering rate of the CTD (henceforth, referred

to as the fall rate), thus the moving CTD frame may generate disturbance. The fall rate is
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the most noticeable difference between the MR and VMP observations. In this subsection,
the influence of fall rate variability on the overestimates and temperature gradient spectra
are described with an example of vertical profiles (Fig. 3.6).

Fall rate variability may generate disturbance of the temperature microstructure. y
estimated from MR (red curves in Fig. 3.6a) is much larger than y from VMP (blue) at 0-
100, 400-600, and 1000-1100 dbar. At these depths, fall rate W (Fig. 3.6¢) is small, and
the standard deviation of W, W [ms™'], (Fig. 3.6f) is large. Here W is computed from the
finite difference of the pressure, which is sampled at 64 Hz and interpolated into 512 Hz.
Wia 1s the standard deviation of the fall rate over 1 sec. This correspondence between y
and (Ws4, W) suggests that MR measurements are bad due to the fall rate variability.
Micro-temperature temporal variability 07'/0¢ is large at these depths, indicating that
raw micro-temperature is influenced even before performing spectral analysis.

The enlarged view of 07'/0t and the raw fall rate before averaging (Fig. 3.7) shows
the impact of fall rate variability on micro-temperature. Even when the fall rates were
positive and the thermistors entered into new water, large micro-temperature variations
occurred in the period during which the fall rates took minima. This correspondence
suggests wake generation from the CTD frame when the frame slows and then accelerates,
even though spectra have passed quality tests with the PF14 criteria (Fig. 3.7e).

The dependence of overestimated ¢ of MR on the spectrum shape (MAD, LR) and on
the fall rate variability (W, W) was quantified by compiling all the 50 m-depth averaged
data (Fig. 3.8). The overestimated data with emr/evmp > 10 increases with increasing LR”

153

, especially for logio(LR™") > -10 (Fig. 3.8a), where about 40 % of the data are

*3: 10 m (50 m)-mean log;o(LR™") in Fig. 3.6d (3.8) was computed by averaging 1-sec
LR for 10 m (50 m) intervals and then taking logarithm. This is because LR varies
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overestimated. This indicated that the spectrum shape tended to be disturbed for the
overestimated data. MAD, however, is not sensitive to the overestimation, and
overestimated data are distributed uniformly in the MAD range of 0.6 - 1.0.

Overestimates are better separated by W and Wy (Fig. 3.8b) than by the spectrum
shape presented by LR™ and MAD (Fig. 3.8a). Overestimated data appear for relatively
small W and large W4 (Fig. 3.8b), similarly as seen in Figs 3.6 and 3.7. Fall rate and its
variability are thus good indicators for detecting and eliminating overestimated MR data.
These results are from the 50-m-depth averaged data, which include about 50 1-sec
spectrum data computed from 512 micro-temperature and 64 pressure raw data. If the 50-
m data were found to be overestimated and rejected, a large gap in the 50-m data would
appear. To reduce such gaps as much as possible, it is better to judge and exclude data
averaging as short as possible.

For the 1 m-mean data (which is similar to the 1-s original spectrum data for W ~ 1
ms™"), overestimated data (epr/evme > 10) are also found for small # and large Wy (Fig.
3.9a), as found for the 50 m-mean data (Fig. 3.8b), with some scatters, as indicated by the
color of dots. To clearly identify the parameter range where the overestimates prevailed,
the data in Fig. 3.9a were further averaged in the parameter space (W, W) with 0.1 by
0.01 ms™ intervals to indicate correspondence between eyr/evmp and fall rate parameters
(W, W«) (Fig. 3.9b). This Fig. 3.9b suggests a simple criterion that separates the
overestimated data from the form of Wy > aW + b, where a and b are determined as
follows. The histogram of log;o(emr/evmr) (Fig. 3.9¢), based on the data in Fig. 3.9b,

shows that logio(emr/evmp) largely deviated from a log-normal distribution for

exponentially and the features of small LR are masked when the LR themselves are
averaged arithmetically.
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logio(emr/evmp) > 0.5. A 1st order regression through points with 0.4 <log;o(emr/evmp) <
0.5, which separates a border of overestimation, is Wsg= 0.2W - 0.06 (circles and solid

line of Fig. 3.9b).

3.3.3 MR data after screening overestimated data

By removing 1-s data with Wy = 0.2 - 0.06, the consistency between VMP and MR
is improved, based on the better log-normal distributions (Fig. 3.10). Comparing Fig. 3.10
with Fig. 3.5 shows that most of the overestimation in Fig. 3.5 is removed. The percentage
of overestimated data from MR/VMP > 10 was reduced from 12.3 % to 5.8 % and 15.9 %
to 4.1 % for the 50 m-bin y and ¢, respectively. Data within a factor of 10 increased from
82 % t0 93 % and 75 % to 94 % for the 200 m-depth mean y and ¢, respectively. The ratio
of data within a factor of 10 for the 50 m-depth mean also increased. The scatters,
represented by SD, for the 50 m and 200 m-depth mean ¢ data are now comparable with
the scatters of the repeated VMP observations with the natural temporal variability of
turbulence, as shown in the APPENDIX B.

Improvement of the consistency between MR and VMP is noticeable in the scatter
plots based on the 50 m-depth averaged data after screening (Fig. 3.11) compared to those
before screening (Fig. 3.4). Most of the data from MR are within a factor of 10, and the
regression lines based on the principal component analysis are along y = x (black thick
lines in Fig. 3.11), especially for the comparison between eyr and eymp which were
measured with velocity shear probes attached to the free-fall VMP (Fig. 3.11c).

In contrast, slight underestimation of ¢ from MR become noticeable after removing
overestimated data. It is noted that the median and mean of log;o(emr/evmp) in Fig. 3.10

decrease compared with those in Fig. 3.5, and the median and mean of log;o(emr/evmp)
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decrease from -0.09 and 0.57 (Fig. 3.5f) to -0.21 and -0.18 (Fig. 3.10f), respectively, for
the 200 m depth-averaged e.

This eyr underestimation is also seen in scatter plots (Figs. 3.11b and 3.11c),
indicating that MR tends to be underestimated in a strong turbulence environment for
higher fall rates (W > 0.9 ms™). The W of a large part of the underestimated data seen in
y <x for eymp >10” Wkg™' in Fig. 3.11b and 11c are greater than 0.9 ms™ (represented by
the red dots in Fig. 3.11), also indicated by the slope of the regression line for data with
W>0.9 ms" (red lines in Fig. 3.11b), which is less than 1. In the range of y > x for eymp
> 10 Wkg'', in contrast, the green-blue dots representing W < 0.7 ms™' prevail (Figs.
3.11b and 3.11c). This dependence on I are also seen in the thermal dissipation rate y
(blue dots in y > x and red dots in y < x for yymp > 10 in Fig. 3.11a), although the overall
underestimation of y is not noticeable from the regression lines in Fig. 3.11a.

Comparison of y and ¢ between the free-fall VMP and not-free-fall CTD-attached MR
measurements after screening overestimated abnormal data is summarized in Table 3.1.
Acceptable measurements here (the means+their 95 % confidence interval) are within a
factor of 3 from the VMP data. The turbulence intensity ranges of acceptable
measurements depend on depth-averaging length. y is acceptable from 10 to 107 °C*s"
! in that the average of logio(ymr/yvwmp) is within a factor of 3 (logie3 = 0.4771) for the
10 - 200 m-averaged data. For the 10m and 20m-mean, y is acceptable but slightly
underestimated (logio(ymr/yvmr) = -0.411 and -0.242 respectively) as seen in Fig. 3.11a.
¢ is acceptable from 10 to 10™® Wkg™' for the 20 - 200 m-averaged data, and from 10"
to 10° Wkg™' for the 10-m data. & from MR is underestimated for strong turbulence of &

> 10" (10”) Wkg™' for the 20 - 200 m (10 m) averaged data.
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3.4 Discussion

3.4.1 Underestimates of energy dissipation rate ¢ from MR in strong

turbulence fields

As shown in section 3¢, ¢ from the CTD-attached MR measurements tends to be
underestimated for faster fall rates and in a relatively strong turbulence environment. Here,
we discuss the possible reasons of underestimation. As stated in the introduction,
turbulence intensity measured with fast-response thermistors tends to be underestimated
in strong turbulence environments if the correction to amplify the high-frequency part of
the signal is not applied. This is because the response of the thermistors, with half
attenuation times of ~ 7 msec for a single-pole function (Lueck et al., 1977), is not
sufficient to resolve the high-frequency (and thus high-wavenumber) part of the
temperature gradient spectra in strong turbulence regions. By amplifying the high-
frequency part of the spectra with the double-pole correction function (Gregg and
Meagher, 1980) with a 1/4 attenuation time constant of 3 msec, ¢ from the thermistors is
reported to be acceptable, within a range of 10"° to 107 Wkg", by comparing
simultaneously measured ¢ from shear probes attached to free-fall VMPs, with a fall rate
of 0.6 - 0.7 ms™ (Chapter 2 and GYN16).

The underestimation of MR is partly explained by the higher fall rate, W, of MR (~ 1
ms™) than the W of free-fall VMPs (~ 0.7 ms™). ¢ from thermistors is determined

practically by detecting the frequency at the spectrum peak, fp , through
(4 2 Aprd L . . _

e=(2n) " (6q,) f; W*vk?. This is derived via Eq. (2.7) and dSicoreica’k = 0. As peak
frequency ]; increases with W and &4, the frequency spectrum with larger # and ¢

shifts to a higher frequency where insufficient thermistor response attenuates the spectra;
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the degree of underestimation hence increases with increasing fall rate // and turbulence
intensity. According to the above formulae, the acceptable upper limit of 107 Wkg™' of &
in the case of W~ 0.7 ms™ for the