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## Abstract

During an explosive volcanic eruption, a hot mixture of volcanic particles and gas is continuously ejected from the volcanic vent and develops an eruption column. When the density of the mixture remains higher than that of the ambient air, the eruption column collapses to produce pyroclastic density currents (PDCs). PDCs are characterized by strong density stratification, whereby a dilute current (particle concentrations $\lesssim 1$ vol. \%) overrides the dense basal current (particle concentrations $\sim 10$ vol. \%). Each part is controlled by different physical processes due to the difference in the particle volume fraction: the dilute current is affected by air entrainment, thermal expansion of entrained air, frontal resistance of ambient air, and particle settling; the dense current is affected by particle supply from the dilute current, basal friction, and sedimentation. The relative magnitude of the effects of these physical processes depends on source conditions (e.g., mass eruption rate and temperature of erupted materials). As a result of these factors, the deposits of PDCs are extremely variable in distribution and lithofacies. There is a vast amount of field-based works related with the diversity of PDC deposits and experimental-analogue studies related with the physical processes underlying PDC dynamics. We aim to relate the underlying physical processes with the diversity of PDC deposits, by using numerical simulations.

The essential behavior of PDCs can be described by the depth-averaged shallow-water equations. In order to assess the effects of the above physical processes on PDC dynamics and the resulting PDC deposits, we have developed a new two-layer shallow-water model. Because the dilute layer is affected by strong density variation due to thermal expansion of entrained air and particle settling, it is simulated by solving six basic equations: particle mass, entrained air mass, bulk mass, momentum and energy conservation equations, and the equation of state. Because the basal dense layer is affected by the mass and momentum transfer processes due to basal friction, sedimentation and the particle supply from the dilute layer, it is simulated by solving two basic equations: mass and momentum conservation equations. These conservation equations are numerically solved by the finite volume method using the HLL scheme.

We calculated time evolution of two-layer PDCs generated by dilute mixtures from the collapsing column at a constant mass eruption rate. The dilute current, generated from the collapsing column, produces the basal dense current, and a deposit aggrades upward from the base. When the frontal region of the dilute current becomes lighter than ambient air to reverse buoyancy and liftoff, the front of the dilute current does not propagate further. When the mass flux of the dense current and the deposition rate at the base balance at the frontal region, the front of the dense current does not propagate further. Finally, each
layer converges to a steady state. We performed a parametric study by varying the mass eruption rates at source, $M_{0}$, from $10^{3}$ to $10^{11} \mathrm{~kg} / \mathrm{s}$, the temperature of erupted material, $T_{\text {in }}$, from 300 to 1200 K , the particle settling velocity at the base of the dilute current, $W_{\mathrm{s}}$, from 0.3 to $3.0 \mathrm{~m} / \mathrm{s}$, and the deposition rate at the base of the dense current, $D$, from $3.0 \times 10^{-5}$ to $3.0 \times 10^{-2} \mathrm{~m} / \mathrm{s}$. As a result, on the basis of the runout disntances of the dilute and dense currents, the steady behaviors of the two-layer PDCs are classified into three flow regimes: Regime 1, Regime 2a, and Regime 2b. In Regime 1, the dense current does not develop, and the dilute current directly forms its deposits. In Regime 2a, the dense current develops, but the steady runout distance of the dilute current is longer than that of the dense current. In Regime 2b, the dense current develops, and the steady runout distance of the dense current is longer than that of the dilute current.

In order to systematically understand mechanisms that make the above classification possible, we have investigated the steady runout distances of the dilute and dense currents by the following three steps. First, we have investigated the basic equations to identify governing dimensionless parameters that control the steady runout distances (Step 1). Secondly, we have derived analytical solutions under the condition where air entrainment is not taken into account (Step 2). Finally, we have evaluated the effects of air entrainment on the steady runout distances on the basis of numerical simulations (Step 3).

In Step 1, as a result of the non-dimensionalization, we have identified four governing dimensionless parameters: $W_{\mathrm{s}} /\left(\mathcal{U} a_{0}\right), D / W_{\mathrm{s}}, E|\bar{u}| / W_{\mathrm{s}}$, and $\left(C_{\mathrm{pa}} T_{\mathrm{a}}\right) /\left(C_{\mathrm{p} 0} T_{0}\right)$. The parameter $W_{\mathrm{s}} / \mathcal{U}$ represents the ratio of the particle settling velocity at the base of the dilute current to the horizontal velocity scale of the two-layer PDC. The velocity scale $\mathcal{U}$ depends on the mass eruption rate at source $\dot{M}_{0}$ (i.e., $\mathcal{U} \propto \dot{M}_{0}^{1 / 5}$ ). The parameter $a_{0}$ is the aspect ratio of the height scale of the dilute current to the length (or radius) of the collapsing column, which is imposed on a boundary condition. The parameter $D / W_{\mathrm{s}}$ represents the relative magnitude of the effect of deposition from the base of the dense current to that of particle supply from the dilute current. The parameter $E|\bar{u}| / W_{\mathrm{s}}$ represents the relative magnitude of the effect of air entrainment to that of particle settling. Here, $E|\bar{u}|$ is the entrainment velocity, where $\bar{u}$ is the local flow velocity and $E$ is the entrainment coefficient. The parameter $\left(C_{\mathrm{pa}} T_{\mathrm{a}}\right) /\left(C_{\mathrm{p} 0} T_{0}\right)$, defined as the ratio of the enthalpy of the entrained air to the enthalpy scale of the dilute current, represents the degree of thermal expansion of air entrained into the dilute current, where $C_{\mathrm{pa}}$ and $C_{\mathrm{p} 0}$ are the heat capacities at constant pressure of air and the dilute current at the collapsing column edge, respectively, and $T_{\mathrm{a}}$ and $T_{0}$ is the temperatures of ambient air and the dilute current at the collapsing column edge, respectively.

In Step 2, we have derived the analytical solution of the steady runout distances from the mass conservation equations of the two-layer PDCs for the case without air entrainment to understand the theoretical framework of the regime transition. The analytical solution shows that the steady runout distances of the dilute and dense currents primarily depend on the parameter $W_{\mathrm{s}} /\left(\mathcal{U} a_{0}\right)$, which in turn depends on the mass eruption rate at source $\dot{M}_{0}$. The analytical solution also suggests that the boundaries of regimes (i.e., Regimes $1,2 \mathrm{a}$ and 2 b ) are mainly determined by the parameter $D / W_{\mathrm{s}}$, which is independent of the mass eruption rate at source $\dot{M}_{0}$.

In Step 3, we have compared the analytical solution derived in Step 2 with numerical results of the two-layer model where the effects of air entrainment are taken into consid-
eration. The numerical results show that the parameter $E|\bar{u}| / W_{\mathrm{s}}$ is mainly determined by the parameter $W_{\mathrm{s}} / \mathcal{U}$. Thus, the runout distance of the two-layer PDCs is strongly affected by air entrainment in the case of small $W_{\mathrm{s}} /\left(\mathcal{U} a_{0}\right)$ (i.e., large $\left.\dot{M}_{0}\right)$, whereas the effect of air entrainment is limited in the case of large $W_{\mathrm{s}} /\left(\mathcal{U} a_{0}\right)$ (i.e., small $\left.\dot{M}_{0}\right)$.

The numerical results show that the effects of thermal expansion of entrained air on the steady runout distances strongly depend on the parameter $\left(C_{\mathrm{pa}} T_{\mathrm{a}}\right) /\left(C_{\mathrm{p} 0} T_{0}\right)$. When the temperature of erupted material is high (i.e., small $\left.\left(C_{\mathrm{pa}} T_{\mathrm{a}}\right) /\left(C_{\mathrm{p} 0} T_{0}\right)\right)$, a large degree of thermal expansion of entrained air significantly enhance the liftoff; as a result, the steady runout distance of the dilute current decreases as the degree of air entrainment increases. In this case, the steady runout distance of the dense current also decreases because thermal expansion of entrained air leads to decreasing of the particle supply from the dilute current to the dense current. When the temperature of erupted material is low (i.e., large $\left(C_{\mathrm{pa}} T_{\mathrm{a}}\right) /\left(C_{\mathrm{p} 0} T_{0}\right)$ ), on the other hand, the entrainment of air results in thickening of the dilute current without enhancing liftoff; as a result, the steady runout distance does not decrease or can even increase as the degree of entrainment increases. Because thickening of the dilute current also leads to decreasing the particle settling from the dilute current to the dense current, the steady runout distance of the dense current decreases as the degree of entrainment increases for the large $\left(C_{\mathrm{pa}} T_{\mathrm{a}}\right) /\left(C_{\mathrm{p} 0} T_{0}\right)$ case, too.

The present results account for diverse features of PDC deposits (e.g., distributions and sedimentary structures). A wide range of distributions of PDC deposits can be accounted for by variable runout distances of PDCs, depending on the mass eruption rate at source, $\dot{M}_{0}$. Generally, a wide variety of sedimentary structures of PDC deposits (e.g., massive and/or stratified lithofacies) result from the flow-particle interaction inside the boundary layer at the bottom of PDCs. It is considered that some of the diversities of PDC deposits are explained by the difference in the flow-particle interaction in the bottom boundary layer between the dilute and dense currents. When stratified lithofacies are dominantly observed from proximal to distal areas, the PDC deposits are interpreted to be emplaced by PDCs of Regime 1. When massive lithofacies are dominantly observed from proximal to distal areas, the PDC deposits are interpreted to be emplaced by PDCs of Regime 2b. When distal lithofacies change from massive to stratified, the PDC deposits are interpreted to be emplaced by PDCs of Regime 2a. Our results that the region of Regime 2a expands in the regime diagram as the temperature of erupted material decreases are consistent with the observation that stratified surge deposits are commonly observed in the deposits of phreatomagmatic eruptions.
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## Chapter 1

## Introduction

During an explosive volcanic eruption, a hot mixture of volcanic particles and gas is continuously ejected from the volcanic vent and develops an eruption column. When the density of the mixture remains higher than that of the ambient air, the eruption column collapses to produce pyroclastic density currents (PDCs; Figure 1.1a and b; e.g., Sparks et al., 1997). PDCs deposit an extremely diverse range of pyroclastic deposits (Fisher \& Schmincke, 1984; Cas \& Wright, 1987; Druitt, 1998; Branney \& Kokelaar, 2002; Sulpizio et al., 2014; Brown \& Andrews, 2015; Figure 1.1c and d). In this thesis, we develop a new two-layer shallow-water model for PDCs, and discuss the dynamics of PDCs and the diversity of their deposits on the basis of the new model. Although PDCs also originate from laterally inclined blasts or lava-dome collapses (e.g., Branney \& Kokelaar, 2002), we focus on the PDCs generated by collapse of an eruption column.

In this chapter, we briefly summarize the outline of the diversity of the deposits of PDCs and the physical process on the PDCs (particularly the significance of vertical density stratification) to elucidate the whole view of the present problem.


Figure 1.1: Pyroclastic density currents and their deposits. (a) Mount Lascar explodes, the 19 April 1993 (©Jacques Et Aicha Guarinos). (b) Mount Pinatubo explodes, the 17 June 1991 (C)Alberto Garcia/Corbis). (c) Pyroclastic density current deposit from the 18 May 1980 eruption of Mount St. Hetens showing the typically massive lithofacies. Modified from Druitt (1998). (d) Pyroclastic density current deposit of the 11 ka Upper Laacher See Tuff (Germany) showing the well-developed sandwave stratified lithofacies. Modified from Druitt (1988).

### 1.1 Diversity of the deposits of pyroclastic density currents

### 1.1.1 First-order features

Generally the global features of the PDC deposits are characterized by distribution, volume, shape, aspect ratio, mass fraction of co-ignimbrite ash, and temperature of emplacement of PDC deposits. We call them the first-order features of the PDC deposits hereafter. The diversity of the first-order features of the PDC deposits are summarized as follows.

PDC deposits can cover areas from $1,000 \mathrm{~m}^{2}$ to $>20,000 \mathrm{~km}^{2}$, be found at distances from 100 m to $>150 \mathrm{~km}$ from source (Miller \& Smith, 1977; Fisher et al., 1993; Branney \& Kokelaar, 2002). The volumes of PDC deposits vary from 0.001 to $>1,000 \mathrm{~km}^{3}$ (Lindsay et al., 2001; Branney \& Kokelaar, 2002; Cas et al., 2011; Brown \& Andrews, 2015). The largest documented PDC deposits exceed $3,000 \mathrm{~km}^{3}$ (e.g., Toba caldera, Costa et al., 2014). When mapped, PDC deposits show a range of general shapes, from valley-confined deposits through to extensive near-circular sheets (Branney \& Kokelaar, 2002; Brown \& Branney, 2004; Brown \& Branney, 2013). Valley-confined deposits are interpreted to be generated by currents that are confined within a canyon or valley, for example 1912 eruption of Valley of Ten Thousand Smokes (VTTS) ignimbrite, Alaska (e.g., Hildreth \& Fierstein, 2012). Extensive near-circular sheets are interpreted to be generated by currents that traveled radially out from a volcano, for example the 28.5 ka Taupo ignimbrite, New Zealand (e.g., Wilson \& Walker, 1985).

The aspect ratio of PDC deposits is thought to be one of the most important parameters which has been related to PDC dynamics and source conditions (Walker, 1983; Bursik \& Woods, 1996; Giordano \& Doronzo, 2017). The aspect ratios are determined by the ratios of the average thickness of the deposit to the diameter of a circle with the same surface area as the deposit, and they vary from $10^{-5}$ to $10^{-2}$ (Walker, 1983). High-aspect ratio PDC deposits, characterized by the aspect ratio of $10^{-2}-10^{-3}$, are thick but not widely
spread (e.g., Katmai and Mount Pinatubo). On the other hand, low-aspect ratio PDC deposits, characterized by the aspect ratio of $10^{-4}-10^{-5}$, are thin but widespread (e.g., Taupo). Most large volume PDC deposits are low-aspect ratio PDC deposits.

Buoyant plumes associated with PDCs are another important feature that characterizes the dynamics and deposits of PDCs. During a formation of a PDC, parts of the PDC can become lighter than ambient air to reverse buoyancy and liftoff. The liftoff of PDCs forms "co-ignimbrite ash plumes" (e.g., Woods \& Kienle, 1994; Calder et al., 1997). This phenomenon implies that not all particles that initially contribute to PDCs are deposited within "PDC deposits." Indeed large fractions of particles are elutriated into buoyant co-ignimbrite plumes, whose deposits can amount to as much as $50 \%$ of the erupted mass (e.g., Machida \& Arai, 1976, 1978; Sparks \& Walker, 1977; Carey et al., 1990; Woods \& Kienle, 1994; Koyaguchi \& Ohno, 2001b). When inferring PDC behavior and eruption intensity (i.e., the mass eruption rate from source) from deposits, the fraction of tephra that enters co-ignimbrite ash plumes is important (e.g., Bursik \& Woods, 1996; Koyaguchi \& Ohno, 2001a and b; Andrews \& Manga, 2012); however, it is difficult correctly to detect the fraction of co-ignimbrite ash from field observations, because the deposits of co-ignimbrite ash plumes are often areally extensive, very thin, and easily eroded (Sigurdsson \& Carey, 1989; Fierstein \& Nathenson, 1992; Calder et al., 1997; Branney \& Kokelaar, 2002).

The temperature of emplacement of PDC deposits is also an important factor that controls the dynamics and the mode of emplacement of PDCs; it varies from $<100$ to 1,000 ${ }^{\circ} \mathrm{C}$ depending on eruption style (e.g., Trolese et al., 2017). PDC deposits can be loose granular material or can be welding texture, because the onset of welding occurs at temperatures of the order of $600-750{ }^{\circ} \mathrm{C}$ (Smith, 1960). The emplacement temperatures of PDCs are interpreted to depend on several factors, such as the starting magmatic temperature and the degree of interaction between the erupted materials and external influences such as air and/or water (McClelland \& Druitt, 1989; Koyaguchi \& Woods, 1996).

### 1.1.2 Second-order features

PDC deposits are extremely variable in not only the first-order features, but also sedimentary structures observed in single outcrops (i.e., lithofacies such as massive to stratified bedforms, ground layers, stratified topographic veneers, lateral levees, and steep front lobes). We call them the second-order features of the PDC deposits hereafter. The diversity of the second-order features of PDC deposits are summarized as follows.

PDC deposits commonly show poorly sorted massive (i.e., non-stratified) to stratified lithofacies, and multiple grading (i.e., normal and reverse grading, and density and size grading) (Fisher \& Schmincke, 1984; Cas \& Wright, 1987; Druitt, 1998; Branney \& Kokelaar, 2002; Sulpizio et al., 2014; Brown \& Andrews, 2015). There are two conceptual models for the deposition mechanisms of poorly sorted massive lithofacies: "en masse deposition" and "progressive aggradation" (Branney \& Kokelaar, 2002; Roche, 2012). In en masse deposition, the current with high particle concentration freezes through its entire height (Sparks, 1976). In this model, the vertical structures of PDC deposits are considered to preserve the vertical flow structures (i.e., the paradigm of the standard ignimbrite flow-unit; Sparks et al., 1973; Sparks, 1976). In progressive aggradation, the deposit builds up by progressive accumulation of material (Fisher, 1966; Branney and Kokelaar, 1992). In this model, the vertical structures of PDC deposits reflect temporal variations of the conditions of the lower portion of the flow that undergo deposition (i.e., flow-boundary zone).

At bases of PDC deposits, a wide variety of thin, stratified and relatively sorted layers commonly occurs (e.g., Sparks \& Walker, 1973; Walker et al., 1981a; Valentine et al., 1990; Fujii \& Nakada, 1999). Such layers are called as "ground layer" (Sparks \& Walker, 1973; Sparks, 1976). Ground layers may record the dynamics of PDC such as the initial advance of the current across the landscape, and/or the flow-boundary conditions near the flow front (Branney \& Kokelaar, 2002).

Sedimentary structures of PDCs are also affected by local topography. Relatively thin
and stratified lithofacies of PDC deposits are common on topographic highs (e.g., Wohletz \& Sheridan, 1979; Walker et al., 1981b). Such deposits are called as "stratified veneer." Stratified topographic veneers are inferred to derive from the "tail" or "skin" of a current with high particle concentration (Walker et al., 1980a; Wilson \& Walker, 1982; Wilson, 1986) or from a current with low particle concentration (e.g., Fisher et al., 1980b).

In some (small volume) PDC deposits, there are structures like lateral levees and steep front lobes (e.g., Rowley et al., 1981; Lube et al., 2007). This morphology is formed by large clasts, and typically inferred to indicate segregation in concentrated flow at the flow front and margins (Gray \& Kokelaar, 2010). The morphology is also inferred to be formed by the spatial and temporal variations of friction caused by interstitial gas pore pressure (Gueugneau et al., 2017).

Extremely diverse PDC deposits shown above are formed by transport and deposition processes (e.g., Branney \& Kokelaar, 2002). In PDC deposits, there are both aspects of directly recording transport and deposition processes, such as en masse freezing (Sparks, 1976), and of not directly recording transport process, such as progressive aggradation (Fisher, 1966; Branney \& Kokelaar, 1992). Thus, in order to account for the diversity of PDC deposits, not only the field-based work and experimental-analogue modeling of PDC behavior and sedimentation but also numerical studies that unify the large-scale field observation and individual physical processes are needed (e.g., Branney \& Kokelaar, 2002; Roche et al., 2013b; Dufek et al., 2015; Dufek, 2016).

### 1.2 Physical processes

Generally physics of sedimentation is strongly dependent on volume fraction of suspended particles in a fluid (e.g., Allen, 1984). The above diversity of PDC deposits is considered to result mainly from a wide range of particle volume fraction in PDCs (Branney \& Kokelaar, 2002). PDCs generally develop density stratification in which particle concentrations remarkably increase toward the base (Valentine, 1987; Branney \& Koke-
laar, 2002; Burgisser \& Bergantz, 2002; Breard et al., 2016). The density stratification mainly consists of a coupled voluminous dilute turbulent suspension flow and the basal thin dense flow (Figure 1.2a; e.g., Branney \& Kokelaar, 2002; Roche et al., 2013b; Dufek et al., 2015; Dufek, 2016). Indeed, Hoblitt (1986) observed a basal dense current sometimes revealed beneath turbulent ash clouds for the 22 July and 7 August 1980 flows of Mount St. Helens.

The particle concentration is $\lesssim 1 \mathrm{vol} . \%$ in the dilute current, and $\sim 10 \mathrm{vol} . \%$ in the dense current (e.g., Breard et al., 2016). Because of such difference in particle volume fraction, mechanisms that determine the runout distance are qualitatively different between dilute and dense currents. Dilute currents can become lighter than ambient air to reverse buoyancy and liftoff (e.g., Andrews, 2014). The runout distance of the dilute current is, therefore, the distance between the liftoff position and source position (Figure 1.2a). The dense current can stop due to the basal friction and/or sedimentation (e.g., Roche, 2012). The runout distance of the dense current is the distance between the stop position and source position (Figure 1.2a). The relative magnitude of these runout distances governs the distribution of PDC deposits, and may also affect the lithofacies of PDC deposits. The runout distance of each part is controlled by different physical processes due to the difference in the particle volume fraction (Figure 1.2b; e.g., Roche et al., 2013b; Dufek et al., 2015; Dufek, 2016), which are summarized as follows.

### 1.2.1 Dilute part

The dynamics of dilute PDCs is mainly controlled by frontal resistance of ambient air, particle settling, entrainment air, and thermal expansion of entrained air. Each of these process has been studied on the basis of laboratory experiments.

Dilute PDCs share much in common with a simple gravity current generated by some laboratory experiments which have commonly taken the form of lock-exchange experiments (e.g., Huppert \& Simpson, 1980; Rottman \& Simpson, 1983; Marino et al., 2005).


Figure 1.2: Schematic illustrations of pyroclastic density currents. (a) Vertical density stratification and runout distance. The vertical density stratification mainly consists of a voluminous dilute turbulent suspension (red region) and the basal thin dense part (blue region). (b) Physical processes underlying the dynamics of pyroclastic density currents.

Typically, the gravity current were generated by releasing a saline fluid into water where the density contrast between both fluids was small. Experiments and theoretical modeling have shown that the dynamics of the gravity currents are critically affected by a mechanical balance between the buoyancy pressure driving the current front and the resistance pressure caused by the acceleration of the ambient fluid around the front (e.g., Benjamin, 1968; Huppert \& Simpson, 1980; Ungarish, 2007; Shimizu et al., 2017). This condition is known as the front condition (Ungarish, 2009). The momentum loss due to the resistance of the ambient fluid at the front leads to the morphology defined as comprising a head preceding a body.

Lock-exchange experiments and theoretical modeling for a particle-laden gravity current have also shown that the degree of particle settling from the base of the current can change the dynamics of the gravity current and the deposition pattern of the sediment (Bonnecaze et al., 1993). Further experiments were undertaken where the interstitial fluid in the gravity current was lighter than the ambient fluid (Sparks et al., 1993). In these experiments, when sufficient particles settled, the bulk density of the gravity current became less than that of the ambient fluid, and the gravity current rose as a plume.

When a current propagates rapidly, ambient air is entrained in the gravity currents owing to high shear conditions around the flow surface. From laboratory experiments, the role of entrainment of the ambient air into the gravity current has been quantified as a function of non-dimensional number, the Richardson number, which represents the ratio of the stabilizing stratification of the current to destabilizing velocity shear (Ellison \& Turner, 1959; Parker et al., 1987). The empirical law derived from the experiments has been used in a wide range of numerical models of gravity currents (e.g., Bursik \& Woods, 1996; Johnson \& Hogg, 2013; Shimizu et al., 2017).

As mentioned above, when much ambient fluid is entrained and thermally expanded prior to the current sedimentation of much particles, some portions of the hot current undergo a buoyancy reversal, creating secondary plumes (Woods \& Kienle, 1994; Bursik \& Woods, 1996; Calder et al., 1997; Andrews \& Manga, 2012; Andrews, 2014). This
general feature of spreading of hot dilute PDCs and generation of co-ignimbrite plumes have been reproduced in experiments for dilute turbulent suspension gravity currents at ambient and high temperatures (Andrews \& Manga, 2012; Andrews, 2014).

### 1.2.2 Dense part

The dynamics of dense PDCs is mainly controlled by basal friction, deposition, and particle supply from the upper dilute current. Dense PDCs share much in common with a (fluidized) granular flow generated by an instantaneous release of an initially fluidized bed (e.g., Roche et al., 2008). The lock-release experiments on the initially fluidized granular flows showed that their dynamics depends on the diffusion timescale of the high-pore pressure developed initially (Roche et al., 2008; Roche, 2012). Because of the differences of the pore pressure, the initially fluidized granular flows can be either propagating as inertial flows having a high-mobility under a fluid-inertial regime or as dry granular flows under a granular-frictional regime (Roche, 2012). Once the pore-pressure has decreased by diffusion, the flow, which initially behaves as a inertial flow, enters the frictional regime and stopping phase (Roche, 2012; Gueugneau et al., 2017).

Experiments of granular flows on erodible ground bed indicate that erosion of the ground bed may play a role under some conditions. The initially fluidized granular flows generally consist of a sliding head preceding a body (Roche et al., 2010). The body is characterized by a flow with a no-slip boundary condition wherein the deposit is aggraded at a nearly constant rate (Gilorami et al., 2008, 2010, 2015). In the sliding head, on the other hand, slip-velocity develops at the base, which can cause erosion of the ground bed (Roche et al., 2013a). The deposition and erosion processes of the (fluidized) granular flows is not fully understood.

Finally, recent large scale experiments of PDCs with strong density stratification (Breard et al., 2016; Breard \& Lube, 2017) indicate that the interaction between the dilute and dense parts is of importance. In these experiments, a significant particle mass flux from
the overriding dilute current into the basal dense current is observed, which controls the global dynamics of the dilute and dense currents.

### 1.3 Object of this study

We aim to relate the above diverse features of PDC deposits with the above underlying physical processes, by investigating PDC dynamics under the various supplied conditions. As shown above, there is a vast amount of field-based works related with the diversity of PDC deposits and experimental-analogue and numerical studies related with the physical processes underlying PDC dynamics. On the other hand, there are only few studies that unify the diversity of PDC deposits and the underlying physical processes (e.g., Bursik \& Woods, 1996; Dade \& Huppert, 1996; Doyle et al., 2008). Accordingly, a global relationship between the sedimentological features of PDC deposits, the underlying physical processes, and the PDC dynamics connecting them under various eruption conditions (e.g., the mass eruption rate, grain size distribution, and temperature) remains unsolved.

In order to assess the effects of the above physical processes on PDC dynamics and the resulting deposits, we will model PDC dynamics by the depth-averaged shallow-water equations. The essential behavior of density currents can be described by the depthaveraged shallow-water equations (e.g., Ungarish, 2009; Dufek, 2016). Since the underlying physical processes are described explicitly in the shallow-water equations, an extensive parametric analysis based on the shallow-water equations offers better prospects for assessing the effects of these physical processes on the global dynamics of gravity currents.

The depth-averaged shallow-water approach has been widely used to model PDCs (Table 1.1). Bursik \& Woods (1996) developed a one-layer model for dilute turbulent suspension currents at steady state. In this model, particle settling from the base of the current and thermal expansion of air entrained from the upper surface of the current reduce the density of the current, eventually leading to buoyancy reversal and final runout of
the current. On the basis of this model, Bursik \& Woods (1996) have explicitly shown that the runout distance of the dilute current is critically controlled by magma discharge rate of eruptions. This one-layer model for dilute currents, however, does not account for the effects of the dense current. As mentioned above, the strong density stratification develops in PDCs, and the dilute and dense parts are controlled by different physical processes (Figure 1.2b). Thus, we will take a two-layer approach as Doyle et al. (2008). Doyle et al. $(2008,2010,2011)$ developed an unsteady two-layer model for PDCs with strong density stratification, in which dilute and dense layers evolve separately but are coupled through mass exchange as suspended particles in the dilute layer settles into the basal dense layer. In this model, particles settling from the dilute turbulent current form the basal dense current. Doyle et al. (2008) showed that the strong density stratification leads to qualitatively different regimes for determining the runout distance; however, their model does not provide a quantitative estimation of runout distance, because the effects of the thermal expansion of air entrained into the dilute current are not taken into consideration in their model.

To assess the effects of all the physical processes, including the effects of thermal expansion of entrained air and strong density stratification, on PDC dynamics and the resulting deposits, we develop a new unsteady two-layer model (Table 1.1). We previously showed that frontal resistance of air is especially important in behavior of the dilute layer (Shimizu et al., 2017), so that we also consider this effect correctly in our model.
Table 1.1: Physical processes taken into account in previous and our depth-averaged shallow-water models for the dynamics of pyroclastic density currents.


The two-layer approach that we will take can capture the essential natures of the dynamics of PDCs with strong density stratification. It may be difficult to distinguish the dilute and dense parts on the basis of the observations from outside. Clast concentrations in the density stratification of natural PDCs "gradually" increase toward the base. Moreover, a part of the dilute current may be derived by elutriation from the underlying dense parts. For example, when much particles are transported by the dilute current, the fluid dynamical feature can be approximated by the two-layer model where the dilute current travels more rapidly than the underlying dense layer (Figure 1.3a). On the other hand, when much particles are transported by the dense current, the fluid dynamical feature can be approximated by the two-layer model where the lower dense current travels more rapidly than the overlying dilute layer (Figure 1.3b). We, therefore, consider that the twolayer approach is very useful to relate such PDC dynamics with the diverse features of PDC deposits.
(a)

(b)



Figure 1.3: Schematic illustrations of the dynamics of pyroclastic density currents. $u$ is horizontal velocity. Modified from Branney \& Kokelaar (2002). (a) Much particles are transported by the upper dilute part. (b) Much particles are transported by the lower dense current.

The present thesis provides insights into the relationships between the diversity of PDC deposits and the physical processes dominating PDC dynamics, on the basis of numerical simulations of the new unsteady two-layer shallow-water model. The remainder of this thesis is organized as follows. Chapter 2 describes the formulation of the new unsteady two-layer shallow-water model. Chapter 3 describes numerical procedures of the model. Chapter 4 shows the representative numerical results of the model. Chapter 5 discusses the origin of the fluid dynamical feature of the numerical results, particularly mechanisms determining the runout distance of PDCs. Chapter 6 describes geological implications of the numerical study on the diversity of PDC deposits. Finally, Chapter 7 represents the conclusion of this thesis and future studies.

## Chapter 2

## Formulation

We formulate a new unsteady two-layer shallow-water model for the dynamics of pyroclastic density currents (PDCs). In general, PDCs are unsteady phenomena and are characterized by strong density stratification due to particle settling (e.g., Branney and Kokelaar, 2002), whereby a dilute gravity current (particle suspension flow) overrides the dense basal gravity current (fluidized granular flow) (Figure 1.2).

In previous unsteady two-layer models (Doyle et al., 2008, 2010, 2011; Kelfoun, 2017; Kelfoun et al., 2017), the mass and momentum conservation equations of each layer are solved, but the energy conservation equation of dilute layer is not solved. The dynamics of the dilute part of PDCs is strongly affected by the thermal expansion of entrained air (Bursik \& Woods, 1996; Andrews \& Manga, 2012). Although a steady energy conservation equation of the dilute layer is formulated in Bursik \& Woods (1996), the unsteady energy conservation equation has not been formulated yet. Therefore, in this chapter, we derive a generalized unsteady one-layer shallow-water equations including the energy conservation equation (Section 2.1), and formulate a new unsteady two-layer PDC model on the basis of the generalized unsteady one-layer model (Section 2.2). The notations of variables shown in these models are summarized in Appendix A.

### 2.1 One-layer model of inviscid gravity currents

In this section, we derive a generalized unsteady one-layer shallow-water equations including the energy conservation equation from the inviscid Navier-Stokes equations. The basic methodology of deriving these equations is based on Chapter 2 in Ungarish (2009).

### 2.1.1 Inviscid Navier-Stokes equations

We consider an inviscid gravity current propagating into an ambient of density $\rho_{\mathrm{a}}$, along a slope inclined at $\theta(=$ const) to the horizontal (where $x$ is parallel to the slope and $z$ perpendicular, Figure 2.1). The conservation equations of mass, $x$-direction momentum, $z$-direction momentum and total energy for the inviscid gravity current are (e.g., Toro, 2009)

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}+\frac{\partial}{\partial x}(\rho u)+\frac{\partial}{\partial z}(\rho w)=0,  \tag{2.1}\\
& \frac{\partial}{\partial t}(\rho u)+\frac{\partial}{\partial x}\left(\rho u^{2}+p\right)+\frac{\partial}{\partial z}(\rho u w)=\rho g \sin \theta,  \tag{2.2}\\
& \frac{\partial}{\partial t}(\rho w)+\frac{\partial}{\partial x}(\rho u w)+\frac{\partial}{\partial z}\left(\rho w^{2}+p\right)=-\rho g \cos \theta,  \tag{2.3}\\
& \frac{\partial}{\partial t}\left(\rho e_{\text {tot }}\right)+\frac{\partial}{\partial x}\left(\left(\rho e_{\text {tot }}+p\right) u\right)+\frac{\partial}{\partial z}\left(\left(\rho e_{\text {tot }}+p\right) w\right)=0 . \tag{2.4}
\end{align*}
$$

This system is called the inviscid Navier-Stokes (i.e., Euler) equations. Here, $t$ is the propagation time, $\rho(x, z, t)$ is the mass density, $u(x, z, t)$ is the $x$-component of velocity, $w(x, z, t)$ is the $z$-component of velocity, $p(x, z, t)$ is the thermodynamic pressure, $e_{\text {tot }}(x, z, t)$ is the total energy per unit mass, and $g$ is the acceleration due to gravity. The $e_{\text {tot }}(x, z, t)$ is defined with

$$
\begin{equation*}
e_{\mathrm{tot}} \equiv e+\frac{1}{2}\left(u^{2}+w^{2}\right)+g(z \cos \theta-x \sin \theta) \tag{2.5}
\end{equation*}
$$

where $e$ is the specific internal energy, $\left(u^{2}+w^{2}\right) / 2$ is the specific kinetic energy, $g(z \cos \theta-$ $x \sin \theta)$ is the specific potential energy.


Figure 2.1: Schematic illustration of the inviscid gravity current of depth $h(x, t)$, propagating along a slope inclined at $\theta$ to the horizontal, with $x$ parallel to the slope and $z$ perpendicular. There are three interfaces, between the top of the current and the surrounding ambient fluid ( $z=$ $z_{\mathrm{f}}(x, t)$ ), between the front of the current and the ambient fluid ( $x=x_{\mathrm{N}}(t)$ ), and between the bottom of the current and the local topography imposed on the slope ( $z=z_{\mathrm{b}}(x, t)$ ).

For an ideal gas, thermodynamic variables (i.e., pressure $p$, density $\rho$ and temperature $T$ ) can be related via the thermal equation of state

$$
\begin{equation*}
\frac{1}{\rho}=\frac{R T}{p} \tag{2.6}
\end{equation*}
$$

where $R$ is a constant, which depends on the kind of gas. The temperature $T$ can also be related to the internal energy $e$ via a caloric equation of state

$$
\begin{equation*}
\mathrm{d} e=C_{\mathrm{v}} \mathrm{~d} T \tag{2.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathrm{d}\left(e+\frac{p}{\rho}\right)=C_{\mathrm{p}} \mathrm{~d} T \tag{2.8}
\end{equation*}
$$

where $C_{\mathrm{v}}$ ( $=$ const) is the heat capacity at constant volume and $C_{\mathrm{p}}(=$ const) is the heat
capacity at constant pressure. From Eqs. (2.6), (2.7) and (2.8),

$$
\begin{equation*}
R=C_{\mathrm{p}}-C_{\mathrm{v}} \tag{2.9}
\end{equation*}
$$

is obtained.

### 2.1.2 Kinematic conditions

To derive the depth-averaged shallow-water equations from the Navier-Stokes equations (i.e., Eqs. (2.1)-(2.4)), we must integrate the Navier-Stokes equations across the depth of the current. Before integrating the Navier-Stokes equations, we introduce the kinematic condition, which is applied to determine the elevation of the free surface.

We consider the interface of the gravity current as a discontinuity of the density, and denote the locus of this discontinuity by using a function $\Sigma(x, z, t)=0$ (e.g., Ungarish, 2009). The full differential of $\Sigma(x, z, t)=0$ yields

$$
\begin{align*}
& \mathrm{d} \Sigma \\
= &  \tag{2.10}\\
\therefore \quad & \frac{\partial \Sigma}{\partial t}+\frac{\mathrm{d} x}{\mathrm{~d} t} \frac{\partial \Sigma}{\partial x}+\frac{\mathrm{d} z}{\mathrm{~d} t} \frac{\partial \Sigma}{\partial z}=0 \quad(\because \mathrm{~d} t \neq 0) .
\end{align*}
$$

The rates of displacement of the interface, $\mathrm{d} x / \mathrm{d} t$ and $\mathrm{d} z / \mathrm{d} t$, are the velocities of the fluid at the interface, so that the kinematic condition for the interface of the gravity current:

$$
\begin{equation*}
\frac{\partial \Sigma}{\partial t}+u \frac{\partial \Sigma}{\partial x}+w \frac{\partial \Sigma}{\partial z}=0 \tag{2.11}
\end{equation*}
$$

is obtained.
There are three interfaces, between the top of the current and the surrounding ambient fluid, between the front of the current and the ambient fluid, and between the bottom of the current and the local topography imposed on the slope (Figure 2.1). The interface between the top of the current and the ambient fluid is denoted by the subscript f , the
locus of which is given by $\Sigma_{\mathrm{f}}=z-z_{\mathrm{f}}(x, t)=0$. Substituting this into Eq. (2.11), we obtain the kinematic condition at $z=z_{\mathrm{f}}(x, t)$ :

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(z-z_{\mathrm{f}}(x, t)\right)+u_{\mathrm{f}} \frac{\partial}{\partial x}\left(z-z_{\mathrm{f}}(x, t)\right)+w_{\mathrm{f}} \frac{\partial}{\partial z}\left(z-z_{\mathrm{f}}(x, t)\right)=0 \\
\therefore \quad & \frac{\partial z_{\mathrm{f}}}{\partial t}+u_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}-w_{\mathrm{f}}=0 \tag{2.12}
\end{align*}
$$

where $u_{\mathrm{f}}$ and $w_{\mathrm{f}}$ are the velocities of the fluid at $z=z_{\mathrm{f}}(x, t)$. The interface $z_{\mathrm{f}}(x, t)$ is related with the current depth $h(x, t)$ and the local topography $z_{\mathrm{b}}(x, t)$ via

$$
\begin{equation*}
z_{\mathrm{f}}(x, t)=h(x, t)+z_{\mathrm{b}}(x, t) . \tag{2.13}
\end{equation*}
$$

The interface between the bottom of the current and the local topography is denoted by the subscript b, the locus of which is given by $\Sigma_{\mathrm{b}}=z-z_{\mathrm{b}}(x, t)=0$. Substituting this into Eq. (2.11), we obtain the kinematic condition at $z=z_{\mathrm{b}}(x, t)$ :

$$
\begin{equation*}
\frac{\partial z_{\mathrm{b}}}{\partial t}+u_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x}-w_{\mathrm{b}}=0 \tag{2.14}
\end{equation*}
$$

where $u_{\mathrm{b}}$ and $w_{\mathrm{b}}$ are the velocities of the fluid at $z=z_{\mathrm{b}}(x, t)$. The interface between the front of the current and the ambient fluid is denoted by the subscript N , the locus of which is given by $\Sigma_{\mathrm{N}}=x-x_{\mathrm{N}}(t)=0$. Substituting this into Eq. (2.11), we obtain the kinematic condition at $x=x_{\mathrm{N}}(t)$ :

$$
\begin{align*}
& \quad \frac{\partial}{\partial t}\left(x-x_{\mathrm{N}}(t)\right)+u_{\mathrm{N}} \frac{\partial}{\partial x}\left(x-x_{\mathrm{N}}(t)\right)+w_{\mathrm{N}} \frac{\partial}{\partial z}\left(x-x_{\mathrm{N}}(t)\right)=0 \\
\therefore \quad & \frac{\mathrm{~d} x_{\mathrm{N}}}{\mathrm{~d} t}=u_{\mathrm{N}}, \tag{2.15}
\end{align*}
$$

where $u_{\mathrm{N}}$ and $w_{\mathrm{N}}$ are the depth averaged velocities of the fluid at $x=x_{\mathrm{N}}(t)$.

### 2.1.3 Depth integrating

We integrate Eqs. (2.1)-(2.4) from $z=z_{\mathrm{b}}(x, t)$ to $z=z_{\mathrm{f}}(x, t)$. The kinematic conditions (2.12) and (2.14) are used in this integration. We give Leibniz's rule for differentiation of an integral for the following derivations:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \eta} \int_{a(\eta)}^{b(\eta)} f(z, \eta) \mathrm{d} z=\int_{a(\eta)}^{b(\eta)} \frac{\mathrm{d}}{\mathrm{~d} \eta} f(z, \eta) \mathrm{d} z+f(b, \eta) \frac{\mathrm{d} b}{\mathrm{~d} \eta}-f(a, \eta) \frac{\mathrm{d} a}{\mathrm{~d} \eta} . \tag{2.16}
\end{equation*}
$$

## Mass conservation equation

The mass conservation Eq. (2.1) is integrated from $z=z_{\mathrm{b}}(x, t)$ to $z=z_{\mathrm{f}}(x, t)$ to yield

$$
\begin{equation*}
\int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \frac{\partial \rho}{\partial t} \mathrm{~d} z+\int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \frac{\partial}{\partial x}(\rho u) \mathrm{d} z+\rho_{\mathrm{f}} w_{\mathrm{f}}-\rho_{\mathrm{b}} w_{\mathrm{b}}=0 . \tag{2.17}
\end{equation*}
$$

Applying Leibniz's rule (2.16) to Eq. (2.17), we obtain

$$
\begin{align*}
& \frac{\partial}{\partial t} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z-\rho_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial t}+\rho_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial t}+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho u) \mathrm{d} z-\rho_{\mathrm{f}} u_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}+\rho_{\mathrm{b}} u_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x} \\
& \quad+\rho_{\mathrm{f}} w_{\mathrm{f}}-\rho_{\mathrm{b}} w_{\mathrm{b}}=0 \\
& \therefore \quad \frac{\partial}{\partial t} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho u) \mathrm{d} z \\
& \quad-\rho_{\mathrm{f}}\left(\frac{\partial z_{\mathrm{f}}}{\partial t}+u_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}-w_{\mathrm{f}}\right)+\rho_{\mathrm{b}}\left(\frac{\partial z_{\mathrm{b}}}{\partial t}+u_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x}-w_{\mathrm{b}}\right)=0 \tag{2.18}
\end{align*}
$$

Using this formula and the kinematic conditions (2.12) and (2.14), we write

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho u) \mathrm{d} z=0 . \tag{2.19}
\end{equation*}
$$

We introduce the straightforward definitions of the depth-averaged density and mass flux:

$$
\begin{equation*}
\bar{\rho} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z \quad, \quad \overline{\rho u} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho u) \mathrm{d} z . \tag{2.20}
\end{equation*}
$$

Using these and Eq. (2.13), we rewrite Eq. (2.19) as

$$
\begin{equation*}
\frac{\partial}{\partial t}(\bar{\rho} h)+\frac{\partial}{\partial x}(\overline{\rho u} h)=0 \tag{2.21}
\end{equation*}
$$

## Momentum conservation equation in the $x$ direction

The $x$-momentum conservation Eq. (2.2) is integrated from $z=z_{\mathrm{b}}(x, t)$ to $z=z_{\mathrm{f}}(x, t)$ to yield

$$
\begin{equation*}
\int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \frac{\partial}{\partial t}(\rho u) \mathrm{d} z+\int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \frac{\partial}{\partial x}\left(\rho u^{2}+p\right) \mathrm{d} z+\rho_{\mathrm{f}} u_{\mathrm{f}} w_{\mathrm{f}}-\rho_{\mathrm{b}} u_{\mathrm{b}} w_{\mathrm{b}}=g \sin \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z \tag{2.22}
\end{equation*}
$$

Applying Leibniz's rule (2.16) to Eq. (2.22), we obtain

$$
\begin{align*}
& \frac{\partial}{\partial t} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho u) \mathrm{d} z-\rho_{\mathrm{f}} u_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial t}+\rho_{\mathrm{b}} u_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial t}+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho u^{2}\right) \mathrm{d} z-\rho_{\mathrm{f}} u_{\mathrm{f}}^{2} \frac{\partial z_{\mathrm{f}}}{\partial x}+\rho_{\mathrm{b}} u_{\mathrm{b}}^{2} \frac{\partial z_{\mathrm{b}}}{\partial x} \\
& +\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} p \mathrm{~d} z-p_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}+p_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x}+\rho_{\mathrm{f}} u_{\mathrm{f}} w_{\mathrm{f}}-\rho_{\mathrm{b}} u_{\mathrm{b}} w_{\mathrm{b}}=g \sin \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z \\
\therefore \quad & \frac{\partial}{\partial t} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho u) \mathrm{d} z+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho u^{2}\right) \mathrm{d} z+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} p \mathrm{~d} z-p_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}+p_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x} \\
& \quad-\rho_{\mathrm{f}} u_{\mathrm{f}}\left(\frac{\partial z_{\mathrm{f}}}{\partial t}+u_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}-w_{\mathrm{f}}\right)+\rho_{\mathrm{b}} u_{\mathrm{b}}\left(\frac{\partial z_{b}}{\partial t}+u_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x}-w_{\mathrm{b}}\right)=g \sin \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z . \tag{2.23}
\end{align*}
$$

Using this formula and the kinematic conditions (2.12) and (2.14), we write

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho u) \mathrm{d} z+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho u^{2}\right) \mathrm{d} z+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} p \mathrm{~d} z-p_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}+p_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x}=g \sin \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z . \tag{2.24}
\end{equation*}
$$

We introduce the straightforward definitions of the depth-averaged $x$-momentum flux and thermodynamic pressure:

$$
\begin{equation*}
\overline{\rho u^{2}} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho u^{2}\right) \mathrm{d} z \quad, \quad \bar{p} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} p \mathrm{~d} z . \tag{2.25}
\end{equation*}
$$

Using these and Eqs. (2.13) and (2.20), we rewrite Eq. (2.24) as

$$
\begin{equation*}
\frac{\partial}{\partial t}(\overline{\rho u} h)+\frac{\partial}{\partial x}\left(\overline{\rho u^{2}} h+\bar{p} h\right)-p_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}+p_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x}=\bar{\rho} g h \sin \theta . \tag{2.26}
\end{equation*}
$$

## Momentum conservation equation in the $z$ direction

The $z$-momentum conservation Eq. (2.3) is integrated from $z=z_{\mathrm{b}}(x, t)$ to $z=z_{\mathrm{f}}(x, t)$ to yield

$$
\begin{align*}
\int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} & \frac{\partial}{\partial t}(\rho w) \mathrm{d} z+\int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \frac{\partial}{\partial x}(\rho u w) \mathrm{d} z \\
& \quad+\rho_{\mathrm{f}} w_{\mathrm{f}}^{2}-\rho_{\mathrm{b}} w_{\mathrm{b}}^{2}+p_{\mathrm{f}}-p_{\mathrm{b}}=-g \cos \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z . \tag{2.27}
\end{align*}
$$

Applying Leibniz's rule (2.16) to Eq. (2.27), we obtain

$$
\begin{align*}
& \quad \frac{\partial}{\partial t} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho w) \mathrm{d} z-\rho_{\mathrm{f}} w_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial t}+\rho_{\mathrm{b}} w_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial t}+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho u w) \mathrm{d} z-\rho_{\mathrm{f}} u_{\mathrm{f}} w_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}+\rho_{\mathrm{b}} u_{\mathrm{b}} w_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x} \\
& \quad+\rho_{\mathrm{f}} w_{\mathrm{f}}^{2}-\rho_{\mathrm{b}} w_{\mathrm{b}}^{2}+p_{\mathrm{f}}-p_{\mathrm{b}}=-g \cos \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z \\
& \therefore \quad \frac{\partial}{\partial t} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho w) \mathrm{d} z+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho u w) \mathrm{d} z-\rho_{\mathrm{f}} w_{\mathrm{f}}\left(\frac{\partial z_{\mathrm{f}}}{\partial t}+u_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}-w_{\mathrm{f}}\right) \\
& \quad+\rho_{\mathrm{b}} w_{\mathrm{b}}\left(\frac{\partial z_{\mathrm{b}}}{\partial t}+u_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x}-w_{\mathrm{b}}\right)+p_{\mathrm{f}}-p_{\mathrm{b}}=-g \cos \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z . \tag{2.28}
\end{align*}
$$

Using this formula and the kinematic conditions (2.12) and (2.14), we write

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho w) \mathrm{d} z+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho u w) \mathrm{d} z+p_{\mathrm{f}}-p_{\mathrm{b}}=-g \cos \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z . \tag{2.29}
\end{equation*}
$$

We introduce the straightforward definitions of the depth-averaged $z$ momentum and $z$ momentum flux:

$$
\begin{equation*}
\overline{\rho w} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho w) \mathrm{d} z \quad, \quad \overline{\rho u w} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho u w) \mathrm{d} z . \tag{2.30}
\end{equation*}
$$

Using these and Eqs. (2.13) and (2.20), we rewrite Eq. (2.29) as

$$
\begin{equation*}
\frac{\partial}{\partial t}(\overline{\rho w} h)+\frac{\partial}{\partial x}(\overline{\rho u w} h)+p_{\mathrm{f}}-p_{\mathrm{b}}=-\bar{\rho} g h \cos \theta \tag{2.31}
\end{equation*}
$$

## Energy conservation equation

The energy conservation Eq. (2.4) is integrated from $z=z_{\mathrm{b}}(x, t)$ to $z=z_{\mathrm{f}}(x, t)$ to yield

$$
\begin{align*}
\int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} & \frac{\partial}{\partial t}\left(\rho e_{\mathrm{tot}}\right) \mathrm{d} z+\int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \frac{\partial}{\partial x}\left(\rho e_{\mathrm{tot}} u+p u\right) \mathrm{d} z \\
& +\rho_{\mathrm{f}} e_{\text {tot }, \mathrm{f}} w_{\mathrm{f}}-\rho_{\mathrm{b}} e_{\mathrm{tot}, \mathrm{~b}} w_{\mathrm{b}}+p_{\mathrm{f}} w_{\mathrm{f}}-p_{\mathrm{b}} w_{\mathrm{b}}=0 \tag{2.32}
\end{align*}
$$

Applying Leibniz's rule (2.16) to Eq. (2.32), we obtain

$$
\begin{align*}
& \frac{\partial}{\partial t} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho e_{\mathrm{tot}}\right) \mathrm{d} z-\rho_{\mathrm{f}} e_{\mathrm{tot}, \mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial t}+\rho_{\mathrm{b}} e_{\mathrm{tot}, \mathrm{~b}} \frac{\partial z_{\mathrm{b}}}{\partial t} \\
&+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho e_{\mathrm{tot}} u\right) \mathrm{d} z-\rho_{\mathrm{f}} e_{\mathrm{tot}, \mathrm{f}} u_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}+\rho_{\mathrm{b}} e_{\mathrm{tot}, \mathrm{~b}} u_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x} \\
&+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(p u) \mathrm{d} z-p_{\mathrm{f}} u_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}+p_{\mathrm{b}} u_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x} \\
&+\rho_{\mathrm{f}} e_{\mathrm{tot}, \mathrm{f}} w_{\mathrm{f}}-\rho_{\mathrm{b}} e_{\mathrm{tot}, \mathrm{~b}} w_{\mathrm{b}}+p_{\mathrm{f}} w_{\mathrm{f}}-p_{\mathrm{b}} w_{\mathrm{b}}=0 \\
& \therefore \quad \frac{\partial}{\partial t} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho e_{\mathrm{tot}}\right) \mathrm{d} z+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho e_{\mathrm{tot}} u\right) \mathrm{d} z+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(p u) \mathrm{d} z \\
& \quad-\rho_{\mathrm{f}} e_{\mathrm{tot}, \mathrm{f}}\left(\frac{\partial z_{\mathrm{f}}}{\partial t}+u_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}-w_{\mathrm{f}}\right)+\rho_{\mathrm{b}} e_{\mathrm{tot}, \mathrm{~b}}\left(\frac{\partial z_{\mathrm{b}}}{\partial t}+u_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x}-w_{\mathrm{b}}\right) \\
&-p_{\mathrm{f}}\left(u_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}-w_{\mathrm{f}}\right)+p_{\mathrm{b}}\left(u_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial x}-w_{\mathrm{b}}\right)=0 . \tag{2.33}
\end{align*}
$$

Using this formula and the kinematic conditions (2.12) and (2.14), we write

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho e_{\text {tot }}\right) \mathrm{d} z+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho e_{\text {tot }} u\right) \mathrm{d} z+\frac{\partial}{\partial x} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(p u) \mathrm{d} z+p_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial t}-p_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial t}=0 . \tag{2.34}
\end{equation*}
$$

We introduce the straightforward definitions of the depth-averaged total energy and total energy fluxes:

$$
\begin{equation*}
\overline{\rho e_{\mathrm{tot}}} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho e_{\mathrm{tot}}\right) \mathrm{d} z, \quad \overline{\rho e_{\mathrm{tot}} u} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho e_{\mathrm{tot}} u\right) \mathrm{d} z, \quad \overline{p u} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(p u) \mathrm{d} z . \tag{2.35}
\end{equation*}
$$

Using these and Eqs. (2.13), we rewrite Eq. (2.34) as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\overline{\rho e_{\mathrm{tot}}} h\right)+\frac{\partial}{\partial x}\left(\overline{\rho e_{\mathrm{tot}} u} h\right)+\frac{\partial}{\partial x}(\overline{p u} h)+p_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial t}-p_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial t}=0 . \tag{2.36}
\end{equation*}
$$

By using Eq. (2.5), I divide the depth-averaged total energy $\overline{\rho e_{\text {tot }}}$ and total energy flux $\overline{\rho e_{\mathrm{tot}} u}$ in Eq. (2.36) into three components, associated with the internal energy, the kinetic energy, and the potential energy. The product of the total energy $e_{\text {tot }}$ in Eq. (2.5) and the density $\rho(x, z, t)$ is integrated from $z=z_{\mathrm{b}}(x, t)$ to $z=z_{\mathrm{f}}(x, t)$ to yield

$$
\begin{align*}
\int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho e_{\text {tot }}\right) \mathrm{d} z= & \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho e) \mathrm{d} z+\frac{1}{2} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho\left(u^{2}+w^{2}\right)\right) \mathrm{d} z \\
& +g \cos \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho z) \mathrm{d} z-g x \sin \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} \rho \mathrm{~d} z . \tag{2.37}
\end{align*}
$$

The product of the total energy $e_{\mathrm{tot}}$, the density $\rho(x, z, t)$ and the velocity $u(x, z, t)$ is integrated from $z=z_{\mathrm{b}}(x, t)$ to $z=z_{\mathrm{f}}(x, t)$ to yield

$$
\begin{align*}
\int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho e_{\mathrm{tot}} u\right) \mathrm{d} z= & \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho e u) \mathrm{d} z+\frac{1}{2} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho\left(u^{2}+w^{2}\right) u\right) \mathrm{d} z \\
& +g \cos \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho z u) \mathrm{d} z-g x \sin \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho u) \mathrm{d} z \tag{2.38}
\end{align*}
$$

We introduce the straightforward definitions of the depth-averaged values:

$$
\begin{align*}
& \overline{\rho e} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho e) \mathrm{d} z, \quad \overline{\rho e u} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho e u) \mathrm{d} z, \\
& \overline{\rho w^{2}} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho w^{2}\right) \mathrm{d} z, \quad \overline{\rho u^{3}} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho u^{3}\right) \mathrm{d} z, \quad \overline{\rho u w^{2}} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(\rho u w^{2}\right) \mathrm{d} z, \\
& \overline{\rho z} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho z) \mathrm{d} z, \quad \overline{\rho z u} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho z u) \mathrm{d} z . \tag{2.39}
\end{align*}
$$

Using these and Eqs. (2.13), (2.20), (2.25) and (2.35), we rewrite Eqs. (2.37) and (2.38) as

$$
\begin{equation*}
\overline{\rho e_{\mathrm{tot}}}=\overline{\rho e}+\frac{1}{2}\left(\overline{\rho u^{2}}+\overline{\rho w^{2}}\right)+\overline{\rho z} g \cos \theta-\bar{\rho} x g \sin \theta \tag{2.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\rho e_{\mathrm{tot}} u}=\overline{\rho e u}+\frac{1}{2}\left(\overline{\rho u^{3}}+\overline{\rho u w^{2}}\right)+\overline{\rho z u} g \cos \theta-\overline{\rho u} x g \sin \theta, \tag{2.41}
\end{equation*}
$$

respectively. Substituting Eqs. (2.40) and (2.41) into Eq. (2.36), we obtain

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\overline{\rho e} h+\frac{1}{2} \overline{\rho u^{2}} h+\frac{1}{2} \overline{\rho w^{2}} h+\overline{\rho z} g h \cos \theta-\bar{\rho} x g h \sin \theta\right) \\
& \quad+\frac{\partial}{\partial x}\left(\overline{\rho e u} h+\frac{1}{2} \overline{\rho u^{3}} h+\frac{1}{2} \overline{\rho u w^{2}} h+\overline{\rho z u} g h \cos \theta-\overline{\rho u x} x h \sin \theta\right) \\
& \quad+\frac{\partial}{\partial x}(\overline{p u} h)+p_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial t}-p_{\mathrm{b}} \frac{\partial z_{\mathrm{b}}}{\partial t}=0 . \tag{2.42}
\end{align*}
$$

### 2.1.4 Shallow-water assumption

By applying the shallow-water assumption that the $z$ component of acceleration is negligible to the depth-integrated $z$-momentum conservation Eq. (2.31), we derive the depthaveraged hydrostatic pressure and the associated expressions. Subsequently, we apply these to the depth-integrated $x$-momentum conservation Eq. (2.26) and the depth-integrated energy conservation Eq. (2.42) to derive the system of the shallow-water equations.

We introduce the shallow-water assumption that the $z$ component of acceleration is negligible (i.e., $\left.\frac{\partial}{\partial t}(\overline{\rho w} h)+\frac{\partial}{\partial x}(\overline{\rho u w} h)=0\right)$. Insertion of this condition into the depthintegrated $z$-momentum conservation Eq. (2.31) gives

$$
\begin{equation*}
p_{\mathrm{f}}-p_{\mathrm{b}}=-\bar{\rho} g h \cos \theta . \tag{2.43}
\end{equation*}
$$

This is the same as the depth integration of

$$
\begin{equation*}
\frac{\partial p}{\partial z}=-\rho g \cos \theta \tag{2.44}
\end{equation*}
$$

which is obtained from the $z$-momentum conservation Eq. (2.3) with the shallow-water assumption (i.e., $\left.\frac{\partial}{\partial t}(\rho w)+\frac{\partial}{\partial x}(\rho u w)+\frac{\partial}{\partial z}\left(\rho w^{2}\right)=0\right)$.

By using Eqs. (2.43) and (2.44), we derive the depth-averaged hydrostatic pressure and the associated expressions. The depth-averaged thermodynamic pressure $\bar{p}$ in Eq. (2.25) can be rewritten as

$$
\begin{align*}
\bar{p} & \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} p \mathrm{~d} z \\
& =\frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(p \frac{\mathrm{~d} z}{\mathrm{~d} z}\right) \mathrm{d} z \\
& =\frac{1}{h}\left(z_{\mathrm{f}} p_{\mathrm{f}}-z_{\mathrm{b}} p_{\mathrm{b}}-\int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}\left(z \frac{\partial p}{\partial z}\right) \mathrm{d} z\right) . \tag{2.45}
\end{align*}
$$

Applying Eq. (2.44) to Eq. (2.45), we obtain

$$
\begin{align*}
\bar{p} & =\frac{1}{h}\left(z_{\mathrm{f}} p_{\mathrm{f}}-z_{\mathrm{b}} p_{\mathrm{b}}+\int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho g z \cos \theta) \mathrm{d} z\right) \\
& =\frac{1}{h}\left(z_{\mathrm{f}} p_{\mathrm{f}}-z_{\mathrm{b}} p_{\mathrm{b}}+g \cos \theta \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}(\rho z) \mathrm{d} z\right) . \tag{2.46}
\end{align*}
$$

Using Eq. (2.39), we rewrite Eq. (2.46) as

$$
\begin{equation*}
\bar{p}=\frac{1}{h}\left(z_{\mathrm{f}} p_{\mathrm{f}}-z_{\mathrm{b}} p_{\mathrm{b}}+\overline{\rho z} g h \cos \theta\right) . \tag{2.47}
\end{equation*}
$$

We use Eq. (2.43) to eliminate $p_{\mathrm{b}}$ from Eq. (2.47) and obtain

$$
\begin{align*}
\bar{p} & =\frac{1}{h}\left(p_{\mathrm{f}} h+\left(\overline{\rho z}-\bar{\rho} z_{\mathrm{b}}\right) g h \cos \theta\right) \\
& =p_{\mathrm{f}}+\left(\overline{\rho z}-\bar{\rho} z_{\mathrm{b}}\right) g \cos \theta \tag{2.48}
\end{align*}
$$

Considering $\overline{\rho z}=\bar{\rho} \bar{z}$, we obtain

$$
\begin{equation*}
\bar{p}=p_{\mathrm{f}}+\bar{\rho}\left(\bar{z}-z_{\mathrm{b}}\right) g \cos \theta \tag{2.49}
\end{equation*}
$$

Introducing the straightforward definitions of the depth-averaged height:

$$
\begin{equation*}
\bar{z} \equiv \frac{1}{h} \int_{z_{\mathrm{b}}}^{z_{\mathrm{f}}} z \mathrm{~d} z=\frac{1}{h}\left[\frac{z^{2}}{2}\right]_{z_{\mathrm{b}}}^{z_{\mathrm{f}}}=\frac{1}{h} \frac{z_{\mathrm{f}}^{2}-z_{\mathrm{b}}^{2}}{2}=\frac{h}{2}+z_{\mathrm{b}} \quad(\because \text { Eq. (2.13)) } \tag{2.50}
\end{equation*}
$$

we rewrite Eq. (2.49) as

$$
\begin{equation*}
\bar{p}=p_{\mathrm{f}}+\frac{1}{2} \bar{\rho} g h \cos \theta . \tag{2.51}
\end{equation*}
$$

Considering that the density of the ambient fluid is the constant $\rho_{\mathrm{a}}$, we can write the hydrostatic pressure of the ambient fluid $p_{\mathrm{a}}$ as

$$
\begin{equation*}
p_{\mathrm{a}}(x, z)=p_{\mathrm{a} 0}+\rho_{\mathrm{a}} g x \sin \theta-\rho_{\mathrm{a}} g z \cos \theta, \tag{2.52}
\end{equation*}
$$

where $p_{\mathrm{a} 0}$ is a constant hydrostatic pressure of the ambient fluid at the reference point ( $x=0, z=0$ ); see Figure 2.2. Using Eq. (2.52), $p_{\mathrm{f}}$ in Eq. (2.51) is represented as

$$
\begin{align*}
p_{\mathrm{f}} & \equiv p_{\mathrm{a}}\left(x, z=z_{\mathrm{f}}\right)+\Delta p_{\mathrm{f}} \\
& =p_{\mathrm{a} 0}+\rho_{\mathrm{a}} g x \sin \theta-\rho_{\mathrm{a}} g z_{\mathrm{f}} \cos \theta+\Delta p_{\mathrm{f}} \quad(\because \text { Eq. (2.52) }) \\
& =p_{\mathrm{a} 0}+\rho_{\mathrm{a}} g x \sin \theta-\rho_{\mathrm{a}} g\left(h+z_{\mathrm{b}}\right) \cos \theta+\Delta p_{\mathrm{f}} \quad(\because \text { Eq. (2.13) }), \tag{2.53}
\end{align*}
$$

where $\Delta p_{\mathrm{f}}$ is the pressure difference at $z=z_{\mathrm{f}}$ between the current and the ambient fluid; in general, $\Delta p_{\mathrm{f}}=0$ (Figure 2.2).

In the following, the above expressions with the shallow-water assumption are applied to the depth-integrated $x$-momentum conservation Eq. (2.26) and the depth-integrated energy conservation Eq. (2.42) to derive the system of the shallow-water equations.


Figure 2.2: Schematic illustration of the current hydrostatic pressure $p(x, z, t)$, the ambient hydrostatic pressure $p_{\mathrm{a}}(x, z)$, and the pressure difference $\Delta p(x, z, t)$, under the shallow-water assumption.

## Momentum conservation equation in the $x$ direction

We use Eq. (2.43) to eliminate $p_{\mathrm{b}}$ from the depth-integrated $x$-momentum conservation Eq. (2.26) and obtain

$$
\begin{align*}
& \frac{\partial}{\partial t}(\overline{\rho u} h)+\frac{\partial}{\partial x}\left(\overline{\rho u^{2}} h+\bar{p} h\right)-p_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial x}+\left(p_{\mathrm{f}}+\bar{\rho} g h \cos \theta\right) \frac{\partial z_{\mathrm{b}}}{\partial x}=\bar{\rho} g h \sin \theta \\
\therefore \quad & \frac{\partial}{\partial t}(\overline{\rho u} h)+\frac{\partial}{\partial x}\left(\overline{\rho u^{2}} h+\bar{p} h\right)-p_{\mathrm{f}} \frac{\partial h}{\partial x}+\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}=\bar{\rho} g h \sin \theta \tag{2.54}
\end{align*}
$$

We substitute Eq. (2.51) into Eq. (2.54) to eliminate $\bar{p}$ and obtain

$$
\begin{align*}
& \frac{\partial}{\partial t}(\bar{\rho} \bar{u} h)+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{2} h+\left(p_{\mathrm{f}}+\frac{1}{2} \bar{\rho} g h \cos \theta\right) h\right)-p_{\mathrm{f}} \frac{\partial h}{\partial x}+\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}=\bar{\rho} g h \sin \theta \\
\therefore \quad & \frac{\partial}{\partial t}(\bar{\rho} \bar{u} h)+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{2} h+\frac{1}{2} \bar{\rho} g h^{2} \cos \theta\right)+h \frac{\partial p_{\mathrm{f}}}{\partial x}+\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}=\bar{\rho} g h \sin \theta . \tag{2.55}
\end{align*}
$$

Furthermore, we substitute Eq. (2.53) into Eq. (2.55) to eliminate $p_{\mathrm{f}}$ and obtain

$$
\begin{align*}
& \frac{\partial}{\partial t}(\bar{\rho} \bar{u} h)+ \frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{2} h+\frac{1}{2} \bar{\rho} g h^{2} \cos \theta\right) \\
&+h \frac{\partial}{\partial x}\left(p_{\mathrm{a} 0}+\rho_{\mathrm{a}} g x \sin \theta-\rho_{\mathrm{a}} g\left(h+z_{\mathrm{b}}\right) \cos \theta+\Delta p_{\mathrm{f}}\right) \\
&+\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}=\bar{\rho} g h \sin \theta \\
& \therefore \quad \frac{\partial}{\partial t}(\bar{\rho} \bar{u} h)+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{2} h+\frac{1}{2}\left(\bar{\rho}-\rho_{\mathrm{a}}\right) g h^{2} \cos \theta\right) \\
&=\left(\bar{\rho}-\rho_{\mathrm{a}}\right) g h \sin \theta-\left(\bar{\rho}-\rho_{\mathrm{a}}\right) g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}-h \frac{\partial}{\partial x}\left(\Delta p_{\mathrm{f}}\right), \tag{2.56}
\end{align*}
$$

where $\Delta p_{\mathrm{f}}=0$ in general (Figure 2.2).

## Energy conservation equation

We substitute Eq. (2.43) into the depth-integrated energy conservation Eq. (2.42) to obtain

$$
\begin{align*}
& \frac{\partial}{\partial t}( \left.\overline{\rho e} h+\frac{1}{2} \overline{\rho u^{2}} h+\overline{\rho z} g h \cos \theta-\bar{\rho} x g h \sin \theta\right) \\
&+\frac{\partial}{\partial x}\left(\overline{\rho e u} h+\frac{1}{2} \overline{\rho u^{3}} h+\overline{\rho z u} g h \cos \theta-\overline{\rho u} x g h \sin \theta\right) \\
&+\frac{\partial}{\partial x}(\overline{p u} h)+p_{\mathrm{f}} \frac{\partial z_{\mathrm{f}}}{\partial t}-\left(p_{\mathrm{f}}+\bar{\rho} g h \cos \theta\right) \frac{\partial z_{\mathrm{b}}}{\partial t}=0 \\
& \therefore \quad \frac{\partial}{\partial t}\left(\overline{\rho e} h+\frac{1}{2} \overline{\rho u^{2}} h+\overline{\rho z} g h \cos \theta-\bar{\rho} x g h \sin \theta\right) \\
&+\frac{\partial}{\partial x}\left(\overline{\rho e u} h+\frac{1}{2} \overline{\rho u^{3}} h+\overline{\rho z u} g h \cos \theta-\overline{\rho u} x g h \sin \theta\right) \\
&+\frac{\partial}{\partial x}(\overline{p u} h)+p_{\mathrm{f}} \frac{\partial h}{\partial t}-\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial t}=0, \tag{2.57}
\end{align*}
$$

where the $z$ component of kinetic energy is negligible (i.e., $\frac{\partial}{\partial t}\left(\frac{1}{2} \overline{\rho w^{2}} h\right)+\frac{\partial}{\partial x}\left(\frac{1}{2} \overline{\rho u w^{2}} h\right)=$ 0 ). We substitute Eq. (2.51) into Eq. (2.57) to eliminate $p_{\mathrm{f}}$ and obtain

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\bar{\rho} \bar{e} h+\frac{1}{2} \bar{\rho} \bar{u}^{2} h+\bar{\rho} \bar{z} g h \cos \theta-\bar{\rho} x g h \sin \theta\right) \\
& \quad+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{e} \bar{u} h+\frac{1}{2} \bar{\rho} \bar{u}^{3} h+\bar{\rho} \bar{z} \bar{u} g h \cos \theta-\bar{\rho} \bar{u} x g h \sin \theta\right) \\
& \quad+\frac{\partial}{\partial x}(\bar{p} \bar{u} h)+\left(\bar{p}-\frac{1}{2} \bar{\rho} g h \cos \theta\right) \frac{\partial h}{\partial t}-\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial t}=0 . \tag{2.58}
\end{align*}
$$

Using Eq. (2.50), we can rewrite Eq. (2.58) as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\bar{\rho} \bar{e} h+\frac{1}{2} \bar{\rho} \bar{u}^{2} h+\bar{\rho}\left(\frac{h}{2}+z_{\mathrm{b}}\right) g h \cos \theta-\bar{\rho} x g h \sin \theta\right) \\
& \quad+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{e} \bar{u} h+\frac{1}{2} \bar{\rho} \bar{u}^{3} h+\bar{\rho}\left(\frac{h}{2}+z_{\mathrm{b}}\right) \bar{u} g h \cos \theta-\bar{\rho} \bar{u} x g h \sin \theta\right) \\
& \quad+\frac{\partial}{\partial x}(\bar{p} \bar{u} h)+\left(\bar{p}-\frac{1}{2} \bar{\rho} g h \cos \theta\right) \frac{\partial h}{\partial t}-\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial t}=0 . \tag{2.59}
\end{align*}
$$

### 2.1.5 Treatment of the depth-averaged thermodynamic pressure $\bar{p}$

In the derivation processes of the momentum and energy conservation Eqs. (2.56) and (2.59), the depth-averaged thermodynamic pressure in the current, $\bar{p}$, is a function depending on variables such as $h(x, t)$ (i.e., Eqs. (2.51) and (2.53)). On the other hand, Bursik \& Woods (1996) assume that $\bar{p}$ is a constant atmospheric pressure only in the equations of energy and state. In this subsection, we investigate how the system of the shallow-water equations is affected by this difference for the treatment of $\bar{p}$ (while, in the next section, $\bar{p}$ in the two-layer PDC model will be fixed at a constant atmospheric pressure, in the same way as Bursik \& Woods' formula).

We consider a simple case where $\theta=0$ and $z_{\mathrm{b}}=0$, in this subsection. Then, the momentum conservation Eq. (2.56) is reduced to

$$
\begin{equation*}
\frac{\partial}{\partial t}(\bar{\rho} \bar{u} h)+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{2} h+\frac{\bar{\rho}-\rho_{\mathrm{a}}}{2} g h^{2}\right)=0 . \tag{2.60}
\end{equation*}
$$

The energy conservation Eq. (2.59) is also reduced to

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\bar{\rho} C_{\mathrm{v}} \bar{T} h+\frac{1}{2} \bar{\rho} \bar{u}^{2} h+\frac{1}{2} \bar{\rho} g h^{2}\right)+\frac{\partial}{\partial x}\left(\bar{\rho} C_{\mathrm{v}} \bar{T} \bar{u} h+\frac{1}{2} \bar{\rho} \bar{u}^{3} h+\frac{1}{2} \bar{\rho} \bar{u} g h^{2}+\bar{p} \bar{u} h\right) \\
& \quad+\left(\bar{p}-\frac{1}{2} \bar{\rho} g h\right) \frac{\partial h}{\partial t}=0 \tag{2.61}
\end{align*}
$$

where $\bar{e}=C_{\mathrm{v}} \bar{T}$ from Eq. (2.7) since the heat capacity at constant volume $C_{\mathrm{v}}$ is constant. Use of the momentum conservation Eq. (2.60) and the mass conservation Eq. (2.21) and some algebra rewrite the energy conservation Eq. (2.61) as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\bar{\rho} C_{\mathrm{v}} \bar{T} h\right)+\frac{\partial}{\partial x}\left(\bar{\rho} C_{\mathrm{v}} \bar{T} \bar{u} h\right)+\bar{p}\left(\frac{\partial h}{\partial t}+\frac{\partial}{\partial x}(\bar{u} h)\right)=0 \tag{2.62}
\end{equation*}
$$

(see Subsection 2.1.7 for the details of the algebra). Furthermore, we substitute the ther-
mal equation of state (2.6) into Eq. (2.62) to obtain

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(C_{\mathrm{v}} \frac{\bar{p}}{R} h\right)+\frac{\partial}{\partial x}\left(C_{\mathrm{v}} \frac{\bar{p}}{R} \bar{u} h\right)+\bar{p}\left(\frac{\partial h}{\partial t}+\frac{\partial}{\partial x}(\bar{u} h)\right)=0 \\
\therefore & \frac{\partial}{\partial t}\left(\frac{\bar{p}}{\gamma-1} h\right)+\frac{\partial}{\partial x}\left(\frac{\bar{p}}{\gamma-1} \bar{u} h\right)+\bar{p}\left(\frac{\partial h}{\partial t}+\frac{\partial}{\partial x}(\bar{u} h)\right)=0 \quad(\because \text { Eq. (2.9)), } \tag{2.63}
\end{align*}
$$

where $\gamma\left(\equiv C_{\mathrm{p}} / C_{\mathrm{v}}\right)$ is the ratio of the specific heats. We consider the two cases for the treatment of the depth-averaged thermodynamic pressure $\bar{p}$ :

$$
\bar{p}=\left\{\begin{array}{l}
p_{\mathrm{a} 0}-\rho_{\mathrm{a}} g h+\frac{1}{2} \bar{\rho} g h  \tag{2.64}\\
p_{\mathrm{a} 0}(=\text { const })
\end{array}\right.
$$

where $p_{\mathrm{a} 0}$ is a constant hydrostatic pressure of the ambient fluid at the reference point ( $x=0, z=0$ ); see Figure 2.2. The variable-type $\bar{p}$ (i.e., the first expression in Eq. (2.64)) is obtained in the derivation processes of the momentum and energy conservation Eqs. (2.56) and (2.59). The constant-type $\bar{p}$ (i.e., the second expression in Eq. (2.64)) is a simplified version of the variable-type $\bar{p}$. Thus, we have the four Eqs. (2.21), (2.60), (2.63) and (2.64) for the four unknowns ( $h, \bar{\rho}, \bar{u}$ and $\bar{p}$ ).

Firstly, we consider the case using the constant-type $\bar{p}$ (i.e., the second expression in Eq. (2.64)). In this case, Eq. (2.63) is reduced to

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\frac{\gamma \bar{p}}{\gamma-1} h\right)+\frac{\partial}{\partial x}\left(\frac{\gamma \bar{p}}{\gamma-1} \bar{u} h\right)=0 \\
\therefore \quad & \frac{\partial h}{\partial t}+\frac{\partial}{\partial x}(\bar{u} h)=0 . \tag{2.65}
\end{align*}
$$

Use of this and the mass conservation Eq. (2.21) gives $\bar{\rho}(x, t)=$ const if $\bar{\rho}(x, t=0)=$ const. On the other hand, in the case using the variable-type $\bar{p}$ (i.e., the first expression in Eq. (2.64)), $\bar{\rho}(x, t) \neq$ const even if $\bar{\rho}(x, t=0)=$ const. Thus, using the variable-type $\bar{p}$ makes the system of shallow-water equations complicated. We note that the variable-type
$\bar{p}$ can be approximated by the constant-type $\bar{p}$ when $h \ll p_{\mathrm{a} 0} /\left(\left|\bar{\rho} / 2-\rho_{\mathrm{a}}\right| g\right)$.

### 2.1.6 Front condition

At the flow front $x=x_{\mathrm{N}}(t)$ (see Figure 2.1), the kinematic condition (2.15): $\mathrm{d} x_{\mathrm{N}} / \mathrm{d} t=$ $u_{\mathrm{N}}$ and the mass, momentum and energy conservation equations should be taken into account. In addition, to describe realistic gravity current dynamics, we must consider a quasi-steady balance between the buoyancy pressure driving the current front ( $\sim\left(\bar{\rho}_{\mathrm{N}}-\right.$ $\left.\rho_{\mathrm{a}}\right) g h_{\mathrm{N}} \cos \theta$ ) and the resistance pressure caused by the acceleration of the ambient fluid around the front $\left(\sim \rho_{\mathrm{a}} \bar{u}_{\mathrm{N}}^{2}\right)$, because the flow front is affected by the resistance of the ambient fluid. This condition is known as the front condition, and can be written as follows (e.g., Ungarish 2007):

$$
\begin{align*}
& \frac{\rho_{\mathrm{a}} \bar{u}_{\mathrm{N}}^{2}}{\left(\bar{\rho}_{\mathrm{N}}-\rho_{\mathrm{a}}\right) g h_{\mathrm{N}} \cos \theta}=F r_{\mathrm{N} 0}^{2} \\
\therefore \quad & \bar{u}_{\mathrm{N}}=F r_{\mathrm{N} 0} \sqrt{\frac{\bar{\rho}_{\mathrm{N}}}{\rho_{\mathrm{a}}}} \sqrt{\frac{\bar{\rho}_{\mathrm{N}}-\rho_{\mathrm{a}}}{\bar{\rho}_{\mathrm{N}}} g h_{\mathrm{N}} \cos \theta} \tag{2.66}
\end{align*}
$$

where $F r_{\text {N } 0}$, which is an imposed frontal Froude number in a Boussinesq system (i.e., $\bar{\rho}_{\mathrm{N}} / \rho_{\mathrm{a}} \approx 10^{0}$ ), is assumed to be a constant of order $10^{0}$. Inviscid theory suggests $F r_{\mathrm{N} 0}=$ $\sqrt{2}$ (Benjamin, 1968). On the other hand, $F r_{\mathrm{N} 0}$ was experimentally evaluated by Huppert \& Simpson (1980) to be 1.19 and by Marino et al. (2005) to be 0.87 .

### 2.1.7 Summary of Section 2.1

We summarize the system of the generalized one-layer shallow-water equations derived in Section 2.1. There are six unknown variables (depth $h$, density $\bar{\rho}$, velocity $\bar{u}$, internal energy $\bar{e}$, temperature $\bar{T}$, and thermodynamic pressure $\bar{p}$ ) in the six equations (the mass, momentum and energy conservation equations, the thermal equation of state, the caloric equation of state, and the equation associated with the thermodynamic pressure). At the flow front, the front condition is solved to describe realistic gravity current dynamics.

## Mass conservation equation

Form Eq. (2.21), the mass conservation equation is written as

$$
\begin{equation*}
\frac{\partial}{\partial t}(\bar{\rho} h)+\frac{\partial}{\partial x}(\bar{\rho} \bar{u} h)=\dot{M}_{a}, \tag{2.67}
\end{equation*}
$$

where $\dot{M}_{a}$ is the rate of change of the mass due to physical processes such as entrainment of ambient fluid.

## Momentum conservation equation

From Eq. (2.56), the momentum conservation equation is written as

$$
\begin{align*}
& \frac{\partial}{\partial t}(\bar{\rho} \bar{u} h)+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{2} h+\frac{\bar{\rho}-\rho_{\mathrm{a}}}{2} g h^{2} \cos \theta\right) \\
& \quad-\left(\bar{\rho}-\rho_{\mathrm{a}}\right) g h \sin \theta+\left(\bar{\rho}-\rho_{\mathrm{a}}\right) g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}+h \frac{\partial}{\partial x}\left(\Delta p_{\mathrm{f}}\right)=\dot{M}_{o} \tag{2.68}
\end{align*}
$$

where $\dot{M}_{o}$ is the rate of change of the momentum due to physical processes such as basal drag. $\Delta p_{\mathrm{f}}$ is 0 in general (Figure 2.2).

## Energy conservation equation

From Eq. (2.59), the energy conservation equation is written as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\bar{\rho} \bar{e} h+\frac{1}{2} \bar{\rho} \bar{u}^{2} h+\bar{\rho}\left(\frac{h}{2}+z_{\mathrm{b}}\right) g h \cos \theta-\bar{\rho} x g h \sin \theta\right) \\
& \quad+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{e} \bar{u} h+\frac{1}{2} \bar{\rho} \bar{u}^{3} h+\bar{\rho}\left(\frac{h}{2}+z_{\mathrm{b}}\right) \bar{u} g h \cos \theta-\bar{\rho} \bar{u} x g h \sin \theta\right) \\
& \quad+\frac{\partial}{\partial x}(\bar{p} \bar{u} h)+\left(\bar{p}-\frac{1}{2} \bar{\rho} g h \cos \theta\right) \frac{\partial h}{\partial t}-\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial t} \\
& \quad=\dot{M}_{e}+\dot{Q}, \tag{2.69}
\end{align*}
$$

where $\dot{M}_{e}$ is the rate of exchange of mechanical energy between the inside and outside of the system, and $\dot{Q}$ is the rate of exchange of heat between the inside and outside of the
system. Instead of solving Eq. (2.69), we also can solve the internal energy conservation equation:

$$
\begin{align*}
& \frac{\partial}{\partial t}(\bar{\rho} \bar{e} h)+\frac{\partial}{\partial x}(\bar{\rho} \bar{e} \bar{u} h)+\bar{p}\left(\frac{\partial h}{\partial t}+\frac{\partial}{\partial x}(\bar{u} h)\right) \\
& \quad=\dot{Q}+\dot{M}_{e}-\left(\dot{M}_{o} \bar{u}-\dot{M}_{a} \frac{\bar{u}^{2}}{2}+\dot{M}_{a} g(\bar{z} \cos \theta-x \sin \theta)\right) \tag{2.70}
\end{align*}
$$

which is derived by substituting the mass and momentum conservation Eqs. (2.67) and (2.68) into the energy conservation Eq. (2.69); see Appendix B for the details of the algebra.

## The thermal equation of state

From Eq. (2.6), the thermal equation of state is written as

$$
\begin{equation*}
\frac{1}{\bar{\rho}}=\frac{\bar{R} \bar{T}}{\bar{p}} \tag{2.71}
\end{equation*}
$$

where $\bar{R}$ is the gas constant, which may vary due to physical processes as entrainment of ambient fluid into the current.

## The caloric equation of state

The caloric equation of state is written as

$$
\begin{equation*}
\frac{\partial \bar{T}}{\partial t}+\bar{u} \frac{\partial \bar{T}}{\partial x}=\frac{1}{\bar{C}_{\mathrm{v}}}\left(\frac{\partial \bar{e}}{\partial t}+\bar{u} \frac{\partial \bar{e}}{\partial x}\right) \tag{2.72}
\end{equation*}
$$

from Eq. (2.7) or as

$$
\begin{equation*}
\frac{\partial \bar{T}}{\partial t}+\bar{u} \frac{\partial \bar{T}}{\partial x}=\frac{1}{\bar{C}_{\mathrm{p}}}\left(\frac{\partial}{\partial t}\left(\bar{e}+\frac{\bar{p}}{\bar{\rho}}\right)+\bar{u} \frac{\partial}{\partial x}\left(\bar{e}+\frac{\bar{p}}{\bar{\rho}}\right)\right) \tag{2.73}
\end{equation*}
$$

from Eq. (2.8), where the heat capacity at constant volume $\bar{C}_{\mathrm{v}}$ and that at constant pressure $\bar{C}_{\mathrm{p}}$ may vary due to physical processes such as entrainment of ambient fluid into the
current.

## The equation associated with the thermodynamic pressure $\bar{p}$

In the derivation processes of the momentum and energy conservation Eqs. (2.68) and (2.69), the thermodynamic pressure $\bar{p}$ is Eq. (2.51) with Eq. (2.53):

$$
\left\{\begin{array}{l}
\bar{p}=p_{\mathrm{f}}+\frac{1}{2} \bar{\rho} g h \cos \theta  \tag{2.74}\\
p_{\mathrm{f}}=p_{\mathrm{a} 0}+\rho_{\mathrm{a}} g x \sin \theta-\rho_{\mathrm{a}} g\left(h+z_{\mathrm{b}}\right) \cos \theta+\Delta p_{\mathrm{f}}
\end{array}\right.
$$

where $p_{\mathrm{a} 0}$ is a constant hydrostatic pressure of the ambient fluid at the reference point ( $x=0, z=0$ ); see Figure 2.2. Instead of solving Eq. (2.74), we may be able to use the simplified version of Eq. (2.74):

$$
\begin{equation*}
\bar{p}=p_{\mathrm{a} 0} \quad(=\text { const }) . \tag{2.75}
\end{equation*}
$$

## Front condition

The front condition, which represents a quasi-steady balance between the buoyancy pressure driving the current front and the resistance pressure caused by the acceleration of the ambient fluid around the front, is written as Eq. (2.66):

$$
\begin{equation*}
\bar{u}_{\mathrm{N}}=F r_{\mathrm{N} 0} \sqrt{\frac{\bar{\rho}_{\mathrm{N}}}{\rho_{\mathrm{a}}}} \sqrt{\frac{\bar{\rho}_{\mathrm{N}}-\rho_{\mathrm{a}}}{\bar{\rho}_{\mathrm{N}}}} g h_{\mathrm{N}} \cos \theta \quad \text { at } \quad x=x_{\mathrm{N}}(t), \tag{2.76}
\end{equation*}
$$

where $F r_{\text {N0 }}$, which is an imposed frontal Froude number in a Boussinesq system (i.e., $\bar{\rho}_{\mathrm{N}} / \rho_{\mathrm{a}} \approx 10^{0}$ ), is assumed to be a constant of order $10^{0}$.

### 2.2 Two-layer model of pyroclastic density currents

We formulate a new unsteady two-layer PDC model, on the basis of the generalized unsteady one-layer shallow-water model derived in Section 2.1. Many PDCs spread ra-
dially from a volcanic vent, although some PDCs are confined within a canyon or valley. Thus, we formulate the dynamics of two-layer PDCs spreading both radially and restricted within one-dimensional channel. Since the one-layer model derived in Section 2.1 describes the behavior of one-dimensional channelized currents, we firstly formulate a one-dimensional channelized two-layer PDC model (Subsections 2.2.1-2.2.3), subsequently formulate a radially spreading two-layer PDC model (Subsection 2.2.4).

The two-layer model consists of a dilute layer and the underlying dense basal layer (Figure 2.3). The two layers evolve separately, but are coupled through physical processes as suspended volcanic ash particles in the dilute layer settle into the basal dense layer. Deposits are produced by the dilute and/or dense layers. The interface between the dilute layer and the surrounding ambient air $\left(z=z_{\mathrm{f}}(x, t)\right)$ and the interface between the dilute and dense layers $\left(z=z_{\mathrm{m}}(x, t)\right)$ are written as

$$
\begin{align*}
z_{\mathrm{f}} & =h+z_{\mathrm{m}}  \tag{2.77}\\
z_{\mathrm{m}} & =h_{\mathrm{H}}+z_{\mathrm{b}} \tag{2.78}
\end{align*}
$$

using the local topography or the height of deposits formed by the current $\left(z_{\mathrm{b}}(x, t)\right)$, the depth of the dilute layer $(h(x, t))$, and the depth of the dense layer $\left(h_{\mathrm{H}}(x, t)\right.$ ), where the subscript H denotes the dense layer.

### 2.2.1 Dilute layer

We model the dilute current as a highly turbulent, well-mixed, particle-laden suspension flow. The dynamics of the dilute current is controlled by particle settling (e.g., Bonnecaze et al., 1993; Sparks et al., 1993), entrainment of ambient air (e.g., Bursik \& Woods, 1996; Johnson \& Hogg, 2013), basal drag (e.g., Hogg \& Pritchard, 2004), and frontal resistance of ambient air (e.g., Ungarish, 2007; Shimizu et al., 2017). The entrainment of ambient air causes the thermal expansion of the dilute current (e.g., Bursik \& Woods, 1996; Andrews \& Manga, 2012). It is composed of the solid particles, volcanic gas, and the air entrained


Figure 2.3: Schematic illustration of the two-layer PDC model, propagating along a slope inclined at $\theta$ to the horizontal, with $x$ parallel to the slope and $z$ perpendicular. There are three interfaces, between the top of the dilute layer and the surrounding ambient air $\left(z=z_{\mathrm{f}}(x, t)\right.$ ), between the dilute and dense layers $\left(z=z_{\mathrm{m}}(x, t)\right)$, and between the bottom of the current and the local topography imposed on the slope ( $z=z_{\mathrm{b}}(x, t)$ ).
from ambient, so that the mass fractions ( $\bar{n}$ ) obey

$$
\begin{equation*}
\bar{n}_{\mathrm{s}}+\bar{n}_{\mathrm{a}}+\bar{n}_{\mathrm{g}}=1, \tag{2.79}
\end{equation*}
$$

where the subscripts s , g, and a denote solid particles, volcanic gas, and air, respectively. There are seven main unknown variables (bulk density $\bar{\rho}$, depth $h$, velocity $\bar{u}$, internal energy $\bar{e}$, temperature $\bar{T}$, the mass fraction of the entrained air $\bar{n}_{\mathrm{a}}$, and the mass fraction of solid particles $\bar{n}_{\mathrm{s}}$ ) in the following seven equations (i.e., Eqs. (2.80), (2.81), (2.82), (2.85), (2.89), (2.90) and (2.91)). At the flow front of the dilute current, the front condition (2.93) is solved to describe realistic gravity current dynamics (e.g., Shimizu et al., 2017).

## Mass conservation equations

On the basis of Eq. (2.67), the mass conservation equations for the entrained air, the particles in the current, and the bulk can be written as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\bar{n}_{\mathrm{a}} \bar{\rho} h\right)+\frac{\partial}{\partial x}\left(\bar{n}_{\mathrm{a}} \bar{\rho} \bar{u} h\right)=\rho_{\mathrm{a}} E|\bar{u}|,  \tag{2.80}\\
& \frac{\partial}{\partial t}\left(\bar{n}_{\mathrm{s}} \bar{\rho} h\right)+\frac{\partial}{\partial x}\left(\bar{n}_{\mathrm{s}} \bar{\rho} \bar{u} h\right)=-\bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}} \cos \theta,  \tag{2.81}\\
& \frac{\partial}{\partial t}(\bar{\rho} h)+\frac{\partial}{\partial x}(\bar{\rho} \bar{u} h)=\rho_{\mathrm{a}} E|\bar{u}|-\frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \bar{\rho} W_{\mathrm{s}} \cos \theta, \tag{2.82}
\end{align*}
$$

respectively. Here, $\rho_{\mathrm{a}}$ is a constant density of ambient air, $E$ is the entrainment coefficient, $W_{\mathrm{s}}$ is the settling velocity of the particles from the base of the dilute layer, and $n_{\mathrm{sH}}(=$ const) is the mass fraction of solid particles in the dense layer (see Subsection 2.2.2 for the details).

The entrainment of ambient air into the dilute layer is taken into account in the the right-hand side in Eq. (2.80) and the first term of the right-hand side in Eq. (2.82). Air entrainment is assumed to occur on the upper surface of the dilute layer (e.g., Bursik \& Woods, 1996; Johnson \& Hogg, 2013). In the same way as Bursik \& Woods (1996), we
adopt the entrainment coefficient proposed by Parker et al. (1987):

$$
\begin{equation*}
E=\frac{0.075}{\left(1+718 R i^{2.4}\right)^{0.5}}, \tag{2.83}
\end{equation*}
$$

where the Richardson number: $R i \equiv\left(\left(\bar{\rho}-\rho_{\mathrm{a}}\right) g h \cos \theta\right) /\left(\bar{\rho} \bar{u}^{2}\right)$; see Figure 2.4.


Figure 2.4: The entrainment coefficient $E$ proposed by Parker et al. (1987) vs. the Richardson number $R i$ (Eq. (2.83)).

Particle settling from the dilute layer to the dense layer or the deposit is taken into account in the right-hand side in Eq. (2.81) and the second term of the right-hand side in Eq. (2.82). Note that, in the second term of the right-hand side in Eq. (2.82), the mass transfer of the particles and the volcanic gas is taken into account. $W_{\mathrm{s}}$ is given by (e.g., Sparks et al., 1997; Dellino et al., 2005):

$$
\begin{equation*}
W_{\mathrm{s}}=\sqrt{\frac{4\left(\rho_{\mathrm{s}}-\bar{\rho}_{\mathrm{g} \& \mathrm{a}}\right) g d}{3 C_{\mathrm{ds}} \bar{\rho}_{\mathrm{g} \& \mathrm{a}}}} \tag{2.84}
\end{equation*}
$$

where $\rho_{\mathrm{s}}$ is the density of particles, $d$ is their diameter, $\bar{\rho}_{\text {g\&a }}$ is the density of the gas phase composed of volcanic gas and entrained air, and a drag coefficient $C_{\mathrm{ds}}$ is herein set to 1
(cf. Woods \& Bursik, 1991); see Figure 2.5.


Figure 2.5: Particle settling velocity $W_{\text {s }}$ vs. solid particle diameter $d$ (Eq. (2.84)). Here, solid particle density $\rho_{\mathrm{s}}$ is assumed to be $1000 \mathrm{~kg} / \mathrm{m}^{3}$, and gas phase density $\bar{\rho}_{\mathrm{g} \& \mathrm{a}}$ is assumed to ambient air density $\rho_{\mathrm{a}}\left(=1.23 \mathrm{~kg} / \mathrm{m}^{3}\right)$.

## Momentum conservation equation

On the basis of Eq. (2.68), the momentum conservation equation can be written as

$$
\begin{align*}
& \frac{\partial}{\partial t}(\bar{\rho} \bar{u} h)+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{2} h+\frac{\bar{\rho}-\rho_{\mathrm{a}}}{2} g h^{2} \cos \theta\right) \\
& \quad=\left(\bar{\rho}-\rho_{\mathrm{a}}\right) g h \sin \theta-\left(\bar{\rho}-\rho_{\mathrm{a}}\right) g h \cos \theta \frac{\partial z_{\mathrm{m}}}{\partial x}-\frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \bar{\rho} \bar{u} W_{\mathrm{s}} \cos \theta-\tau_{\mathrm{m}}, \tag{2.85}
\end{align*}
$$

where $\tau_{\mathrm{m}}$ is the interfacial drag between the dilute layer and the dense layer or the deposit. Note that the friction on the side wall of the channel is neglected. The terms of the right-hand side of this momentum conservation equation represent the downslope and topographic acceleration, the momentum lost from the dilute current owing to the particle settling, and the interfacial drag. We model the interfacial drag as a Chézy-type drag (e.g.,

Doyle et al., 2008, 2010, 2011):

$$
\begin{equation*}
\tau_{\mathrm{m}}=C_{\mathrm{dm}} \bar{\rho}\left(\bar{u}-\bar{u}_{\mathrm{H}}\right)\left|\bar{u}-\bar{u}_{\mathrm{H}}\right|, \tag{2.86}
\end{equation*}
$$

where $\bar{u}_{\mathrm{H}}$ is the velocity of the dense layer, and $C_{\mathrm{dm}}$ is a Chézy drag coefficient. We estimate the drag coefficient $C_{\mathrm{dm}}$ using the empirical formula proposed by Hager (1988) and given by

$$
\begin{equation*}
C_{\mathrm{dm}}=0.025 R e_{0}^{-0.2}, \tag{2.87}
\end{equation*}
$$

where $R e_{0}$ is a characteristic Reynolds number of the dilute current (see Figure 2.6; cf. Hogg \& Pritchard, 2004).


Figure 2.6: The drag coefficient $C_{\mathrm{d}}$ proposed by Hager (1988) vs. a characteristic Reynolds number $R e_{0}$ (Eq. (2.87)).

## Energy conservation equation

On the basis of Eq. (2.69), the energy conservation equation can be written as

$$
\begin{align*}
& \frac{\partial}{\partial t}(\bar{\rho} \bar{e} h\left.+\frac{1}{2} \bar{\rho} \bar{u}^{2} h+\bar{\rho}\left(\frac{h}{2}+z_{\mathrm{m}}\right) g h \cos \theta-\bar{\rho} x g h \sin \theta\right) \\
&+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{e} \bar{u} h+\frac{1}{2} \bar{\rho} \bar{u}{ }^{3} h+\bar{\rho}\left(\frac{h}{2}+z_{\mathrm{m}}\right) \bar{u} g h \cos \theta-\bar{\rho} \bar{u} x g h \sin \theta+\bar{p} \bar{u} h\right) \\
&+\left(\bar{p}-\frac{1}{2} \bar{\rho} g h \cos \theta\right) \frac{\partial h}{\partial t}-\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{m}}}{\partial t} \\
&= \rho_{\mathrm{a}} E|\bar{u}| g\left(\left(h+z_{\mathrm{m}}\right) \cos \theta-x \sin \theta\right)-\frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \bar{\rho} W_{\mathrm{s}} \cos \theta\left(z_{\mathrm{m}} \cos \theta-x \sin \theta\right) \\
& \quad-\frac{1}{2} \frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \bar{\rho} \bar{u}^{2} W_{\mathrm{s}} \cos \theta-\tau_{\mathrm{m}} \bar{u} \\
& \quad+\rho_{\mathrm{a}} E|\bar{u}| C_{\mathrm{pa}} T_{\mathrm{a}}-\bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}} \cos \theta C_{\mathrm{s}} \bar{T}-\frac{1-n_{\mathrm{sH}}}{n_{\mathrm{sH}}} \bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}} \cos \theta C_{\mathrm{pg}} \bar{T}, \tag{2.88}
\end{align*}
$$

where $\bar{p}$ is the thermodynamic pressure of the dilute current, $C_{\mathrm{s}}$ is the specific heat of the solid particles, $C_{\mathrm{pg}}$ is the specific heat of volcanic gas at constant pressure, $C_{\mathrm{pa}}$ is the specific heat of air at constant pressure, and $T_{\mathrm{a}}$ is a constant temperature of ambient air. The terms of the right-hand side of this total energy conservation equation represent the potential energy gained or lost from the dilute current owing to the entrainment of ambient air and the particle settling, the kinetic energy lost from the dilute current owing to the particle settling and the interfacial drag, and the thermal energy gained or lost from the dilute current owing to the entrainment of ambient air and the particle settling.

By using the mass and momentum conservation Eqs. (2.82) and (2.85), we can rewrite the total energy conservation Eq. (2.88) as

$$
\begin{align*}
& \frac{\partial}{\partial t}(\bar{\rho} \bar{e} h)+\frac{\partial}{\partial x}(\bar{\rho} \bar{e} \bar{u} h)+\bar{p}\left(\frac{\partial h}{\partial t}+\frac{\partial}{\partial x}(\bar{u} h)\right) \\
& \quad=\rho_{\mathrm{a}} E|\bar{u}| C_{\mathrm{pa}} T_{\mathrm{a}}-\bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}} \cos \theta C_{\mathrm{s}} \bar{T}-\frac{1-n_{\mathrm{sH}}}{n_{\mathrm{sH}}} \bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}} \cos \theta C_{\mathrm{pg}} \bar{T} \\
& \quad+\frac{\bar{u}^{2}}{2} \rho_{\mathrm{a}} E|\bar{u}|+\frac{g h \cos \theta}{2}\left(\rho_{\mathrm{a}} E|\bar{u}|+\frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \bar{\rho} W_{\mathrm{s}} \cos \theta\right) \tag{2.89}
\end{align*}
$$

see Eq. (2.70). The fourth term of the right-hand side of Eq. (2.89) represents the rate at
which kinetic energy is transferred to the entrained air. The fifth and sixth terms of the right-hand side of Eq. (2.89) represents the rate at which potential energy is converted to heat. Instead of Eq. (2.88), we use Eq. (2.89) with the constant thermodynamic pressure $\bar{p}=p_{\mathrm{a} 0}\left(\equiv \rho_{\mathrm{a}} R_{\mathrm{a}} T_{\mathrm{a}}=\right.$ const $)$, where $R_{\mathrm{a}}$ is the gas constant of air.

## Thermal equation of state

On the basis of Eq. (2.71), the thermal equation of state can be written as

$$
\begin{equation*}
\frac{1}{\bar{\rho}}=\frac{\bar{n}_{\mathrm{s}}}{\rho_{\mathrm{s}}}+\frac{\bar{T}}{\bar{p}}\left(\bar{n}_{\mathrm{a}} R_{\mathrm{a}}+\bar{n}_{\mathrm{g}} R_{\mathrm{g}}\right) \tag{2.90}
\end{equation*}
$$

Here, $R_{\mathrm{g}}$ is the gas constant of volcanic gas. In Eq. (2.90) as well as the energy conservation Eq. (2.89), the thermodynamic pressure is treated as a constant atmospheric pressure $\bar{p}=p_{\mathrm{a} 0}\left(\equiv \rho_{\mathrm{a}} R_{\mathrm{a}} T_{\mathrm{a}}=\right.$ const $)$.

## Caloric equation of state

In the same way as Bursik \& Woods (1996), we use the simplified version of the caloric equation of state (2.73):

$$
\begin{equation*}
\bar{e}+\frac{\bar{p}}{\bar{\rho}}=\bar{C}_{\mathrm{p}} \bar{T} . \tag{2.91}
\end{equation*}
$$

Here, $\bar{C}_{\mathrm{p}}$ is the mass averaged specific heat at constant pressure of the current, given by

$$
\begin{equation*}
\bar{C}_{\mathrm{p}}=\bar{n}_{\mathrm{s}} C_{\mathrm{s}}+\bar{n}_{\mathrm{a}} C_{\mathrm{pa}}+\bar{n}_{\mathrm{g}} C_{\mathrm{pg}} . \tag{2.92}
\end{equation*}
$$

In Eq. (2.91) as well as the energy conservation Eq. (2.89) and the thermal equation of state (2.90), the thermodynamic pressure is treated as a constant atmospheric pressure $\bar{p}=p_{\mathrm{a} 0}\left(\equiv \rho_{\mathrm{a}} R_{\mathrm{a}} T_{\mathrm{a}}=\right.$ const $)$.

## Front condition

On the basis of Eq. (2.76), the front condition of the dilute current can be written as

$$
\begin{equation*}
\bar{u}_{\mathrm{N}}=F r_{\mathrm{N} 0} \sqrt{\frac{\bar{\rho}_{\mathrm{N}}}{\rho_{\mathrm{a}}}} \sqrt{\frac{\bar{\rho}_{\mathrm{N}}-\rho_{\mathrm{a}}}{\bar{\rho}_{\mathrm{N}}} g h_{\mathrm{N}} \cos \theta} \quad \text { at } \quad x=x_{\mathrm{N}}(t) \tag{2.93}
\end{equation*}
$$

where the subscript N denotes the front of the dilute current.

### 2.2.2 Dense layer

We model the dense current as a fluidized granular flow. The dynamics of the dense current is controlled by basal drag (e.g., Hogg \& Pritchard, 2004; Roche et al., 2008; Gueugneau et al., 2017), progressive sedimentation (e.g., Doyle et al., 2007; Girolami et al., 2008, 2010; 2015; Doyle et al., 2010), and particle supplying from the overlying dilute current (e.g., Doyle et al., 2011; Breard et al., 2016; Kelfoun, 2017). The dense current, consisting of solid particles and volcanic gas, is assumed to have a constant bulk density

$$
\begin{equation*}
\rho_{\mathrm{H}}=\left(\frac{n_{\mathrm{sH}}}{\rho_{\mathrm{s}}}+\frac{1-n_{\mathrm{sH}}}{\rho_{\mathrm{gH}}}\right)^{-1}=\rho_{\mathrm{s}} \phi_{\mathrm{sH}}+\rho_{\mathrm{gH}}\left(1-\phi_{\mathrm{sH}}\right)=\text { const }, \tag{2.94}
\end{equation*}
$$

where $\rho_{\mathrm{gH}}$ is a constant density of volcanic gas, and $\phi_{\mathrm{sH}}$ is a constant volume fraction of solid particles in the dense layer. The constant mass fraction of solid particles in the dense layer is given by $n_{\mathrm{sH}}=\phi_{\mathrm{sH}} \rho_{\mathrm{s}} / \rho_{\mathrm{H}}$. There are two main unknown variables (depth $h_{\mathrm{H}}$ and velocity $\bar{u}_{\mathrm{H}}$ ) in the following two equations (i.e., Eqs. (2.95) and (2.97)).

## Mass conservation equation

On the basis of Eq. (2.67), the mass conservation equation can be written as

$$
\begin{equation*}
\rho_{\mathrm{H}} \frac{\partial h_{\mathrm{H}}}{\partial t}+\rho_{\mathrm{H}} \frac{\partial}{\partial x}\left(\bar{u}_{\mathrm{H}} h_{\mathrm{H}}\right)=\frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \bar{\rho} W_{\mathrm{s}} \cos \theta-\rho_{\mathrm{H}} D, \tag{2.95}
\end{equation*}
$$

where $D$ is a deposition rate. The terms of the right-hand side of this mass conservation equation represent the particle supply from the dilute layer and the progressive sedimentation.

Although the deposition and erosion processes, determining the value of $D$, is not fully understood, the deposition rate $D$ is assumed to be a hindered particle settling velocity in previous models of debris flows and fluvial flows (e.g., Cao, 2004; Li et al., 2017). We assume that the deposition rate $D$ can be modeled as the hindered settling velocity to estimate the value of $D$ using the empirical formula proposed by Richardson \& Zaki (1954) and given by

$$
\begin{equation*}
D=\left(1-\phi_{\mathrm{sH}}\right)^{m} W_{\mathrm{sH}}, \tag{2.96}
\end{equation*}
$$

where $W_{\mathrm{sH}}$ is the terminal velocity of a single particle at $\phi_{\mathrm{sH}} \approx 0$, and $m$ is an empirical exponent that can vary from approximately 7 to 12 (see Figure 2.7; Druitt et al., 2007). $W_{\mathrm{sH}}$ is given by $\sqrt{4\left(\rho_{\mathrm{s}}-\rho_{\mathrm{gH}}\right) g d /\left(3 C_{\mathrm{ds}} \rho_{\mathrm{gH}}\right)}$ in the same manner as $W_{\mathrm{s}}$ (Eq. (2.84)). Because typical range of particle volume fraction $\phi_{\mathrm{sH}}$ is $0.4-0.5$ (e.g., Breard et al., 2016), $D / W_{\text {sH }}$ is the order of $10^{-3}-10^{-2}$ (Figure 2.7).

## Momentum conservation equation

On the basis of Eq. (2.68), the momentum conservation equation can be written as

$$
\begin{align*}
\rho_{\mathrm{H}} \frac{\partial}{\partial t} & \left(\bar{u}_{\mathrm{H}} h_{\mathrm{H}}\right)+\rho_{\mathrm{H}} \frac{\partial}{\partial x}\left(\bar{u}_{\mathrm{H}}^{2} h_{\mathrm{H}}+\frac{1}{2} \frac{\rho_{\mathrm{H}}-\rho_{\mathrm{a}}}{\rho_{\mathrm{H}}} g h_{\mathrm{H}}^{2} \cos \theta\right) \\
= & \left(\rho_{\mathrm{H}}-\rho_{\mathrm{a}}\right) g h_{\mathrm{H}} \sin \theta-\left(\rho_{\mathrm{H}}-\rho_{\mathrm{a}}\right) g h_{\mathrm{H}} \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}-h_{\mathrm{H}} \frac{\partial}{\partial x}\left(\left(\bar{\rho}-\rho_{\mathrm{a}}\right) g h \cos \theta\right) \\
& +\frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \bar{\rho} \bar{u} W_{\mathrm{s}} \cos \theta-\rho_{\mathrm{H}} \bar{u}_{\mathrm{H}} D+\tau_{\mathrm{m}}-\tau_{\mathrm{b}}, \tag{2.97}
\end{align*}
$$

where $\tau_{\mathrm{b}}$ is the basal drag. The terms of the right-hand side of this momentum conservation equation represent the downslope and topographic acceleration, the pressure gradient on the basal layer exerted by variations in the height of the overlying dilute layer, the


Figure 2.7: The non-dimensional deposition rate $D / W_{\mathrm{sH}}$ vs. volumetric fraction of solid particles $\phi_{\mathrm{sH}}$. The deposition rate $D$ is estimated by the hindered particle settling velocity proposed by Richardson \& Zaki (1954) (i.e., Eq. (2.96)).
momentum gained from the overlying dilute layer owing to the particle settling, the interfacial drag between the dense layer and the overlying dilute layer, and the basal drag.

The basal drag $\tau_{\mathrm{b}}$ is determined by the rheology of the dense current. According to experimental studies for an initially fluidized granular flow (e.g., Roche et al., 2008, 2010), the dense current initially has a fluid-inertial behavior (this stage is referred to as fluid-inertial regime; cf. Roche, 2012). This behavior is caused by the reduction of interparticle friction due to high internal gas pore pressure. Finally, the dense current decelerates and eventually stops because the pore pressure diffuses out and the interparticle friction increases (this stage is referred to as granular-frictional regime; cf. Roche, 2012). The basal drag of some dense PDC models is modeled as a Coulomb-type drag: $\tau_{\mathrm{b}}=\tan \delta\left(\rho_{\mathrm{H}}-\rho_{\mathrm{a}}\right) g h_{\mathrm{H}} \cos \theta \bar{u}_{\mathrm{H}} /\left|\bar{u}_{\mathrm{H}}\right|$, where $\delta$ is a dynamic basal friction angle (e.g., Kelfoun \& Druitt, 2005; Patra et al., 2005; Doyle et al., 2008, 2010, 2011; Kelfoun et al., 2009; Kelfoun, 2017). The Coulomb-type drag reproduces the granular-frictional behavior, but does not reproduce the fluid-inertial behavior (Roche et al., 2008; Shimizu et al.,
2017). On the other hand, a Chézy-type drag, which is often used to describe the basal drag of inviscid fluids (e.g., Hogg \& Pritchard, 2004), reproduces the fluid-inertial behavior, but does not reproduce the granular-frictional behavior (Roche et al., 2008; Shimizu et al., 2017).

A significant part of the emplacement of the dense current is though to be the fluidinertial regime. Thus, in order to reproduce the fluid-inertial behavior, we model the basal drag as a Chézy-type drag:

$$
\begin{equation*}
\tau_{\mathrm{b}}=C_{\mathrm{db}} \rho_{\mathrm{H}} \bar{u}_{\mathrm{H}}\left|\bar{u}_{\mathrm{H}}\right| \tag{2.98}
\end{equation*}
$$

where $C_{\mathrm{db}}$ is a Chézy drag coefficient. We estimate the drag coefficient $C_{\mathrm{db}}$ using the empirical formula proposed by Hager (1988) and given by

$$
\begin{equation*}
C_{\mathrm{db}}=0.025 R e_{\mathrm{H} 0}^{-0.2} \tag{2.99}
\end{equation*}
$$

where $R e_{\text {H0 }}$ is a characteristic Reynolds number of the dense current (see Figure 2.6; cf. Hogg \& Pritchard, 2004).

## Front condition

On the basis of Eq. (2.76), the front condition of the dense current can be written as

$$
\begin{equation*}
\bar{u}_{\mathrm{NH}}=F r_{\mathrm{N} 0} \sqrt{\frac{\rho_{\mathrm{H}}}{\rho_{\mathrm{a}}}} \sqrt{\frac{\rho_{\mathrm{H}}-\rho_{\mathrm{a}}}{\rho_{\mathrm{H}}} g h_{\mathrm{NH}} \cos \theta} \quad \text { at } \quad x=x_{\mathrm{NH}}(t) \tag{2.100}
\end{equation*}
$$

where the subscript NH denotes the front of the dense current.

### 2.2.3 Deposit

Assuming that the deposit is not erodible and has the same bulk density as the dense current, we may define the aggradation rate of material in the depositional system as

$$
\frac{\partial z_{\mathrm{b}}}{\partial t}= \begin{cases}\frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \frac{\bar{\rho}}{\rho_{\mathrm{H}}} W_{\mathrm{s}} \cos \theta & \text { (Sedimentation from the dilute current) }  \tag{2.101}\\ D & \text { (Sedimentation from the dense current) }\end{cases}
$$

The mass conservation equation of the dense current (2.95) determines which of the two layers forms the deposit.

### 2.2.4 Radially spreading case

The dynamics of the radially spreading dilute and dense layers can be formulated, in the same way as the one-dimensional channelized case. The distance (i.e., radius) from the volcanic vent is represented by $r$. The conservation equations of the dilute layer can be

## written as

Conservation of entrained air mass:

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\bar{n}_{\mathrm{a}} \bar{\rho} h\right)+\frac{1}{r} \frac{\partial}{\partial r}\left(\bar{n}_{\mathrm{a}} \bar{\rho} \bar{u} h r\right)=\rho_{\mathrm{a}} E|\bar{u}|, \tag{2.102}
\end{equation*}
$$

Conservation of solid particle mass:

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\bar{n}_{\mathrm{s}} \bar{\rho} h\right)+\frac{1}{r} \frac{\partial}{\partial r}\left(\bar{n}_{\mathrm{s}} \bar{\rho} \bar{u} h r\right)=-\bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}} \cos \theta \tag{2.103}
\end{equation*}
$$

Conservation of bulk mass:

$$
\begin{equation*}
\frac{\partial}{\partial t}(\bar{\rho} h)+\frac{1}{r} \frac{\partial}{\partial r}(\bar{\rho} \bar{u} h r)=\rho_{\mathrm{a}} E|\bar{u}|-\frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \bar{\rho} W_{\mathrm{s}} \cos \theta, \tag{2.104}
\end{equation*}
$$

Momentum conservation:

$$
\begin{align*}
& \frac{\partial}{\partial t}(\bar{\rho} \bar{u} h)+\frac{1}{r} \frac{\partial}{\partial r}\left(\bar{\rho} \bar{u}^{2} h r\right)+\frac{\partial}{\partial r}\left(\frac{\bar{\rho}-\rho_{\mathrm{a}}}{2} g h^{2} \cos \theta\right) \\
& \quad=\left(\bar{\rho}-\rho_{\mathrm{a}}\right) g h \sin \theta-\left(\bar{\rho}-\rho_{\mathrm{a}}\right) g h \cos \theta \frac{\partial z_{\mathrm{m}}}{\partial r}-\frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \bar{\rho} \bar{u} W_{\mathrm{s}} \cos \theta-\tau_{\mathrm{m}} \tag{2.105}
\end{align*}
$$

Energy conservation:

$$
\begin{align*}
& \frac{\partial}{\partial t}(\bar{\rho} \bar{e} h)+\frac{1}{r} \frac{\partial}{\partial r}(\bar{\rho} \bar{e} \bar{u} h r)+\bar{p}\left(\frac{\partial h}{\partial t}+\frac{1}{r} \frac{\partial}{\partial r}(\bar{u} h r)\right) \\
& \quad=\rho_{\mathrm{a}} E|\bar{u}| C_{\mathrm{pa}} T_{\mathrm{a}}-\bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}} \cos \theta C_{\mathrm{s}} \bar{T}-\frac{1-n_{\mathrm{sH}}}{n_{\mathrm{sH}}} \bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}} \cos \theta C_{\mathrm{pg}} \bar{T} \\
& \quad+\frac{\bar{u}^{2}}{2} \rho_{\mathrm{a}} E|\bar{u}|+\frac{g h \cos \theta}{2}\left(\rho_{\mathrm{a}} E|\bar{u}|+\frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \bar{\rho} W_{\mathrm{s}} \cos \theta\right) . \tag{2.106}
\end{align*}
$$

The conservation equations of the dense layer can be written as

Mass conservation:

$$
\begin{equation*}
\rho_{\mathrm{H}} \frac{\partial h_{\mathrm{H}}}{\partial t}+\rho_{\mathrm{H}} \frac{1}{r} \frac{\partial}{\partial r}\left(\bar{u}_{\mathrm{H}} h_{\mathrm{H}} r\right)=\frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \bar{\rho} W_{\mathrm{s}} \cos \theta-\rho_{\mathrm{H}} D \tag{2.107}
\end{equation*}
$$

Momentum conservation:

$$
\begin{align*}
\rho_{\mathrm{H}} \frac{\partial}{\partial t} & \left(\bar{u}_{\mathrm{H}} h_{\mathrm{H}}\right)+\rho_{\mathrm{H}} \frac{1}{r} \frac{\partial}{\partial r}\left(\bar{u}_{\mathrm{H}}^{2} h_{\mathrm{H}} r\right)+\frac{\partial}{\partial r}\left(\frac{1}{2} \frac{\rho_{\mathrm{H}}-\rho_{\mathrm{a}}}{\rho_{\mathrm{H}}} g h_{\mathrm{H}}^{2} \cos \theta\right) \\
= & \left(\rho_{\mathrm{H}}-\rho_{\mathrm{a}}\right) g h_{\mathrm{H}} \sin \theta-\left(\rho_{\mathrm{H}}-\rho_{\mathrm{a}}\right) g h_{\mathrm{H}} \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial r}-h_{\mathrm{H}} \frac{\partial}{\partial r}\left(\left(\bar{\rho}-\rho_{\mathrm{a}}\right) g h \cos \theta\right) \\
& \quad+\frac{\bar{n}_{\mathrm{s}}}{n_{\mathrm{sH}}} \bar{\rho} \bar{u} W_{\mathrm{s}} \cos \theta-\rho_{\mathrm{H}} \bar{u}_{\mathrm{H}} D+\tau_{\mathrm{m}}-\tau_{\mathrm{b}} . \tag{2.108}
\end{align*}
$$

The other equations are the same as the one-dimensional channelized case.

## Chapter 3

## Numerical treatment

In Section 2.2, we have formulated a new unsteady two-layer PDC model. In this chapter, we describe numerical treatments of the model.

### 3.1 Finite volume method

As the system (2.77)-(2.101) are nonlinear and hyperbolic, shocks may develop in the currents. Consequently, we use a finite volume method with shock-capturing capability (e.g., LeVeque, 2002; Toro, 2001). Since the conservation equations in the system are not homogeneous equations (i.e., the terms of the right-hand sides of the conservation equations are non-zero), we use a fractional-step method (e.g., LeVeque, 2002) to solve the conservation equations with source terms (i.e., the terms of the right-hand sides of the equations) numerically, that is, the conservation equations with source terms:

$$
\begin{equation*}
\frac{\partial}{\partial t} \boldsymbol{q}+\frac{\partial}{\partial x} \boldsymbol{f}(\boldsymbol{q})=\boldsymbol{s}(\boldsymbol{q}) \tag{3.1}
\end{equation*}
$$

are split into two subproblems that can be solved independently:

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} \boldsymbol{q}+\frac{\partial}{\partial x} \boldsymbol{f}(\boldsymbol{q})=\mathbf{0}  \tag{3.2}\\
\frac{\partial}{\partial t} \boldsymbol{q}=s(\boldsymbol{q}),
\end{array}\right.
$$

where $\boldsymbol{q}, \boldsymbol{f}$ and $s$ are the vectors of the conserved variables, fluxes and sources, respectively. Thus, we update a piecewise constant function $\boldsymbol{Q}_{i}^{n}$ that approximates the average value of the solution $\boldsymbol{q}$ in each grid cell $i$ at time step $n$ (i.e., $\boldsymbol{Q}_{i}^{n} \equiv \frac{1}{\Delta x} \int_{x_{i-1 / 2}}^{x_{i+1 / 2}} \boldsymbol{q}\left(x, t^{n}\right) \mathrm{d} x$ ), using the expression

$$
\begin{cases}\text { 1st step: } & \boldsymbol{Q}_{i}^{*}=\boldsymbol{Q}_{i}^{n}-\frac{\Delta t}{\Delta x}\left(\boldsymbol{F}_{i+1 / 2}-\boldsymbol{F}_{i-1 / 2}\right)  \tag{3.3}\\ \text { 2nd step: } & \boldsymbol{Q}_{i}^{n+1}=\boldsymbol{Q}_{i}^{*}+\Delta t \boldsymbol{S}\left(\boldsymbol{Q}_{i}^{*}\right)\end{cases}
$$

where $\Delta x\left(=x_{i+1 / 2}-x_{i-1 / 2}\right)$ is the constant cell length and $\Delta t\left(=t^{n+1}-t^{n}\right)$ is the time interval. The time interval $\Delta t$ is limited by the Courant-Friedrichs-Lewy condition (e.g., LeVeque, 2002; Toro, 2001). The intercell flux between cells $i$ and $i+1, \boldsymbol{F}_{i+1 / 2}(\equiv$ $\left.\frac{1}{\Delta t} \int_{t^{n}}^{t^{n+1}} \boldsymbol{f}\left(\boldsymbol{q}\left(x_{i+1 / 2}, t\right)\right) \mathrm{d} t\right)$, is obtained by using an approximate Riemann solver, such as the HLL scheme (e.g., Toro, 2001):

$$
\boldsymbol{F}_{i+1 / 2} \approx \begin{cases}\boldsymbol{F}_{i} & \text { if } \quad S_{i} \geq 0  \tag{3.4}\\ \boldsymbol{F}^{\mathrm{hl}} \equiv \frac{S_{i+1} \boldsymbol{F}_{i}-S_{i} \boldsymbol{F}_{i+1}+S_{i+1} S_{i}\left(\boldsymbol{Q}_{i+1}-\boldsymbol{Q}_{i}\right)}{S_{i+1}-S_{i}} & \text { if } \quad S_{i}<0<S_{i+1} \\ \boldsymbol{F}_{i+1} & \text { if } \quad S_{i+1} \leq 0\end{cases}
$$

For the case of the dilute current, the wave speed estimates $S_{i}$ and $S_{i+1}$ are given by

$$
\begin{equation*}
S_{i}=\bar{u}_{i}-a_{i} q_{i}, \quad S_{i+1}=\bar{u}_{i+1}+a_{i+1} q_{i+1}, \tag{3.5}
\end{equation*}
$$

where $a_{K}(K=i, i+1)$ is given by

$$
\begin{equation*}
a_{K}=\sqrt{\frac{\bar{\rho}_{K}-\rho_{\mathrm{a}}}{\bar{\rho}_{K}} g h_{K} \cos \theta} \tag{3.6}
\end{equation*}
$$

and $q_{K}(K=i, i+1)$ is given by

$$
q_{K}= \begin{cases}\sqrt{\frac{1}{2}\left[\frac{\left(h_{*}+h_{K}\right) h_{*}}{h_{K}^{2}}\right]} & \text { if } \quad h_{*}>h_{K}  \tag{3.7}\\ 1 & \text { if } \quad h_{*} \leq h_{K}\end{cases}
$$

Here, $h_{*}$ is an estimate for the exact solution for $h$ in "star region", given by

$$
\begin{equation*}
h_{*}=\frac{1}{2}\left(h_{i}+h_{i+1}\right)-\frac{1}{4}\left(\bar{u}_{i+1}-\bar{u}_{i}\right)\left(h_{i}+h_{i+1}\right) /\left(a_{i}+a_{i+1}\right) . \tag{3.8}
\end{equation*}
$$

For the case of the dense current, the wave speed estimates $S_{i}$ and $S_{i+1}$ are given in the same way as the case of the dilute current.

### 3.2 Flow front

An mentioned above, PDCs are characterized by strong density stratification due to particle settling (e.g., Branney \& Kokelaar, 2002), whereby a dilute current with $\bar{\rho} / \rho_{\mathrm{a}}=10^{0}-$ $10^{1}$ overrides the dense basal current with $\rho_{\mathrm{H}} / \rho_{\mathrm{a}}=10^{2}-10^{3}$. if we are to capture the effects of the density ratio (i.e., $\bar{\rho} / \rho_{\mathrm{a}}$ and $\rho_{\mathrm{H}} / \rho_{\mathrm{a}}$ ), it is important to calculate the front condition (i.e., Eqs. (2.93) and (2.100)) correctly (Ungarish, 2007). Previously, two types of numerical models have been proposed to calculate the front condition. In one, the front condition is calculated as a boundary condition at each time step (e.g., Ungarish, 2009). We refer to this model as the Boundary Condition (BC) model (Figure 3.1a). In the other, the front condition is calculated by setting a thin artificial bed ahead of the front (e.g., Toro, 2001). We refer to this as the Artificial Bed (AB) model (Figure 3.1b). In the AB model, the resistance of the ambient fluid at the flow front is modeled by the reaction of the force pushing the artificial bed at the flow front. We assessed the BC and AB models by comparing their numerical results with the analytical results (see Appendix C for the details). The results from the BC model agree well with the analytical results when the density ratio $\lesssim 10^{2}$. In contrast, the AB model generates good approximations of
the analytical results for the density ratio $\gtrsim 10^{2}$. On the basis of these results, we use the BC model for the overlying dilute layer ( $\bar{\rho} / \rho_{\mathrm{a}}=10^{0}-10^{1}$ ) and the AB model for the underlying dense layer ( $\rho_{\mathrm{H}} / \rho_{\mathrm{a}}=10^{2}-10^{3}$ ).
(a) Boundary Condition (BC) model

(b) Artificial Bed (AB) model


Figure 3.1: Schematic illustration of the numerical models used to calculate the front condition. (a) Boundary Condition (BC) model. (b) Artificial Bed (AB) model.

### 3.2.1 Boundary Condition (BC) model

In the BC model, the physical values at the flow front (the conserved variables and $x_{\mathrm{N}}$ ) are calculated as boundary conditions of the current from the front condition and the conservation equations at each time step. In the present numerical method, because we apply a fixed spatial coordinate with constant $\Delta x$, the front position $x=x_{\mathrm{N}}(t)$ generally does not coincide with the margins of the grid cells. We therefore define the cell that includes the front as the front cell $(i=F C(t)$, where $F C(t)$ is an integer $)$, and the width of the region that the current occupies in the front cell as $\Delta x_{\mathrm{FC}}(t)\left(0 \leq \Delta x_{\mathrm{FC}}(t)<\Delta x\right.$;
see Figure 3.2). Using $F C(t)$ and $\Delta x_{\mathrm{FC}}(t)$, we can write the front position as

$$
\begin{equation*}
x_{\mathrm{N}}(t)=(F C(t)-1) \Delta x+\Delta x_{\mathrm{FC}}(t) . \tag{3.9}
\end{equation*}
$$

Thus, in the conservation equations at the flow front, the kinematic condition $\left(\mathrm{d} x_{\mathrm{N}} / \mathrm{d} t=\right.$ $\bar{u}_{\mathrm{N}}$ ) should be taken into account.


Figure 3.2: Schematic illustration of the computational domain of the Boundary Condition (BC) model.

### 3.2.2 Artificial Bed (AB) model

In the AB model, the conservation equations are numerically solved using a shock-capturing method for not only the interior, but also the outside of the current by a priori setting a thin artificial bed ahead of the front. Through this numerical procedure, the flow front is generated as the flow following a shock formed ahead of the front without any additional calculation. We give a sufficiently small value $10^{-10}$ to the non-dimensional thickness of the artificial bed, $\varepsilon$ (Figure 3.1b; see Appendix C for the details).

### 3.3 Liftoff of dilute current

The dilute current is initially denser than ambient air. But, as it settles particles and thermally expands the entrained air, parts of it can become lighter than ambient air to reverse buoyancy. In natural pyroclastic density currents, this part can liftoff into air to produce a buoyant plume. In our numerical model, this part is not calculated after liftoff.

## Chapter 4

## Results

本章については， 5 年以内に雑誌等で刊行予定のため，非公開。

## Chapter 5

## Discussion

本章については， 5 年以内に雑誌等で刊行予定のため，非公開。

## Chapter 6

## Geological implication

本章については， 5 年以内に雑誌等で刊行予定のため，非公開。

## Chapter 7

## Conclusion

In this thesis, a new two-layer model of pyroclastic density currents (PDCs) has been developed by using the unsteady shallow-water equations. The two-layer model, which is composed of a basal dense current and an overlying dilute current, captures the essential features of the dynamics of PDCs with strong vertical density stratification. The dynamics of the dilute current is controlled by frontal resistance of ambient air, air entrainment, thermal expansion of entrained air and particle settling. In the dense current, on the other hand, basal friction, progressive sedimentation and particle supply from the upper dilute current govern its dynamics. To understand the origin of diversity of PDC deposits, a series of numerical simulations of radially spreading or one-dimensional channelized PDCs were performed, involving a wide range of the mass eruption rates at source (i.e., the collapsing column edge) $\dot{M}_{0}$, the temperatures of erupted material $T_{\text {in }}$, the particle settling velocities at the base of the dilute current $W_{\mathrm{s}}$, and the deposition rates at the base of the dense current $D$. We focused on time evolution of two-layer PDCs generated by initially dilute mixtures from collapsing eruption columns.

Numerical results show that a dilute PDC, generated from the collapsing column, produces a basal dense current (i.e., a two-layer PDC) as it flows, and a deposit aggrades upward from the base. When the frontal region of the dilute current becomes lighter than ambient air to reverse buoyancy and liftoff, the front of the dilute current does not
propagate further. When the mass flux of the dense current and the deposition rate at the base balance at the frontal region, the front of the dense current does not propagate further. Consequently, each layer converges to a steady state. These results provide a global view of the dyanamics and deposition of PDCs with strong density stratification. Since the dilute current is about $10^{0} \mathrm{~km}$ thick, it may surmount topographic barriers to emplace its deposits on the topographic barriers. On the other hand, since the dense current is about $10^{0} \mathrm{~m}$ thich, it may travel as valley-confined tongues being affected by local topography. The combination of the dilute and dense currents exhibits diverse features of dynamics depending on local topography, and hence, diverse features of deposits.

On the basis of the steady runout distances of the dilute and dense currents, the behaviors of the two-layer PDCs are classified into three regimes: Regime 1, Regime 2a, and Regime 2b (Chapter 4). In Regime 1, the dense current does not develop, and the dilute current directly forms its deposits. In Regime 2a, the dense current develops, but the steady runout distance of the dilute current is longer than that of the dense current. In Regime 2b, the dense current develops, and the steady runout distance of the dense current is longer than that of the dilute current (Figure ??). We have systematically clarified the mechanisms which lead to the above classification of the flow regime through the following three steps.

First, we have identified governing dimensionless parameters: $W_{\mathrm{s}} /\left(\mathcal{U} a_{0}\right), D / W_{\mathrm{s}}$, $E|\bar{u}| / W_{\mathrm{s}}$, and $\left(C_{\mathrm{pa}} T_{\mathrm{a}}\right) /\left(C_{\mathrm{p} 0} T_{0}\right)$ (Step 1; Section ??). The parameter $W_{\mathrm{s}} / \mathcal{U}$ represents the ratio of the particle settling velocity at the base of the dilute current to the horizontal velocity scale of the two-layer PDC. The velocity scale $\mathcal{U}$ depends on the mass eruption rate at source $\dot{M}_{0}$ (i.e., $\mathcal{U} \propto \dot{M}_{0}^{1 / 5}$ ). The parameter $a_{0}$ is the aspect ratio of the height scale of the dilute current to the length (or radius) of the collapsing column, which is imposed on a boundary condition. The parameter $D / W_{\mathrm{s}}$ represents the relative magnitude of the effect of deposition from the base of the dense current to that of particle supply from the dilute current. The parameter $E|\bar{u}| / W_{\mathrm{s}}$ represents the relative magnitude of the effect of air entrainment to that of particle settling. Here, $E|\bar{u}|$ is the entrainment velocity,
where $\bar{u}$ is the local flow velocity and $E$ is the entrainment coefficient. The parameter $\left(C_{\mathrm{pa}} T_{\mathrm{a}}\right) /\left(C_{\mathrm{p} 0} T_{0}\right)$, defined as the ratio of the enthalpy of the entrained air to that of the dilute current, represents the degree of thermal expansion of air entrained into the dilute current. Here, $C_{\mathrm{pa}}$ and $C_{\mathrm{p} 0}$ are the heat capacities at constant pressure of air and the dilute current at the collapsing column edge, respectively, and $T_{\mathrm{a}}$ and $T_{0}$ is the temperatures of ambient air and the dilute current at the collapsing column edge, respectively.

Secondly, we have derived the analytical solution of the steady runout distances from the mass conservation equations of the two-layer PDCs for the case without air entrainment to understand the theoretical framework of the regime transition (Step 2; Section ??). The analytical solution shows that the steady runout distances of the dilute and dense currents primarily depend on the parameter $W_{\mathrm{s}} /\left(\mathcal{U} a_{0}\right)$, which in turn depends on the mass eruption rate at source $\dot{M}_{0}$. The analytical solution also suggests that the boundaries of regimes (i.e., Regimes 1, 2a and 2b) are mainly determined by the parameter $D / W_{s}$, which is independent of the mass eruption rate at source $\dot{M}_{0}$.

Finally, we have compared the analytical solution with numerical results of the twolayer model where the effects of air entrainment are taken into consideration (Step 3; Subsection ??). The numerical results show that the runout distance of the two-layer PDCs is strongly affected by air entrainment in the case of small $W_{\mathrm{s}} /\left(\mathcal{U} a_{0}\right)$ (i.e., large $\left.\dot{M}_{0}\right)$, whereas the effect of air entrainment is limited in the case of large $W_{\mathrm{s}} /\left(\mathcal{U} a_{0}\right)$ (i.e., small $\dot{M}_{0}$ ).

The numerical results also show that the effects of thermal expansion of entrained air on the steady runout distances strongly depend on the temperature of erupted material (i.e., the parameter $\left.\left(C_{\mathrm{pa}} T_{\mathrm{a}}\right) /\left(C_{\mathrm{p} 0} T_{0}\right)\right)$ (Subsection ??). When the temperature of erupted material is high (i.e., small $\left(C_{\mathrm{pa}} T_{\mathrm{a}}\right) /\left(C_{\mathrm{p} 0} T_{0}\right)$ ), a large degree of thermal expansion of entrained air significantly enhances the liftoff; as a result, the steady runout distance of the dilute current decreases as the degree of air entrainment increases. In this case, the steady runout distance of the dense current also decreases because thermal expansion of entrained air in the overlying dilute current leads to decreasing of the particle supply
from the dilute current to the dense current. When the temperature of erupted material is low (i.e., large $\left(C_{\mathrm{pa}} T_{\mathrm{a}}\right) /\left(C_{\mathrm{p} 0} T_{0}\right)$ ), on the other hand, the entrainment of air results in thickening of the dilute current without enhancing liftoff; as a result, the steady runout distance does not decrease or can even increase as the degree of entrainment increases. Because thickening of the dilute current also leads to decreasing the particle settling from the dilute current to the dense current, the steady runout distance of the dense current decreases as the degree of entrainment increases for the large $\left(C_{\mathrm{pa}} T_{\mathrm{a}}\right) /\left(C_{\mathrm{p} 0} T_{0}\right)$ case, too.

Through the above discussions, we have established a diagram showing the transitions of the flow regimes (i.e., Regimes 1, 2a and 2b) in the parameter space of $D / W_{\mathrm{s}}$ vs. $W_{\mathrm{s}} /\left(\mathcal{U} a_{0}\right)$ (Section ??). The analytical solution shows that the transition condition between Regimes 1 and 2a is dependent on the parameter $D / W_{\mathrm{s}}$ but is independent of the other parameters. The analytical solution indicates that the transition between Regimes 2 a and 2 b is also dependent on the parameter $D / W_{\mathrm{s}}$ alone under the condition without air entrainment. However, when the effect of air entrainment is considered, the transition between Regimes 2a and 2 b depends on the temperature of erupted material; the region of Regime 2a expands in the regime diagram as $W_{\mathrm{s}} /\left(\mathcal{U} a_{0}\right)$ decreases, in the case of low temperature.

In the numerical results of our unsteady model using the shallow-water equations, we commonly observe "overshoot": namely, the maximum runout distance of the transitional state exceeds the steady runout distance (Section ??). The overshoot of the dilute current results from the formation of head, which in turn is caused by the frontal resistance of ambient air. Because the head is thicker than the body, the particle settling rate in the head is lower than that in the body, so that the head can flow further than the body, the rear of which roughly corresponds to the steady runout distance. The overshoot of the dense current, on the other hand, results from two types of mechanisms. One is that the overshoot of the dense current results from formation of the dense current head (Figure ??a). Because the head of the dense current is thicker than the body of the dense current, the head can flow further than the body, the rear of which roughly corresponds to the
steady runout distance of the dense current. The other mechanism is that the overshoot of the dense current is directly formed by the dilute current flowing further than the steady runout distance of the dense current (Figure ? ? b).

In this study, we have discussed not only radially spreading (axisymmetric) PDCs, but also one-dimensional (1D) channelized currents (Section ??). Although the results of 1D channelized currents show basically similar tendencies to those of the radially spreading case, there are some different features between two cases as follows; (1) the runout distance of the 1 D channelized currents is much longer than that of the radially spreading currents, (2) the effect of air entrainment to that of particle settling is less remarkable in the 1 D channelized currents than that of the radially spreading currents. These features are explained by the fact that the 1 D channelized currents are thicker than the radially spreading currents (Figure ??).

We consider that the present model has improved the results of existing models of PDCs in several aspects (Section ??). In the one-layer dilute PDC models of Bursik \& Woods (1996), Dade \& Huppert (1996) and Dade (2003), the strong vertical density stratification is not taken into account. Although the runout distances predicted by these models are qualitatively consistent with that of the present model for Regimes 1 and 2a, they substantially underestimate the runout distance of PDCs for Regime 2b. In the models of Dade \& Huppert (1996) and Dade (2003) and the unsteady two-layer PDC models of Doyle et al. $(2008,2010,2011)$ and Kelfoun $(2017)$, air entrainment is not taken into account. As a result, these previous models significantly overestimate the runout distances of the dilute current with high temperature and the dense current, and underestimate the runout distances of the dilute current with low temperature, particularly when the relative magnitude of the effect of air entrainment to that of particle settling is large (i.e., small $\left.W_{\mathrm{s}} /\left(\mathcal{U} a_{0}\right)\right)$.

The present results account for diverse features of PDC deposits (e.g., distributions and sedimentary structures) (Chapter 6). A wide range of distributions of PDC deposits can be accounted for by variable runout distances of PDCs, depending on the mass erup-
tion rate at source, $\dot{M}_{0}$. Generally, a wide variety of sedimentary structures of PDC deposits (e.g., massive and/or stratified lithofacies) result from the flow-particle interaction inside the boundary layer at the bottom of PDCs (Branney \& Kokelaar, 2002). Because the flow-particle interaction in the bottom boundary layer is significantly different between the dilute and dense currents, it is considered that some of the diversities of PDC deposits are explained by the difference in the flow-particle interaction in the bottom boundary layer between the dilute and dense currents. When stratified lithofacies are predominantly observed from proximal to distal areas, the PDC deposits are interpreted to be emplaced by PDCs of Regime 1. When massive lithofacies are predominantly observed from proximal to distal areas, the PDC deposits are interpreted to be emplaced by PDCs of Regime 2b. When distal lithofacies change from massive to stratified, the PDC deposits are interpreted to be emplaced by PDCs of Regime 2a. Our results that the region of Regime 2a expands as the temperature of erupted material decreases in the regime diagram are consistent with the observation that stratified surge deposits are commonly observed in the deposits of phreatomagmatic eruptions (e.g., base surge deposits; see Cas \& Wright, 1987).

Although we believe that the conclusions derived in this thesis are robust and provide new insights into the dynamics of PDCs and the diversity of PDC deposits, we should bear in mind the limitations of the present model. We suggest some future works as follows.

- The deposition rate at the base of the dense current, $D$, must be accurately modeled, because $D$ critically affects the transitions of the above regimes. In the present study, we tentatively modeled the value of $D$ on the basis of the hindered settling velocity; however, the values of $D$ is considered to be determined by combinations of the deposition and erosion processes in the dense currents. Some experimental studies of an initially fluidized granular flows are in progress (e.g., Roche et al., 2010; Girolami et al., 2010, 2015; Roche, 2012), but the deposition and erosion processes are not yet fully understood.
- The elutriation process from the dense current may play an important role in PDC dynamics and PDC deposits. In the present model, we assumed that the upper dilute current is formed by the collapsing eruption column edge; however, field observations of natural PDCs indicate that dilute ash clouds are also formed by elutriation from the dense current (Branney \& Kokelaar, 2002). It is also suggested that the dilute current derived by the elutriation may proceed the parent dense current (e.g., Kelfoun, 2017; Kelfoun et al., 2017).
- A gradual density stratification develops in the upper dilute part of natural PDCs (e.g., Dufek, 2016; Breard et al., 2016), whereas the present two-layer PDC model is depth-averaged within each layer. To quantitatively reproduce PDC dynamics and PDC deposits, the vertical profiles of the density stratification within the dilute current should be taken into consideration.
- The pore-pressure diffusion in the dense current causes an increase of friction (e.g., Gueugneau et al., 2017). In the present model, although this effect is not directly considered, the effects of stopping of the dense current due to the the friction are indirectly taken into account in the deposition process with the (effective) deposition speed $D$. To quantitatively reproduce PDC dynamics and PDC deposits, the effects of the pore-pressure diffusion in the dense current should be fully taken into account.

A more sophisticated model that takes the above effects into account needs to be developed to reproduce quantitative features of field observations.

## Appendix A

## Summary of notations

$a_{0} \quad$ Aspect ratio of $\mathcal{H}$ to $r_{0}$ (or $x_{0}$ )
$b_{0} \quad$ Aspect ratio of $y_{0}$ to $r_{0}$ (or $x_{0}$ )
$C_{\mathrm{d}} \quad$ Drag coefficient
$C_{\mathrm{p}} \quad$ Heat capacity at constant pressure
$C_{\mathrm{s}} \quad$ Heat capacity of solid particle
$C_{\mathrm{v}} \quad$ Heat capacity at constant volume
$D \quad$ Deposition rate at the base of dense current [ $\mathrm{m} / \mathrm{s}$ ]
d Diameter of solid particle [m]
$E \quad$ Entrainment coefficient
$e \quad$ Internal energy per unit mass $\left[\mathrm{m}^{2} / \mathrm{s}^{2}\right]$
$e_{\text {tot }} \quad$ Total energy per unit mass $\left[\mathrm{m}^{2} / \mathrm{s}^{2}\right]$
Fr Froude number of current
$F r_{\text {No }} \quad$ Imposed frontal Froude number
$g \quad$ Gravitational body force $\left[\mathrm{m} / \mathrm{s}^{2}\right.$ ]
$h \quad$ Thickness of current [m]
$\mathcal{H} \quad$ Characteristic height scale of current [m]
$\dot{M}_{0} \quad$ Mass eruption rate at the collapsing eruption column edge $[\mathrm{kg} / \mathrm{s}]$
$n \quad$ Mass fraction (or time step)
$p \quad$ Pressure [Pa]
$R \quad$ Gas constant [ $\mathrm{J} /(\mathrm{kg} \cdot \mathrm{K})$ ]
$r \quad$ Radius (distance) from volcanic vent (in radially spreading cases) [m]
Re Reynolds number of current
Ri Richardson number of current
$T \quad$ Temperature [K]
$t$ Time [s]
$\mathcal{T} \quad$ Characteristic time scale $[\mathrm{s}]$
$u \quad$ Velocity component in $x$ (or $r$ ) direction [ $\mathrm{m} / \mathrm{s}$ ]
$\mathcal{U} \quad$ Characteristic velocity scale $[\mathrm{m} / \mathrm{s}$ ]
$w \quad$ Velocity component in $z$ direction [ $\mathrm{m} / \mathrm{s}$ ]
$W_{\mathrm{s}} \quad$ Particle settling velocity at the base of (dilute) current [ $\mathrm{m} / \mathrm{s}$ ]
$x \quad$ Distance from volcanic vent (in one-dimensional channelized cases) [m]
$y_{0} \quad$ Width of the one-dimensional channel [m]
$z \quad$ Coordinate in the direction perpendicular to ground surface [m]

Subscript
a Air
ave Used to emphasize a horizontally averaged variable
b Upper surface of ground or deposit (i.e., base of (dense) current)
base Base of current
c Current
f Upper surface of dilute current
FC Front cell of Boundary Condition model
g Volcanic gas
g\&a Gas phase (i.e., volcanic gas and air)
H Dense (i.e., high particle concentration) current
in Volcanic vent
m Upper surface of dense current
N Nose (i.e., front) of current
s Solid particle
0 Collapsing eruption column edge or other reference point
$\infty \quad$ Steady runout distance of current

Upper- and over-script

* Used to emphasize a non-dimensional variable
(a dimensional variable only in Appendix C.4)
- Used to emphasize a depth-averaged (i.e., $z$-averaged) variable

Greek
$\gamma \quad$ Ratio of specific heats $C_{\mathrm{p}} / C_{\mathrm{v}}$
$\Gamma$ Riemann Invariants
$\Delta p \quad$ Pressure difference $p-p_{\mathrm{a}}[\mathrm{Pa}]$
$\delta \quad$ Dynamic basal friction angle $\left[{ }^{\circ}\right]$
$\varepsilon \quad$ Non-dimensional thickness of artificial bed in Artificial Bed model
$\eta \quad$ Viscosity [Pa•s]
$\tau \quad$ Drag at the base of current $\left[\mathrm{kg} /\left(\mathrm{m} \cdot \mathrm{s}^{2}\right)\right]$
$\theta \quad$ Angle between the $x$ (or $r$ ) axis and the horizontal axis [ ${ }^{\circ}$ ]
$\rho \quad$ Mass density $\left[\mathrm{kg} / \mathrm{m}^{3}\right]$
$\phi \quad$ Volume fraction

## Appendix B

## Derivation of the internal energy

## conservation Eq. (2.70)

The energy conservation Eq. (2.69) can be rewritten as

$$
\begin{align*}
\frac{\partial}{\partial t}(\bar{\rho} \bar{e} h) & +\frac{\partial}{\partial x}(\bar{\rho} \bar{e} \bar{u} h) \\
= & -\frac{\partial}{\partial t}\left(\frac{1}{2} \bar{\rho} \bar{u}^{2} h\right)-\frac{\partial}{\partial x}\left(\frac{1}{2} \bar{\rho} \bar{u}^{3} h\right) \\
& -\frac{\partial}{\partial t}(\bar{\rho} g h(\bar{z} \cos \theta-x \sin \theta))-\frac{\partial}{\partial x}(\bar{\rho} \bar{u} g h(\bar{z} \cos \theta-x \sin \theta)) \\
& -\frac{\partial}{\partial x}(\bar{p} \bar{u} h)-\left(\bar{p}-\frac{1}{2} \bar{\rho} g h \cos \theta\right) \frac{\partial h}{\partial t}+\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial t} \\
& +\dot{Q}+\dot{M}_{e} . \tag{B.1}
\end{align*}
$$

In this chapter, by using the mass and momentum conservation Eqs. (2.67) and (2.68), we transform the right-hand side of Eq. (B.1) to derive the internal energy conservation Eq. (2.70).

Using the mass conservation Eq. (2.67), we can obtain

$$
\begin{align*}
& \frac{\partial}{\partial t}(\bar{\rho} g h(\bar{z} \cos \theta-x \sin \theta))+\frac{\partial}{\partial x}(\bar{\rho} g \bar{u} h(\bar{z} \cos \theta-x \sin \theta)) \\
&= \bar{\rho} g h \cos \theta\left(\frac{\partial \bar{z}}{\partial t}+\bar{u} \frac{\partial \bar{z}}{\partial x}\right)-\bar{\rho} g \bar{u} h \sin \theta \\
&+g(\bar{z} \cos \theta-x \sin \theta) \dot{M}_{a} . \tag{B.2}
\end{align*}
$$

We substitute Eq. (B.2) into Eq. (B.1) to obtain

$$
\begin{align*}
\frac{\partial}{\partial t}(\bar{\rho} \bar{e} h) & +\frac{\partial}{\partial x}(\bar{\rho} \bar{e} \bar{u} h) \\
= & -\frac{\partial}{\partial t}\left(\frac{1}{2} \bar{\rho} \bar{u}^{2} h\right)-\frac{\partial}{\partial x}\left(\frac{1}{2} \bar{\rho} \bar{u}^{3} h\right) \\
& -\bar{\rho} g h \cos \theta\left(\frac{\partial \bar{z}}{\partial t}+\bar{u} \frac{\partial \bar{z}}{\partial x}\right)+\bar{\rho} g \bar{u} h \sin \theta \\
& -\frac{\partial}{\partial x}(\bar{p} \bar{u} h)-\left(\bar{p}-\frac{1}{2} \bar{\rho} g h \cos \theta\right) \frac{\partial h}{\partial t}+\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial t} \\
& +\dot{Q}+\dot{M}_{e}-g(\bar{z} \cos \theta-x \sin \theta) \dot{M}_{a} \\
= & -\frac{\partial}{\partial t}\left(\frac{1}{2} \bar{\rho} \bar{u}^{2} h\right)-\frac{\partial}{\partial x}\left(\frac{1}{2} \bar{\rho} \bar{u}^{3} h\right) \\
& -\bar{\rho} g \bar{u} h \cos \theta \frac{\partial \bar{z}}{\partial x}+\bar{\rho} g \bar{u} h \sin \theta \\
& -\frac{\partial}{\partial x}(\bar{p} \bar{u} h)-\bar{p} \frac{\partial h}{\partial t} \\
& +\dot{Q}+\dot{M}_{e}-g(\bar{z} \cos \theta-x \sin \theta) \dot{M}_{a} \quad(\because \text { Eq. (2.50)). } \tag{B.3}
\end{align*}
$$

We can rewrite the momentum conservation Eq. (2.68) as

$$
\begin{array}{ll} 
& \frac{\partial}{\partial t}(\bar{\rho} \bar{u} h)+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{2} h\right)+\frac{\partial}{\partial x}\left(\frac{1}{2} \bar{\rho} g h^{2} \cos \theta\right) \\
& +h \frac{\partial p_{\mathrm{f}}}{\partial x}-\bar{\rho} g h \sin \theta+\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}=\dot{M}_{o} \quad(\because \text { Eq. (2.74)) }) \\
\therefore \quad & \frac{\partial}{\partial t}(\bar{\rho} \bar{u} h)+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{2} h\right)+\frac{\partial}{\partial x}\left(\left(p_{\mathrm{f}}+\frac{1}{2} \bar{\rho} g h \cos \theta\right) h\right) \\
& \quad-p_{\mathrm{f}} \frac{\partial h}{\partial x}-\bar{\rho} g h \sin \theta+\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}=\dot{M}_{o} \\
\therefore \quad & \frac{\partial}{\partial t}(\bar{\rho} \bar{u} h)+\frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{2} h\right)+\frac{\partial}{\partial x}(\bar{p} h) \\
& \quad-p_{\mathrm{f}} \frac{\partial h}{\partial x}+\bar{\rho} g h \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}-\bar{\rho} g h \sin \theta=\dot{M}_{o} \quad(\because \text { Eq. (2.74)). } \tag{B.4}
\end{array}
$$

Using the expressions

$$
\begin{align*}
\bar{u} \frac{\partial}{\partial t}(\bar{\rho} \bar{u} h) & =\frac{\partial}{\partial t}\left(\bar{\rho} \bar{u}^{2} h\right)-\bar{\rho} \bar{u} h \frac{\partial \bar{u}}{\partial t} \\
& =\frac{1}{2} \frac{\partial}{\partial t}\left(\bar{\rho} \bar{u}^{2} h\right)+\frac{1}{2} \frac{\partial}{\partial t}\left(\bar{\rho} \bar{u}^{2} h\right)-\bar{\rho} \bar{u} h \frac{\partial \bar{u}}{\partial t} \\
& =\frac{1}{2} \frac{\partial}{\partial t}\left(\bar{\rho} \bar{u}^{2} h\right)+\frac{\bar{u}^{2}}{2} \frac{\partial}{\partial t}(\bar{\rho} h)+\bar{\rho} h \frac{\partial}{\partial t}\left(\frac{\bar{u}^{2}}{2}\right)-\bar{\rho} \bar{u} h \frac{\partial \bar{u}}{\partial t} \\
& =\frac{1}{2} \frac{\partial}{\partial t}\left(\bar{\rho} \bar{u}^{2} h\right)+\frac{\bar{u}^{2}}{2} \frac{\partial}{\partial t}(\bar{\rho} h) \tag{B.5}
\end{align*}
$$

and

$$
\begin{align*}
\bar{u} \frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{2} h\right) & =\frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{3} h\right)-\bar{\rho} \bar{u}^{2} h \frac{\partial \bar{u}}{\partial x} \\
& =\frac{1}{2} \frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{3} h\right)+\frac{1}{2} \frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{3} h\right)-\bar{\rho} \bar{u}^{2} h \frac{\partial \bar{u}}{\partial x} \\
& =\frac{1}{2} \frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{3} h\right)+\frac{\bar{u}^{2}}{2} \frac{\partial}{\partial x}(\bar{\rho} \bar{u} h)+\bar{\rho} \bar{u} h \frac{\partial}{\partial x}\left(\frac{\bar{u}^{2}}{2}\right)-\bar{\rho} \bar{u}^{2} h \frac{\partial \bar{u}}{\partial x} \\
& =\frac{1}{2} \frac{\partial}{\partial x}\left(\bar{\rho} \bar{u}^{3} h\right)+\frac{\bar{u}^{2}}{2} \frac{\partial}{\partial x}(\bar{\rho} \bar{u} h) \tag{B.6}
\end{align*}
$$

we can rewrite Eq. (B.4) as

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\frac{1}{2} \bar{\rho} \bar{u}^{2} h\right)+\frac{\partial}{\partial x}\left(\frac{1}{2} \bar{\rho} \bar{u}^{3} h\right) \\
&=-\bar{u} \frac{\partial}{\partial x}(\bar{p} h)+p_{\mathrm{f}} \bar{u} \frac{\partial h}{\partial x}-\bar{\rho} g h \bar{u} \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}+\bar{\rho} g h \bar{u} \sin \theta \\
&+\bar{u} \dot{M}_{o}-\frac{\bar{u}^{2}}{2}\left(\frac{\partial}{\partial t}(\bar{\rho} h)+\frac{\partial}{\partial x}(\bar{\rho} \bar{u} h)\right) \\
&=-\bar{u} \frac{\partial}{\partial x}(\bar{p} h)+p_{\mathrm{f}} \bar{u} \frac{\partial h}{\partial x}-\bar{\rho} g h \bar{u} \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}+\bar{\rho} g h \bar{u} \sin \theta \\
&+\bar{u} \dot{M}_{o}-\frac{\bar{u}^{2}}{2} \dot{M}_{a} \quad(\because \text { Eq. (2.67)). } \tag{B.7}
\end{align*}
$$

We substitute Eq. (B.7) into Eq. (B.3) to obtain

$$
\begin{align*}
& \frac{\partial}{\partial t}(\bar{\rho} \bar{e} h)+\frac{\partial}{\partial x}(\bar{\rho} \bar{e} \bar{u} h) \\
&= \bar{u} \frac{\partial}{\partial x}(\bar{p} h)-p_{\mathrm{f}} \bar{u} \frac{\partial h}{\partial x}+\bar{\rho} g h \bar{u} \cos \theta \frac{\partial z_{\mathrm{b}}}{\partial x}-\bar{\rho} g \bar{u} h \cos \theta \frac{\partial \bar{z}}{\partial x} \\
&-\frac{\partial}{\partial x}(\bar{p} \bar{u} h)-\bar{p} \frac{\partial h}{\partial t} \\
&+\dot{Q}+\dot{M}_{e}-\bar{u} \dot{M}_{o}+\frac{\bar{u}^{2}}{2} \dot{M}_{a}-g(\bar{z} \cos \theta-x \sin \theta) \dot{M}_{a} \\
&= \bar{u} \frac{\partial}{\partial x}(\bar{p} h)-p_{\mathrm{f}} \bar{u} \frac{\partial h}{\partial x}-\frac{1}{2} \bar{\rho} g h \bar{u} \cos \theta \frac{\partial h}{\partial x} \\
&-\frac{\partial}{\partial x}(\bar{p} \bar{u} h)-\bar{p} \frac{\partial h}{\partial t} \\
&+\dot{Q}+\dot{M}_{e}-\bar{u} \dot{M}_{o}+\frac{\bar{u}^{2}}{2} \dot{M}_{a}-g(\bar{z} \cos \theta-x \sin \theta) \dot{M}_{a} \\
&= \bar{u} \frac{\partial}{\partial x}(\bar{p} h)-\bar{p} \bar{u} \frac{\partial h}{\partial x} \\
&-\frac{\partial}{\partial x}(\bar{p} \bar{u} h)-\bar{p} \frac{\partial h}{\partial t} \\
&+\dot{Q}+\dot{M}_{e}-\bar{u} \dot{M}_{o}+\frac{\bar{u}^{2}}{2} \dot{M}_{a}-g(\bar{z} \cos \theta-x \sin \theta) \dot{M}_{a} \\
& \quad(\because \text { Eq. (2.50) }) \\
& \frac{\partial}{\partial t}(\bar{\rho} \bar{e} h)+\frac{\partial}{\partial x}(\bar{\rho} \bar{e} \bar{u} h)+\bar{p}\left(\frac{\partial h}{\partial t}+\frac{\partial}{\partial x}(\bar{u} h)\right)  \tag{B.8}\\
&= \dot{Q}+\dot{M}_{e}-\bar{u} \dot{M}_{o}+\frac{\bar{u}^{2}}{2} \dot{M}_{a}-g(\bar{z} \cos \theta-x \sin \theta) \dot{M}_{a} .
\end{align*}
$$

## Appendix C

## Applicability of numerical models for the front condition

This Chapter is based on a paper published in Progress in Earth and Planetary Science (Shimizu et al., 2017).

As mentioned in Chapter 1, PDCs are characterized by strong density stratification due to particle settling (e.g., Branney \& Kokelaar, 2002), whereby a dilute gravity current (particle suspension flow) overrides the dense basal gravity current (fluidized granular flow). The ratio of the density of the dilute current, $\bar{\rho}$, to the ambient air, $\rho_{\mathrm{a}}$, is on the order $10^{0}-10^{1}$. And, the ratio of the density of the basal dense current, $\rho_{\mathrm{H}}$, to $\rho_{\mathrm{a}}$ is on the order $10^{2}-10^{3}$. If we are to capture the effects of the density ratio (i.e., $\bar{\rho} / \rho_{\mathrm{a}}$ and $\rho_{\mathrm{H}} / \rho_{\mathrm{a}}$ ), it is important to calculate the front condition (i.e., Eqs. (2.93) and (2.100)) correctly (Ungarish, 2007). In this chapter, we present a numerical method for the front condition for a wide range of the density ratio. In the following sections, we formulate the mathematical problem and show that the numerical treatment of the front condition is key to correctly solving the dynamics of gravity currents for a wide range of the density ratio within the framework of the shallow-water model. We also assess previous numerical methods that have been used to calculate the behavior of the flow front by comparing numerical and analytical results, and we propose a numerical method to simulate the dynamics of gravity
currents for a wide range of the density ratio under various geophysical conditions.

## C. 1 Formulation

We consider a planar, inviscid, incompressible, immiscible gravity current of density $\rho_{\mathrm{c}}$ in a thick ambient fluid of density $\rho_{\mathrm{a}}$, as shown in Figure C.1. The current propagates along a smooth horizontal bottom in the positive $x^{*}$ direction in time $t^{*}$, and gravitational acceleration $g$ acts in the negative $z^{*}$ direction, where asterisks denote dimensional variables although asterisks denote non-dimensional variables in other chapters. The propagating current is initially stationary in a reservoir of length $x_{0}$ and height $h_{0}$, and propagation occurs after a dam at $x^{*}=x_{0}$ is rapidly removed at $t^{*}=0$. The boundary at $x^{*}=0$ is a rigid wall. The flow front at $x^{*}=x_{\mathrm{N}}^{*}\left(t^{*}\right)$ is affected by the resistance of the ambient fluid, where N denotes the front. This problem is referred to as the "dam-break problem" (e.g., Ungarish, 2009), and is a simple geophysical scenario.


Figure C.1: Schematic of the gravity current released from a dam in a thick ambient fluid. Although asterisks denote non-dimensional variables in other chapters, asterisks denote dimensional variables in this chapter.

We assume that the current is shallow, with $h_{0} / x_{0} \ll 1$, and is in hydrostatic equilibrium in the vertical direction (i.e., the shallow-water approximation). In the shallow-water approximation, we can obtain the vertically averaged conservation equations of mass and
momentum for the flow interior $x^{*}<x_{\mathrm{N}}^{*}$ (e.g., Ungarish, 2007) as follows:

$$
\begin{align*}
& \frac{\partial h^{*}}{\partial t^{*}}+\frac{\partial}{\partial x^{*}}\left(u^{*} h^{*}\right)=0  \tag{C.1}\\
& \frac{\partial}{\partial t^{*}}\left(u^{*} h^{*}\right)+\frac{\partial}{\partial x^{*}}\left(u^{* 2} h^{*}+\frac{1}{2} \frac{\rho_{\mathrm{c}}-\rho_{\mathrm{a}}}{\rho_{\mathrm{c}}} g h^{* 2}\right)=0 \tag{C.2}
\end{align*}
$$

where $h(x, t)$ is the local height and $u(x, t)$ is the local horizontal velocity.
At the flow front $x^{*}=x_{\mathrm{N}}^{*}\left(t^{*}\right)$, the kinematic condition $\left(\mathrm{d} x_{\mathrm{N}}^{*} / \mathrm{d} t^{*}=u_{\mathrm{N}}^{*}\right)$ and the mass and momentum equations should be taken into account. In addition, to describe realistic gravity current dynamics, we must consider a quasi-steady balance between the buoyancy pressure driving the current front $\left(\sim\left(\rho_{\mathrm{c}}-\rho_{\mathrm{a}}\right) g h_{\mathrm{N}}^{*}\right)$ and the resistance pressure caused by the acceleration of the ambient fluid around the front $\left(\sim \rho_{\mathrm{a}} u_{\mathrm{N}}^{* 2}\right.$ ). This condition is known as the front condition, and can be written as follows (e.g., Ungarish, 2007):

$$
\begin{equation*}
u_{\mathrm{N}}^{*}=F r_{\mathrm{N} 0} \sqrt{\frac{\rho_{\mathrm{c}}-\rho_{\mathrm{a}}}{\rho_{\mathrm{a}}} g h_{\mathrm{N}}^{*}} \quad \text { at } \quad x^{*}=x_{\mathrm{N}}^{*}\left(t^{*}\right), \tag{C.3}
\end{equation*}
$$

where $F r_{\mathrm{N} 0}$, which is an imposed frontal Froude number, is assumed to be a constant of order $10^{0}$ (e.g., $\sqrt{2}$; Benjamin, 1968).

Here, using $x_{0}$ as the length scale and $h_{0}$ as the height scale, we rewrite all dimensional variables to dimensionless variables as follows:

$$
\begin{equation*}
x=x^{*} / x_{0}, \quad h=h^{*} / h_{0}, \quad u=u^{*} / U, \quad t=t^{*} / T, \tag{C.4}
\end{equation*}
$$

with

$$
\begin{equation*}
U=\sqrt{\frac{\rho_{\mathrm{c}}-\rho_{\mathrm{a}}}{\rho_{\mathrm{c}}} g h_{0}}, \quad T=x_{0} / U . \tag{C.5}
\end{equation*}
$$

Applying this scaling to Eqs. (C.1)-(C.3), we obtain

$$
\begin{align*}
& \frac{\partial}{\partial t} \boldsymbol{q}+\frac{\partial}{\partial x} \boldsymbol{f}=\mathbf{0}  \tag{C.6}\\
& u_{\mathrm{N}}=F r_{\mathrm{N} 0} \sqrt{\rho_{\mathrm{c}} / \rho_{\mathrm{a}}} \sqrt{h_{\mathrm{N}}} \quad \text { at } \quad x=x_{\mathrm{N}}(t) \tag{C.7}
\end{align*}
$$

with

$$
\begin{equation*}
\boldsymbol{q}=\binom{h}{u h} ; \quad \boldsymbol{f}=\binom{u h}{u^{2} h+\frac{1}{2} h^{2}} . \tag{C.8}
\end{equation*}
$$

Note that the density ratio $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$ is included only in the front condition (C.7). Hence, to capture the effects of $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$, it is important to calculate the front condition correctly (Ungarish, 2007).

The behavior of the analytical solutions for the above equations depends on $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$ (Figure C.2; Ungarish, 2007). The analytical solutions of the dam-break problem consist of an initial "slumping" stage and a subsequent "self-similar" stage (Figure C.2a; e.g., Hogg, 2006). During the slumping stage, the front moves with a constant speed and height. During this stage, an initial backward-propagating rarefaction wave arises from the rapidly removed dam, and then a wave arises from the reflection of this rarefaction wave at the back wall $x=0$ at $t=1$. The slumping stage continues until the front is caught by this reflection wave. After the slumping stage, the solution is asymptotic to a self-similar solution as time tends to infinity (i.e., the self-similar stage). During this stage, the velocity and height of the front decrease with time. The dependence of the solution on $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$ is clearly observed in the behavior of the flow front. When $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \sim 10^{0}$, the front height $h_{\mathrm{N}}$ is on the order of $10^{-1}$ during the slumping stage and in the early selfsimilar stage (Figure C.2a). On the other hand, when $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \sim 10^{3}, h_{\mathrm{N}}$ is much smaller than $10^{-1}$, even from the beginning, and the front velocity $u_{\mathrm{N}}$ is substantially greater than $u_{\mathrm{N}}$ for $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \sim 10^{0}$ (Figure C.2b). These differences can be interpreted as follows: the momentum lost due to the resistance of the ambient fluid at the front becomes less
significant with respect to the momentum of the current as $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$ increases. We aim to numerically reproduce these features of the analytical solution below.
(a) $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1.01$




(b) $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000$







Figure C.2: Analytical solutions of $h(x, t)$ for the dam-break problem. Here, $F r_{\text {N } 0}=\sqrt{2}$ (Benjamin, 1968) is used. (a) $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1.01$. (b) $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000$. In (a), the currents at $t=0.5$, $1.0,1.5$, and 3.0 are in the slumping stage, and the current at $t=5.0$ is in the self-similar stage. The initial backward-propagating rarefaction wave arising from the rapidly removed dam travels toward the back wall $x=0$ (see the profile at $t=0.5$ ), reaching the wall at $t=1.0$. Then, a wave arises from the reflection of the rarefaction wave and travels toward the front (see the profiles at $t=1.5$ and 3.0). After the front is caught by this reflection wave, the current is in the self-similar stage (see the profile at $t=5.0$ ). In (b), all the currents are in the slumping stage. In this case (i.e., $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000$ ), the slumping stage continues until $t \sim 226$ (see Hogg (2006) for details).

## C. 2 Numerical methods

In this chapter, we developed a numerical method for modeling gravity currents for a wide range of $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$ by discretizing the dimensionless mass and momentum conservation equations (Eqs. (C.6) and (C.8)). As these equations are nonlinear and hyperbolic, shocks
may develop in the currents. Consequently, we used a finite volume method with shock capturing capability (e.g., Toro, 2001; LeVeque, 2002). The finite volume method updates a piecewise constant function $\boldsymbol{Q}_{i}^{n}$ that approximates the average value of the solution $\boldsymbol{q}$ in each grid cell $i$ at time step $n$, using the expression

$$
\begin{equation*}
\boldsymbol{Q}_{i}^{n+1}=\boldsymbol{Q}_{i}^{n}-\frac{\Delta t}{\Delta x}\left(\boldsymbol{F}_{i+1 / 2}-\boldsymbol{F}_{i-1 / 2}\right), \tag{C.9}
\end{equation*}
$$

where $\Delta x$ is the constant cell length, and $\Delta t$ is the time interval. $\boldsymbol{F}_{i+1 / 2}$, which is the intercell flux between cells $i$ and $i+1$, is obtained by using an exact Riemann solver or an approximate Riemann solver, such as the Roe scheme (e.g., Toro, 2001; LeVeque, 2002). The time interval $\Delta t$ is limited by the Courant-Friedrichs-Lewy condition (e.g., Toro, 2001; LeVeque, 2002).

As mentioned above, if we are to capture the effects of $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$, it is important to calculate the front condition (C.7) correctly. Previously, two types of numerical models have been proposed to calculate the front condition. In one, the front condition is calculated as a boundary condition at each time step (e.g., Ungarish, 2009). We refer to this model as the Boundary Condition (BC) model (Figure 3.1a). In the other, the front condition is calculated by setting a thin artificial bed ahead of the front (e.g., Toro, 2001). We refer to this as the Artificial Bed (AB) model (Figure 3.1b). In the AB model, the resistance of the ambient fluid at the flow front is modeled by the reaction of the force pushing the artificial bed at the flow front. These models will be described below.

## C.2.1 Boundary Condition (BC) model

In the BC model, three quantities at the flow front ( $x_{\mathrm{N}}, h_{\mathrm{N}}$, and $u_{\mathrm{N}}$ ) are calculated as boundary conditions of the current from the three equations (mass and momentum conservation equations and front condition) at each time step. In the present numerical method, because we apply a fixed spatial coordinate with constant $\Delta x$, the front position $x=x_{\mathrm{N}}(t)$ generally does not coincide with the margins of the grid cells. We therefore
define the cell that includes the front as the front cell $(i=F C(t)$, where $F C(t)$ is an integer), and the width of the region that the current occupies in the front cell as $\Delta x_{F C}(t)$ $\left(0 \leq \Delta x_{F C}(t)<\Delta x\right.$; see Figure 3.2). Using $F C(t)$ and $\Delta x_{F C}(t)$, we can write the front position as

$$
\begin{equation*}
x_{\mathrm{N}}(t)=(F C(t)-1) \Delta x+\Delta x_{F C}(t) . \tag{C.10}
\end{equation*}
$$

The values of $h_{\mathrm{N}}$ and $u_{\mathrm{N}}$ are approximated by the values of $h$ and $u$ at the front cell (i.e., $h_{F C}$ and $u_{F C}$ ).

When the kinematic condition ( $\mathrm{d} x_{\mathrm{N}} / \mathrm{d} t=u_{\mathrm{N}}$ ) is taken into account, the discretized equations for mass and momentum conservation at the flow front are given by

$$
\begin{equation*}
\Delta x_{F C}^{n+1} h_{F C}^{n+1}=\Delta x_{F C}^{n} h_{F C}^{n}+\Delta t f_{1} \tag{C.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta x_{F C}^{n+1}(u h)_{F C}^{n+1}=\Delta x_{F C}^{n}(u h)_{F C}^{n}+\Delta t\left(f_{2}-\frac{1}{2}\left(h_{F C}^{n+1}\right)^{2}\right), \tag{C.12}
\end{equation*}
$$

respectively, where $\left(f_{1}, f_{2}\right)^{T}$ represents the intercell flux $\boldsymbol{F}_{F C-1 / 2}$. From the front condition (i.e., Eq. (C.7)) we obtain

$$
\begin{equation*}
\frac{(u h)_{F C}^{n+1}}{h_{F C}^{n+1}}=F r_{\mathrm{N} 0} \sqrt{\rho_{\mathrm{c}} / \rho_{\mathrm{a}}} \sqrt{h_{F C}^{n+1}} . \tag{C.13}
\end{equation*}
$$

Solving these three equations analytically (e.g., using Ferrari's method for the solution of the quartic equation) or numerically (e.g., using the Newton-Raphson iteration method), we obtain $h_{F C}^{n+1}, u_{F C}^{n+1}$, and $\Delta x_{F C}^{n+1}$, and hence, $h_{\mathrm{N}}, u_{\mathrm{N}}$, and $x_{\mathrm{N}}$ at each time step.

## C.2.2 Artificial Bed (AB) model

In the AB model, the conservation equations (Eqs. (C.6) and (C.8)) are numerically solved using a shock capturing method for not only the interior, but also the outside of the current by a priori setting a thin artificial bed ahead of the front. Through this numerical procedure, the flow front is generated as the flow following a shock formed ahead of the front without any additional calculation (see Figure 3.1b). In this model, the thickness of the artificial bed ( $\varepsilon$ in Figure 3.1b) is the parameter that controls the front condition (i.e., the values of $h_{\mathrm{N}}$ and $u_{\mathrm{N}}$ for different values of $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$; see section 10.8 in Toro (2001)).

Here, we analytically determined the relationship between $\varepsilon$ and $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$, as well as that between $u_{\mathrm{N}}$ and $\varepsilon$, on the basis of the analytical solution for the slumping stage of the dam-break problem (e.g., Toro, 2001; LeVeque, 2002; Ungarish, 2009). The initial conditions are $h=1$ and $u=0$ in the domain $0 \leq x \leq 1$, and $h=\varepsilon$ and $u=0$ in the domain $x>1$, at $t=0$. Let us consider the time evolution of the current before the rarefaction wave reaches the back wall $x=0$ (i.e., $0<t \leq 1$ ).

For hyperbolic equations such as those used in the present system (i.e., Eqs. (C.6) and (C.8)), the relationships between the variables (i.e., $h$ and $u$ ) on the characteristics $c_{ \pm}=u \pm \sqrt{h}$ are represented as follows:

$$
\begin{equation*}
\Gamma_{ \pm}=u \pm 2 \sqrt{h}=\text { const } \quad \text { on } \quad \frac{\mathrm{d} x}{\mathrm{~d} t}=c_{ \pm}, \tag{C.14}
\end{equation*}
$$

where $\Gamma_{ \pm}$are the "Riemann Invariants". Considering that $c_{+}$from the domain with one initial condition ( $h=1, u=0$ ) enter the front domain ( $h=h_{\mathrm{N}}, u=u_{\mathrm{N}}$ ), we can obtain

$$
\begin{equation*}
u_{\mathrm{N}}=2\left(1-\sqrt{h_{\mathrm{N}}}\right) \tag{C.15}
\end{equation*}
$$

from Eq. (C.14). The equation provides the relationship between $h=h_{\mathrm{N}}$ and $u=u_{\mathrm{N}}$ inside the current.

On the other hand, when an artificial bed with $h=\varepsilon$ and $u=0$ is set, a shock wave
traveling with speed $S$ occurs ahead of the front. Across this shock wave, the RankineHugoniot condition,

$$
\begin{equation*}
\boldsymbol{f}\left(\boldsymbol{q}_{\mathrm{R}}\right)-\boldsymbol{f}\left(\boldsymbol{q}_{\mathrm{L}}\right)=S\left(\boldsymbol{q}_{\mathrm{R}}-\boldsymbol{q}_{\mathrm{L}}\right) \tag{C.16}
\end{equation*}
$$

should hold. Here, the subscript R denotes the state on the right side of the shock and L denotes the state on the left side. From Eq. (C.16), we obtain the state of the front domain behind the shock (i.e., the relationship between $h=h_{\mathrm{N}}$ and $u=u_{\mathrm{N}}$ ) as

$$
\begin{equation*}
u_{\mathrm{N}}=\left(h_{\mathrm{N}}-\varepsilon\right) \sqrt{\frac{1}{2}\left(\frac{h_{\mathrm{N}}+\varepsilon}{h_{\mathrm{N}} \varepsilon}\right)}, \tag{C.17}
\end{equation*}
$$

and the shock speed as

$$
\begin{equation*}
S=\sqrt{\frac{1}{2} \frac{\left(h_{\mathrm{N}}+\varepsilon\right) h_{\mathrm{N}}}{\varepsilon}} . \tag{C.18}
\end{equation*}
$$

Eliminating $h_{\mathrm{N}}$ from Eqs. (C.15), (C.17), and (C.18), we obtain $u_{\mathrm{N}}$ and $S$ as a function of $\varepsilon$ (Figure C.3a). Using the front condition (C.7) as well as these equations, we also obtain the relationship between the artificial bed thickness $\varepsilon$ and the density ratio $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$ (Figure C.3b) as

$$
\begin{align*}
& \left(1-\frac{2}{F r_{\mathrm{N} 0} \sqrt{\rho_{\mathrm{c}} / \rho_{\mathrm{a}}}+2}\right) \frac{4 \sqrt{2 \varepsilon}}{F r_{\mathrm{N} 0} \sqrt{\rho_{\mathrm{c}} / \rho_{\mathrm{a}}}+2} \\
& \quad=\left\{\left(\frac{2}{F r_{\mathrm{N} 0} \sqrt{\rho_{\mathrm{c}} / \rho_{\mathrm{a}}}+2}\right)^{2}-\varepsilon\right\} \sqrt{\left(\frac{2}{F r_{\mathrm{N} 0} \sqrt{\rho_{\mathrm{c}} / \rho_{\mathrm{a}}}+2}\right)^{2}+\varepsilon} \tag{C.19}
\end{align*}
$$

Note that because we use Eq. (C.15) here, these relationships (Figure C.3) are in the slumping stage.

In Figure C.3a, $S$ is larger than the front velocity, $u_{\mathrm{N}}$, because of the accumulation of the artificial bed at the flow front (see Figure 3.1b). This deviation of $S$ from $u_{\mathrm{N}}$ is substantial for $\varepsilon \gtrsim 10^{-3}$. This implies that the position of the shock does not always
approximate the flow front. If we are to extract the correct position of the flow front, we must calculate an advection equation for a passive tracer concentration, $\phi$ ( $\phi=1$ for $0 \leq x \leq 1$, and $\phi=0$ for $x>1$, at $t=0$ ):

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}+u \frac{\partial \phi}{\partial x}=0 \tag{C.20}
\end{equation*}
$$

after solving the equations of fluid motion (see section 13.12 in LeVeque (2002) for details).


Figure C.3: Analytical solutions for the AB model during the slumping stage. (a) Front velocity $\bar{u}_{\mathrm{N}}$ (red curve) and shock speed $S$ (blue curve), as functions of $\varepsilon$. (b) Relationship between $\varepsilon$ and $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$, in which $F r_{\mathrm{N} 0}=\sqrt{2}$ (Benjamin, 1968) is used. Dashed curves represent the solutions for $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}<1$.

## C. 3 Comparison of analytical and numerical results

In this section, we compare the numerical results obtained from the BC and AB models with the analytical results, and assess the applicability of these models.

Figure C. 4 shows the numerical results from the BC model along with the analytical results for the cases of $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1.01$ (a) and 1000 (b). The numerical results for $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=$ 1.01 agree well with the analytical results from the early slumping stage to the late selfsimilar stage. The numerical results for $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000$ also appear to agree with the analytical results, but the speed of the front position, $\dot{x}_{\mathrm{N}}$, shows a numerical oscillation that is not observed in the analytical result (Figure C.5a). In particular, in the initial stage $\left(t \lesssim 0.0002\right.$ in Figure C.5a), $\dot{x}_{\mathrm{N}}$ tends to be overestimated. These oscillation and overestimation are caused by the assumption that the values of $h_{F C}$ and $u_{F C}$ are uniform across the width of the front cell $\Delta x_{F C}$ in the present numerical method at first-order accuracy. For a large $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$, because $h_{\mathrm{N}}$ has a small value, the value of $\Delta x_{F C}$ tends to be overestimated when a constant $h_{F C}$ is assumed (Figure C.5b). We suggest, therefore, that the BC model is favorable for simulating gravity currents with relatively low $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$.

Figure C .6 shows the numerical results from the AB model along with the analytical results. In these calculations, the values of $\varepsilon$ for given values of $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$ are set based on the relationship of Eq. (C.19) (see Figure C.3b). In Figure C.6b, the numerical results for $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000\left(\varepsilon=4.58 \times 10^{-7}\right)$ agree well with the analytical results. The numerical oscillations observed in the BC model do not occur with the AB model (Figure C.5a). In Figure C.6a, on the other hand, the numerical results for $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1.01\left(\varepsilon=6.58 \times 10^{-2}\right)$ agree well with the analytical results only during the slumping stage ( $t \lesssim 4.5$ ), but deviate from the analytical results during the self-similar stage ( $t \gtrsim 4.5$ ). This agreement during the slumping stage and deviation during the self-similar stage occurs because $\varepsilon$ is set using the analytical relationship (Eq. (C.19)) for the slumping stage of the dam-break problem. During the slumping stage, $h_{\mathrm{N}}$ and $u_{\mathrm{N}}$ are constant so that $\varepsilon$ based on Eq. (C.19) provides the correct front condition. During the self-similar stage, on the other hand, the driving pressure, and hence $h_{\mathrm{N}}$ and $u_{\mathrm{N}}$, decrease with time; therefore, the assumed value of $\varepsilon$ is no longer consistent with the front condition Eq. (C.7).

The good agreement in the results of the AB model for $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000$ reflects the fact that the dynamics of the gravity current becomes insensitive to the front condition
(a) $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1.01$


(b) $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000$



Figure C.4: Analytical results (red curves) and numerical results from the BC model (blue symbols) for $h(x, t)$ and $x_{\mathrm{N}}$. (a) $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1.01$. (b) $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000$.


Figure C.5: Speed of the front position, $\dot{x}_{\mathrm{N}}$, in the early time steps. (a) Comparisons between the analytical result with $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000$ (red line) and numerical results of the BC model with $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000$ (blue symbols) and of the AB model with $\varepsilon=4.58 \times 10^{-7}$ (green symbols). In the numerical calculations, $\Delta x=1.0 \times 10^{-4}$. (b) Illustrations of the overestimation of $\dot{x}_{\mathrm{N}}$ by the BC model in $t \lesssim 0.0002$ in (a).
for large values of $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$. In Figure C.3b, $\varepsilon$ approaches 0 as $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$ increases. In the limit as $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \rightarrow \infty$ and $\varepsilon \rightarrow 0, u_{\mathrm{N}}$ asymptotically approaches its maximum value, 2 , and $h_{\mathrm{N}}$ asymptotically approaches 0 . For sufficiently small $\varepsilon$, the solution converges to that in the limit as $u_{\mathrm{N}} \rightarrow 2$ and $h_{\mathrm{N}} \rightarrow 0$, and it becomes insensitive to the value of $\varepsilon$ (see Figure C.3a). Indeed, as shown in Figure C.6b, we can confirm that the result of the AB model with a very small $\varepsilon\left(\varepsilon=1.0 \times 10^{-10}\right)$ is indistinguishable from that for $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000$ $\left(\varepsilon=4.58 \times 10^{-7}\right)$. According to Figure C.3, the results of the AB model for the dambreak problem are insensitive to $\varepsilon$ when $\varepsilon \lesssim 10^{-5}$, which corresponds to $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \gtrsim 10^{2}$ (Figure C.3b). Consequently, we suggest that the AB model is favorable for simulating gravity currents with high $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$ for which the dynamics of the current is insensitive to the assumed value of $\varepsilon$.

## C. 4 Applicability of the BC and AB models

Our results indicate that the BC and AB models each have their own advantages and disadvantages. The results obtained from the BC model agree well with the analytical results when $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \lesssim 10^{2}$ (Figure C.4a), whereas they show a numerical oscillation at the flow front and tend to overestimate the front speed when $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \gtrsim 10^{2}$ (Figure C.5). No such numerical oscillation nor overestimation is observed in the results from the $A B$ model. For currents with $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \gtrsim 10^{2}$, the AB model provides good approximations of the analytical results, given a sufficiently small $\varepsilon$ (Figures C. 3 and C.6b). For currents with $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \lesssim 10^{2}$, however, the AB model may fail to reproduce the analytical results for currents where the height and speed of the front change with time (Figure C.6a). Accordingly, we propose that the BC model should be used for currents with $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \lesssim 10^{2}$ and the AB model is applicable only to currents with $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \gtrsim 10^{2}$.

Because of its simple coding and numerical stability, the AB model with an arbitrarily small $\varepsilon$ is commonly used for simulations of gravity currents in many geophysical situations (e.g., Denlinger \& Iverson, 2004; Larrieu et al., 2006; Doyle et al., 2007, 2008,
(a) $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1.01$

(b) $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000$



Figure C.6: Analytical results (red curves) and numerical results from the AB model (symbols) for $h(x, t)$ and $x_{\mathrm{N}}$. (a) $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1.01$. (b) $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=1000$. In the numerical results, blue symbols represent the numerical results given $\varepsilon$ based on the analytical solution during the slumping stage ((a) $\varepsilon=6.58 \times 10^{-2}$; (b) $\varepsilon=4.58 \times 10^{-7}$ ). Green symbols represent the numerical results given $\varepsilon=1.0 \times 10^{-10}$.
2011). This model would be applicable in simulating gravity currents with high values of $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$, such as debris flows (e.g., Denlinger \& Iverson, 2004). However, our results suggest that it may provide inaccurate results for gravity currents with $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \lesssim 10^{2}$, such as turbidity currents and dilute pyroclastic density currents. Numerical results for $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=10$ show that the problem arises mainly from the behavior of the flow front (Figure C.7). Generally, a gravity current with a relatively low value of $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$ is characterized by the formation of a large front height, which is caused by the resistance of the ambient fluid. This large front height is successfully reproduced by the BC model (Figure C.7a), while the AB model fails to capture it. The results from the AB model with $\varepsilon=10^{-10}$ (Figure C.7b) show that the resistance at the front is too small to develop a large front height; consequently, the flow speed is substantially overestimated.


Figure C.7: Numerical results of $h(x, t)$ for $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=10$. (a) BC model. (b) AB model with $\varepsilon=1.0 \times 10^{-10}$. In (b), $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=10$ is given when the basic equations (Eqs. (C.1) and (C.2)) are non-dimensionalized using Eqs. (C.4) and (C.5).

## C. 5 Conclusion of this chapter

A numerical shallow-water model of simulating gravity currents for a wide range of $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$ has been proposed. In the model, the effects of varying $\rho_{\mathrm{c}} / \rho_{\mathrm{a}}$ are taken into account via the front condition. We have assessed two types of numerical models for the front condition (the Boundary Condition (BC) model and the Artificial Bed (AB) model) by comparing
their numerical results with the analytical results. The results from the BC model agree well with the analytical results when $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \lesssim 10^{2}$. In contrast, the AB model generates good approximations of the analytical results for $\rho_{\mathrm{c}} / \rho_{\mathrm{a}} \gtrsim 10^{2}$. Therefore, we found that, in two-layer models of pyroclastic density currents (PDCs), the BC model must be used for the overlying dilute part $\left(\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=10^{0}-10^{1}\right)$ and the AB model can be used for the underlying dense part $\left(\rho_{\mathrm{c}} / \rho_{\mathrm{a}}=10^{2}-10^{3}\right)$.

## Appendix D

## Estimation of the characteristic

## Reynolds numbers in Eqs. (2.87) and

## (2.99)

In this chapter, to determine the Chézy drag coefficient of the dilute current $C_{\mathrm{dm}}$ and that of the dense current $C_{\mathrm{db}}$ on the basis of Eqs. (2.87) and (2.99), we estimate characteristic Reynolds number of the dilute current, $R e_{0}$, and that of the dense current, $R e_{\mathrm{H} 0}$.

The characteristic Reynolds number of the dilute current, $R e_{0}$, is defined as

$$
\begin{equation*}
R e_{0} \equiv \frac{\rho_{0} \mathcal{U H}}{\eta} \tag{D.1}
\end{equation*}
$$

where $\eta$ is an effective viscosity of the dilute current, $\rho_{0}$ is a reference density of the dilute current, $\mathcal{U}$ is a characteristic velocity scale of the dilute current, and $\mathcal{H}$ is a characteristic thickness scale of the dilute current. The effective viscosity $\eta$ is of the order of $1.0 \times 10^{-6}$ $\mathrm{Pa} \cdot \mathrm{s}$, because the effective viscosity of the dilute current is approximated as the viscosity of gas ( $\sim 10^{-6} \mathrm{~Pa} \cdot \mathrm{~s}$ ) (cf. Iverson, 1997). The density of the dilute current at the collapsing column edge is used as the reference density (see Subsections ?? and ??, and Section ??). The characteristic scale of thickness $\mathcal{H}$ and that of velocity $\mathcal{U}$ are given by Eqs. (??) and
(??), respectively. They depend on the mass eruption rate at the collapsing column edge $\dot{M}_{0}$ (see Figure ??). Thus, the characteristic Reynolds number $R e_{0}$ depends on the mass eruption rate $\dot{M}_{0}$ (Figure D.1). When the mass eruption rate $\dot{M}_{0}$ ranges between $10^{3}-10^{11}$ $\mathrm{kg} / \mathrm{s}$, the characteristic Reynolds number $R e_{0}$ ranges between $10^{7}-10^{12}$.

The characteristic Reynolds number of the dense current, $R e_{\mathrm{H} 0}$, is defined as

$$
\begin{equation*}
R e_{\mathrm{H} 0} \equiv \frac{\rho_{\mathrm{H}} \mathcal{U}_{\mathrm{H}} \mathcal{H}_{\mathrm{H}}}{\eta_{\mathrm{H}}} \tag{D.2}
\end{equation*}
$$

where $\eta_{\mathrm{H}}$ is the effective viscosity of the dense current, $\rho_{\mathrm{H}}$ is the density of the dense current, $\mathcal{U}_{\mathrm{H}}$ is a characteristic velocity scale of the dense current, and $\mathcal{H}_{\mathrm{H}}$ is a characteristic thickness scale of the dense current. We estimate the effective viscosity $\eta_{\mathrm{H}}$, which is influenced by the presence of particles in the pore gas (cf. Iverson, 1997), using the empirical formula proposed by Thomas (1965) and given by $\eta_{\mathrm{H}}=\eta_{\mathrm{gH}}\left(1+2.5 \phi_{\mathrm{sH}}+\right.$ $\left.10.05 \phi_{\mathrm{sH}}^{2}+0.00273 \exp \left(16.6 \phi_{\mathrm{sH}}\right)\right)$, where $\phi_{\mathrm{sH}}$ is the volume fraction of solid particle in the dense current, and $\eta_{\mathrm{gH}}$ is the viscosity of the gas in the dense current and is of the order of $1.0 \times 10^{-6} \mathrm{~Pa} \cdot \mathrm{~s}$. The characteristic velocity scale $\mathcal{U}_{\mathrm{H}}$ is given by $\mathcal{U}$, because the momentum supplied from the dilute current is the main driving force for the motion of the dense current at least initially. The characteristic thickness scale $\mathcal{H}_{\mathrm{H}}$ is defined as $\frac{n_{\mathrm{s} 0}}{n_{\mathrm{sH}}} \frac{\rho_{0}}{\rho_{\mathrm{H}}} W_{\mathrm{s}} \mathcal{T}$. Here, $n_{\mathrm{s} 0}$ is the mass fraction of solid particle in the dilute current at the collapsing column edge (see Subsections ?? and ??, and Section ??), $n_{\text {sH }}$ is the mass fraction of solid particle in the dense current (see Subsection 2.2.2), $W_{\mathrm{s}}$ is the particle settling velocity of the dilute current (see Subsection 2.2.1), and $\mathcal{T}$ is the characteristic time scale (Eq. (??)). The characteristic scale of velocity $\mathcal{U}_{\mathrm{H}}$ (i.e., $\mathcal{U}$ ) and that of time $\mathcal{T}$ depend on the mass eruption rate at the collapsing column edge $\dot{M}_{0}$ (see Figure ??). Thus, the characteristic Reynolds number $R e_{\mathrm{H} 0}$ depends on the mass eruption rate $\dot{M}_{0}$ (Figure D.1). When the mass eruption rate $\dot{M}_{0}$ ranges between $10^{3}-10^{11} \mathrm{~kg} / \mathrm{s}$ and the particle settling velocity $W_{\mathrm{s}}$ ranges between $0.3-3 \mathrm{~m} / \mathrm{s}$, the characteristic Reynolds number $R e_{\mathrm{H} 0}$ ranges between $10^{6}-10^{10}$.


Figure D.1: The characteristic Reynolds numbers vs. the mass eruption rate $\dot{M}_{0}$. The solid line represents the characteristic Reynolds number of the dilute current, $R e_{0}$ (i.e., Eq. (D.1)). The dashed lines represent the characteristic Reynolds number of the dense current, $R e_{\mathrm{H} 0}$ (i.e., Eq. (D.2)) with $W_{\mathrm{s}}=0.3$ (blue), 1.0 (green), and 3.0 (red) m/s.

## Appendix E

## Verification of a flow－type change <br> depending on the Richardson number at the collapsing column edge $R i_{0}$

本章については， 5 年以内に雑誌等で刊行予定のため，非公開。

## Appendix F

## Supplementary note concerning Bursik \& Woods (1996)

Burisk \& Woods (1996) investigated the dynamics of dilute PDCs, using a steady onelayer shallow-water model. In Bursik \& Woods (1996), all of the equations used to close the system are not explicitly shown, and there are many misprints. Furthermore, we have found that there are two erroneous points in Bursik \& Woods (1996). We correct these in this chapter.

## F. 1 Basic equations of the steady one-layer dilute PDC model

In this section, we show (or modify) the equations explicitly given by Bursik \& Woods (1996), and give other equations to close the system. We focus on the case of the currents propagating over a horizontal ground surface (i.e., slope angle $\theta=0^{\circ}$ ) and monodisperse particles.

## F.1.1 The equations explicitly given by Bursik \& Woods (1996)

In Bursik \& Woods (1996), the dilute PDCs spreading both radially and restricted within one-dimensional channel are modeled as a steady highly turbulent, well-mixed, particleladen suspension flow. The currents are composed of the solid particles, volcanic gas, and the air entrained from ambient. They are influenced by particle settling, entrainment of ambient air, and basal drag.

Bursik \& Woods (1996) explicitly shows the following five equations, in which there are eight main unknown variables (bulk density $\bar{\rho}$, depth $h$, velocity $\bar{u}$, temperature $\bar{T}$, the mass averaged specific heat at constant pressure $\bar{C}_{\mathrm{p}}$, the mass averaged gas constant $\bar{R}$, the mass fraction of the entrained air $\bar{n}_{\mathrm{a}}$, and the mass fraction of solid particles $\bar{n}_{\mathrm{s}}$ ). The mass conservation equations of one-dimensional channelized current for the particles in the current is written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}\left(\bar{n}_{\mathrm{s}} \bar{\rho} \bar{u} h\right)=-\bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}}, \tag{F.1}
\end{equation*}
$$

where $W_{\mathrm{s}}$ is the settling velocity of the particles from the base of the current. The mass conservation equations of one-dimensional channelized current for the bulk is written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}(\bar{\rho} \bar{u} h)=\rho_{\mathrm{a}} E|\bar{u}|-\bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}}, \tag{F.2}
\end{equation*}
$$

where $\rho_{\mathrm{a}}$ is a constant density of ambient air, and $E$ is the entrainment coefficient, given by Eq. (2.83). The momentum conservation equation of one-dimensional channelized current for the bulk is written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}\left(\bar{\rho} \bar{u}^{2} h+\frac{\bar{\rho}-\rho_{\mathrm{a}}}{2} g h^{2}\right)=-\bar{n}_{\mathrm{s}} \bar{\rho} \bar{u} W_{\mathrm{s}}-\tau_{\mathrm{m}} \tag{F.3}
\end{equation*}
$$

where $\tau_{\mathrm{m}}$ is the basal drag. The source terms of this momentum conservation equation represent the momentum lost from the dilute current owing to the particle settling, and
the basal drag. The basal drag is modeled as a Chézy-type drag: $\tau_{\mathrm{m}}=C_{\mathrm{dm}} \bar{\rho} \bar{u}|\bar{u}|$, where $C_{\mathrm{dm}}$ is a Chézy drag coefficient. The energy conservation equation of one-dimensional channelized current for the bulk is written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}\left(\bar{\rho} \bar{C}_{\mathrm{p}} \bar{T} \bar{u} h+\frac{1}{2} \bar{\rho} \bar{u}^{3} h\right)=\rho_{\mathrm{a}} E|\bar{u}| C_{\mathrm{pa}} T_{\mathrm{a}}-\bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}} C_{\mathrm{s}} \bar{T} \tag{F.4}
\end{equation*}
$$

where $\bar{p}$ is the thermodynamic pressure of the dilute current, $C_{\mathrm{s}}$ is the specific heat of the solid particles, $C_{\mathrm{pg}}$ is the specific heat of volcanic gas at constant pressure, $C_{\mathrm{pa}}$ is the specific heat of air at constant pressure, and $T_{\mathrm{a}}$ is a constant temperature of ambient air. The thermodynamic pressure $\bar{p}$ is approximated by a constant atmospheric pressure $p_{\mathrm{a} 0}\left(\equiv \rho_{\mathrm{a}} R_{\mathrm{a}} T_{\mathrm{a}}=\right.$ const $)$, where $R_{\mathrm{a}}$ is the gas constant of air. The source terms of this total energy conservation equation represent the thermal energy gained or lost from the dilute current owing to the entrainment of ambient air and the particle settling. The thermal equation of state is written as

$$
\begin{equation*}
\frac{1}{\bar{\rho}}=\frac{\bar{n}_{\mathrm{s}}}{\rho_{\mathrm{s}}}+\frac{\left(1-\bar{n}_{\mathrm{s}}\right) \bar{R} \bar{T}}{\bar{p}} \tag{F.5}
\end{equation*}
$$

For radially spreading currents, the following conservation Eqs.:

$$
\begin{align*}
& \frac{1}{r} \frac{\mathrm{~d}}{\mathrm{~d} r}\left(\bar{n}_{\mathrm{s}} \bar{\rho} \bar{u} h r\right)=-\bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}}  \tag{F.6}\\
& \frac{1}{r} \frac{\mathrm{~d}}{\mathrm{~d} r}(\bar{\rho} \bar{u} h r)=\rho_{\mathrm{a}} E|\bar{u}|-\bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}}  \tag{F.7}\\
& \frac{1}{r} \frac{\mathrm{~d}}{\mathrm{~d} r}\left(\bar{\rho} \bar{u}^{2} h r\right)+\frac{\mathrm{d}}{\mathrm{~d} r}\left(\frac{\bar{\rho}-\rho_{\mathrm{a}}}{2} g h^{2}\right)=-\bar{n}_{\mathrm{s}} \bar{\rho} \bar{u} W_{\mathrm{s}}-\tau_{\mathrm{m}}  \tag{F.8}\\
& \frac{1}{r} \frac{\mathrm{~d}}{\mathrm{~d} r}\left(\bar{\rho} \bar{C}_{\mathrm{p}} \bar{T} \bar{u} h r+\frac{1}{2} \bar{\rho} \bar{u}^{3} h r\right)=\rho_{\mathrm{a}} E|\bar{u}| C_{\mathrm{pa}} T_{\mathrm{a}}-\bar{n}_{\mathrm{s}} \bar{\rho} W_{\mathrm{s}} \tag{F.9}
\end{align*}
$$

are used instead of Eqs. (F.1)-(F.4).

## F.1.2 Other equations to close the system

In order to close the system, three other equations are needed. We consider the following three equations: the mass conservation equation of one-dimensional channelized current for the entrained air

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}\left(\bar{n}_{\mathrm{a}} \bar{\rho} \bar{u} h\right)=\rho_{\mathrm{a}} E|\bar{u}|, \tag{F.10}
\end{equation*}
$$

the equation of the mass averaged specific heat at constant pressure

$$
\begin{equation*}
\bar{C}_{\mathrm{p}}=\bar{n}_{\mathrm{s}} C_{\mathrm{s}}+\bar{n}_{\mathrm{a}} C_{\mathrm{pa}}+\left(1-\bar{n}_{\mathrm{s}}-\bar{n}_{\mathrm{a}}\right) C_{\mathrm{pg}}, \tag{F.11}
\end{equation*}
$$

and the equation of the mass averaged gas constant

$$
\begin{equation*}
\bar{R}=\frac{\bar{n}_{\mathrm{a}} R_{\mathrm{a}}+\left(1-\bar{n}_{\mathrm{s}}-\bar{n}_{\mathrm{a}}\right) R_{\mathrm{g}}}{1-\bar{n}_{\mathrm{s}}} \tag{F.12}
\end{equation*}
$$

where $R_{\mathrm{g}}$ is the gas constant of volcanic gas.
For radially spreading currents, the following conservation Eq.:

$$
\begin{equation*}
\frac{1}{r} \frac{\mathrm{~d}}{\mathrm{~d} r}\left(\bar{n}_{\mathrm{a}} \bar{\rho} \bar{u} h r\right)=\rho_{\mathrm{a}} E|\bar{u}|, \tag{F.13}
\end{equation*}
$$

is used instead of Eq. (F.10).

## F. 2 Erroneous points in Bursik \& Woods (1996)

In order to compare the numerical results of our unsteady two-layer PDC model with the results of the steady one-layer dilute PDC model of Bursik \& Woods (1996), we attempted to reproduce the results of Bursik \& Woods (1996). In the process, we found that there may be two erroneous points in Bursik \& Woods (1996). One is that the boundary temperature at the collapsing column edge, $T_{0}$, is not correctly calculated. The other is
that the analytical solutions of the steady runout distances of the current without air entrainment are not correctly written in the text of Bursik \& Woods (1996). In this section, we correct the two erroneous points.

## F.2.1 The boundary temperature at the collapsing column edge, $T_{0}$

Bursik \& Woods (1996) calculated the dynamics of the dilute PDCs at steady state, by giving a steady supply of the dilute current from the collapsing column edge as the boundary conditions (see Subsections ?? and ?? for the details). The temperature of the dilute current at the collapsing column edge, $T_{0}$, is obtained by conservation of heat between the erupted material of temperature $T_{\mathrm{in}}$ and the entrained air of temperature $T_{\mathrm{a}}$ (see Eq. (??)). We found that, in the results of Bursik \& Woods (1996), the boundary temperature at the collapsing column edge, $T_{0}$, is not correctly calculated due to inverting the value of the specific heat at constant pressure of air $C_{\mathrm{pa}}$ and that of volcanic gas $C_{\mathrm{pg}}$. We show the details below.

Bursik \& Woods (1996) show the figure of $T_{0}$ as a function of mass fraction of gas at the collapsing column edge $\left(1-n_{\mathrm{s} 0}\right)$ on the basis of Eq. (??) (see the black solid curves in Figure F.1c; Figure 2b in Bursik \& Woods (1996)). In the figure, it is specified that the temperatures of the erupted material $T_{\text {in }}=1200,1000$ and 800 K are considered. On the other hand, the values of the temperature of ambient air $T_{\mathrm{a}}$, the solid particle mass fraction in the erupted material $n_{\mathrm{s}, \mathrm{in}}$, the specific heat of solid particle $C_{\mathrm{s}}$, the specific heat at constant pressure of air $C_{\mathrm{pa}}$ and the specific heat at constant pressure of volcanic gas $C_{\mathrm{pg}}$ are not specifically shown. To reproduce Figure 2b in Bursik \& Woods (1996) (i.e., the black solid curves in Figure F.1c), we give $T_{\mathrm{a}}=273 \mathrm{~K}$ and $n_{\mathrm{s}, \text { in }}=0.97$, which is often used as typical values in Bursik \& Woods (1996). We also give $C_{\mathrm{s}}=1100$ $[\mathrm{J} /(\mathrm{kg} \cdot \mathrm{K})], C_{\mathrm{pa}}=1004[\mathrm{~J} /(\mathrm{kg} \cdot \mathrm{K})]$, and $C_{\mathrm{pg}}=1810[\mathrm{~J} /(\mathrm{kg} \cdot \mathrm{K})]$ (e.g., Suzuki et al., 2016; Table. ??). We substitute these values into Eq. (??) to obtain Figure F.1a. Figure 2b in Bursik \& Woods (1996) (i.e., the black solid curves in Figure F.1c) is qualitatively
different from Figure F.1a; namely, a upward-convex curve is produced in Figure F.1a whereas a convex-downward curve is produced in Figure 2b in Bursik \& Woods (1996) (i.e., the black solid curves in Figure F.1c).

We investigate the cause of the qualitative difference between Figure F.1a and Figure 2b in Bursik \& Woods (1996) (i.e., the black solid curves in Figure F.1c). Because the mass fraction of solid particle in the erupted material $n_{\mathrm{s}, \mathrm{in}}$ is constant, the increase of the mass fraction of gas at the collapsing column edge, $1-n_{\mathrm{s} 0}$, means the increase of the mass fraction of entrained air at the collapsing column edge, $n_{\mathrm{a} 0}$ (i.e., $n_{\mathrm{a} 0}=1-n_{\mathrm{s} 0} / n_{\mathrm{s}, \mathrm{in}}$; see Subsections ?? and ?? for the details). In Figure F.1a and Figure 2b in Bursik \& Woods (1996) (i.e., the black solid curves in Figure F.1c), the boundary temperature at the collapsing column edge, $T_{0}$, agrees with the temperatures of the erupted material, $T_{\mathrm{in}}$, when the mass fraction of gas at the collapsing column edge, $1-n_{\mathrm{s} 0}$, is the most smallest (i.e., $n_{\mathrm{a} 0}=0$ ). Because we give $C_{\mathrm{pa}}$ smaller than $C_{\mathrm{pg}}$ and $C_{\mathrm{s}}, n_{\mathrm{a} 0}$ should be remarkably large to significantly cool the mixture at the collapsing column edge. Accordingly, the upward-convex curve in Figure F.1a is consistent with physical intuition. In fact, the results inverting the value of the specific heat at constant pressure of air $C_{\mathrm{pa}}$ and that of volcanic gas $C_{\mathrm{pg}}$ (Figure F.1b) agree well with Figure 2b in Bursik \& Woods (1996) (see Figure F.1c). We also mathematically proved that Eq. (??) as a function of mass fraction of gas at the collapsing column edge $\left(1-n_{\mathrm{s} 0}\right)$ must produce a upward-convex curve in the case of $C_{\mathrm{pa}}<C_{\mathrm{pg}}$ and $C_{\mathrm{pa}}<C_{\mathrm{s}}$ (the details are not presented here). Thus, the boundary temperature at the collapsing column edge, $T_{0}$, may not correctly calculated due to inverting the value of the specific heat at constant pressure of air $C_{\mathrm{pa}}$ and that of volcanic gas $C_{\mathrm{pg}}$, in Figure 2b of Bursik \& Woods (1996) (i.e., the black solid curves in Figure F.1c).


Figure F.1: The boundary temperature at the collapsing column edge, $T_{0}$, as a function of the gas mass fraction in the current at the collapsing column edge $\left(1-n_{\mathrm{s} 0}\right)$. The solid particle mass fraction in the erupted material $n_{\mathrm{s}, \text { in }}=0.97$; the temperature of the erupted material $T_{\text {in }}=800 \mathrm{~K}$ (blue), 1000 K (green), 1200 K (red). (a) the values of $C_{\mathrm{pa}}$ and $C_{\mathrm{pg}}$ are correctly given (see Table ??); (b) the values of $C_{\mathrm{pa}}$ and $C_{\mathrm{pg}}$ are inverted; (c) (b) is superposed on Figure 2b of Bursik \& Woods (1996).

## F.2.2 Analytical solutions of steady runout distance without entrainment effect

Bursik \& Woods (1996) approximately derived analytical solutions of the steady runout distance of the steady dilute PDCs without air entrainment. We found that the analytical solutions are not correctly written in Bursik \& Woods (1996). We show the details below.

## Radially spreading currents

We derive the analytical solution of the steady runout distance of the radially spreading dilute PDCs without air entrainment. Then, we compare the analytical solution derived by us with that written in Bursik \& Woods (1996).

Assuming that the rate of entrainment of ambient air is negligible, the volume flux of the current $\dot{V}(\equiv 2 \pi \bar{u} h r)$, the temperature of the current $\bar{T}$ and the gas constant of the current $\bar{R}$ remain approximately constant along the length of the current (i.e., $\dot{V}=\dot{V}_{0} \equiv$ $2 \pi u_{0} h_{0} r_{0} ; \bar{T}=T_{0} ; \bar{R}=R_{0}$ ). Then, the particle mass conservation Eq. (F.6) may be reduced to

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} r}\left(\bar{n}_{\mathrm{s}} \bar{\rho}\right)
\end{align*}=-\bar{n}_{\mathrm{s}} \bar{\rho} \frac{2 \pi W_{\mathrm{s}}}{\dot{V}_{0}} r .
$$

This is integrated from the collapsing column edge $r=r_{0}$ to yield

$$
\begin{align*}
& \int_{n_{\mathrm{s} 0} \rho_{0}}^{\bar{n}_{\mathrm{s}} \bar{\rho}} \frac{\mathrm{~d}\left(\bar{n}_{\mathrm{s}}^{\prime} \bar{\rho}^{\prime}\right)}{\bar{n}_{\mathrm{s}}^{\prime} \bar{\rho}^{\prime}}=-\int_{r_{0}}^{r} \frac{2 \pi W_{\mathrm{s}}}{\dot{V}_{0}} r^{\prime} \mathrm{d} r^{\prime} \\
\therefore \quad & \ln \left[\frac{\bar{n}_{\mathrm{s}} \bar{\rho}}{n_{\mathrm{s} 0} \rho_{0}}\right]=-\int_{r_{0}}^{r} \frac{2 \pi W_{\mathrm{s}}}{\dot{V}_{0}} r^{\prime} \mathrm{d} r^{\prime} . \tag{F.15}
\end{align*}
$$

Assuming that $W_{\mathrm{s}}$ remains approximately constant with distance from the collapsing col-
umn edge, Eq. (F.15) is reduced to

$$
\begin{equation*}
\ln \left[\frac{\bar{n}_{\mathrm{s}} \bar{\rho}}{n_{\mathrm{s} 0} \rho_{0}}\right]=-\frac{\pi W_{\mathrm{s}}}{\dot{V}_{0}}\left(r^{2}-r_{0}^{2}\right) . \tag{F.16}
\end{equation*}
$$

The bulk density $\bar{\rho}$ is expressed in

$$
\begin{align*}
\bar{\rho} & =\left[\frac{\bar{n}_{\mathrm{s}}}{\rho_{\mathrm{s}}}+\frac{\left(1-\bar{n}_{\mathrm{s}}\right) R_{0} T_{0}}{\bar{p}}\right]^{-1} \quad(\because \text { Eq. (F.5) }) \\
& \approx \frac{\bar{p}}{\left(1-\bar{n}_{\mathrm{s}}\right) R_{0} T_{0}} \quad\left(\because \bar{n}_{\mathrm{s}} / \rho_{\mathrm{s}} \ll\left(1-\bar{n}_{\mathrm{s}}\right) R_{0} T_{0} / \bar{p}\right) . \tag{F.17}
\end{align*}
$$

Substituting Eq. (F.17) into Eq. (F.16), we obtain

$$
\begin{align*}
& \ln \left[\frac{\bar{n}_{\mathrm{s}} /\left(1-\bar{n}_{\mathrm{s}}\right)}{n_{\mathrm{s} 0} /\left(1-n_{\mathrm{s} 0}\right)}\right]=-\frac{\pi W_{\mathrm{s}}}{\dot{V}_{0}}\left(r^{2}-r_{0}^{2}\right) \\
\therefore \quad & \frac{\bar{n}_{\mathrm{s}} /\left(1-\bar{n}_{\mathrm{s}}\right)}{n_{\mathrm{s} 0} /\left(1-n_{\mathrm{s} 0}\right)}=\exp \left[-\frac{\pi W_{\mathrm{s}}}{\dot{V}_{0}}\left(r^{2}-r_{0}^{2}\right)\right] \\
\therefore \quad & \frac{\bar{n}_{\mathrm{s}}}{1-\bar{n}_{\mathrm{s}}}=\frac{n_{\mathrm{s} 0}}{1-n_{\mathrm{s} 0}} \exp \left[-\frac{\pi W_{\mathrm{s}}}{\dot{V}_{0}}\left(r^{2}-r_{0}^{2}\right)\right] . \tag{F.18}
\end{align*}
$$

Because $\bar{\rho}=\rho_{\mathrm{a}}$ at the steady runout distance $r_{\infty}$, we may express the gas mass fraction at the steady runout distance in

$$
\begin{equation*}
1-\bar{n}_{\mathrm{s} \infty}=\frac{R_{\mathrm{a}} T_{\mathrm{a}}}{R_{0} T_{0}} \quad\left(\because \bar{p}=\rho_{\mathrm{a}} R_{\mathrm{a}} T_{\mathrm{a}}\right) \tag{F.19}
\end{equation*}
$$

by using Eq. (F.17), whereas $1-\bar{n}_{\mathrm{s} \infty}=T_{\mathrm{a}} / T_{0}$ is written in Bursik \& Woods (1996) (see the next paragraph for the details). Substituting Eq. (F.19) into Eq. (F.18), we can obtain
the steady runout distance $r_{\infty}$ as

$$
\begin{array}{ll} 
& \frac{R_{0} T_{0}}{R_{\mathrm{a}} T_{\mathrm{a}}}\left(1-\frac{R_{\mathrm{a}} T_{\mathrm{a}}}{R_{0} T_{0}}\right)=\frac{n_{\mathrm{s} 0}}{1-n_{\mathrm{s} 0}} \exp \left[-\frac{\pi W_{\mathrm{s}}}{\dot{V}_{0}}\left(r_{\infty}^{2}-r_{0}^{2}\right)\right] \\
\therefore & \frac{R_{0} T_{0}-R_{\mathrm{a}} T_{\mathrm{a}}}{R_{\mathrm{a}} T_{\mathrm{a}}}=\frac{n_{\mathrm{s} 0}}{1-n_{\mathrm{s} 0}} \exp \left[-\frac{\pi W_{\mathrm{s}}}{\dot{V}_{0}}\left(r_{\infty}^{2}-r_{0}^{2}\right)\right] \\
\therefore & \frac{\left(R_{0} T_{0}-R_{\mathrm{a}} T_{\mathrm{a}}\right)\left(1-n_{\mathrm{s} 0}\right)}{R_{\mathrm{a}} T_{\mathrm{a}} n_{\mathrm{s} 0}}=\exp \left[-\frac{\pi W_{\mathrm{s}}}{\dot{V}_{0}}\left(r_{\infty}^{2}-r_{0}^{2}\right)\right] \\
\therefore & \ln \left[\frac{R_{\mathrm{a}} T_{\mathrm{a}} n_{\mathrm{s} 0}}{\left(R_{0} T_{0}-R_{\mathrm{a}} T_{\mathrm{a}}\right)\left(1-n_{\mathrm{s} 0}\right)}\right]=\frac{\pi W_{\mathrm{s}}}{\dot{V}_{0}}\left(r_{\infty}^{2}-r_{0}^{2}\right) \\
\therefore & r_{\infty}=\sqrt{r_{0}^{2}+\frac{\dot{V}_{0}}{\pi W_{\mathrm{s}}} \ln \left[\frac{R_{\mathrm{a}} T_{\mathrm{a}} n_{\mathrm{s} 0}}{\left(R_{0} T_{0}-R_{\mathrm{a}} T_{\mathrm{a}}\right)\left(1-n_{\mathrm{s} 0}\right)}\right]} \\
\therefore & r_{\infty}=\sqrt{r_{0}^{2}+\frac{\dot{M}_{0}}{\pi \rho_{0} W_{\mathrm{s}}} \ln \left[\frac{R_{\mathrm{a}} T_{\mathrm{a}} n_{\mathrm{s} 0}}{\left(R_{0} T_{0}-R_{\mathrm{a}} T_{\mathrm{a}}\right)\left(1-n_{\mathrm{s} 0}\right)}\right] .} \tag{F.20}
\end{array}
$$

In the text of Bursik \& Woods (1996), the gas mass fraction at the steady runout distance

$$
\begin{equation*}
1-\bar{n}_{\mathrm{s} \propto}=\frac{T_{\mathrm{a}}}{T_{0}} \tag{F.21}
\end{equation*}
$$

is used instead of Eq. (F.19). Accordingly, in the text of Bursik \& Woods (1996), the steady runout distance $r_{\infty}$ is expressed in

$$
\begin{align*}
r_{\infty} & =\sqrt{r_{0}^{2}+\frac{\dot{V}_{0}}{\pi W_{\mathrm{s}}} \ln \left[\frac{T_{\mathrm{a}} n_{\mathrm{s} 0}}{\left(T_{0}-T_{\mathrm{a}}\right)\left(1-n_{\mathrm{s} 0}\right)}\right]} \\
& =\sqrt{r_{0}^{2}+\frac{\dot{M}_{0}}{\pi \rho_{0} W_{\mathrm{s}}} \ln \left[\frac{T_{\mathrm{a}} n_{\mathrm{s} 0}}{\left(T_{0}-T_{\mathrm{a}}\right)\left(1-n_{\mathrm{s} 0}\right)}\right]} \tag{F.22}
\end{align*}
$$

Next, we reproduce Figure 3b in Bursik \& Woods (1996) (see the black curves in Figure F.2d) by using Eq. (F.20) or Eq. (F.22). This figure shows the steady runout distances as a function of mass fraction of gas at the collapsing column edge ( $1-n_{\mathrm{s} 0}$ ). Bursik \& Woods (1996) are thought to use the correct Eq. (F.20) or the incorrect Eq. (F.22) to describe Figure 3b in Bursik \& Woods (1996) (i.e., the black curves in Figure
F.2d). Furthermore, in this figure, the boundary temperature at the collapsing column edge, $T_{0}$, may be erroneously calculated due to inverting the value of the specific heat at constant pressure of air $C_{\mathrm{pa}}$ and that of volcanic gas $C_{\mathrm{pg}}$ (see Subsection F.2.1 for the details). Thus, we show the results of the following three cases: (1) the correct Eq. (F.20) is used and the values of $C_{\mathrm{pa}}$ and $C_{\mathrm{pg}}$ are correctly given (Figure F.2a); (2) the correct Eq. (F.20) is used and the values of $C_{\mathrm{pa}}$ and $C_{\mathrm{pg}}$ are inverted (Figure F.2b); (3) the incorrect Eq. (F.22) is used and the values of $C_{\mathrm{pa}}$ and $C_{\mathrm{pg}}$ are inverted (Figure F.2c). Then, we compare these results with Figure 3b of Bursik \& Woods (1996) (Figures F.2d and e).

Figure F.2d and e shows that Figure 3b of Bursik \& Woods (1996) agrees much better with the results of case (2) than with the results of case (3). This means that, although the incorrect Eq. (F.22) is written in the text of Bursik \& Woods (1996), the correct Eq. (F.20) may be used in Figure 3b of Bursik \& Woods (1996). And, Figure F.2a and d shows that Figure 3b of Bursik \& Woods (1996) agrees much better with the results of case (2) than with the results of case (1). This means that the boundary temperature at the collapsing column edge, $T_{0}$, may be erroneously calculated due to inverting the value of the specific heat at constant pressure of air $C_{\mathrm{pa}}$ and that of volcanic gas $C_{\mathrm{pg}}$ in Figure 3b of Bursik \& Woods (1996).

## One-dimensional channelized currents

We derive the analytical solution of the steady runout distance of the one-dimensional channelized dilute PDCs without air entrainment. Assuming that the rate of entrainment of ambient air is negligible, the volume flux of the current $\dot{V}\left(\equiv \bar{u} h y_{0}\right)$, the temperature of the current $\bar{T}$ and the gas constant of the current $\bar{R}$ remain approximately constant along the length of the current (i.e., $\dot{V}=\dot{V}_{0} \equiv u_{0} h_{0} y_{0} ; \bar{T}=T_{0} ; \bar{R}=R_{0}$ ). Here, $y_{0}$ is the


Figure F.2: Steady runout distances as a function of the gas mass fraction in the current at the collapsing column edge $\left(1-n_{\mathrm{s} 0}\right)$. The mass eruption rate at the collapsing column edge $\rho_{0} u_{0} h_{0} r_{0}=10^{9} \mathrm{~kg} / \mathrm{s}$; particle settling velocity $W_{\mathrm{s}}=1 \mathrm{~m} / \mathrm{s}$; the distance of the collapsing column edge $r_{0}=1 \mathrm{~km}$; the temperature of the erupted material $T_{\text {in }}=800 \mathrm{~K}$ (blue), 1000 K (green), 1200 K (red); the solid particle mass fraction in the erupted material $n_{\mathrm{s}, \mathrm{in}}=0.97$ (solid curves), 0.94 (dashed curve). (a) the correct Eq. (F.20) is used and the values of $C_{\mathrm{pa}}$ and $C_{\mathrm{pg}}$ are correctly given (see Table ??); (b) the correct Eq. (F.20) is used and the values of $C_{\mathrm{pa}}$ and $C_{\mathrm{pg}}$ are inverted; (c) the incorrect Eq. (F.22) is used and the values of $C_{\mathrm{pa}}$ and $C_{\mathrm{pg}}$ are inverted; (d) (b) is superposed on Figure 3b in Bursik \& Woods (1996); (e) (c) is superposed on Figure 3b in Bursik \& Woods (1996).
channel width. Then, the particle mass conservation Eq. (F.1) may be reduced to

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} x}\left(\bar{n}_{\mathrm{s}} \bar{\rho}\right) \\
\therefore \quad & =-\bar{n}_{\mathrm{s}} \bar{\rho} \frac{W_{\mathrm{s}}}{\dot{V}_{0}} y_{0}  \tag{F.23}\\
\therefore \quad & \frac{\mathrm{~d}\left(\bar{n}_{\mathrm{s}} \bar{\rho}\right)}{\bar{n}_{\mathrm{s}} \bar{\rho}}=-\frac{W_{\mathrm{s}}}{\dot{V}_{0}} y_{0} \mathrm{~d} x .
\end{align*}
$$

This is integrated from the collapsing column edge $x=x_{0}$ to yield

$$
\begin{align*}
& \int_{n_{\mathrm{s} 0} \rho_{0}}^{\bar{n}_{\mathrm{s}} \bar{\rho}} \frac{\mathrm{~d}\left(\bar{n}_{\mathrm{s}}^{\prime} \bar{\rho}^{\prime}\right)}{\bar{n}_{\mathrm{s}}^{\prime} \bar{\rho}^{\prime}}=-\int_{x_{0}}^{x} \frac{W_{\mathrm{s}}}{\dot{V}_{0}} y_{0} \mathrm{~d} x^{\prime} \\
\therefore \quad & \ln \left[\frac{\bar{n}_{\mathrm{s}} \bar{\rho}}{n_{\mathrm{s} 0} \rho_{0}}\right]=-\int_{x_{0}}^{x} \frac{W_{\mathrm{s}}}{\dot{V}_{0}} y_{0} \mathrm{~d} x^{\prime} . \tag{F.24}
\end{align*}
$$

Assuming that $W_{\mathrm{s}}$ remains approximately constant with distance from the collapsing column edge, Eq. (F.24) is reduced to

$$
\begin{equation*}
\ln \left[\frac{\bar{n}_{\mathrm{s}} \bar{\rho}}{n_{\mathrm{s} 0} \rho_{0}}\right]=-\frac{W_{\mathrm{s}}}{\dot{V}_{0}} y_{0}\left(x-x_{0}\right) . \tag{F.25}
\end{equation*}
$$

The bulk density $\bar{\rho}$ is expressed in

$$
\begin{align*}
\bar{\rho} & =\left[\frac{\bar{n}_{\mathrm{s}}}{\rho_{\mathrm{s}}}+\frac{\left(1-\bar{n}_{\mathrm{s}}\right) R_{0} T_{0}}{\bar{p}}\right]^{-1} \quad(\because \text { Eq. (F.5) }) \\
& \approx \frac{\bar{p}}{\left(1-\bar{n}_{\mathrm{s}}\right) R_{0} T_{0}} \quad\left(\because \bar{n}_{\mathrm{s}} / \rho_{\mathrm{s}} \ll\left(1-\bar{n}_{\mathrm{s}}\right) R_{0} T_{0} / \bar{p}\right) . \tag{F.26}
\end{align*}
$$

Substituting Eq. (F.26) into Eq. (F.25), we obtain

$$
\begin{array}{ll} 
& \ln \left[\frac{\bar{n}_{\mathrm{s}} /\left(1-\bar{n}_{\mathrm{s}}\right)}{n_{\mathrm{s} 0} /\left(1-n_{\mathrm{s} 0}\right)}\right]=-\frac{W_{\mathrm{s}}}{\dot{V}_{0}} y_{0}\left(x-x_{0}\right) \\
\therefore \quad & \frac{\bar{n}_{\mathrm{s}} /\left(1-\bar{n}_{\mathrm{s}}\right)}{n_{\mathrm{s} 0} /\left(1-n_{\mathrm{s} 0}\right)}=\exp \left[-\frac{W_{\mathrm{s}}}{\dot{V}_{0}} y_{0}\left(x-x_{0}\right)\right] \\
\therefore \quad & \frac{\bar{n}_{\mathrm{s}}}{1-\bar{n}_{\mathrm{s}}}=\frac{n_{\mathrm{s} 0}}{1-n_{\mathrm{s} 0}} \exp \left[-\frac{W_{\mathrm{s}}}{\dot{V}_{0}} y_{0}\left(x-x_{0}\right)\right] . \tag{F.27}
\end{array}
$$

Because $\bar{\rho}=\rho_{\mathrm{a}}$ at the steady runout distance $x_{\infty}$, we may express the gas mass fraction at the steady runout distance in

$$
\begin{equation*}
1-\bar{n}_{\mathrm{s} \infty}=\frac{R_{\mathrm{a}} T_{\mathrm{a}}}{R_{0} T_{0}} \quad\left(\because \bar{p}=\rho_{\mathrm{a}} R_{\mathrm{a}} T_{\mathrm{a}}\right) \tag{F.28}
\end{equation*}
$$

by using Eq. (F.26), whereas $1-\bar{n}_{\mathrm{s} \infty}=T_{\mathrm{a}} / T_{0}$ is used in the text of Bursik \& Woods (1996) (see the next paragraph for the details). Substituting Eq. (F.28) into Eq. (F.27), we can obtain the steady runout distance $x_{\infty}$ as

$$
\begin{array}{ll} 
& \frac{R_{0} T_{0}}{R_{\mathrm{a}} T_{\mathrm{a}}}\left(1-\frac{R_{\mathrm{a}} T_{\mathrm{a}}}{R_{0} T_{0}}\right)=\frac{n_{\mathrm{s} 0}}{1-n_{\mathrm{s} 0}} \exp \left[-\frac{W_{\mathrm{s}}}{\dot{V}_{0}} y_{0}\left(x_{\infty}-x_{0}\right)\right] \\
\therefore & \frac{R_{0} T_{0}-R_{\mathrm{a}} T_{\mathrm{a}}}{R_{\mathrm{a}} T_{\mathrm{a}}}=\frac{n_{\mathrm{s} 0}}{1-n_{\mathrm{s} 0}} \exp \left[-\frac{W_{\mathrm{s}}}{\dot{V}_{0}} y_{0}\left(x_{\infty}-x_{0}\right)\right] \\
\therefore & \frac{\left(R_{0} T_{0}-R_{\mathrm{a}} T_{\mathrm{a}}\right)\left(1-n_{\mathrm{s} 0}\right)}{R_{\mathrm{a}} T_{\mathrm{a}} n_{\mathrm{s} 0}}=\exp \left[-\frac{W_{\mathrm{s}}}{\dot{V}_{0}} y_{0}\left(x_{\infty}-x_{0}\right)\right] \\
\therefore & \ln \left[\frac{R_{\mathrm{a}} T_{\mathrm{a}} n_{\mathrm{s} 0}}{\left(R_{0} T_{0}-R_{\mathrm{a}} T_{\mathrm{a}}\right)\left(1-n_{\mathrm{s} 0}\right)}\right]=\frac{W_{\mathrm{s}}}{\dot{V}_{0}} y_{0}\left(x_{\infty}-x_{0}\right) \\
\therefore & x_{\infty}=x_{0}+\frac{\dot{V}_{0}}{y_{0} W_{\mathrm{s}}} \ln \left[\frac{R_{\mathrm{a}} T_{\mathrm{a}} n_{\mathrm{s} 0}}{\left(R_{0} T_{0}-R_{\mathrm{a}} T_{\mathrm{a}}\right)\left(1-n_{\mathrm{s} 0}\right)}\right] \\
\therefore & x_{\infty}=x_{0}+\frac{\dot{M}_{0}}{\rho_{0} y_{0} W_{\mathrm{s}}} \ln \left[\frac{R_{\mathrm{a}} T_{\mathrm{a}} n_{\mathrm{s} 0}}{\left(R_{0} T_{0}-R_{\mathrm{a}} T_{\mathrm{a}}\right)\left(1-n_{\mathrm{s} 0}\right)}\right] . \tag{F.29}
\end{array}
$$

In the text of Bursik \& Woods (1996), the gas mass fraction at the steady runout distance

$$
\begin{equation*}
1-\bar{n}_{\mathrm{s} \infty}=\frac{T_{\mathrm{a}}}{T_{0}} \tag{F.30}
\end{equation*}
$$

is used instead of Eq. (F.28). Accordingly, in the text of Bursik \& Woods (1996), the steady runout distance $x_{\infty}$ is expressed in

$$
\begin{align*}
x_{\infty} & =x_{0}+\frac{\dot{V}_{0}}{y_{0} W_{\mathrm{s}}} \ln \left[\frac{T_{\mathrm{a}} n_{\mathrm{s} 0}}{\left(T_{0}-T_{\mathrm{a}}\right)\left(1-n_{\mathrm{s} 0}\right)}\right] \\
& =x_{0}+\frac{\dot{M}_{0}}{\rho_{0} y_{0} W_{\mathrm{s}}} \ln \left[\frac{T_{\mathrm{a}} n_{\mathrm{s} 0}}{\left(T_{0}-T_{\mathrm{a}}\right)\left(1-n_{\mathrm{s} 0}\right)}\right] . \tag{F.31}
\end{align*}
$$
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