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Abstract

Cells and organelles are separated from the external environment by the biological mem-

brane, and importing or exporting the materials across the membrane, called membrane

transport, is essential for the survival of the cell. This membrane transport is carried out

by some groups of membrane proteins, called membrane channels and transporters. They

are divided into some subgroups according to the direction of the transport and the en-

ergy source. By focusing on the requirements that membrane proteins of each group must

satisfy at the minimum, mechanisms in common within these groups can be considered.

To understand these mechanisms of channels and transporters, not only their static crys-

tal structures, but their dynamics are also important. All-atom molecular dynamics (MD)

simulation is a suitable method to explore these problems. However, at the same time,

the conventional all-atom MD simulation has a problem that it cannot observe the event

in a long, physiologically relevant timescale due to the fundamental limits of the com-

putation. This problem is solved by employing the enhanced sampling techniques. In

chapter 1, the general mechanisms for channels and transporters and the conformational

sampling methods in MD simulation are summarized. In this study, the author focused

on two proteins, that is a light-gated channel, channelrhodopsin (ChR), and an antiporter,

triose-phosphate/phosphate translocator (TPT), to unravel their mechanisms in atomic de-

tail, using conventional MD simulation and enhanced sampling MD simulations.

In chapter 2, the MD simulations of channelrhodopsin (ChR) were performed. ChR is a

light-gated cation channel that responds to blue light. Since ChR can be readily expressed

in specific neurons to precisely control their activities by light, it has become a powerful

tool in neuroscience. Although the recently solved crystal structure of a chimeric ChR,

C1C2, provided the structural basis for ChR, our understanding of the molecular mech-

anism of ChR still remains limited. Here electrophysiological analyses and conventional

all-atom MD simulations are performed, to investigate the importance of the intracellular

and central constrictions of the ion conducting pore observed in the crystal structure of

C1C2. The electrophysiological analysis revealed that two glutamate residues, Glu122 and
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Glu129, in the intracellular and central constrictions, respectively, should be deprotonated

in the photocycle. The simulation results suggested that the deprotonation of Glu129 in the

central constriction leads to ion leakage in the ground state, and implied that the protona-

tion of Glu129 is important for preventing ion leakage in the ground state. Moreover, the

13-cis retinal bound; i.e., activated C1C2 model was designed, and MD simulations were

performed to investigate the conformational changes in the early stage of the photocycle.

These simulations suggested that retinal photoisomerization induces the conformational

change toward channel opening, including the movements of TM6, TM7, and TM2. These

insights into the dynamics of the ground states and the early photocycle stages enhance our

understanding of the channel function of ChR.

In chapter 3, the author performed the MD simulation of triose-phosphate/phosphate

translocator (TPT). Secondary active membrane transporters translocate their substrates

using the electrochemical potentials of other chemical compounds while undergoing large-

scale conformational changes. Despite extensive structural studies of transporters, the

atomic details of the transport mechanism, such as the coupling mechanism of the local

and global conformational changes, still remain elusive. Here, a series of all-atom molec-

ular dynamics simulations of the TPT was performed, which exports organic phosphates,

such as triose-phosphate, in the chloroplast stroma in a strict counter exchange with in-

organic phosphate (Pi). Biased sampling methods, including string method and umbrella

sampling, successfully reproduced the conformational changes between the inward- and

outward-facing states, along with the substrate binding. The free energy landscape of this

entire TPT transition pathway demonstrated the alternating access and substrate translo-

cation mechanisms. The results revealed that Pi is relayed by positively charged residues

along the transition pathway. Furthermore, the conserved Glu207 functions as a “molecular

switch”, linking the local substrate binding and the global conformational transition. The

results provide quantitative and atomic-detailed insights into the energy coupling mecha-

nism of secondary active antiporters.
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1 General Introduction

1.1 Basics of membrane channels and transporters

1.1.1 Membrane transport

Cells and organelles are separated from the external environment by the lipid bilayer,

which is mainly composed of phospholipids. Uptake of compounds essential for cells

or organelles and elimination of unnecessary compounds are important for cell growth.

However, free diffusion of the hydrophilic compounds and ions is so slow that cells and

organelles have the mechanism that selectively facilitates the diffusion of the compounds

and ions, called membrane transport.

Membrane transport is classified into 2 classes by its transport direction. The first class

is passive transport (Fig. 1.1; left and center). The passive transport facilitates the “down-

hill” translocation of substrates, in which the substrates diffuse across the membrane along

their electrochemical potential. Thus, the passive transport system itself does not need the

external energy source for transporting. This passive transport includes membrane chan-

nel and some types of membrane transporter (passive transporter) molecules. The other

class of membrane transport is active transport (Fig. 1.2; right). This system translocates

substrates against their electrochemical potential, which means the active transport system

requires an external energy source, such as ATP hydrolysis energy. The other types of

transporter molecules (active transporters) are classified into this active transport system.

1



1 General Introduction

Substrate

energy
source

intracellular

extracellular

TransporterChannel

Passive transport Active transport

Concentration

Figure 1.1: Schematic diagram for the classification of membrane transport.

Close Open Selectivity

Figure 1.2: Schematic representation of the membrane channel. Open/close regulation
(conformational change) and the substrate selectivity are the required mechanism for mem-
brane channels.

1.1.2 General mechanisms of membrane channels

Membrane channels function as the passive transport system in which the substrates (in

most case, inorganic ions) are conducted along their electrochemical potential. In the

transport process of channels, the number of transported substrate molecules is not reg-

ulated. Although some channels constantly open the gate and function as a leaky channel,

conformational regulation is required for most membrane channels. In the non-conducting,

closed state, a leakage of the substrates must be blocked. Therefore, the conformational

transition mechanism required for the membrane channels is the transition between two

states, opening, and closing of substrate conducting pathway (Fig. 1.2; left).

Another requirement for the membrane channels is substrate selectivity (Fig. 1.2; right).

Some channels conduct ions non-selectively while others conduct ions with high speci-

ficity.
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intracellular

extracellular

Passive
transporter

Light-driven
pumpATPase pump AntiporterSymporter

light Concentration
gradient

ATP ADP

Primary active transporter Secondary active transporter

Figure 1.3: Classification of membrane transporters. The gradient for each substrate is
shown in gradation color bar.

These two mechanisms, open/close regulation, and substrate selectivity are universally

required for all membrane channel, and understanding these mechanisms is essential.

1.1.3 Classification of membrane transporters

Membrane transporters include both types of passive and active transport, called passive

transporters and active transporter, respectively. (Fig. 1.3).

Passive transporters, also called permease, conducts the “down-hill” transport of sub-

strates. The difference between channels and passive transporters is their stoichiometry: in

the passive transporters, a fixed number of substrates are transported upon a single confor-

mational change cycle.

In contrast, active transporters conduct the “up-hill” transport of the substrates, which

requires an extra energy source. Active transporters are further divided into two classes ac-

cording to the energy source: primary active transporters and secondary active transporters.

The primary active transporters utilize light, redox or ATP hydrolysis energy, for up-hill

translocating of substrate (Fig. 1.3; light green and green). The secondary active trans-

porters catalyze a transport of compounds against their electrochemical potential, using

the electrochemical potential of another compound (co-substrate) created by the primary

active transporters (Fig. 1.3; magenta and cyan).

The secondary active transporters include two classes according to the transport direc-

tion of substrate and co-substrate. The first group is called symporter, which translocates

3
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Co-substrateSubstrate

Outward Facing
(OF) state

Inward Facing
(IF) state

Occluded
(Occ) state

or

Figure 1.4: Conceptual model of alternating access mechanism. An example of antiporter
is shown.

ATP ADP

Inward Facing
(IF) state

substrate

Outward Facing
(OF) state

Occluded
(Occ) state

direction of cycle

a b

Figure 1.5: Simplified mechanisms of the transport cycle of (a) passive membrane trans-
porter and (b) primary active transporter (ATPase pump). Note that the binding/unbinding
process of ATP and ADP is omitted in the panel b.

substrate and co-substrate in the same direction (Fig. 1.3; magenta). The other group is

called antiporter, which translocates substrate and co-substrate in the opposite direction

(Fig. 1.3; cyan) In both cases, the co-substrates is transported along their electrochemical

potential while the substrates are transported against their electrochemical potential. These

active transporters achieve the uptake of compounds essential for cells or organelles or the

elimination of unnecessary compounds.

1.1.4 General mechanisms of transporters

Generally, all membrane transporters achieve the transport of substrates by undergoing

conformational transitions between the inward-facing (IF) state, the outward-facing (OF)

state, and their intermediate, the occluded (Occ) state (Fig. 1.4). In this conformational
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Substrate

Antiporter (exchanger) Symporter

Co-substrate

a b

Figure 1.6: Simplefied transport cycle model of secondary active transporters in (a) an-
tiporters and (b) symporters.

change scheme, substrate binding site, which usually locates at the center of the transmem-

brane domain, is exposed to intracellular or extracellular side alternately. This mechanism

is called the alternating access mechanism [1, 2] and universally required for all trans-

porters, since opening the gates on both sides of the membrane would permit the free dif-

fusion of the substrate across the membrane, which means the transporter molecule would

function as a channel. Thus, we can illustrate the conformational change as a cycle reaction

like Fig. 1.5a.

In the case of the passive transporter, there is no restriction to the conformational tran-

sition and all state transitions shown in Fig. 1.5a are regarded as reversible processes at

equilibration. Thus, the conformational transition between IF and OF is permitted regard-

less of whether the substrate is bound or not in the passive transporters.

In the primary active transporter, at least one transition of the equilibrium cycle is an

irreversible process (an example of ATPase pump is shown Fig. 1.5b). This irreversibility

is guaranteed by the extra energy source, such as ATP hydrolysis or light reception. This

mechanism drives the cycle single direction, resulting in the up-hill transport of substrate.

In this case, the coupling between ATP hydrolysis and substrate binding is important; oth-

erwise, wasteful ATP hydrolysis would take place.

In the secondary active transporters, the conformational change of antiporters and sym-

porters must be strictly coupled with substrate binding/unbinding. In the case of an-
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tiporters, the conformational transition between IF and OF is permitted when and only

when the substrate or co-substrate is bound, and the transition in apo state is prohibited

(Fig. 1.6a). On the other hand, in the case of symporters, the conformational transition

between IF and OF is permitted when both substrates are bound or when the binding site

is not occupied. And the conformational transition is prohibited when either of the sub-

strate or co-substrate is bound to the binding site (Fig. 1.6b). These coupling mechanisms

between conformational transition and substrate binding, in addition to the alternating ac-

cess mechanism, are a necessary and sufficient condition the secondary active transporters.

And understanding these coupling mechanisms is essential to elucidate the fundamental

mechanism of the secondary active transporter.

1.2 Basics of molecular dynamics (MD) simulation

1.2.1 Conventional MD simulation

Structural information of proteins is essential to understand their functions and mecha-

nisms. Most of the structures of proteins are obtained by X-ray crystallography since it

provides the high-resolution atomic structure for a wide range of molecular weight pro-

tein. However, the protein structure of X-ray crystallography is the static snapshot which

is averaged over all protein molecules in the crystal, although the actual protein structure

in solution is fluctuating around the energetically stable structure. Moreover, as discussed

in section 1.1, many proteins undergo large conformational change, which usually cannot

be observed in a single crystal structure.

Molecular dynamics (MD) simulation enables to observe the dynamics of biological

molecules by numerically solving the equation of motion for all atoms including protein,

water, lipids, and ions. Since the first MD simulation of biological molecule concerning

the bovine pancreatic trypsin inhibitor (BPTI) was performed [3], MD simulations have

been used to study the dynamics and conformational transitions of various proteins [4].

While only a several pico-seconds of simulation was performed in the first MD simulation

of BPTI, recent evolution in computer technology facilitates the MD simulation with large
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biological molecules in long timescale (∼ ns-µs).

1.2.2 Difficulty in free energy calculation by MD simulation

In theory, one can reconstruct the free energy landscape along the important degree of

freedom from the trajectories of MD simulation. The free energy difference ∆GAB between

given states A and B are related to the probability of the system to be found in the state A

(pA) and in the state B (pB):

∆GAB = −β−1 ln
pA

pB
= −β−1 ln

∫
B

e−βU(x)dx∫
A

e−βU(x)dx
(1.1)

where β = 1/kBT is inverse temperature of system, U(x) is the internal energy of the

system, and the integral
∫

A
dx run over all the configurations that make up state A. To

accurately estimate this probability, the sufficient number of sampling of the state transi-

tion between A and B is required. In practice, however, sampling the sufficient number of

the state transition in finite computational time scale is difficult when the high free energy

barrier exists between the state A and B. A recently developed specialized hardware for

MD simulation, called Anton [5] enables to perform several hundreds of micro-seconds

simulation, but this micro-seconds time scale is still short to sufficiently sample the state

transition of the biological molecules; although a free energy minimum state is well sam-

pled, the other free energy minima and the high free energy region such as transition state

are not sampled.

1.2.3 Enhanced sampling methods in MD simulation

To solve the problem in calculating the free energy difference of protein conformation

sampling, a lot of conformational sampling techniques called enhanced sampling methods

are developed [6]. These methods can be grouped into following 4 categories.

The first strategy is exploiting the thermal fluctuations by setting the higher temperature

of the system than the normal simulation. This includes the replica-exchange molecu-

lar dynamics (REMD) (also called parallel tempering) algorithm [7]. In REMD simula-
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Figure 1.7: Schematic representations of enhanced sampling techniques in MD simula-
tion. CV means collective variable. (a) The example of temperature-replica exchange
MD (T-REMD), which is the strategy that exploits thermal fluctuations. The replicas with
difference temperatures are exchanged to enhance the conformational sampling. (b) The
example of string method, which is one of the transition path sampling techniques. The
initial transition path (blue dashed line) is sequentially updated until the transition path is
converged to the minimum free energy path (red dashed line). (c) Schematic representa-
tion of the alchemical method. In this example Asp residue in a ligand binding pocket in
a protein gradually changes to Ala residue with coupling parameter λ. The free energy
difference will be calculated by the free energy perturbation (FEP) or thermodynamic in-
tegration (TI) framework, to obtain the difference of binding energy. (d) The example of
umbrella sampling (US) is shown. In this method, quadratic biasing potential (shown in
rainbow parabolas; called windows) are spaced along a CV to enhance the sampling of
the high free energy regions. The simulation results from independent windows are then
post-processed by weighted histogram analysis method (WHAM) to obtain the free energy
landscape (black line).

8
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tion, multiple replicas with different temperatures are simulated in parallel, and exchanges

between neighboring replicas are attempted periodically and accepted or rejected by the

Metropolis criterion (Fig. 1.7a). These exchanges result in a random walk of temperature

space, which enables more effective conformational sampling than the normal constant

temperature simulation.

The second strategy is called path-finding technique. This strategy exploits the knowl-

edge about the initial and final states of the conformational change and tries to find the

optimal transition pathway between them, that is minimum free energy path. The repre-

sentative algorithm is string method [8], which searches the minimum free energy path by

iteratively updating the transition path (Fig. 1.7b). This method requires a measure of the

progression of the system along the path.

If you are not interested in the transition state between two states and interested only in

the free energy difference, you can use the so-called alchemical methods. In this frame-

work, state A gradually disappear from the system, and state B gradually appears in the

system, with the coupling parameter (usually called λ; Fig. 1.7c). By using the free energy

perturbation (FEP) or thermodynamic integration (TI) frameworks, we can obtain the free

energy difference between state A and state B. Note that this method is usually employed

for calculating the free energy differences between the small changes, such as binding en-

ergy difference by a point mutation, and not used for calculating the free energy in large

conformational change.

The last strategy is a biased sampling protocol, including umbrella sampling [9]. In

this strategy, sampling is performed only along a pre-defined reaction coordinate (usually

implemented by collective variable (CV)), which focuses on a limited region of the entire

configuration space (Fig. 1.7d). A bias potential is used to enhance the sampling along

the selected degrees of freedom, and after the simulation, the bias will be removed (or

re-weighted) by an appropriate method.

In addition to these methods, the combination of these biased sampling methods with

the replica-exchange approach is also developed, such as Hamiltonian-REMD [10] (H-

REMD; also called bias-exchange umbrella sampling (BEUS) [11]). In this approach,
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the simulation of many replicas with a bias for different CVs are performed, and they

are periodically exchanged under the Metropolis criterion. This method can speed-up the

convergence of the free energy landscape.

1.3 Overview of this study

In this paper, the author performed MD simulations to reveal the molecular mechanisms of

a membrane channel and a membrane transporter.

In chapter 2, a series of non-biased MD simulation for a light-gated cation channel,

called channelrhodopsin, is performed. The author performed the MD simulations with

protonated or deprotonated states for the titratable residues in the ion conducting pathway

and revealed that deprotonation of a glutamate residue on ion conducting pathway causes

an ion leakage in the ground state. The author further performed the MD simulation of the

photo-activated, i.e., 13-cis retinal bound state, and revealed the conformational change of

the first step of channel opening.

In chapter 3, the author performed the molecular mechanism of triose-phosphate/phosphate

translocator (TPT), which exchanges the product of photosynthesis (triose-phosphate) with

inorganic phosphate (Pi) on the inner membrane of the chloroplast. By employing the en-

hanced sampling methods, the entire transport cycle of TPT is reconstructed from one Pi

bound crystal structure. Based on these reconstructed structures, the fundamental mecha-

nisms as an exchanger including substrate binding mechanism, alternating access mecha-

nism and antiporter mechanism as described in section 1.1.4 are discussed.
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2 Molecular Dynamics Simulation of

Channelrhodopsin

2.1 Introduction

2.1.1 Channelrhodopsin (ChR)

Most organisms perceive light-carried information by using rhodopsin family proteins,

which are covalently bound to a retinal chromophore. During evolution, rhodopsin family

proteins have acquired divergent functions, as light sensors, ion pumps, and ion channels.

Channelrhodopsin (ChR) is the only channel-type rhodopsin family protein identified thus

far. ChR was originally isolated from Chlamydomonas reinhardtii, and was characterized

as a light-gated cation channel in 2002 [12]. Upon excitation by blue light, ChR perme-

ates several monovalent and divalent cations, including H+, Na+, K+, and Ca2+. As the net

inward flow of cations under physiological ionic conditions depolarizes cell membranes,

ChR has become not only an attractive target of biophysical studies, but also a powerful

tool for the neuroscience field (optogenetics). Since ChR was first expressed in mammalian

neurons in 2005 [13,14], the number of studies using ChR has rapidly increased [15]. The

integration of ChR and fiber-optic devices allows the control of neural activity with high

spatial and temporal precision, even within systems such as freely moving mammals. Thus,

ChR is now recognized as a powerful tool for modulating neural activity, in order to eluci-

date the neural circuit foundations of normal and pathological behaviors [15,16]. However,

despite the rapid progress in optogenetics, our understanding of the mechanism by which
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2 Molecular Dynamics Simulation of Channelrhodopsin

Figure 2.1: Photoisomerization of retinal molecule in microbial rhodopsin. Chemical
structures of ATR and 13-cisR are shown.

Figure 2.2: Simplified model of the ChR photocycle. The representative time scale is
shown in each state transition.

ChR permeates cations in response to light is still limited.

Previous electrophysiological analyses of ChR revealed that its N-terminal extracellular

domain (N-domain) and seven-transmembrane (TM) domain are sufficient for the chan-

nel function, while its large C-terminal intracellular domain is dispensable [12, 17]. In

the center of the TM domain, an all-trans retinal (ATR) (Fig. 2.1) is covalently bound to

Lys296 (Lys257 in ChR2) on TM7, thus forming the protonated Schiff base, and the posi-

tive charge of the Schiff base is stabilized by two counterions, Glu162 and Asp292 (Glu123

and Asp253 in ChR2, respectively). Upon receiving blue light, ATR isomerizes to 13-cis

retinal (13-cisR) (Fig. 2.1), which triggers a series of chemical reactions and conforma-

tional changes, called the photocycle (Fig. 2.2). Electrophysiological and spectroscopic

experiments revealed that the ChR photocycle comprises the early photoproducts, P500
1 and
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2.1 Introduction

Figure 2.3: The crystal structure of the channelrhodopsin (ChR). The two constrictions
in the crystal structure of C1C2 (PDB ID 3UG9) and the electrophysiological analysis of
the constrictions. (a) Overall structure of C1C2, viewed parallel to the membrane with
the three key regions highlighted (magenta, blue, and red). The dashed area represents the
putative ion-conducting pathway. (b) Magnified views of the highlighted regions in (a).
Black dashed lines are hydrogen bonds, and orange dashed circles represent the putative
conducting pathway.

P390
2 , the conducting state, P520

3 , the late intermediate state, P480
4 , and other intermediates in

the branched side pathways [18–23].

2.1.2 Crystal structure of ChR

In addition to these electrophysiological and spectroscopic analyses, the 2.3 Å resolution

structure of the chimeric construct of C. reinhardtii ChR1 and ChR2 (C1C2) provided de-

tailed insights into the architecture of ChR, including its cation-conducting pathway [17].

ChR forms a dimer in this crystal structure, and the electronegative pore in each monomer,

formed by TMs 1, 2, 3, and 7, probably functions as the cation-conducting pathway, con-

sistent with the previous computational and electrophysiological studies [17, 24–30] (Fig.

2.3a). The crystal structure revealed that an extracellular vestibule, formed by the N-
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domain and extracellular loops 1 and 3, expands to a diameter of about 8 Å, and suggested

that this passage would allow water molecules to move from the extracellular side to the

middle of the pathway [17] (Fig. 2.3b, panel (1)). In contrast to the extracellular half,

the intracellular half of the pathway is occluded at two constrictions, revealing a closed

state. This is consistent with the fact that C1C2 was crystallized and harvested in the dark.

These two constrictions, called the intracellular and central constrictions (corresponding

to Fig. 2.3a, panel (2) and (3) respectively), contain titratable residues, including Glu122

and Glu129, which are highly conserved in the ChR family, but not in other rhodopsin

family members. These residues link the TM helices by hydrogen bonds and a salt bridge

to occlude the conducting pathway, and these interactions are considered to be disrupted

in the conducting state. Although the crystal structure of C1C2 identified certain residues

that may be important for channel opening, it remains unknown how the residues in these

constrictions prevent ion leakage in the ground state, and how the retinal isomerization

induces the conformational change towards channel opening.

2.1.3 Overview of this study

In this study, the functional roles of Glu122 and Glu129 in the two constrictions were

investigated by electrophysiological analyses and MD simulations. The results revealed

that Glu129 in the central constriction is important for preventing ion leakage in the ground

state. In addition, the conformational change upon retinal isomerization, which is the very

first stage in the photocycle, was revealed by performing the MD simulation with 13-cis

retinal-bound C1C2.

2.2 Materials and methods

2.2.1 Simulation system setup

The atomic coordinates of the crystal structure of ChR, C1C2 (protein data bank (PDB)

ID 3UG9 [17]) were retrieved from the PDB. Two disordered regions (Gly110-Thr117 and
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Asn327-Glu332) were modeled with the program Modeller [31]. The protonation state of

each glutamate or aspartate was determined based on the pattern of hydrogen bonds ob-

served in the crystal structure, as well as the results of the PROPKA calculation [32], except

for Glu163, which was reported to be deprotonated in the ground state [33]. The lipid bi-

layer composed of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) molecules

was generated using the VMD plugin [34]. The full simulation system included C1C2,

POPC, water molecules, and chloride and sodium ions. The system size was 128×128×128

Å, and contained about 190,000 atoms.

All of the water molecules observed in the crystal structure were kept. The missing

hydrogen atoms were built with the program VMD [34]. An explicit solvent periodic

boundary system was prepared. The net charge of the simulation systems was neutralized

through the addition of chloride and sodium ions upto the concentration of 150 mM NaCl.

The molecular topologies and parameters from Charmm22/CMAP force field [35, 36]

were used for proteins, and from the Charmm36 force field [37] were used for the lipid

molecules. The topology and force field parameters for 13-cisR were the same as those for

ATR, which are also compatible with 13-cisR (designed by the collaborators, Dr. Motoshi

Kamiya (RIKEN) and Dr. Shigehiko Hayashi (Kyoto University)), developed based on the

previously reported values [38–41].

2.2.2 Production run

Molecular dynamics simulations were performed with the program NAMD 2.8 [42]. The

systems were first energy minimized for 1,000 steps with fixed positions of the non-

hydrogen atoms, and then for another 1,000 steps with 10 kcal mol−1 Å−2 restraints for the

non-hydrogen atoms, except for the lipid molecules within 5.0 Å from the proteins. Next,

equilibration was performed for 0.01 ns under isothermal (canonical) ensemble (NVT) con-

ditions, with 10 kcal mol−1 Å−2 restraints for the non-hydrogen atoms of the protein. Fi-

nally, equilibration was performed for 0.5 ns under isothermal-isobaric ensemble (NPT)

conditions with the 1.0 kcal mol−1 Å−2 restraints. Production process for each protonation

state was performed in 150 ns as shown in Table 2.1. In the equilibration and production
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processes, the pressure and temperature were set to 1.0 atm and 300 K, respectively. Con-

stant temperature was maintained by using Langevin dynamics. Constant pressure was

maintained by using the Langevin piston Nosé-Hoover method [43]. Long-range electro-

static interactions were calculated by using the particle mesh Ewald (PME) method [44].

Each simulation was performed at least twice with different initial velocities, and similar

results are obtained from these trajectories.

2.2.3 Modeling of 13-cis retinal bound C1C2

The coordinates of Lys-13-cisR were obtained from the K-intermediate of bacteriorhodopsin

(PDB ID: 1IXF [45]). The main chain atoms (i.e., the C, O, N, and CA atoms) and the β-

ionone ring of this Lys-13-cisR molecule were superimposed on those of Lys296-ATR of

C1C2, and then the Lys296-ATR of C1C2 was replaced with the Lys-13-cisR. After this

replacement, 1,000 steps of energy minimization were performed with fixed positions of

the non-hydrogen atoms. Subsequently, another 1,000 steps of energy minimization were

performed with 10 kcal mol−1 restraints for the non-hydrogen atoms, except for the lipid

molecules within 5.0 Å from the protein. The equilibration and production runs were per-

formed in the same manner as described above.

2.2.4 Data analysis

For each obtained trajectories, the minimum distance between a pair of residues, the root-

mean-square deviation (RMSD) values for the atom groups of interest, and the correlation

coefficients between all Cα atoms were calculated. The calculations were performed by

the QScript implemented in cuemol (http://www.cuemol.org/) or a python package

for analyzing the MD trajectories, MDAnalysis [46]

The RMSD was calculated using following equation:

RMSD(t) =

√√
1
N

N∑
i

∣∣∣rt
i − rre f

i

∣∣∣2 (2.1)
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where rt
i is the coordinate of i-th atom at time t, rre f

i is the coordinate of i-th atom of refer-

ence structure, and N is the total number of atom. The RMSD calculations were performed

after superimposing each trajectory frame on TM helices 1-7 of the crystal structure.

The correlation coefficient between i-th and j-th Cα atoms (Ci j) was calculated using

following equation:

Ci j =

⟨
(ri − r̄i) · (r j − r̄ j)

⟩
√⟨|ri − r̄i|2

⟩ ⟨|r j − r̄ j|2
⟩ (2.2)

where ri is the coordinate of i-th Cα atom, ⟨x⟩ is the time average of vector x, and r̄i is

the averaged coordinate of i-th Cα atom. The correlation coefficient calculations were per-

formed after superimposing each trajectory frame on TM helices 3-5 of the crystal struc-

ture.

2.2.5 Electrophysiological analysis

The electrophysiological analysis of C1C2 wild type (WT) and mutants were performed in

collaboration with Dr. Ito (King’s college London) and Dr. Maturana (Nagoya university).

For electrophysiology, human embryonic kidney (HEK)293 cells were cultured on poly-

lysine-coated, glass bottom culture dishes (Matsunami), and were transfected with 0.1 mg

of a plasmid construct encoding the GFP-tagged C1C2 WT or the GFP-tagged C1C2 mu-

tants. At 24-30 h after transfection, the cells were placed in bath medium, containing 140

mM NaCl, 1 mM CaCl2, 2 mM MgCl2, 10 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic

acid (HEPES) (pH 7.4 with NaOH), and 5 mM glucose, under an inverted microscope

(Olympus IX71). A borosilicate patch pipette (Harvard Apparatus), with a resistance of

about 5-8 MΩ, was filled with 140 mM KCl, 5 mM ethylene glycol-bis(2-aminoethylether)-

N,N,N’,N’-tetraacetic acid (EGTA), 2 mM MgCl2, and 10 mM HEPES (pH 7.2 with KOH).

The C1C2 currents were recorded in both the voltage-clamp mode and whole-cell config-

uration. The cells were held at a membrane potential of -80 mV, and were depolarized by

10 mV voltage steps of 1.8 s up to 170 mV. The light-dependent currents were activated

200 ms after the depolarization step, with 465 nm light (1.5 mW mm−2) for 1,000 ms,
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elicited by a high power LED illumination system (LEX2-B, Brainvision) connected to

an A/D converter (Digidata 1440, Axon CNS, Molecular Devices), and controlled by the

pClamp10 software (Axon CNS, Molecular Devices). Currents were measured using an

Axopatch 200B amplifier (Axon CNS, Molecular Devices), filtered at 2 kHz and sampled

at 5 kHz, using a Digidata 1440A digitizer (Axon CNS, Molecular Devices) controlled by

the pClamp10 software (Axon CNS, Molecular Devices).

To estimate the membrane expression levels of C1C2 and its mutants, the ratio of the

membrane and cytosolic fluorescence values was determined. The cells were transfected

with 0.1 mg WT C1C2 or C1C2 mutants, using Fugene 6, and cultured for 30 h. They

were then washed with PBS, fixed with 4% paraformaldehyde in PBS for 20 min at room

temperature (20 ◦C), and washed again with PBS before microscopy observations. GFP

fluorescence was observed with a laser confocal microscope (FV1000 Olympus).

2.3 Results

2.3.1 Deprotonation of Glu122 and Glu129 is important for

channel activity

The crystal structure of C1C2 revealed the central and intracellular constrictions in the

pore [17]. In the intracellular constriction, the salt bridge between Glu121 and Arg307

links TM2 to TM7, and the hydrogen bond between Glu122 and His173 links TM2 to

TM3 (Fig. 2.3b panel (2)). In the central constriction, the hydrogen bond between Glu129

and Asn297 links TM2 to TM7 and occludes the pore (Fig. 2.3b panel (3)). In this crys-

tal structure, hydrogen bonds are formed between Glu122 and His173, and Glu129 and

Asn297, suggesting the protonation of the side chains of Glu122 and Glu129 [17]. To

clarify the functional importance of the protonation states of these glutamate residues, the

E122Q and E129Q mutants were prepared, expressed in HEK293 cells, and their pho-

tocurrents in response to 465-nm light pulses were recorded. The results revealed that the

E122Q and E129Q single mutants each showed a significant decrease in the photocurrent,
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Figure 2.4: Electrophysiological analysis of C1C2. (a) The peak amplitudes of the pho-
tocurrents, normalized by the cell’s input capacitance. (b) Conforcal images of representa-
tive HEK293 cells expressing the C1C2 WT and its mutants. Scale bar represents 30 µm.
(c) The expression level of each C1C2 variant measured by the membrane/cytosol ratio of
GFP fluorescence. (d-g) The current-voltage (I-V) relation curves for each mutant. (h, i)
The kinetic parameters for each mutant, (h) opening rates (τon) and (i) closing rates (τoff).
The error bars represent standard error of mean (s.e.m.) of 3 experiments (n = 5-17 cells).
* p < 0.05.

This analysis was performed in collaboration with Assoc. prof. Andrés D. Maturana
(Nagoya University) and Dr. Jumpei Ito (King’s College London).
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Table 2.1: Simulation set list performed in this study. “p” represents that the residue(s) is
protonated, and “∆p” represents that the residue(s) is deprotonated.

name Retinal E122 E129 time
ATR-E122p-E129p ATR p p 150 ns

ATR-E122∆p-E129∆p ATR ∆p ∆p 150 ns
ATR-E122p-E129∆p ATR p ∆p 150 ns
ATR-E122∆p-E129p ATR ∆p p 150 ns

13-cisR-E122∆p-E129p 13-cisR ∆p p 150 ns

and that the double mutation E122Q/E129Q almost completely abolished the photocurrent

(Fig. 2.4a and d-g), despite their stable membrane expression (Fig. 2.4 b, c). Given that the

glutamine mutation can mimic the protonated glutamic acid, these results suggested that

Glu122 and Glu129 (Glu83 and Glu90 in ChR2) are deprotonated during the photocycle.

These findings are consistent with previous spectroscopic studies showing that Glu90 in

ChR2 is protonated in the dark/closed state, and its protonation state changes during the

photocycle [24, 47]. In addition, the calculation of the kinetic parameters, τon and τoff ,

showed that the E122Q and E129Q mutations affected the τon and τoff values, respectively

(Fig. 2.4h, i).

2.3.2 Deprotonation of both Glu122 and Glu129 results in proton

leakage in the ground state

To investigate the effects of the protonation states of Glu122 and Glu129 on the ChR struc-

ture, atomic models of C1C2 with different protonation states were created based on the

crystal structure (PDB entry 3UG9 [17]), and performed all-atom MD simulations in the

presence of a POPC lipid bilayer.

First, the ATR-E122p-E129p simulation was performed (Table 2.1), which has the same

protonation state as the crystal structure. In this simulation, the overall structure was stable,

and no large structural changes were observed (Fig. 2.5a; gray). The interactions in both

the central and intracellular constrictions were also preserved during the 150 ns simula-

tion. The salt bridge between Glu121 and Arg307 in the intracellular constriction, and the
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Figure 2.5: Structural comparison of the intracellular constrictions between the ATR-
E122p-E129p and ATR-E122∆p-E129∆p simulations. (a) Overall structures of snapshots
from the last frame of both simulations. Key residues are highlighted in orange and ma-
genta. (b) Magnified view of the intracellular and central constrictions (left and right pan-
els, respectively). Double arrows indicate the possible motions of Glu121-Arg307 (red),
Glu122-His173 (cyan), Glu122-Arg307 (green) and Glu129-Asn297 (magenta). (C-F)
Distances between (C) Glu121-Arg307, (D) Glu122-His173, (E) Glu122-Arg307, and (F)
Glu129-Asn297.
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2 Molecular Dynamics Simulation of Channelrhodopsin

Figure 2.6: Distribution of water molecules in the (a) ATR-E122p-E129p and (b) ATR-
E122∆p-E129∆p simulations. The distribution maps are contoured at the probability den-
sity of 0.0015 molecules Å−3 ns−1. The time-averaged structure of the protein over 150 ns
is shown.

hydrogen bond between Glu129 and Asn297 in the central constriction, were stable (Fig.

2.5c, f; gray line). The hydrogen bond between Glu122 and His173 in the intracellular

constriction was disrupted and reformed again during the 150 ns simulation (Fig. 2.5d).

As a result, a small number of water molecules entered through the intracellular constric-

tion (Fig. 2.6a). The extracellular side of the channel pathway, especially the extracellular

vestibule observed in the crystal structure, was filled with water molecules (Fig. 2.6a).

However, no water channel was formed between the intra- and extracellular sides of the

membrane, due to the stable hydrogen-bonds of the central constriction (Glu129-Asn297).

Next, the results of the ATR-E122p-E129p and ATR-E122∆p-E129∆p simulations were

compared (Table 2.1), to examine the effects of the protonation states of Glu122 and

Glu129. In the ATR-E122∆p-E129∆p simulation, the overall structure was stable (Fig.

2.5a; green), but several changes in the intracellular and central constrictions were ob-

served. In the intracellular constriction, the salt bridge between Glu121 and Arg307 was

disrupted in the 150 ns simulation (Fig. 2.5c; red line), and the hydrogen bond between

Glu122 and His173 was also disrupted, as a result of the deprotonation of Glu122 (Fig.

2.5d; cyan line). Instead, the deprotonated Glu122 formed a stable salt bridge with the

side chain of Arg307 (Fig. 2.5e; green line). In the central constriction, the hydrogen bond
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Figure 2.7: Distances between (a) Glu129-Asn297, (b) Glu122-His173 and (c) Glu122-
Arg307 in the ATR-E122p-E129∆p and ATR-E122∆p-E129p simulations.

between Glu129 and Asn297 was disrupted upon the Glu129 deprotonation (Fig. 2.5f; ma-

genta line). The water distribution in the ATR-E122∆p-E129∆p simulation revealed that

water molecules from both the intracellular and extracellular entrances filled the channel

pathway, which resulted in the formation of the water-mediated hydrogen-bond network

connecting the intra- and extracellular sides of the membrane (Fig. 2.6b). The formation

of this water-mediated hydrogen-bond network in the ground state may result in the leakage

of protons across the membrane, without channel activation. Therefore, the protonation of

Glu122 and/or Glu129 is important for preventing ion leakage in the ground state.

2.3.3 Glu129 protonation is important for preventing proton

leakage

To investigate the effect of the deprotonation of each glutamate residue, we performed

simulations in which either Glu122 or Glu129 was deprotonated (ATR-E122p-E129∆p

and ATR-E122∆p-E129p ; Table 2.1). In these simulations, similar structural changes to

those in the ATR-E122∆p-E129∆p simulation were observed: the Glu129-Asn297 hydro-

gen bond was disrupted upon Glu129 deprotonation in the ATR-E122p-E129∆p simula-

tion (Fig. 2.7a; cyan line), while the Glu122-His173 hydrogen bond was disrupted and

the salt bridge between Glu122 and Arg307 was formed upon Glu122 deprotonation in the

ATR-E122∆p-E129p simulation (Fig. 2.7b, c; red line). However, the water distributions

revealed that no water channels were formed in these simulation (Fig. 2.8), suggesting that
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Figure 2.8: Distributions of water molecules in the ATR-E122p-E129∆p and ATR-
E122∆p-E129p simulations. The distribution map is contoured at the probability density
of 0.0015 molecules Å−3 ns−1. The time-averaged structure of the protein over 150 ns is
shown.

ion or proton leakage did not occur. In the ATR-E122p-E129∆p simulation, the water per-

meation was disturbed by the interaction between Glu122 and His173, and a small number

of water molecules entered through these constrictions, similar to the ATR-E122p-E129p

simulation. In the ATR-E122∆p-E129p simulation, the hydrogen bond between Glu129

and Asn297 blocked the water permeation. In contrast to the case of the Glu122-His173

interaction, no water molecules passed through the channel pathway, because of the stable

Glu129-Asn297 hydrogen bond. Therefore, we hypothesized that either Glu122 or Glu129

is protonated in the ground state, to prevent the water channel formation and proton leak-

age.

A recent structural analysis of the C1C2 variant under neutral-pH conditions suggested

that Glu122 is deprotonated in the ground state [48]. In this C1C2 variant, although the

overall structure is essentially the same as that of the previous C1C2 structure obtained

under low-pH conditions, the hydrogen bond between Glu122 and His173 is absent, and

instead Glu122 forms a salt bridge with Arg307. This result suggested that Glu122 is de-

protonated and interacts with Arg307, rather than His173, under neutral-pH conditions, as

observed in the ATR-E122∆p-E129∆p and ATR-E122∆p-E129p simulations (Fig. 2.5d,

e and Fig. 2.7b, c). Therefore, the author concluded that Glu122 is deprotonated in the
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Figure 2.9: The conformational change in Trp262 upon retinal isomerization. (a) Struc-
tural comparison between the snapshots from the ATR-bound (grey) and 13-cisR-bound
(green) simulations. (b) Magnified view of retinal and Trp262, from the orange-highlighted
region in the left panel. Double arrows indicate the possible motions of Trp262. (c) The
RMSD values of the Trp262 atoms, relative to those of the crystal structure.

ground state, and that the protonated Glu129 and its hydrogen bond with Asn297 are im-

portant for preventing ion leakage across the membrane.

2.3.4 ATR isomerization to 13-cisR results in the movement of the

cytoplasmic regions of TM6 and TM7

The initial event of the photocycle, upon the absorption of blue light, is the isomerization

of all-trans retinal (ATR) to 13-cis retinal (13-cisR), which occurs on a femto-second time

scale (Fig. 2.2) [19,23]. To investigate this initial conformational change in the photocycle,

the MD simulation of C1C2 with 13-cisR was performed. The initial structure was mod-

eled by simply replacing the ATR moiety of the crystal structure with 13-cisR, and subse-

quent energy minimization. We assumed that Glu122 was deprotonated in the ground state,

considering the results of the ATR-E122p-E129∆p and ATR-E122∆p-E129p simulations,

as described above. In this 13-cisR bound simulation (13-cisR-E122∆p-E129p ; Table

2.1), conformational changes in the TM domains were observed. The 13-methyl group

of 13-cisR shifted toward the cytoplasmic side and pushed out the indole ring of Trp262

(Trp223 in ChR2) on TM6 (Fig. 2.9). The local steric conflict of the 13-methyl group with

Trp262 caused the subsequent movement of the cytoplasmic half of TM6 (Fig. 2.11a-c).

This movement was consistent with previous studies of other microbial rhodopsins, such
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Figure 2.10: Electrophysiological analysis for W262A mutant. (a) The peak amplitudes
of the photocurrents, normalized by the cell’s input capacitance. (b) Conforcal images
of representative HEK293 cells expressing the C1C2 WT and W262A mutants. Scale bar
represents 30 µm. (c) The expression level of W262A mutant measured by the membrane/-
cytosol ratio of GFP fluorescence. The error bars represent s.e.m. of 3 experiments (n =
5-17 cells). * p < 0.05.

This analysis was performed in collaboration with Assoc. prof. Andrés D. Maturana
(Nagoya University) and Dr. Jumpei Ito (King’s College London).
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Figure 2.11: The movements of TM helices upon retinal isomerization. (a) Structural
comparison between the snapshots from the ATR-bound (grey) and 13-cisR-bound (green)
simulations. (b) Magnified cytoplasmic view of the red-highlighted region in the left panel.
(c-e) The RMSD values of (c) TM6, (d) TM7 and (e) TM2, compared between the ATR-
bound and 13-cisR-bound forms. (F) Distance between Glu121-Arg07 in the intracellular
constriction.

as bacteriorhodopsin (BR) and sensory rhodopsin II (SRII), which indicated that the reti-

nal isomerization and the steric collision between the 13-methyl group of 13-cisR and the

tryptophan residue on TM6 (Trp182 in BR, Trp171 in SRII and Trp262 in C1C2) cause

the movements of TM6 and TM7 [38–40]. To verify the functional importance of Trp262,

the photocurrents of the W262A mutant of C1C2 were measured in HEK293 cells, reveal-

ing that this mutant completely abolished the photocurrent, despite its robust membrane

expression (Fig. 2.10). These results suggested that the presence of a bulky side chain ad-

jacent to the 13-methyl group of 13-cisR is important for triggering the channel opening.

In addition to the movement of TM6, the outward movement of the cytoplasmic half of

TM7 was observed in the 13-cisR-E122∆p-E129p simulation (Fig. 2.11b, d). To visualize

the correlated motions of TM6 and TM7, the correlation coefficient between each Cα atom

in the TM domains was calculated. The correlation matrix showed that the cytoplasmic
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Figure 2.12: Correlation analysis for the 13-cisR-E122∆p-E129p simulation. (a) The ma-
trix of correlation coefficients for the pairs of Cα atoms. (b) Mapping of the correlation
coefficients to the structure. The black dashed circle represents the pair of Cα atoms with
a correlation coefficient greater than 0.7. The red dashed circle represents the pair of Cα

atoms in TM2 and TM7 that has a negative correlation coefficient.

halves of TM6 and TM7 have a strong correlation, with a coefficient greater than 0.7 (Fig.

2.12; black dashed circle in panel a). Moreover, this correlation matrix illustrates that the

cytoplasmic half of TM2 has a negative correlation coefficient with TM7 (Fig. 2.12a; red

dashed circle), indicating that the cytoplasmic halves of TM2 and TM7 move in opposite

directions (Fig. 2.12b, e). These movements of TM2 and TM7 facilitate the disruption of

the salt bridge between Glu121 and Arg307 in the intracellular constriction (Fig. 2.11f).

Taken together, the results of the 13-cisR-E122∆p-E129p simulation suggested that reti-

nal isomerization induces the series of conformational changes of Trp262, followed by

those of TM6, TM7, and TM2, toward channel opening. This is consistent with previ-

ous results obtained by cryo-electron microscopy and double electron-electron resonance

(DEER) spectroscopy, which suggested the movements of TM2, 6 and 7 in ChR2 during

the photocycle, based on projection difference maps [49–51].
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2.4 Discussion

2.4.1 Decrease of photocurrent in E122Q mutant

The electrophysiological analysis in Fig. 2.4 revealed the decreased photocurrent in the

E122Q mutant (Fig. 2.4a). Given the structural similarity between glutamine and pro-

tonated glutamic acid, a transient interaction between Gln122 and His173 may occur in

this mutant, as observed in the ATR-E122p-E129p and ATR-E122p-E129∆p simulations

(Fig. 2.5d and Fig. 2.7b). In these Glu122 protonated simulations, the interaction between

Glu122 and His173 restricted the entrance of water molecules through the intracellular

constriction (Fig. 2.6a; Fig. 2.8a). Therefore, in the E122Q mutant, a similar interaction

between Gln122 and His173 might disturb the water and ion permeation at the intracellular

constriction (Fig. 2.6a), resulting in the decreased photocurrent of the E122Q mutant.

2.4.2 Deprotonation of Glu129

The electrophysiological analysis in Fig. 2.4 also revealed the decreased photocurrent and

increased τoff parameter of the E129Q mutant (Fig. 2.4a, i), suggesting the importance of

Glu129 deprotonation during the photocycle. Consistent with the proposal in this study,

other studies showed that Glu129 is deprotonated and negatively charged in the conducting

state, which is important for the ion selectivity [24, 52–54]. However, the timing of the

Glu129 deprotonation in the photocycle still remains controversial. Notably, some studies

showed that Glu129 (Glu90 in ChR2) is deprotonated in the early stage of the photocycle of

ChR2 [24,52], while others indicated that it is deprotonated in the desensitized stage of the

photocycle in both ChR2 and C1C2 [53,54]. The results of the current electrophysiological

analysis of the E129Q mutant are consistent with the latter results, since the mutation

affected τoff , rather than τon (Fig. 2.4h, i). It should be noted here that a recent study

suggested that the timing of the Glu129 (Glu90 in ChR2) deprotonation is different between

the ChR2 and ChR1/ChR2 chimeras, including C1C2 [54].

In addition, a previous study demonstrated that the replacement of Glu90 in ChR2 with

lysine or arginine converted ChR2 into a chloride-selective channel [55]. Another report
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also revealed that the replacement of several residues in C1C2, including Glu129, con-

verted it into an anion-selective channel [56]. Moreover, a recent crystal structure of ChR2

in the closed state revealed that Glu90 (Glu129 in C1C2) does not formed the hydrogen

bond with Asn258 (Asn297 in C1C2) [57] (PDB ID: 6EID, 6EIG). In these ChR proteins,

different hydrogen bond and/or salt bridge pairs from Glu129 and Asn297 might prevent

ion leakage in the ground state.

Further spectroscopic and crystallographic analyses for the protonation state of Glu129

is required.

2.4.3 Photoactivation mechanism

The 13-cisR-E122∆p-E129p simulation results suggested that the isomerization of retinal

induces the conformational change of Trp262, which is followed by the subsequent move-

ments of TM6, TM7 and TM2 (Figs. 2.9, 2.11). Given that the P500
1 state in the photocycle

is observed ∼50 ns after the retinal isomerization [19, 21] and that large conformational

changes of the protein backbone were observed in this P500
1 state by fourier transform in-

frared (FTIR) spectroscopy [19, 58], the structural changes, including the movements of

TM6, TM7 and TM2, observed in the 13-cisR-E122∆p-E129p simulation are likely to rep-

resent the structural transition from the ground state to the P500
1 state. Moreover, this P500

1

state is considered to be a non-conducting state [18–23], which is consistent with the obser-

vations in this simulation: the channel pore radii on both the cytoplasmic and extracellular

sides were still comparable to those of the ATR-E122∆p-E129p simulation, and thus too

narrow to permeate monovalent or divalent cations.

The events which occur after retinal isomerization (i.e., P500
1 ) involve the proton transfer

between the Schiff base of the retinal and the surrounding protein side chains, which finally

results in the ion-conducting state. An investigation of the subsequent events is beyond the

scope of the present study, since the time scales of those events are several tens of micro-

seconds to milli-seconds [19, 21, 58], and thus exceed the limitations of the conventional

MD simulation.

Nevertheless, the present study provides mechanistic insights into the nature of the two
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constrictions and the early response of the protein conformations to the isomerization of

the retinal chromophore, and will serve as a framework for future investigations of the

formation of the ion-conducting state.
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3.1 Introduction

3.1.1 Plastidic phosphate tranlocator (pPT) family and

triose-phosphate/phosphate translocator (TPT)

The plastidic phosphate tranlocator (pPT) family is one of the membrane transporter groups

that exchanges phosphorylated C3, C5 and C6 carbon sugars with inorganic phosphate (Pi)

on the inner membrane of the plastid in plant and alga cells [59,60]. The pPT family is fur-

ther divided into four subfamilies, triose-phosphate/phosphate translocator (TPT), glucose

6-phosphate/phosphate translocator (GPT), xylulose 5-phosphate/phosphate translocator

(XPT) and phosphoenolpyruvate/phosphate translocator (PPT), according to their substrate

specificities for triose-phosphate, glucose-6-phosphate, xylulose-5-phosphate and phos-

phoenolpyruvate, respectively [59, 61–63]. The TPT family in green plants exports triose

phosphates (TP) and 3-phosphoglyceric acids (3-PGA) produced by photosynthesis and

imports Pi into stroma [59, 64, 65] (Fig. 3.1). Thus, TPT contributes to efficient carbon

fixation and plant growth [66–71]. Each pPT subfamily catalyzes the strict 1:1 counter

exchange of phosphorylated carbon compounds with Pi to ensure phosphate homeostasis

between the stroma and the cytosol [72, 73]. In addition, they can also catalyze (nonpro-
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Figure 3.1: Overview of the metabolite transport pathways in chloroplast. Figure cited
from [59] Fig.1 panel a.

ductive) Pi/Pi homo-exchange in both chloroplast and reconstituted system [74, 75].

3.1.2 Crystal structure of Galdieria sulphuraria GPT (GsGPT)

Recently, our group reported the crystal structure of Galdieria sulphuraria GPT (GsGPT)

from the thermophilic red alga Galdieria sulphuraria [76], which is functionally similar to

TPT, rather than GPT, despite its name based on the sequence similarity [75].

Although the size exclusion chromatography-multi angle light scattering (SEC-MALS)

analysis shows that the purified GsGPT is monomeric in solution [76], the crystal struc-

ture of GsGPT is sovled in a dimer form (Fig. 3.2a). Each protomer is composed of 10

α-helical TM helices (Fig. 3.2b), and adopts the drug metabolite transporter (DMT) su-

perfamily [77] fold, similar to that of the recently reported bacterial metabolite transporter,

Starkeya novella YddG (SnYddG) [78], in which the N-terminal half (TM1-5) is related to

the C-terminal half (TM6-10) by two-fold pseudo-symmetry.

Our research group obtained the two crystal structures bound with different substrates,

Pi and 3-PGA, and the overall conformation is quite simillar (Fig. 3.2c). In both crystal

structures, the phosphate moieties of the substrates are recognized by the well-conserved

basic residues, Lys204, Lys362, and Arg363 (Fig. 3.2b, c:right panel). This central sub-
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Figure 3.2: The crystal structure of Galdieria sulphuraria GPT (GsGPT). (a) The crystal
structure of GsGPT in dimeric form. (b, c) The monomeric structure of GsGPT in the (b)
Pi-bound state (PDB ID: 5Y78) and (c) 3-PGA-bound state(PDB ID: 5Y79), viewed from
the plane of the membrane (left panel) and from the intermembrane space (center panel).
Right panel shows the close-up view of the central binding site in the Pi-bound state. Key
residues involved in substrate binding are shown in stick models. Dotted lines represent
polar interactions.
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Figure 3.3: Inside and outside gates of GsGPT. The inside and outside gates are high-
lighted within magenta and cyan rectangles, respectively. The substrate and gate-forming
residues are shown with space-filling models. TM2, 5, 7 and 10 are not shown.

Figure 3.4: Schematic representation of states, IFa (IF-apo), IFb
intra (IF-bound at intracel-

lular gate), IFb
cent (IF-bound at central binding site), Occ, OFb

cent (OF-bound at central
binding site), OFb

extra (OF-bound at extracellular gate) and OFa (OF-apo), involved in the
currently studied transport cycle. Pi is represented by the yellow circle. The TM segments
are colored in the same manner as in panel a. TM2 and 7 are not shown.

strate binding site is occluded from the solvent by hydrophobic residues, referred to as the

inside and outside gates (Fig. 3.3). These observations indicated that the crystal structure

of GsGPT adopts a substrate-bound Occ state. The structural comparison with SnYddG

in the OF state revealed the basis of the transport mechanism, in which the opening and

closing of these gates regulate the IF and OF conformational changes [76]. However, the

detailed mechanisms of the conformational changes and the substrate binding/releasing by

the DMT superfamily have remained elusive.

3.1.3 Overview of this study

In this study, the author investigated the dynamics of the GsGPT using the MD simulations.
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First, the dynamics of GsGPT in the dimeric form were examined in the explicit solvent

and lipid bilayer. The author revealed that the removal of the Pi from the crystal structure

led to the spontaneous conformational transition to IF or OF states, while the substrate

bound form is stable in Occ state within 100 ns. A steered molecular dynamics (SMD)

simulation [79] revealed that the conformational change of each GsGPT protomer occurs

independently. The author concluded that one protomer is sufficient for the transport activ-

ity.

Next, by combining the biased sampling techniques described in section 1.2.2, the au-

thor achieved the in silico reconstruction of a feasible transport cycle for GsGPT monomer

(Fig. 3.4), and observed the substrate binding and releasing events for the first time in the

DMT superfamily transporters. Comprehensive structural analyses revealed the strict 1:1

exchange mechanism of GsGPT in atomic detail. An unexpected common feature of the

conformational transition mechanisms with the well-studied major facilitator superfam-

ily (MFS) transporters [80] was found, despite their completely different protein folding.

Along with the computational simulations, the functional analysis of the mutants provided

experimental evidence supporting the MD simulation observations. Taken together, the au-

thor revealed the atomistic molecular mechanism of GsGPT, which involves the structural

coupling between the local conformational change induced by substrate binding and the

global conformational transition of the transporter.

3.2 Materials and methods

3.2.1 Simulation system setup for GsGPT dimer

The simulation system included GsGPT dimer in Pi bound form (PDB ID: 5Y78), POPC,

TIP3P water and 150 mM NaCl. The disordered side chain in the TPT protein was mod-

elled by COOT [81]. To embed the protein to POPC bilayer, the protocol described by

Javanainen was used [82]. In short, the bilayer with 446 POPC molecules was prepared

with VMD [34]. The POPC membrane patch and the GsGPT dimer were placed in the

same simulation box, and placed next to the lipid bilayer. The restraints for the all protein
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90˚ 90˚
monoolein POPC

crystal structure MD simulation systema b

Figure 3.5: Lipid molecules in (a) crystal structure and (b) MD simulation system. (a) All
monoolein molecules visible in crystal structure and (b) POPC molecules around 8 Å of
protein are shown in stick model. The lipid monolecules existing in the protein dimeriza-
tion interface and Pi are shown in CPK model.

atoms with the force constant of 10,000 kJ mol−1 nm−2 were included. The Z-direction

restraints for the nitrogen atoms of the lipid headgroup and the terminal groups of the lipid

tails with the force constant of 100 kJ mol−1 nm−2 are also included. The system was min-

imized, and then simulated for 1 ns with a large lateral pressure using the semi-isotropic

Berendsen barostat [83] with 1,000 bar and 1 bar for X-Y direction and Z-direction, re-

spectively. Then, the system was relaxed for 10 ns under the 1 bar pressure.

After embedding into the membrane, one POPC molecule was placed in the GsGPT

dimerization interface corresponding to the two monoolein molecules in the crystal struc-

ture (Fig. 3.5). Finally, the periodic boundary system, including 136,668 (Pi-bound) and

136,652 (without Pi) atoms, with the size of 90.7 × 147.9 × 100.0 Å was prepared. The

net charge of the solute was neutralized with sodium and chloride ions. The molecular

topologies and force field parameters from CHARMM36 [84] was used.
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3.2.2 Production run of GsGPT dimer simulation

MD simulations were performed by the program Gromacs 5.0.5 [85]. First, energy mini-

mization was performed using steepest descent with cut-off of 1000.0 kJ mol−1 nm−1. Next,

the random velocity is assigned according to a Maxwell distribution at temperature of 310

K to each atom, and performed a equilibration run (eq1) for 100 ps in the NVT (310 K,

90.7× 147.9× 100.0 Å volume). Finally, a equilibration run (eq2) was performed for 1000

ps in the NPT (310 K, 1 bar). The position of non-hydrogen atoms in the protein and phos-

phate was restrained with force constant of 1000 kJ mol−1 nm−2 in the minimization and

the equilibration runs. Production runs were performed for 100 ns in the NPT ensemble

(310 K, 1 bar). The same simulations were performed twice with different initial velocities.

Constant temperature was maintained by using V-rescaling [86] with a time constant of

0.1 ps in eq1, while Nosé-Hoover thermostat [87,88] with a time constant of 0.5 ps is used

in eq2 and the production runs. Pressure was controlled with semiisotropic coupling to

Parrinello-Rahman [89] barostat with a time constant of 5.0 ps and with a compressibility

of 4.5x10−5 bar−1. LINCS algorithm [90] was used to constrain all hydrogen-containing

bonds to enable a 2 fs timestep. Long range electrostatic interactions were calculated with

the PME method [44].

3.2.3 Steered molecular dynamics (SMD) for GsGPT dimer

Steered molecular dynamics (SMD) [79] simulation was performed with the center of mass

(COM) pulling option of Gromacs software. The results of production run suggested that

the conformational change from Occ to OF and IF can be induced by the two distances,

Dout and Din : where Dout was defined as the distance between the Cα mass centers of the

two residue groups, 126-130 and 191-200, and Din was defined as the distance between the

Cα mass centers of the two residue groups, 269-273 and 347-355 (Fig. 3.6; center, right

panel).

COM pulling is performed by the moving center harmonic restraint with a constant

velocity of 0.00005 nm/ps (= 0.5 Å/ns), and with a force constant of 5,000 kJ mol−1 nm−2
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(= 11.96 kcal mol−1 Å−2). The pulling force is applied for 20 ns (=10 Å moving of Dout

or Din ), followed by the 80 ns relaxation simulation without the pulling force. The same

pulling simulations were performed Din and Dout for each protomer. In total, 4 patterns of

pulling simulation were performed. The same simulation sets were performed twice with

different initial velocities, and obtained similar results.

3.2.4 Simulation system setup for GsGPT monomer

All MD simulations with GsGPT monomer were performed with NAMD 2.9-2.11 [42],

along with its Colvars Module [91]. The simulation system was 96 × 96 × 100 Å3, and

contained GsGPT monomer (PDB ID: 5Y78; chain B), a molecule of Pi, a POPC bilayer,

150 mM NaCl, and TIP3P water molecules. All of the water molecules that were visible

in the crystal structure were kept. The missing hydrogen atoms were added by the psfgen

plugin of VMD [34]. The net charge of the system was neutralized by adding 150 mM

NaCl. The molecular topology and force field parameters from Charmm36 were used [84,

92]. The systems were first energy minimized for 1,000 steps with fixed positions of the

non-hydrogen atoms, and then for another 1,000 steps with 10 kcal mol−1 Å−2 restraints

for the non-hydrogen atoms, except for the lipid molecules within 5.0 Å from the protein.

Next, equilibrations were performed for 0.1 ns with NVT , with 10 kcal mol−1 Å−2 restraints

for the heavy atoms of the protein. Finally, equilibration was performed for 1.0 ns with

NPT with the 1.0 kcal mol−1 Å−2 restraints for all Cα atoms of the protein, followed by a

100 ns equilibration without the restraints. The equilibrated system was further used for

the next simulation, as indicated in Table 3.1 and below. For all simulations in Table 3.1,

the SHAKE algorithm was used to constrain all hydrogen-containing bonds to enable a

2 fs timestep. Constant temperature was maintained with Langevin dynamics at 310 K,

and constant pressure was maintained with a Nosé-Hoover Langevin piston [43] at 1 bar.

Electrostatic interactions were calculated by the PME method [44].
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Figure 3.6: The definitions of collective variables (CVs). (a) Definition of ZPi . Pi is shown
with a ball and stick model, and the Cα atoms of Lys204, Lys362 and Arg363 used for the
reference points are shown with spheres. (b, c) Definitions of Din and Dout . The Cα atoms
used for the calculation are shown as spheres.

3.2.5 Collective variables (CVs)

In order to induce the conformational change from the Occ state crystal structure, the CVs

of ∆D and ZPi were used. ∆D was defined as follows: ∆D = Dout − Din , where Dout and Din

is defined in section 3.2.3 (Fig. 3.6). ZPi was used to specify the position of the substrate

Pi, and defined as the projection of the distance vector between the phosphorus atom of Pi

and the reference point onto the membrane normal axis (Fig. 3.6; left panel):

ZPi = (rP − rre f ) · ez (3.1)

where rP is the position of the phosphorus atom of Pi, rre f is the reference point, and ez is

the cell basis vector along z-axis. The reference point of ZPi was defined as the center of

mass of the Cα atoms of the Pi binding residues in the crystal structure, i.e., K204, K362

and R363 (Fig. 3.6; left panel). In all of the simulations, Pi was also restrained within a

cylinder with a 10 Å radius, which was aligned to the membrane normal axis and centered

to the mass center of the protein, using a half-harmonic potential with a spring constant of

10 kcal mol−1 Å−2.

To sample the configurations for the entire transport cycle of GsGPT, we used the fol-

lowing strategy. Generally, it is difficult to sample sufficiently in an n-dimensional CV

space, (z1, z2, . . . , zn) = z, due to the computational cost. A practical solution is to perform
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Table 3.1: Simulation set list performed in this study
Sim No. Transition Method Collective variable # of replicas × sim. time

1 cryst. → IFb
cent SMD ∆D 10 ns

2 IFb
cent → Occ→ OFb

cent SMD ∆D 20 ns
3 IFb

cent → IFb
intra SMD ZPi 10 ns

4 OFb
cent → OFb

extra SMD ZPi 10 ns
5 IFb

intra ↔ Occ↔ OFb
extra SMwST ∆D / ZPi 40 × 1.2 ns = 48 ns

6 IFb
intra ↔ Occ↔ OFb

extra BEUS pathCV(s) 20 × 20 ns = 400 ns
7 IFb

cent → IFa SMD ZPi 25 ns
8 IFb

cent → IFa BEUS ZPi 16 × 20 ns = 320 ns
9 OFb

cent → OFa SMD ZPi 25 ns
10 OFb

cent → OFa BEUS ZPi 16 × 20 ns = 320 ns
11 IFa ↔ Occ↔ OFa SMwST ∆D / ZPi 40 × 5.5 ns = 220 ns
12 IFa ↔ Occ↔ OFa BEUS pathCV(s) 40 × 50 ns = 2000 ns

total ∼ 3.4 µs

the sampling only around a particular pathway (or string), s(z). In this study, the minimum

free energy path of the transport pathway is explored using the string method with swarms

of trajectories (SMwST) [93] in a two-dimensional CV space, (∆D , ZPi ). To achieve the

conformational sampling along the refined transition path by the bias-exchange umbrella

sampling (BEUS) [10, 11, 94] (simulation sets 6 and 12 in Table 3.1), the so-called path

collective variable (pathCV) s and ζ [95] were used:

s(z) =
1

M − 1

M∑
i=1

(i − 1)e−λ(z−zi)2

M∑
i=1

e−λ(z−zi)2

(3.2)

ζ(z) = −1
λ

ln

 M∑
i=1

e−λ(z−zi)2

 (3.3)

where λ is the inverse square of the average RMSD between images, M is the number of

images, z is a vector for the current values of the CV, and zi is the CV vector for the i-th

image. In this paper, z was represented as a two-dimensional vector (∆D , ZPi ).
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Figure 3.7: Graphical representation of the iterative scheme used for designing the simula-
tions shown in Table3.1. The number corresponds to the simulation numbering in Table3.1.

3.2.6 Sampling protocol to reconstruct the transport cycle of

GsGPT

To reconstruct the entire transport cycle of GsGPT, the author employed an iterative sam-

pling approach. The details of all simulation sets are shown in Table 3.1. The relations of

each simulation sets are shown in Fig. 3.7.

At first, to generate the IFb
cent and OFb

cent states from the Occ state crystal structure,

SMD simulations using the CV ∆D were performed (simulation sets 1 and 2). These

simulations were performed by moving the center harmonic restraint with a force constant

of 10 kcal mol−1 Å−2 and using the ∆D ranges from 0 to -10 Å and 0 to 10 Å, to generate

IFb
cent and OFb

cent , respectively. The final structures from simulation sets 1 and 2 were

used as the initial structures of the simulation sets 3 and 4, respectively, in which the

conformational transitions to IFb
intra and OFb

extra were induced using the CV ZPi within the

ranges from 0 to -15 Å and 0 to 15 Å, respectively.

As the IFb
intra↔OFb

extra transition was expected to undergo complicated conformational

changes, including large scale substrate translocation and a significant local conformational

change of the protein, we first refined the IFb
intra ↔ OFb

extra transition with string method
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with swarms of trajectories (SMwST), prior to reconstructing the entire conformational

transition, IFa ↔ Occ ↔ OFa . The final frames of these simulation sets were used to

generate the initial string of the IFb
intra ↔ OFb

extra transition. The initial IFb
intra ↔ OFb

extra

transition string was defined with 40 images: 10 frames from simulation set 3 (ZPi = 0, -1.5,

-3.0, . . . , -15 Å), 10 frames from simulation set 4 (ZPi = 0, 1.5, 3.0, . . . , 15 Å) and 20 frames

from simulation set 2 (∆D = -10, -9,…, 10 Å). This initial string was refined with SMwST

in the two-dimensional (∆D , ZPi ) CV space (simulation set 5). The selected images were

minimized with 10,000 steps, followed by 1 ns of equilibration in the NPT ensemble with

∆D and ZPi restraints to the initial values. Twenty swarms of 0.1 ps unrestrained simulation

were followed by 20 ps of restrained simulation, and the force constants for both ∆D and

ZPi were 1.0 kcal mol−1 Å−2. The string was converged after 234 iterations. The last 20

strings were averaged and used as the IFb
intra ↔ OFb

extra transition path in simulation set

6. To perform the free energy calculation with BEUS along the refined transition string,

the path collective variables (pathCVs) were used (defined by equation 3.2 and 3.3) with

the λ value of 1.0. The 20 windows for the collective variable s = 0.025, 0.075, . . . , 0.975

(increased by 0.05) were used for BEUS with a harmonic force constant of 200 kcal mol−1

Å−2. The collective variable path collective variable ζ (pathCV(ζ)) was restrained to 0.0

with a harmonic force constant of 200 kcal mol−1 Å−2. The replica exchange was attempted

between neighboring replicas with an interval of 2.0 ps for each unique pair. The atomic

coordinates were sampled every 2.0 ps.

Next, to induce the conformational transition to the apo structure, the final frames of

simulation sets 1 and 2 were further employed in the SMD simulation, using the CV ZPi

(simulation sets 7 and 9) with the ranges from 0 to -45 Å and from 0 to 45 Å, respectively.

BEUS with 16 windows along ZPi for the transition from IFb
cent to IFa was performed with

window centers (and force constants) of -2.0, -4.5, -6.5, -8.0, -9.0, -10.5, -12.0, -14.0, -

15.5, -18.0, -20.5, -22.0, -24.0, -28.0, -33.0 and -40.0 Å (0.2, 0.5, 1.0, 1.0, 1.0, 0.5, 0.5,

0.5, 0.5, 0.5, 0.5, 0.5, 0.1, 0.1, 0.05 and 0.01 kcal mol−1 Å−2) (simulation set 8). BEUS

with 16 windows along ZPi for the transition from OFb
cent to OFa was also performed with

window centers and force constants of 0, 2.5, 4.0, 6.0, 8.5, 10.5, 12.5, 14.0, 16.0, 18.0,
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20.0, 22.0, 25.0, 29.0, 33.0 and 40Å (0.5, 1.0, 1.0, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5,

0.1, 0.1, 0.05 and 0.05 kcal mol−1 Å−2) (simulation set 10).

The structures and free energy information obtained from simulation sets 6, 8 and 10

were utilized for the PHSM [94] to generate the initial string for the transition IFa↔ OFa .

The post-hoc string method (PHSM) was performed as described previously [94]. First, the

initial string was generated by a non-parametric version of the lowest free energy pathway

(LFEP) [94, 96]. The following 37 metrics were used for the non-parametric LFEP and

PHSM algorithm: (i) ZPi , (ii) first 8 Cα -based principal components, (iii) Din and Dout , (iv)

four atomic distances of K128-F192O, K128-V195O, K271-L347O and K271-V350O, (v)

minimum distances (Dmin) between Pi and pore-lining polar residues: N124, K128, H201,

K204, R266, K271, Y339, K362 and R363, (vi) Dmin values of internal salt bridges E207-

K204, E207-K362 and E207-R363, and (vii) χ1 angles for all 10 residues listed in (v) and

(vi). A distance was defined in this 37-dimensional CV space of (i) to (vii), using a diagonal

metric matrix with the values 1/Å2, 0.04/Å2, 1/Å2, 1/Å2, 0.01/Å2, 1/Å2 and 0.0025/(1◦)2

for the elements in (i) to (vii), respectively. These weights were roughly chosen based on

the relative variance of the CVs. The initial string generated by the non-parametric LFEP

was used for the PHSM algorithm with 400 image centers. The tube thickness ε = 0.5 was

used in the PHSM algorithm, since it gives the smoothest pathway as compared with other

results based on ε = 0.1, 0.2, . . . , 1.0.

The string of the IFa ↔ OFa transition generated by the PHSM algorithm was further

refined with SMwST (simulation set 11) in the two-dimensional CV space (∆D , ZPi ).

The 40 images were selected from the string refined with the PHSM algorithm at even

intervals. The selected images from PHSM were minimized and equilibrated in the same

manner as the simulation set 5. In this analysis, 20 swarms of 5 ps unrestrained simulation

were performed, followed by 10 ps of restrained simulation with force constants of 10.0

kcal mol−1 for each CV. The string was converged after 50 iterations. The final 10 strings

were averaged, and used for the final BEUS sampling.

The final BEUS sampling along the refined IFa ↔ OFa transition string (simulation set

12) was performed using the path collective variable s (pathCV(s)) and pathCV(ζ) with
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λ = 0.1 (equations (3.2), (3.3)). The 40 images corresponding to the image points of

the averaged string were selected and equilibrated for 0.1 ns with the CVs (∆D , ZPi )

restrained. In total, 40 windows, s = 0.015, 0.035, . . . , 0.99 (increased by 0.025) for the

pathCV(s) were used for BEUS, with a force constant of 500 kcal mol−1. The pathCV(ζ) is

restrained to the region pathCV(ζ) < 1.0 with half-harmonic restraints with a force constant

of 100 kcal mol−1. The exchange was attempted between the neighboring replicas with an

interval of 10 ps for each unique pair. The sampling was performed for 50 ns, and the

coordinates for all atoms were sampled every 2 ps, to obtain 1,000,000 structures (= 40

replicas x 50 ns / 2 ps) in total.

3.2.7 Data analysis

Softwares

Data analysis was performed using MDAnalysis [46], mdtraj [97], and HOLE [98], along

with in-house python and C++ codes. All molecular graphics were illustrated with Cue-

Mol2 (http://www.cuemol.org/). Plot graphics were generated with ggplot2 [99],

seaborn [100] and matplotlib [101]. The C++ codes for the non-parametric LFEP and

PHSM analyses are provided from Dr. Mahmoud Moradi (University of Arkansas).

RMSD

The RMSD was calculated using the equation 2.1. In this chapter, the superimposition to

the reference structure was performed with all Cα atoms of GsGPT if not specified.

Principal component analysis (PCA)

The PCA was performed on the all Cα atoms of GsGPT.

The coordinates of the trajectory were superimposed on the averaged structure of simu-

lation set 12 using all Cα atoms of GsGPT. The covariance matrix of the atomic fluctuations
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C = {Ci j} was calculated as following:

Ci j = ⟨(ri − ⟨ri⟩) · (r j − ⟨r j⟩)⟩ (3.4)

where ri, r j are the Cartesian coordinates of the i-th and j-th atom, and ⟨·⟩ represents the

average over the trajectory. The covariance matrix can be decomposed as

C = P∆P⊤ (3.5)

where ∆ is the diagonal matrix whose diagonal elements are the eigenvalues, and P is the

eigenvectors which represents the principal components and is used for projection of the

protein movements.

The number of hydrogen bonds

The calculation of the number of hydrogen bonds was performed by the following equa-

tion:

∑
i∈group

1 − (di/d0)n

1 − (di/d0)m (3.6)

where di is the distance between two hydrogen-bonding atoms, d0 is a cutoff distance, and

n and m are integers that determine the behavior of the switching function. The sum is

taken over all of the hydrogen bonding atom pairs. In this study, d0 = 3.3 Å, n = 6 and

m = 8 were used.

3.2.8 Free energy calculations

To calculate the potential of mean force (PMF) from the BEUS simulations along the

pathCV(s) (simulation set 12), the C implementation of the weighted histogram analysis

method (WHAM) algorithm [102] (Grossfield, Alan, “WHAM: the weighted histogram

analysis method”, version 2.0.9: http://membrane.urmc.rochester.edu/content/
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wham) was used. In short, the following equation was solved iteratively:

pi =

Nsim∑
k=1

Bk

Nsim∑
m=1

Nm exp[βFm − βUm(qi)]

(3.7)

Fi = −β−1 ln

Nbin∑
j=1

p j exp[−βU j(qi)]

 (3.8)

where pi and Fi are the probability and free energy for the i-th bin, respectively, Nsim is the

number of replicas, Nbin is the number of bins, Bi is counts in i-th bin, Ni is the number of

snapshots of i-th replica, qi is the coordinate fo i-th bin, and Ui(q j) is the bias potential,

Ui(q j) =
1
2

ki(q j − qcenter
i )2 (3.9)

where qcenter
i is the center value of the harmonic potential for i-th window.

To perform the post-hoc string method analysis, the weights for each structure wt were

required [94]. They were calculated by the following generalized WHAM equation [94,

103]:

wt =

∑
j

T j exp
[
−β
(
U j(ζ t) − F j

)]
−1

(3.10)

exp[−βF j] =
∑

t

wt exp
[
−βU j(ζ t)

]
(3.11)

where β = 1/kBT is the inverse temperature, T j is the number of samples collected for

image j, F j is the PMF for the j-th umbrella window, ζ t is the CV at time t, and U j(x) is

the j-th umbrella potential as defined by equation 3.9.

The projection of the PMF from a CV space to another one, ξ, was performed with the

following equation [94]:

G(ξ) = −1
β

ln

∑
t

wtK
(
ξ(xt), ξ

) (3.12)
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where K(., .) is a kernel function. In this study, the radial basis function (RBF) kernel was

used as defined following:

K(x, x′) = exp
[
−∥x − x′∥2

2σ

]
(3.13)

In this study, σ = 1.0 was used.

3.2.9 Liposeme transport assay

The transport assays using proteo-liposome are performed in collaboration with Mr. Yongchan

(The University of Tokyo).

The liposome assays were performed as previously described [76]. In brief, the lipo-

somes reconstituted with yeast membranes expressing WT or mutant GsGPT were preloaded

with 30 mM NaH2PO4, and were mixed with an equal volume of extra-liposomal solution

containing 1 mM [32P]−NaH2PO4 (0.1 mCi ml−1). The reaction was terminated by passing

the liposomes through AG-1 X8 resin. The total amounts of incorporated Pi were measured

at 30 min. The control experiment was performed with membranes from yeast cells har-

boring the empty vector. The mean count value of the control experiment was subtracted

from each count value, and the values shown in the figures were normalized with the mean

value of the WT. The expression of each mutant was verified by a western-blot analysis,

using an anti-His-tag polyclonal antibody (code PM032; MBL).

3.3 Results

3.3.1 The removal of Pi leads to spontaneous gate opening

First of all, the author performed the MD simulation of the dimeric GsGPT in explicit

water and POPC membrane.

In the simulation with initial structure of Pi bound crystal structure, significant confor-

mational change was not observed, and GsGPT is stable over 100 ns (Fig. 3.8a, b) In con-

trast, in the simulation with initial structure in which the Pi molecule was removed from
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Figure 3.8: The results of the conventional MD simulation of GsGPT in dimeric state.
(a) The time course of the RMSD value for the all Cα atoms. The reference structure is
the crystal structure. (b-d) Surface section representation of the final snapshot of each
simulation. The apo#1 and apo#2 in panel (c) and (d) represent the first and second trial of
the simulation, respectively.
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the crystal structure, (i.e. started from Occ-apo state), a rapid and large conformational

change within 10 ns was observed (Fig. 3.8a; red and green lines). The molecular sur-

face representation shows one protomer of GsGPT underwent the conformational change

from Occ to OF, and the other underwent the conformational change from Occ to IF (Fig.

3.8c). Another independent trial of this simulation with re-assigned random initial velocity

resulted in the different conformational change: the both protomer underwent the confor-

mational change to IF (Fig. 3.8d). This result suggests that the conformational change of

each protomer occurs independently.

3.3.2 The movement of each protomer is independent

To confirm the independency of the conformational change of each protomer, the author

performed a steered molecular dynamics (SMD) simulation which induces the conforma-

tion of each protomer to inward or outward conformation. Various trials revealed that two

distance parameters, Din and Dout , were sufficient to induce the transition to the IF and
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OF states from the Occ state crystal structure (Fig. 3.10), where Din and Dout represent the

center of mass distances between the Cα atoms of the inside and outside gate residues, re-

spectively (see section 3.2.5 and Fig. 3.6 for a detailed definition). Then, one variable from

four variables that is Din and Dout for each protomer, DA
in , DB

in , DA
out and DB

out , is selected,

and applied the force with constant velocity moving center harmonic restraints within 20

ns. Then, relaxation simulation without the force during 80 ns is performed. In these four

SMD simulations, a significant change is observed only in the controlled variable, and any

change is not observed the others (Fig. 3.9). These result suggest that the structural change

of each gate does not affect that of the others, and thus the conformational change of each

protomer is independent.

Although GsGPT forms dimer in the crystal structure, it is suggested that the monomer

is sufficient to the conformational change required for the transport activity. Thus, here-

inafter, the author performed MD simulations of GsGPT using one protomer, for compu-

tational efficiency.

3.3.3 Reconstruction of the GsGPT transport cycle

From the MD simulations above, the author obtained the stable atomic structures of IF-

apo and OF-apo states, which are the both end-point structure of the transport cycle shown

in Fig. 3.4. As summarized in the section 1.2.3, a feasible structural transition pathway

between these end-points can be found by employing the path sampling methods. These

sampling methods require a set of reaction coordinates which can describe the transition

path of GsGPT. Thus, the author first tried to find these reaction coordinates (or, collective

variables (CVs)). The best solution was using Din and Dout again, and revealed that these

variables were sufficient to induce the transition in monomer GsGPT to the IF and OF

states from the Occ state crystal structure (Fig. 3.10) Moreover, it was revealed that the

one-dimensional CV, ∆D = Dout − Din , can also be used to induce the conformational

change from IF to OF (Fig. 3.10e, f). For simplicity, the author used this ∆D to describe

the conformational space of GsGPT. Another reaction coordinate for the transition cycle

is the position of Pi along the membrane normal axis, referred to as ZPi (Fig. 3.6; left
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Figure 3.10: Time courses of the CVs and RMSD values in SMD simulation of GsGPT
monomer. (a, c, e) Time courses of the CVs, (a) Din , (c) Dout and (e) ∆D , in the SMD
simulation of each variable. The blue line represents the center of the harmonic potential,
and the red line represents the actual value of the CV. (b, d, f) Time courses of the RMSD
values of all Cα atoms relative to the OF (red) and IF (green) conformations.
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panel). Finally, the author performed 12 sets of biased samplings in the two-dimensional

CV space, ∆D and ZPi .

The reconstruction of the transport cycle is performed by the following steps (Fig. 3.7e):

first of all, the SMD simulation was performed to induce the transitions from Occ to IFb
cent

and OFb
cent (IF- and OF-bound at the central binding site, respectively) (Fig. 3.4), using the

CV ∆D (simulation sets 1 and 2 in Table 3.1). The subsequent SMD simulation for ZPi was

performed to generate the structures in which Pi is bound near the gate, IFb
intra (IF-bound at

intracellular gate) and OFb
extra (OF-bound at extracellular gate) (simulation sets 3 and 4).

To search the minimum free energy pathway of the IFb
intra ↔ Occ↔ OFb

extra transition in

the ∆D - ZPi two-dimensional space, the SMwST [93] algorithm was employed (simulation

set 5), followed by the free energy calculation with a set of BEUS [10, 11, 94] along the

refined transition string (simulation set 6) using “path collective variables” (pathCV(s) and

pathCV(ζ); equations (3.2) and (3.3)) [95]. Next, to obtain the apo states of GsGPT, IFa

and OFa in Fig. 3.4, the Pi was pulled out from the IFb
cent and OFb

cent states to the bulk

solvent region (simulation sets 7 and 9), and performed free energy calculations along the

ZPi variable (simulation sets 8 and 10). The results of these three sets of free energy calcu-

lations were combined with the recently developed PHSM [94] to estimate the minimum

free energy pathway for the full transition cycle, IFa ↔ Occ↔ OFa . The extracted transi-

tion pathway was further refined with SMwST (simulation set 11). Finally, the free energy

calculation for the entire transport cycle (simulation set 12) was performed along this opti-

mized transition pathway, using pathCV(s) and pathCV(ζ). The author obtained the entire

transport cycle of GsGPT with 1,000,000 configurations, and calculated the free energy

along the optimum transition pathway using the WHAM [102] (Fig. 3.11). The following

structural analyses were performed with the structures obtained from this simulation set

12.

3.3.4 Overall conformational change of GsGPT

To investigate the overall conformational change of GsGPT, representative structures cor-

responding to the free energy basins of the IFa and OFa states (Fig. 3.11) were compared
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Figure 3.11: Free energy profile along the simulated transport cycle shown in Fig.3.4,
based on the final simulation (simulation set 12 in Table 3.1). pathCV(s) represents path
collective variable s (equation (3.2)).

Figure 3.12: Outside (upper) and inside (lower) views of representative structures in the
OFa and IFa states, shown in cylinder representations. Each structure was superimposed
onto the Occ state structure, shown with a transparent cylinder. Bundle1 and bundle2 are
colored red and blue, respectively, and the other helices are colored white. The number
represents the numbering of the TM helices. The narrow cylinders represent the 310 helix
region.
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Figure 3.13: Cross-sections of surface representations for the representative structures
from the IFa , Occ and OFa states. Pi is shown in a CPK model.

with that of the Occ state (Fig. 3.12). The major differences between the IF and OF states

were the outward-gate distance between the hairpin of TM3-4 and TM1 (Fig. 3.12;upper),

and the inward-gate distance between the hairpin of TM8-9 and TM6 (Fig. 3.12;lower).

The superimposition of the IFa and OFa states onto the Occ state revealed that the TM

bundles composed of TM1, 8 and 9 (bundle1) and TM6, 3 and 4 (bundle2) are directly

involved in the overall conformational change. In contrast, the other helices (TM2, 5, 7

and 10) do not participate in the open/closed conformational changes, and function as a

scaffold for the conformational changes of bundle1 and bundle2. Hereafter, we refer to

bundle1 and bundle2 (i.e., TM1, 3, 4, 6, 8, and 9) as the core domain.

The molecular surfaces for the representative structures illustrate that the substrate bind-

ing site is exposed to opposite sides of the membrane in an alternating fashion, known as

the alternating access mechanism [1, 2] (Fig. 3.13). To confirm whether all of the struc-

tures obtained from the simulation satisfy the alternating access mechanism, pore radius

calculations were performed along the transport pathway by HOLE [98] for all structures

obtained from the simulation (for representative results, Fig. 3.14). The outward and in-

ward minimum radii were defined as the minimum radii of the pore in the regions of -20 <

z < -7 and 7 < z < 20, respectively, where z represents the coordinate along the pore path-

way (z = 0 corresponds to the central binding site, and z > 0 corresponds to the outward

direction). The plot of the outward vs. inward minimum radii illustrates that the confor-

mational transition between the IF and OF states always visits the Occ-state region, and

none of the structures visit the region where the substrate binding site is exposed to both
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Figure 3.14: Representative results for the HOLE analysis. (a-c) Minimum radius along
the path through the central binding site for (a) replica# 0 (IF), (b) replica# 22 (Occ) and
(c) replica# 39 (OF). The green line represents the mean value and the blue line represents
the mean value and standard deviation (s.d.) for each distance along the pore. (d-f) Repre-
sentative structures of the (d) IF, (e) Occ and (f) OF states. The red region represents r <
0.6 Å, the green region represents 0.6 < r < 1.2 Å and the blue region represents r > 1.2 Å.
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Figure 3.15: Pore radii at the outside and inside gates. The mean values of the outside and
inside radii in each replica were plotted. The error bars represent the s.d. in each replica.

the inward- and outward-side solvent (Fig. 3.15). This result indicates that the obtained

transition pathway satisfies the alternating access, suggesting the validity of the simulated

transition pathway.

Next, to reveal the mechanism of the overall conformational change, we investigated

the internal conformational change within the core domain helices, bundle1 and bundle2.

Bundle1 and bundle2 in the IFa conformation both superimpose well onto those in the

OFa conformation, respectively (Fig. 3.16a, b), suggesting the semi-rigid body movement

of the core domains along the transport cycle. In fact, the distributions of the RMSD

values of the bundle1 and bundle2 Cα atoms against the crystal structure illustrated that

the RMSD values for only bundle1 or bundle2 remained lower than that of bundle1+2

over the entire transport cycle (Fig. 3.16c). These results suggest that the conformational

transition between IF and OF is governed by the semi-rigid body tilting motions of bundle1

and bundle2, rather than the internal bending and straightening motion of the TM helices.

To confirm this mechanism, the free energy was projected onto the two-dimensional space

consisting of the the first principal component of protein (PC1) of the Cα atoms and the

inter-helical angle between TM1 and TM6 (Fig. 3.18e). The PC1 correlates well with the
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Figure 3.16: (a, b) Representative conformations of (a) bundle1 and (b) bundle2 from
the IF and OF conformations. The root-mean-square deviation (RMSD) values of the Cα

atoms for each structure are shown below. (c) The histogram of RMSD values of Cα atoms
in bundles1+2 (green), bundle1 only (red) and bundle2 only (blue) values relative to the
crystal structure. The RMSD values were calculated for the α-helix region of each bundle.
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Figure 3.17: (a, b) Vector representation of the eigenvector of the first principal component
of protein (PC1) of GsGPT movement, calculated by principal component analysis (PCA).
(c) The contributions of PC1-5 for the overall deviations. (d-f) Correlations of the PC1 vs.
(d) ∆D , (e) the number of replicas and (f) the pathCV(s) shown in a 2D histogram. The
count value is shown in a log scale.
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Figure 3.18: Free energy landscape in terms of (PC1, TM1-TM6 angle) space. PC1 rep-
resents the first principal component of all Cα atoms, and the inter-helical angle between
TM1 and TM6 was calculated using the roll axis of the helix (obtained from the principal
axis component analysis for all Cα atoms).

∆D , pathCV(s), and replica number (Fig. 3.17), and represents the global conformational

transition as well as the ∆D . The inter-helical angle between TM1 and TM6 represents

the inter-domain angle between bundle1 and bundle2. This free energy landscape shows

three distinct free energy basins corresponding to the IF, Occ and OF states, suggesting that

the tilting motions of bundle1 and bundle2 play a major role in the overall conformational

change.

These results are in contrast with the previously suggested mechanism hypothesized

from the static crystal structures of SnYddG and GsGPT, in which the bending motion

of the TM helices governs the conformational transition [76]. In the previous report of the

bacterial DMT superfamily transporter, SnYddG, the bending and straightening of the core

bundle, especially TM3-4 and TM8-9, were suggested to regulate the opening and closing

of the inside and outside gates [78]. However, the present results suggest that the tilting

motion of the semi-rigid core domain, which resembles the rocker-switch mechanism pro-

posed for the MFS transporters [2], is sufficient to explain the conformational transition of

GsGPT. Thus, the alternating access mechanism of the DMT superfamily is unexpectedly

similar to that of the MFS transporters, despite their completely different TM topologies.
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3 Molecular Dynamics Simulation of Triose-phosphate/phosphate Translocator

Figure 3.19: Overall structure of GsGPT (upper) and close-up views of the outside (center)
and inside (lower) gates. The dotted line represents a hydrogen bond between a Lys residue
and a main chain carbonyl atom.

Figure 3.20: The number of hydrogen bonds in the inside and outside gates (magenta and
cyan, respectively), shown in panel a. The median value in each replica is plotted. Error
bars represent the interquartile range (IQR).

3.3.5 Hydrogen bonds at the inside and outside gates

In the crystal structure of GsGPT, the well conserved Lys271 and Lys128 residues form

hydrogen bonds with the main chain carbonyl atoms on the opposite bundle, and lock

the inside and outside gates, respectively (Fig. 3.19). In the previous analysis based on the

structural comparison with SnYddG, the disruption and formation of these hydrogen bonds

were suggested to regulate the gate opening and closing [76]. However, in the present

simulation, the two hydrogen bonds of Lys128 shown in Fig. 3.20 were not always main-

tained, even in the IF state (Fig. 3.19; cyan), and the two hydrogen bonds of Lys271 were

also not always maintained, even in the OF state (Fig. 3.20; magenta). Furthermore, the
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Figure 3.21: (a) Liposome-based mutational analysis for GsGPT mutants. The levels of
[32P]-Pi uptake by GsGPT mutants were normalized with the mean value of the wild-type.
The error bars represent s.e.m. (n=3-9). The values of K204A, K362A and R363A are from
the previous study [76]. (b) Western blotting analysis for WT and each GsGPT mutant,
confirming the comparable expression levels. “M” represents the marker lane.
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liposome-based transport assays of K271A, K128A and their double mutant revealed that

all of these mutants still retain the Pi/ Pi homo-exchange activity, as compared with the

previously reported mutants in the substrate binding site, K204A, K362A and R363A [76]

(Fig. 3.21). These results suggest that the hydrogen bond formation by Lys271 or Lys128

is not crucial for the conformational change. These investigations are consistent with the

previous functional analysis of the GsGPT homologue, the apicoplast phosphate translo-

cator of Toxoplasma gondii (TgAPT), which revealed that the K67A mutation of TgAPT,

corresponding to the K128A mutation of GsGPT, retained 10-20% activity [104]. The cur-

rent simulation suggests that Lys128 and Lys271 play another role in the conformational

transition of GsGPT, rather than the regulation of gate opening and closing by hydrogen

bond formation.

3.3.6 Substrate binding and translocation mechanism

To gain detailed insight into the mechanism for substrate binding and translocation, the free

energy information was projected onto the PC1- ZPi plane, and compared the representative

structures of the free energy basins (Fig. 3.22). The translocation of Pi from the outside

(intermembrane side) to the inside (stroma side) can be described by the following reaction

steps. (i) At first, Pi in the outside solution is captured by the positively charged residues,

and passed to Lys128 (Fig. 3.22a and Fig. 3.23a). (ii) In addition to Lys128, Pi is captured

by Lys204, one of the central substrate binding residues (Fig. 3.22b and Fig. 3.23b).

(iii) The salt bridge between Pi and Lys128 is disrupted, and then Pi binds to Lys362 and

Arg363 (Fig. 3.22c and Fig. 3.23c, d). (iv) The hydrogen bond between Pi and Tyr339 on

TM9 is formed (Fig. 3.22d and Fig. 3.23e), which enables the outward halves of the core

domains to approach each other, and the conformational change from the OF to Occ states

is facilitated. (Fig. 3.22d). This configuration is the most stable state in the simulation

(Fig. 3.11 and Fig. 3.22), consistent with the fact that the two crystal structures of GsGPT

were obtained in the substrate-bound Occ state. Note that two distinct configurations were

degenerate in this Occ state in terms of the binding modes of Arg266: in one state, Arg266

binds to Pi with a water-mediated indirect interaction, as observed in the crystal structure
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Figure 3.22: Free energy landscape in the (PC1, ZPi ) space is shown for the regions in
which Pi is bound to GsGPT. (a-g) Snapshots of the binding site conformation correspond-
ing to each free energy basin. The residues that directly interact with Pi in the transport
cycle are shown with stick models. Dotted lines represent strong interactions in which the
distance between Pi and each residue is less than 3.0 Å. TM1 is not shown, except in panel
a.
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Figure 3.23: The minimum distances between Pi and the Pi interacting residues, (a)
Lys128, (b) Lys204, (c) Lys362, (d) Arg363, (e) Tyr339, (f) Arg266 and (g) Lys271. The
median value within each replica is plotted, and the error bars represent the interquartile
range (IQR).
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Figure 3.24: (a, b) Close-up views of the substrate binding site for two conformations
corresponding to the free energy basins shown in Fig. 3.22d. TM1 is not shown.

(Fig. 3.24a); in the other, Arg266 directly forms a salt bridge with Pi (Fig. 3.24b). These

two states can be discriminated by the slight difference of ZPi , and this difference might

determine the direction of the conformational transition from the Occ state to the IF or OF

state. (v) The inside gate is disrupted, and the conformational change from the Occ to IF

state occurs (Fig. 3.22e). (vi) Pi is dissociated from the central binding site and bound to

both Arg266 and Lys271 (Fig. 3.22f and Fig. 3.23f, g). (vii) The salt bridge between Pi and

Arg266 is disrupted, and Pi is released to the inside solution mediated by Lys271 and other

basic residues located on the inward surface, e.g. Lys400 (Fig. 3.22g). Each free energy

basin corresponds to a distinct substrate binding mode, and the transport mechanism can

be explained as the relaying of Pi by these pore lining, basic residues (except for Tyr339).

The free energy barriers between the Pi binding modes correspond to the energy required

for disrupting the salt bridge between Pi and these basic residues.

The Dmin plot between Pi and these pore lining residues shows that the residues in the

central binding site, Lys204, Tyr339, Lys362 and Arg363, interact strongly with the sub-

strate in all of the OF, Occ and IF states (Fig. 3.23b-e). This observation is consistent with

the previous mutational analysis, in which the mutations of these residues, K204A, Y339F,

K362A and R363A, abolished the Pi/Pi homo-exchange activity [76]. It is also interesting

to note that Lys271 and Lys128 in the inside and outside gates strongly interact with Pi

in the transport cycle. Given that the hydrogen bond formation of Lys128 and Lys271 is
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Figure 3.25: Close-up view of the substrate binding site for representative structures of IF,
Occ and OF. Dotted lines represent strong salt bridge interactions, in which the distance
between each atom is less than 3.5 Å.

dispensable for the conformational transition (section 3.3.5), the decreases of the transport

activity in the K128A, K271A and K128A/K271A mutants may be due to the loss of these

interactions. Thus, the author conclude that Lys128 and Lys271 primarily function as the

initial binding sites for the substrates, rather than in the inside and outside gate formation.

To further support this relaying mechanism of Pi, additional mutational analyses using

the liposome-based assay were performed (Fig. 3.21). The result revealed that the R266A

mutant also completely abolishes the Pi exchanging activity, showing the importance of

Arg266 for the transport mechanism. In addition, the conservative mutants, R266K and

R363K, exhibited significantly decreased activities (Fig. 3.21), suggesting that the shapes

of these side chains are also important for the recognition of the tetrahedral arrangement

of the substrate.

3.3.7 Coupling mechanism of substrate binding and protein

conformational change

To reveal the conformational coupling mechanism of GsGPT, the author focused on Glu207

on TM4, which is the only conserved acidic residue in the positively-charged substrate

binding pocket (Fig. 3.25). Calculations of the minimum distances between the neigh-

boring basic residues, Lys204 and Arg363, revealed that Glu207 exchanges its salt bridge

partner during the transport cycle (Fig. 3.25 and Fig. 3.26). In the IFa state, Glu207
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Figure 3.26: Minimum distance between Glu207 and Lys204 (magenta) and between
Glu207 and Arg363 (cyan). The median value of the distance in each replica is plotted,
and the error bars represent the IQR.

mainly forms an intra-helical salt bridge with Lys204 (Fig. 3.26; magenta line). This intra-

helical salt bridge fixes the side chain of Lys204 to the Glu207 side, thereby causing the

electrostatic repulsion between Lys204 and Arg363 to prevent the conformational transi-

tion to Occ and stabilize the IF conformation (Fig. 3.25; left). By contrast, in the OFa

state, Glu207 forms a stable inter-helical salt bridge with Arg363 on TM9 (Fig. 3.26; cyan

line). This inter-helical salt bridge between Glu207 and Arg363 clamps the inward halves

of TM4 and TM9 together (Fig. 3.25; right), thereby fixing the arrangement of bundle1

and bundle2 to the OF conformation. Pi binding to these basic residues weakens the salt

bridges between the basic residues and Glu207, which may facilitate the exchange of the

salt bridge partner of Glu207 (Fig. 3.25; center).

This salt-bridge rearrangement involving Glu207 leads to a plausible mechanism of the

conformational coupling, which can explain how the local conformational change upon the

substrate binding is amplified to the global motions of bundle1 and bundle2. In this mech-

anism, Glu207 plays a role as a “switch” that turns on the global tilting motions of TM4

and TM9 upon substrate binding. Since TM4 and TM9 constitute the (semi-)rigid bodies

of bundle1 and bundle2, respectively, these tilting motions of TM4 and TM9 directly result

in the global IF/OF conformational change of GsGPT (Fig. 3.27). This mechanism is in
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Figure 3.27: Free energy landscape in terms of (PC1, TM4-TM9 angle) space. PC1 rep-
resents the first principal component of all Cα atoms, and the inter-helical angle between
TM4 and TM9 was calculated using the roll axis of the helix (obtained from the principal
axis component analysis for the Cα atoms).

contrast to the previous working model based on the static crystal structure of GsGPT, in

which the electrostatic repulsion by the positively charged residues in the substrate binding

pocket is simply neutralized by the binding of the negatively-charged substrate, thereby

enabling the global IF/OF conformational change [76]. To further support the importance

of Glu207, the liposome-based assays of Glu207 mutants were performed. The results re-

vealed that the E207A mutation abolishes the Pi/Pi homo-exchange activity (Fig. 3.21), in

spite of its stable membrane expression (Fig. 3.21b). Moreover, the conservative muta-

tion, E207D, significantly reduces the exchange activity (Fig. 3.21), probably due to the

insufficient side chain length to form the salt bridge network (Fig. 3.25). Taken together,

in addition to the previous mechanism based on the electrostatic repulsion and neutraliza-

tion, the switch mechanism by Glu207 plays a pivotal role in the coupling mechanism of

the local and global conformational changes, thus allowing the strict 1:1 exchange of the

substrates by GsGPT.
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3.4 Discussion

3.4.1 Summary of this chapter

The author performed MD simulation of GsGPT in both dimeric and monomeric state. In

the dimeric state of GsGPT, the spontaneous conformational change upon the substrate

removal from the crystal structure was observed. It was indicated that the conformational

change of each protomer of GsGPT is independent each other. In the monomeric state of

GsGPT, the entire transport cycle of GsGPT was successfully reconstructed from a single

crystal structure, by combining string method and umbrella sampling. The analysis of all

configurations obtained from the simulation revealed the fundamental antiport mechanism

of GsGPT in atomic detail.

3.4.2 Instability of Occ-apo state

In the dimeric state simulation, the spontaneous conformational change upon the substrate

removal from the crystal structure was observed (Fig. 3.8). This result shows that Occ-apo

state is unstable and this state rapidly transitions to IFa or OFa states. This conformational

transition is due to the nature of an exchanger; Occ-apo state must not exist in exchanger

as described in the section 1.1.4. The author also attempted to reconstruct the structural

transition in apo state, but the conformational change between IFa and OFa cannot be

induced by the SMD simulation using ∆D , due to high free energy barrier between these

states. This barrier guarantees the strict antiport of GsGPT, and this molecular mechanism

is revealed to be the switching by Glu207 residue in the current study.

3.4.3 Generality of the transport mechanism in the pPT family

In this simulations, a highly symmetric substrate, Pi, is used to simplify the CV used in the

simulations. However, we can gain insight into other pPT family protein substrates that

have more complicated structures, such as 3-PGA. Although pPT family proteins transport

various types of phosphosugars, depending on their subtypes [59, 76], all of the substrates
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Figure 3.28: Substrates of plastidic phosphate tranlocator (pPT) families.

have a common structural feature: one oxygen atom of Pi is replaced with a sugar moiety

(Fig. 3.28). In the current simulation, the substrate binding pocket in all of the binding

modes can accommodate a compound in which one oxygen atom of Pi is replaced with

a sugar moiety (Fig. 3.22a-g), as observed in the previous 3-PGA bound crystal struc-

ture [76]. In addition, the previous study revealed that the recognition and discrimination

of the sugar moiety of the substrates is achieved by the side chains located on the opposite

side of the Pi binding residues, such as His185 (Fig. 3.2b), which are not involved in the

currently proposed transport mechanisms. The conformational transition is regulated by

the binding of the phosphate moiety, and the binding manner of the phosphate moiety is

the same in both the Pi and 3-PGA bound crystal structures [76] (Fig. 3.2). Therefore, it

is highly likely that the transport mechanism of other substrates by GsGPT is similar to

that of Pi observed in the current simulations. Moreover, given that the Pi binding residues

observed in current simulation (Lys128, Lys204, Arg266, Lys271, Tyr339, Lys362 and

Arg363) are well conserved among the pPT family members [76], and that the free en-

ergy landscape is governed almost entirely by the binding mode of Pi to these conserved

residues, all of the transporters belonging to the pPT family may have similar free en-

ergy landscapes to that of GsGPT (Fig. 3.22). Thus, the results can be generalized to the
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transport mechanism for all pPT family transporters and substrates.

3.4.4 Comparison of mechanism with other transporter proteins

The previous research on the bacterial DMT superfamily protein, SnYddG, revealed that

the best-characterized small drug resistance (SMR) family protein, E. coli EmrE [105,106],

shares a similar TM topology with SnYddG, suggesting an evolutional relationship be-

tween SMR and other DMT proteins [78]. EmrE forms a dimer of four TM segments, and

exchanges protons and cationic drugs [105, 106]. The structural comparison of EmrE with

SnYddG and GsGPT revealed that EmrE lacks the TM helices corresponding to TM2 and

TM7 in SnYddG and GsGPT [78]. The current simulation showed that these TM helices

work as a scaffold, and are not directly involved in the conformational transition. Thus, the

transport mechanism of EmrE can also be explained as the rocker-switch movement of a

pair of three TM bundles (TM1, 2 and 3 of each protomer), corresponding to bundle1 and

bundle2 of GsGPT (Fig. 3.13).

It is worth comparing the conformational regulation mechanism of GsGPT with that of

GlpT(PDB ID:1PW4), which belongs to MFS and functions as a glycerol-3-phosphate/Pi

exchanger [107, 108]. GlpT has a different evolutionary origin and protein folding from

those of GsGPT, but is functionally similar to GsGPT. The previous biochemical and MD

simulation studies [94, 109] revealed that the inter- and intra-domain salt bridges between

two basic (R45 and K46) and two acidic (D274 and E299) residues stabilize the different

conformations during the transport cycle, and substrate binding weakens these interactions,

allowing the conformational transition. In the case of GsGPT, the current simulations re-

vealed that the inter- and intra-helical salt bridges involving Glu207, which connect bun-

dle1 and bundle2, stabilize the IF and OF conformations (Fig. 3.25), and these interactions

are weakened by substrate binding. Furthermore, the overall conformational change is de-

scribed by the rocker-switch motions of bundle1 and bundle2 (Fig. 3.13), which are widely

observed in MFS transporters, including GlpT [107, 108]. Therefore, the conformational

change mechanism by the rocker-switch motion and the conformational regulation mech-

anism by the salt bridge formation and disruption in GlpT and GsGPT are quite similar to
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each other. These similarities between GlpT and GsGPT over protein superfamily, in terms

of both functions and mechanisms, may represent an example of the convergent evolution

of the transporter mechanisms.
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In this study, MD simulations of a membrane channel, ChR, and an exchanger, TPT, to

reveal the fundamental mechanisms required for channels and transporters in atomic detail.

In chapter 2, Glu129 is revealed to be important for preventing the proton leakage in the

ground state, which is one of the basic mechanisms of membrane channels. This mech-

anism was revealed by observing the distribution of water molecules in the Glu129 de-

protonated simulation, and could not be observed without MD simulation. The modeling

and simulation with 13-cisR bound ChR revealed the conformational change at the early

stage of channel opening. However, the channel opening enough to conduct the solvated

cations cannot be observed in current simulations. Lots of experimental results show that

it takes tens of microseconds to transition from ground state to conducting state (Fig. 2.2),

which exceeds the timescales of the conventional MD simulation, and some enhanced sam-

pling methods or simulation started with the initial structure of experimental structure in

an intermediate state will be required. To perform these simulations, some experimental

information of the conducting state of ChR are required, but these experimental results are

still controversial. Further structural study for the intermediates of ChR is needed.

In chapter 3, the author performed the MD simulation of GsGPT. The combination of

enhanced sampling methods enables to predict the feasible conformations from one crys-

tal structure, and the feasibility of the sampled state transition can be evaluated by the

reweighted free energy landscapes. The two fundamental mechanism as an exchanger have

unraveled in atomic detail; the alternating access mechanism and the coupling mechanism

between substrate binding and conformational change. The reconstructed transport cycle

of GsGPT enables to easily compare the mechanisms of GsGPT with other transporters
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(section 3.4.4) and revealed the similar mechanisms between the evolutionary unrelated

transporters. The reconstruction of functional reaction cycle (transport cycle, enzymatic

cycle, etc) is important not only in a technical point but also for discussing or comparing

the mechanism of the protein.

Secondary active transporters are attractive targets for the structural biology in the point

of the strict coupling mechanisms between substrate binding and permitted conformational

changes. GsGPT is a example of antiporters, in which the state transition in apo state is

prohibited. In the case of symporters, however, the required mechanism seems to be more

complicated than that of antiporters, as pointed in section 1.1.4: the state transition in

apo and both substrate-bound state is permitted. To my knowledge, the enhanced sam-

pling simulation for a symporter over its entire transport cycle is not performed. Similar

approach as the current study will reveal the coupling mechanism between substrate bind-

ing and conformational change regulation for symporters in atomic detail, although there

would be a difficulty in performing the substrate binding and releasing simulation since the

co-substrate of the most symporters are proton.

MD simulation is a powerful tool to investigate the structural dynamics of proteins,

which cannot be obtained from a single crystal structural analysis. A number of novel

approaches for conformational sampling have been established along with the development

of the computer technology. Along this evolution in MD simulation, recent innovation in

structural analysis methods such as cryo-electron microscopy enables to reveal the novel

structure of membrane protein. The combination of these structural analysis methods and

MD simulations will reveal the novel dynamics and mechanisms of membrane proteins.
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