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Chapter 1

General Introduction

1



1.1 Multi-Electron Transfer Reactions

Multi-electron transfer reactions are a class of redox half-reactions which in-

volve more than one electron.1–4 These reactions are important in terms of ef-

ficient energy–material conversion, which is not only a requirement of a sus-

tainable human society,5–8 but also a fundamental aspect governing biological

processes.2,9–14

For example, the four-electron transfer between water and oxygen are core

components of photosynthesis and aerobic respiration, which are known to be

the two main energy production pathways in Nature (Figure 1.1). In photosyn-

thesis,15,16 light energy is used to drive the endergonic oxygen evolution reac-

tion (2 H2O → O2 + 4 H+ + 4 e– , OER), which liberates electrons from water

molecules. The attained electrons can then be used to reduce atmospheric CO2

into biomass (6 CO2 + 24 H+ + 24 e– → C6H12O6 + 6 H2O). On the other hand,

aerobic respiration uses molecular oxygen as a terminal electron acceptor17 via

the oxygen reduction reaction (O2+4 H++4 e– → 2 H2O, ORR). The combustion

of biomass via aerobic respiration yields a cycle of carbon and oxygen elements

with no net emission, which is a requirement of a sustainable energy–material

conversion system.

It is important to note that the hydrogen economy, which is attracting

widespread attention recently, is equivalent to the biological energy cycle at

a fundamental chemical level.18–29 Namely, the four-electron interconversion

between water and oxygen are used to generate a transient, electron rich, energy

carrier (biomass in the biosphere, hydrogen in the hydrogen economy). In this

way, multi-electron transfer reactions are important for both biological and

artificial energy conversion processes.
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Fig. 1.1 The sustainable energy–material conversion strategy in Nature
based on the reversible redox interconversion of water and oxygen. Indus-
trial processes which are chemically equivalent of the reactions performed in
biology are also indicated in this figure.
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However, because energy–material conversion is a fundamental aspect of bi-

ology, the regulation of multi-electron transfer processes is known to influence

factors such as cancer,30,31 aging,32,33 and evolution.34 For example, aerobic

respiration (ORR) is the main energy acquisition pathway for healthy human

cells. However, cancer cells are known to prefer anaerobic fermentation, which

is known to be less energy efficient. This tendency, known as the Warburg ef-

fect,35 may be because the generation of reactive oxygen species (ROS) triggers

programmed cell death (apoptosis),36–38 whose main function is to terminate

malignant cells. By suppressing the generation of ROS, cancer cells effectively

suppress a major mechanism of cell death, allowing themselves to proliferate for

longer periods compared to normal cells. The relationship between aging and

ROS has also been proposed at the individual (multicellular) scale, where cumu-

lative cell damage due to ROS is explained to be the main cause of aging (Free

radical theory of aging).39–41 Therefore, aerobic respiration is intricately linked

to many of the health issues which are being most widely studied today. On the

other hand, however, it has been hypothesized that aerobic respiration, or to be

more specific, the development of the mitochondria, has allowed intense diversifi-

cation of biological species, due to the drastic increase of the energy available per

gene.34 Therefore, understanding multi-electron transfer reactions is important

for a vast array of processes, not only to enhance human sustainability, but also

to establish a deeper understanding of life processes in general. In the introduc-

tion section of each of the following chapters, the importance of multi-electron

transfer will be revisited from different angles based on arguments focusing on a

specific reaction or aspect of multi-electron transfer.
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1.2 Current Theory of Multi-Electron Transfer Reactions

1.2.1 Overview of the d-band Theory

There has been extensive effort to understand multi-electron reactions, with

the most notable approach being the d-band theory. The d-band theory is at

its heart an extension of the Sabatier principle,42–44 which states that an ideal

catalyst must bind an intermediate neither too strongly nor too weakly. This

is because a strong catalyst-substrate interaction would hinder the desorption

process, while one that is too weak does not allow the catalyst to play a sufficient

role during the reaction. Although the Sabatier principle was first proposed

by Paul Sabatier in 1911,42 the advancement of computational chemistry has

allowed the catalytic activity of a given surface to be predicted based on the

binding energies of various reaction intermediates.45–47

There are numerous reports on the successful application of this approach,

and the evaluation and comparison of a wide array of materials based on a

common descriptor have proved beneficial in the field of catalysis. Below, the

basic concept of the d-band theory will be briefly illustrated using the acid–base

mechanism of the OER as an example.*1 This mechanism has been investigated

extensively by many groups, such as Norskov48–51 and Koper52,53 groups. The

elementary reactions are assumed to be:

*1 There are two well-known OER mechanisms in the literature (the acid–base mechanism
and the direct-coupling mechanism), see Chapter 2 for details.
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H2O (liq.) + M → M−OH + H+ + e− (1.1)

M−OH → M−−O + H+ + e− (1.2)

M−−O + H2O → M−OOH + H+ + e− (1.3)

M−OOH → O2 + H+ + e− + M (1.4)

when M indicates a vacant metal site, and M-X indicates an adsorbed form of

X. The Gibbs free energy change for each reaction is therefore as follows:

∆G1 = ∆GM–OH − ∆GM–H2O − eU + kBT ln αH+ (1.5)

∆G2 = ∆GM=O − ∆GM–OH − eU + kBT ln αH+ (1.6)

∆G3 = ∆GM–OOH − ∆GM=O − eU + kBT ln αH+ (1.7)

∆G4 = ∆GM–O2
− ∆GM–OOH − eU + kBT ln αH+ (1.8)

Here, the U stands for the electrode potential on the standard hydrogen electrode

(SHE) scale, and lnαH+ stands for the proton activity.

By referring to the free energy change for (H+ + e– ) transfer to that of 1
2 H2

transfer, the effect of electrochemical potential on the driving force of each ele-

mentary reaction can be calculated. In analogy to the experimental SHE refer-

ence scale, this model is now referred to as the computational hydrogen electrode

(CHE) model.43,46,54 The initial mechanistic assumption that one proton and one

electron are transferred during each elementary reaction was primarily due to the

existence of the CHE, which has difficulties in modeling the energies of reactions

which involve non-equivalent amounts of protons and electrons. However, as all
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Gibbs energy changes show the same dependence on U and lnαH+ , these equa-

tions predict that the relative barriers of each individual step, and therefore the

activity of the catalyst, do not depend on the pH. This does not always accu-

rately depict what occurs experimentally,55–57,57 as will be explained in detail

in Chapter 3. However, the decoupling of protons and electrons, which is the

origin of pH-dependent catalytic activity, is theoretically predicted to decrease

the activity of the catalyst.58 Therefore, the CHE model predicts the highest

possible activity of a given material, and is a powerful method to screen various

candidate materials.

This screening is done by predicting the overpotential of each material. Within

this theoretical framework, the overpotential ηOER is assumed to be the minimum

potential (U) where ∆G1 ∼ ∆G4 ≤ 0. Therefore, ηOER is defined as:

ηOER = ∆GOER

e
− 1.23 V (1.9)

when

∆GOER = max [∆G1, ∆G2, ∆G3, ∆G4] (1.10)

Here, due to the Gibbs energy difference of the total reaction, the sum of ∆G1 ∼

∆G4 must be equal to 4.92 eV (1.23 × 4). Therefore, an OER catalyst with a

minimum overpotential (ηOER = 0) must meet the following equality:

∆GOER = ∆G1 = ∆G2 = ∆G3 = ∆G4 = 1.23 eV (1.11)

This is an important conclusion from the d-band theory. The Sabatier princi-

ple, which was the experimental precursor of this model, originally proposed the

existence of an optimum binding energy between the catalyst and the substrate.

Equation 1.11 is the quantitative representation of the Sabatier principle, as

∆G1 ∼ ∆G4 are all dependent on the binding energies of intermediates such as
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∆GM–OH. Based on this equation, the ideal catalyst will perform each elementary

reaction at the theoretical thermodynamic potential. Otherwise, the least favor-

able reaction will generate a finite overpotential (ηOER > 0). Therefore, there

is currently extensive effort in the field of electrocatalysis to develop materials

which possess reaction energetics that resemble the optimum landscape.59–62

However, based on a systematic analysis of binding energies, the existence of

“scaling relationships” between the adsorption energies of different intermediates

has become apparent.48,61–65 These linear relationships are often unfavorable in

terms of catalyst development. For example, on rutile type oxide materials:

∆GM–OOH = 1.05 ∆GM–OH + 3.0 eV (1.12)

∆GM–OH = 0.61 ∆GM=O − 0.58 eV (1.13)

These linear relationships impose restrictions on the catalytic activity, be-

cause Equation 1.11, which requires the energetic difference between ∆GM–OH

and ∆GM–OOH to be 2.46 eV, cannot be satisfied. The existence of a finite over-

potential (ηOER > 0 ↔ ∆GOER > 1.23 eV) is shown quantitatively below, by

assuming ∆GM–OOH ∝ ∆GM–OH for simplicity:

∆GOER = max[∆G1, ∆G2, ∆G3, ∆G4]

≥ max[∆G2, ∆G3]

= max[∆GM=O − ∆GM–OH, ∆GM–OOH − ∆GM=O]

= max[∆GM=O − ∆GM–OH, 3.0 eV − (∆GM=O − ∆GM–OH)]

≥ 1.5 eV

(1.14)

This leads to a minimum ηOER of 0.27 V, which can be realized when ∆G2

= ∆G3 = 1.5 eV, and both ∆G1 and ∆G4 are smaller than 1.5 eV. A graphical

representation of the analysis presented here can be found in Figure 1.2.
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Fig. 1.2 A graphical representation of Equations 1.5 to 1.8 with respect to
the oxygen binding energy. The X-axis (EO, adsorption energy determined
computationally) is related to the Gibbs free energy change by the follow-
ing equation: ∆GM=O = EO + (Zero point energy correction) + (Entropy
correction). Reproduced from reference 54 with permission from Elsevier.

Although the exact equations differ depending on the type of materials, the

existence of linear correlations within binding energies is independent of the

class of materials. These relationships arise because the binding energies of

reaction intermediates are often similar. For example, a slope of nearly one

between the OH and OOH intermediates can be rationalized by their similar

conformation of binding through a metal–oxygen single bond.54 The relationship

between ∆GM–OH and ∆GM=O, which shows a slope of ca. 0.5, can also be

rationalized due to the fact that the M=O intermediate binds through a double

bond.

The general methodology to quantify overpotentials using the adsorption en-

ergies of reaction intermediates, and the existence of scaling relationships which

hinder the development of zero-overpotential catalysts, holds true for multi-
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electron transfer reactions in general.48,61–65 Therefore, optimizing the binding

energy is one of the most widespread methods to develop efficient multi-electron

transfer catalysts. Indeed, active materials have been developed based on the

d-band theory for a variety of reactions such as oxygen evolution,60 oxygen re-

duction,59 and hydrogen evolution.66

The d-band theory still does not always give an accurate rationalization of

observed experimental trends, however, because the CHE model often overes-

timates the activity. For example, if the proton and electron are decoupled,

this reaction pathway deviates from the assumptions of the d-band theory (Fig-

ure 1.3), leading to a pH-dependent decrease in the activity.58 Furthermore, the

d-band theory does not take into account valence changes of the catalytic site.

For example, in the biological OER enzyme photosystem II (PS II), the four Mn

ions composing the active site are known to be oxidized from Mn3+ to Mn4+ in

a stepwise manner.67,68 The O–O bond formation steps discussed by the d-band

principle takes place after the four charges necessary for water oxidation have

been accumulated at the active site of PS II. Similar mechanisms involving the

valence change of metal ions have also been observed for other multi-electron

transfer enzymes such as hydrogenases, as well as artificial oxide catalysts such

as MnO2, Fe2O3, amorphous Ir oxide (IrOx), and RuO2 using in-situ spectro-

scopic techniques. Therefore, the charge accumulation process is expected to be

a fundamental component of multi-electron transfer reactions.

For these reasons, although the simplicity of the d-band theory has proven to

be useful for the development of efficient catalysts, it is important to develop

a more intricate and multi-dimensional understanding of multi-electron transfer

reactions. Not only would this allow for a more rational understanding of a wider

variety of catalysts, thus further enhancing catalyst development, it would also

help understand the plasticity and flexibility of energy-conversion processes in

biology.
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Fig. 1.3 Reaction rate of a stepwise proton–electron transfer process plotted
with respect to the pH. Reproduced from reference 58.
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1.3 Objective and Overview of this Thesis

The objective of this study is to expand the current understanding of multi-

electron transfer by identifying reaction regulation strategies which were previ-

ously unconsidered. To this end, the author has studied various multi-electron

transfer systems using a combination of spectroelectrochemical and bioinformatic

techniques. The main part of this thesis consists of three chapters, each of which

is dedicated to understanding multi-electron transfer regulation at a specific level.

The chapters are ordered from microscopic to macroscopic point of views, and

through this approach, the author has attempted to develop a multi-dimensional

understanding of multi-electron transfer reactions.

In chapter 2, multi-electron transfer regulation was studied from the viewpoint

of valence change and charge accumulation.56,69,70 Through this approach, the

author has attempted to clarify the mechanistic difference which leads to the

discrepancy in the catalytic activity between 3d-metal catalysts and 4d/5d-rare

metal catalysts. In order to achieve this goal, the oxygen evolution mechanism of

IrOx, which is one of the most active OER catalyst known today,71,72 was studied

using in-situ spectroelectrochemical techniques.56,69,70 In contrast to 3d-metal

catalysts such as MnO2 or Fe2O3, the charge accumulation process of IrOx was

found to be efficient, both thermodynamically and kinetically.70 This difference

in the OER mechanism leads to an accumulation of reaction intermediates, which

enhances the OER kinetics of IrOx.73–75 As charge accumulation is heavily de-

pendent on the electronic configuration of the metal ion,55,76 it can be expected

that not only IrOx, but other 4d/5d catalysts with low spin electronic configura-

tions also possess an inherently efficient charge accumulation process, providing a

possible explanation to the high activity of 4d/5d-rare metal catalysts in general.

In chapter 3, multi-electron transfer regulation was studied from the viewpoint

of local pH and reaction environments.77 The diminished selectivity of CO2 re-

duction due to the competition with hydrogen evolution is one of the major
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challenges of this field.78,79 However, despite studies which report differences in

Faradaic efficiency upon changing the pH, the pH is not an explicit parameter

in the current form of the d-band theory. In particular, it does not differentiate

between hydrogen evolution from water reduction (2 H2O + 2 e– → H2 + 2 OH– )

or proton reduction (2 H+ + 2 e– → H2). In this chapter, the author has at-

tempted to uncover the effect of local pH on the selectivity of CO2 reduction by

actively manipulating the proton concentration at the electrode surface using a

rotating disc electrode (RDE). Based on the local pH dependence of the hydro-

gen evolution current, it was shown that water reduction is the major reaction

pathway for hydrogen evolution even in a relatively acidic (pH 2.5) electrolyte,

due to the depletion of protons from the electrode surface.77 Furthermore, only

the water reduction pathway was inhibited in the presence of CO2. These results

showcase the importance of reaction environments, because despite the smaller

activation barrier and higher resistivity to inhibition, proton reduction fails to

become the major reaction pathway due to local pH effects. The insight provided

in this chapter is expected to promote further catalyst development for the CO2

reduction.

In chapter 4, multi-electron transfer regulation in biological systems was stud-

ied in order to gain insight into optimization strategies which are beyond the

boundaries of pure physical chemistry.80,81 Namely, the evolutionary strategy

of photosynthesis (biological OER enzyme) was studied from the viewpoint of

genetic optimization81 and photomotility.80 By comparing the genetic structure

with that of the reverse reaction (cytochrome c oxidase, ORR enzyme), the au-

thor has found that the OER enzyme has attempted to minimize the bioenergetic

repair cost of enzyme repair. This suggests that instead of developing a stable

oxygen evolution enzyme, Nature chose to supplement the instability of PS II

by minimizing its repair cost and performing frequent repairs. This stability fo-

cused optimization was observed also at the cellular level, as Euglena gracilis cells

13



were found to preferentially orient themselves such that they were not subject to

excess solar irradiation. The biological strategy of maintaining the balance be-

tween energy consumption and acquisition showcases the importance of stability

in terms of multi-electron transfer regulation.

Finally, in chapter 5, an overview and perspective based on the strategies

concerning multi-electron transfer catalysis presented in this thesis will be pre-

sented. Through these approaches, the author has attempted to construct a

multi-dimensional understanding of multi-electron transfer regulation.
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Chapter 2

Element Strategy of Multi-Electron

Transfer
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2.1 Introduction

2.1.1 Overview of This Chapter

In this chapter, the author has attempted to understand the multi-electron

transfer from the viewpoint of valence change and charge accumulation.1–3 It

is widely recognized that biological enzymes utilize 3d-metal elements such as

Mn,4–6 Fe,7,8 Co,9–12 Ni,13–15 and Cu8,16,17 to catalyze multi-electron transfer

reactions efficiently. However, despite extensive studies to increase the activity of

artificial 3d-metal catalysts, the most active manmade catalysts are those based

on 4d/5d-rare metals, such as Ru18–20 or Ir (oxygen evolution),21–25 Pt (hydro-

gen evolution or oxygen reduction),26–29 and Au30–32 or Ag31,33 (CO2 reduction).

In order to elucidate the difference between 3d-metals and 4d/5d rare metal cat-

alysts, the author has studied the oxygen evolution mechanism of amorphous

Ir oxide (IrOx) from the viewpoint of valence change and charge accumulation.

The charge accumulation process has been observed in both enzymatic4–6,34–36

and artificial systems, and it has even been reported to be rate-limiting in some

cases, such as MnO2
37,38 or Fe2O3.39,40 Despite its evident importance, how-

ever, charge accumulation remains an under-evaluated process in the presiding

theory of multi-electron transfer (d-band theory), which places emphasis on the

interaction between the substrate and the catalyst.41 Therefore, a mechanistic

study on the charge accumulation efficiency of IrOx, and a mechanistic compar-

ison between 3d-metal catalysts (MnO2 and Fe2O3) and 4d/5d metals (IrOx)

is expected to yield insight into the element strategy of multi-electron transfer

catalysis.
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2.1.2 Element Strategy and Oxygen Evolution Catalysis

The oxygen evolution reaction (2 H2O → O2 + 4 H+ + 4 e– , OER) is cur-

rently under intense investigation21,42–45 as a possible method to enhance the

sustainability of human society. The electrons and protons liberated from wa-

ter can be utilized to drive a reduction half-reaction such as hydrogen evolu-

tion (2 H2O + 2 e– → H2 + 2 OH– )27,46 or CO2 reduction (for example, CO2 +

8 e– + 8 H+ → CH4),47–51 providing an environmentally-friendly way of gener-

ating chemical fuels. Therefore, coupling these electrochemical reactions with

renewable electricity provides a means to remedy the temporal fluctuation of

sustainable energy sources. The strategy of alleviating the intermittency of re-

newable energy by generating chemical fuels via the OER is chemically equivalent

to the energy strategy of biological photosynthesis,5 and is expected to greatly

facilitate the handling of environmentally-friendly energy sources (Figure 1.1).52

In order to compose a sustainable energy cycle such as that found in Nature, it

is necessary to develop robust and efficient OER catalysts.

There are currently several groups of materials which are known to possess

high OER activity. One example is amorphous Ir oxide (IrOx) and other Ir

oxides, which are robust under anodic conditions and are known to maintain

activity across a wide range of pH.21–25 Several studies have also attempted to

synthesize mixed oxides with Ru,53–55 due to the slightly lower overpotential of

RuO2.18–20 Regardless of the exact composition, however, the scarcity and high

costs associated with 4d/5d elements such as Ru and Ir impose limitations to the

large-scale applicability of rare metal catalysts.56 Therefore, it is highly desirable

to substitute the rare metal catalysts with those derived from earth-abundant

3d-metals.

23



So far, however, this has proven to be a significant scientific challenge, due to

the large overpotentials and low stability of 3d-metal catalysts. The majority

of 3d metal oxides57,57,58 such as MnO2,37,38 NiO2,44 Co3O4,59 and Fe2O3
39,40

operate most efficiently under alkaline conditions. With few exceptions,42,60–62

both their activity and stability deteriorate in acidic and neutral pH. Although

NiFe catalysts have already seen industrial use in the field of alkaline electrolysis,

the pH dependence of 3d-metal catalysts hinders their applicability for polymer

electrolyte membrane (PEM) electrolyzers, due to the acidic environment at the

vicinity of the electrode. As the high conductivity of the charge carrier (H+)

is one of the major benefits of the PEM system, high activity and stability at

acidic pH is a requirement towards successful implementation in PEM electrolyz-

ers.63–65 On a more general note, the efficiency at acidic pH is a fundamental

chemical parameter for evaluating anode materials, because the local pH at the

anode is expected to decrease during electrolysis.66–68 As will be explained in

detail in Chapter 3, the local pH at the electrode is dictated by the consumption

and generation of H+ and OH– .69 Although the presence of buffer molecules

may provide an additional flux for H+ diffusion (consumption), the local pH at

the electrode will acidify if the rate of H+ generation, i.e., the rate of OER, is

sufficiently large. Therefore, in order to develop 3d-metal OER catalysts as sub-

stitutes for 4d/5d-metals such as Ru or Ir, it is critical to increase their activity,

especially in low pH regions.
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2.1.3 Current Efforts to Increase the Activity of 3d-Metal Catalysts

Currently, the properties of electrocatalysts are often rationalized based

on the d-band theory and the computational hydrogen electrode (CHE)

model.41,45,70–73 As stated in detail in Chapter 1, the d-band theory is at its

heart a quantitative extension of the Sabatier principle, which predicts that

the existence of an optimum binding energy for each reaction intermediate. If

the binding energy is too small, the catalyst will not interact sufficiently with

the reactant, while binding interactions which are too strong would hinder

the ability of the intermediate to either desorb or react further, effectively

”poisoning” the catalyst. There have been numerous studies which have

reported an increase of the OER activity by optimizing the binding energy of a

specific intermediate, showcasing the benefits of having a single physicochemical

parameter (binding energy) as a descriptor to map the chemical space composed

of various materials.

However, there are limitations to the current state of the d-band theory. For

example, Man et al. have predicted the OER activity of various oxide materi-

als based on the binding energy between the metal and oxygen (Figure 2.1).45

This study is based on the assumption that OER proceeds via the acid–base

mechanism, which is one of the two commonly proposed OER mechanisms (Fig-

ure 2.2A).
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H2O (liq.) + M → M−OH + H+ + e− (2.1)

M−OH → M−−O + H+ + e− (2.2)

M−−O + H2O → M−OOH + H+ + e− (2.3)

M−OOH → O2 + H+ + e− + M (2.4)

Interestingly, however, only a ca. 0.1 V difference in activity could be found

between MnO2 and IrOx (Figure 2.1). This is in stark contrast to the 500-mV

difference in overpotential found in neutral electrolytes (6 < pH < 8).

Fig. 2.1 The OER activity of oxide catalysts predicted computationally
based on the acid–base mechanism. Reproduced from ref. 45 with permission
from Wiley.
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Fig. 2.2 Schematic representation of the acid–base mechanism (A) and the
direct–coupling mechanism (B).
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On the other hand, Busch et al.74 have calculated the overpotential between

MnO2 and IrOx assuming a direct–coupling mechanism (Figure 2.2B). The main

difference between the two OER mechanisms is in how the chemical bond be-

tween two oxygen atoms will be formed. In contrast to the acid–base mechanism

in which a water molecule or hydroxyl ion initiates a nucleophilic attack on a

surface adsorbed oxygen species, in the case of a direct–coupling mechanism, two

adjacent oxygen species will rearrange their chemical bonds to result in an O–O

bond:

2 H2O + (liq.) + 2M → 2M-OH + 2 H+ + 2 e− (2.5)

2 M−OH→2M−−O + 2 H+ + 2 e− (2.6)

2M−−O → M−O−O−M (2.7)

M−O−O−M → O2(gas) + 2 M (2.8)

However, also in this case, only a 0.02 V (Figure 2.3) difference in the overpo-

tential between IrOx and MnO2 could be found. The fact that two independent

studies45,74 which have assumed different OER mechanisms still could not ex-

plain the difference between these materials indicates that key aspects of catalysis

remain unresolved, especially because the experimentally observed overpotential

difference of ca. 500 mV is greater than typical density functional theory (DFT)

errors.75
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Fig. 2.3 The OER activity of oxide catalysts predicted computationally
based on the direct–coupling mechanism. Reproduced with permission from
ref. 74. Copyright (2013) American Chemical Society.
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2.1.4 Valence Change and Charge Accumulation

One origin of the discrepancy between theory and experiment may be because

the Sabatier principle focuses extensively on the interaction between the sub-

strate and the catalyst.41 Although these interactions have proven useful to pre-

dict the barriers of bond formation and dissociation, in the case of multi-electron

transfer catalysis, multiple charges must be stored prior to the reorganization of

chemical bonds.37 This charge accumulation process can be considered a gen-

eral phenomenon in multi-electron transfer, as the valence change of a metal

ion has been observed for a variety of catalytic sites in both artificial and en-

zymatic systems. For example, the active site of the biological OER enzyme,

photosystem II (PS II), possesses four Mn ions.4,76 Based on extensive in-situ

spectroscopic evidence, it is now widely recognized that these Mn ions are oxi-

dized from Mn3+ to Mn4+ in a successive manner during catalysis, which would

allow the active site to accumulate the four charges necessary for the four-electron

oxidation of water.*1 The valence change of metal ions during enzyme turnover

is also well documented for other multi-electron transfer enzymes such as hydro-

genases, nitrogenases, RubisCO, and nitrate reductases, as well as for artificial

electrocatalysts such as MnO2,37,38 Fe2O3,39,40 and Molybdenum oxo-sulfides.77

Furthermore, in some 3d-metal catalysts such as MnO2
37,38,78 or Fe2O3,39,40 the

charge accumulation process has been reported to dictate the OER activity based

on in-situ spectroelectrochemistry. These observations suggest charge accumula-

tion is a fundamentally important process during electrocatalysis, and therefore,

studying multi-electron transfer reactions not only based on binding energies,

but also from the viewpoint of valence change is important to rationalize the

differences in activity between different materials.

*1 Although the accumulation of the first three charges is well-documented, there is still
dispute on the existence of the fourth Mn4+. For details, see references 4,34–36.
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2.2 Objective

The objective of the study in chapter 2 is to understand the role of valence

change and charge accumulation on the efficiency of multi-electron transfer re-

actions. Especially in light of the fact that only negligible differences in binding

energies were observed between MnO2 and IrOx, the author has hypothesized

that the critical mechanistic difference between MnO2 and IrOx lies not in the

kinetics of bond formation, but in the kinetics of charge accumulation.1–3 To

this end, the OER mechanism of IrOx was studied from the viewpoint of charge

accumulation using in-situ evanescent wave spectroscopy. By monitoring the

d-d transition of Ir in an in-situ manner, the valence change of Ir during OER

could be observed directly. The surface sensitivity and the temporal resolution

of this technique yield insight into the kinetics of valence change, which is ben-

eficial in order to conduct intermediate scavenger experiments. By studying the

mechanistic difference of MnO2 and IrOx which leads to the difference in OER

activity, the author has attempted to gain insight into the critical difference be-

tween the abundant 3d-metals and the highly active 4d/5d rare-metal catalysts

(Figure 2.4).

Fig. 2.4 Strategy of chapter 2. The charge accumulation process was found
to be rate-limiting on MnO2

37,38,78 and Fe2O3
39,40 based on in-situ spec-

troelectrochemistry. Therefore, by studying the OER mechanism from the
viewpoint of charge accumulation, the author has attempted to gain insight
into the critical difference between the abundant 3d-metals and the highly
active 4d/5d rare-metal catalysts.
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2.3 Materials and Methods

2.3.1 Fabrication of IrOx Electrodes

IrOx electrodes were fabricated as previously reported.21 First, NaOH was

dissolved into 50-mL of MilliQ water to reach a pH of 12.1. The addition of

0.1 mmol K2IrCl6 (48.3 mg) to the alkaline solution yielded an opaque brown

solution. The mixture was then heated from room temperature at a rate of

3 ◦C/min to 70 ◦C under constant stirring using a hot plate held at 80 ◦C. The

solution was lifted from the hot plate as necessary to adjust the rate of heating.

Upon reaching 70 ◦C, the resulting solution was cooled immediately in an ice

bath, during which the pH of the solution increased from 8.81 to 9.5. A time

record of the pH, temperature, and solution color can be found in Table 2.1,

and the UV–Vis spectrum of the obtained solution can be found in Figure 2.5.

However, although the UV–Vis spectrum was similar to that of the original

report,,21 the pH of the solution was outside the range reported to yield a stable

IrOx film (8 < pH < 9). Adjusting the pH of the solution by adding NaOH

or HCl resulted in the formation of Ir4+ oxides as can be seen from the broad

visible peak at λ > 500 nm, and was not pursued further. The cooled solution

was stored at 4◦C in the dark and was kept as the Ir stock solution. After

diluting the stock solution to 1/10th in 3 M NaCl, IrOx was electrodeposited

on indium tin oxide (ITO) and fluorine-doped tin oxide (FTO) substrates under

galvanostatic conditions (25 µA cm−2, 60 seconds). The evanescent wave spectra

obtained during the electrodeposition process indicate the deposition of an Ir4+

oxide, as can be seen in the broad absorption maxima at ca. 550 nm (Figure 2.6).

As the effect of temperature on the electrodeposition of IrOx has previously been

documented,79 the electrodeposition solution was allowed to equilibrate to room

temperature before fabrication of the IrOx electrodes.
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Table 2.1 Record of pH, color, and temperature during the hydrolysis of K2IrCl6.

Time/min pH Temperature/◦C color
0 25.2 12.12 Brown
1 28.0 11.97
2 31.2 11.89
3 34.2 11.63
4 37.0 11.76
5 39.3 11.72
6 42.5 11.66
7 46.0 11.59
8 49.1 11.53 Golden yellow
9 53.1 11.49
10 54.0 11.41
11 58.6 10.99 Lemon yellow
12 60.5 10.51
13 64.0 10.02 Cloudy yellow
14 67.0 9.32
15 70.0 8.81 Cloudy blue
16 16.0 9.50 Cloudy blue
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Fig. 2.5 UV–Vis spectra of the IrOx stock solution at various pH. The
absorption at λ > 500 nm found at acidic pH is assignable to the formation
of Ir4+–oxides.
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Fig. 2.6 The evanescent wave spectra obtained during the electrodeposition
of the IrOx film. The broad absorption at ca. 550 nm is a characteristic of
Ir4+–oxides.
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2.3.2 In-Situ Evanescent Wave Spectroscopy

A surface and interface spectrometer system (SIS5000, System Instruments)

combined with a custom-made three-electrode electrochemical cell was used for

the in-situ evanescent wave spectroscopy measurements (Figure 2.7). An ITO-

coated optical waveguide (quartz, refraction index = 1.47) was placed underneath

the electrochemical reactor. The IrOx film was electrodeposited directly on top of

the ITO of the optical waveguide, which serves as an internal multiple reflection

element necessary to generate an evanescent wave at the interface between the

working electrode and the electrolyte. The incident light from the 150-watt

xenon lamp was inclined at an angle of ca. 3 ◦ parallel to the surface of the ITO

substrate.

Fig. 2.7 Experimental setup for the evanescent wave spectroscopy measurements.
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2.3.3 Inlet Electrochemical Mass Spectroscopy

In order to confirm the evolution of oxygen in-situ during intermediate

scavenger (H2O2 addition) experiments, a quadrupole mass spectrometer (QMS,

Pfeiffer Vacuum QMG220M1) was connected to the electrochemical reactor

using a similar setup to the differential electrochemical mass spectrometer

(DEMS).80–84 Briefly, the vacuum chamber of the mass spectrometer is con-

nected to the electrolyte with a stainless capillary which is covered with a

microporous polytetrafluoroethylene (PTFE) membrane. This setup allows

gaseous molecules within the electrolyte to diffuse into the vacuum chamber of

the mass spectrometer, allowing real-time sampling of the gas products (time

lag < 2 minutes). The gas-tight electrochemical chamber was bubbled with

argon gas for 30 minutes prior to each measurement.
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2.3.4 Electrochemistry

The electrolyte was prepared by first adding the components of Britton-

Robinson Buffer (0.4 M each of phosphate, borate, and acetate) to a 0.5 M

Na2SO4 solution, and then adjusting the pH to the desired value by addition of

H2SO4 or NaOH. In the case of unbuffered solutions, pH was adjusted by adding

H2SO4 or NaOH directly to the 0.5 M Na2SO4 solution. All glassware were

sonicated in ultrapure water directly before measurements. A platinum wire and

an Ag/AgCl/KCl (saturated) electrode were used as the counter and reference

electrodes, respectively for all measurements. All electrochemical potentials

have been converted into the standard and reversible hydrogen electrode scales

(SHE and RHE, respectively) after measurements. An automatic polarization

system (HZ-5000, Hokuto-Denko) was used as the potentiostat. An Excel

spreadsheet was used to calculate the rate constants of E1 and E2. The slopes

va and vc were evaluated from the peak positions in the cyclic voltammograms

where the scan rate was 10 V/s to 100 V/s for E1, and from 10 V/s to 50 V/s

for E2.
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2.3.5 Computation

Gaussian 09 packages85 were used for modeling the UV–Vis spectra of binu-

clear IrOx clusters. The B3LYP (Becke, 3-parameter, Lee–Yang–Parr) exchange-

correlation functional, was chosen for calculation, due to the successful imple-

mentation of a previous study on IrOx clusters.86 Ir atoms were calculated using

the LANL2DZ basis set, whereas the 6-311++G(d,p) basis set was adopted for

other atoms. The geometries of the binuclear Ir cluster were optimized at the

unrestricted B3LYP level after examining low, intermediate and high spin states,

with and without symmetry constraints. A binuclear Ir oxide cluster was chosen

in order to represent the hydrated nature of IrOx, which displays markedly supe-

rior activity compared to its rutile counterpart. A mononuclear Ir oxide cluster

was unable to reproduce the experimentally obtained spectra. The absorption

spectra of the obtained geometries were calculated using time-dependent DFT

(TDDFT).87 40 states were solved in TDDFT calculations.
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2.4 Results and Discussion

2.4.1 Redox Potentials and Kinetics of Charge Accumulation

Figure 2.8 shows the cyclic voltammograms of IrOx in a buffered 0.5 M Na2SO4

electrolyte at various pH. The voltammogramss show typical redox behavior of

hydrous IrOx films and are in agreement with previous reports.21,23,88,89 Namely,

the redox transition from Ir3+ to Ir4+ (E1) can clearly be seen from pH 2-12,

while that of Ir4+ to Ir5+ (E2) becomes more obvious at alkaline pH*2. E1 and

E2 shift with a pH dependence of ca. 30 mV/pH on the RHE scale (Figure 2.9,

green and blue symbols), which is in accord with the “super-Nernstian” behavior

reported by Steegstra et al.89 On the other hand, the onset potential of OER,

defined by the potential where the current density exceeds 10 µA cm−2 remained

relatively constant across the pH range from 2 to 12 (Figure 2.9, black squares).

Although the high activity of IrOx towards OER in a wide range of pH has

been documented previously,21,89 this pH dependence (0 mV/pH with respect

to the RHE scale) is in stark contrast to the pH dependence of MnO2
37,78 and

Fe2O3
39,40 (> 0 mV/pH at neutral and acidic pH, < 0 mV/pH at alkaline pH).

It should also be noted that the clear voltammetric peaks (E1 and E2) before the

onset of OER, along with the difference in pH dependence between the onset of

OER and the redox potentials for valence change, suggest that redox transitions

of Ir ions are not involved in the rate-limiting step of OER.

*2 The assignment of the redox peaks in the literature is also confirmed by the in-situ
evanescent wave measurement results shown in Figure 2.15.
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Fig. 2.8 Cyclic voltammograms of the IrOx electrode obtained in a buffered
0.5 M Na2SO4 electrolyte. Each voltammogram has been offset by 5 µA
cm−2, and the potentials are referenced versus the SHE. Scan rate: 10 mV/s.
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Fig. 2.9 Onset potential of OER (U OER), E1 (Ir3+→ Ir4+, blue), and E2
(Ir4+→ Ir5+, green). U OER was defined as the potential where the OER
current exceeded 10 µA cm−2.
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In order to obtain evidence that the valence state change of Ir ions is not

rate-limiting, the standard rate constants*3 of E1, E2, and OER were obtained

using trumpet plots and Tafel plots. The trumpet plots used to evaluate the

rate constants of E1 and E2 are shown in Figures 2.10 and 2.11, respectively.

The raw voltammograms for the trumpet plots are shown in Figure 2.12. In

all cases, the separation of the anodic peak potential with the cathodic peak

potential can be observed upon increasing the potential scan rate above 10 V/s.

The rate constants can be obtained by applying Laviron’s theory of diffusionless

electrochemical systems.90

Namely, in the case of a diffusionless electrochemical system, the standard rate

constant k can be evaluated from the following equation:

k = αnFvc

RT
= (1 − α)nFva

RT
(2.9)

where R stands for the gas constant, T for absolute temperature, α the electron

transfer coefficient, n for the number of electrons transferred, and va and vc for

the anodic and cathodic slopes of the trumpet plot, respectively. The value of α

can be calculated from the trumpet plot using:

α

1 − α
= va

vc
(2.10)

The results based on the analysis of trumpet plots are shown in Ta-

bles 2.2 and 2.3. The raw voltammograms are shown in Figure 2.12. Regardless

of pH, the rate constants for the two redox transitions (E1 and E2) were found

to be in the order of 1/s.

*3 Rate constants at zero overpotential
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Fig. 2.12 Cyclic voltammograms of IrOx measured at different scan rates
in pH 2 (A), 4 (B), 6 (C), 8 (D), 10 (E), and 12 (F). The peak positions of
E1 and E2 obtained from these voltammograms were used to construct the
trumpet plots shown in Figures 2.10 and 2.11.

45



Table 2.2 Results obtained from the trumpet plot anal-
ysis of E1.

pH va [V/log(V/s)]a vc [ V/log(V/s)]b αc k [1/s]d
2 0.203 0.235 0.464 4.21
4 0.237 0.276 0.462 4.94
6 0.207 0.267 0.438 4.50
8 0.263 0.213 0.552 4.55
10 0.215 0.192 0.528 3.93
12 0.238 0.192 0.553 4.11

a Slope of the anodic peak in the trumpet plot (Figure 2.10).
b Slope of the cathodic peak in the trumpet plot (Figure 2.10).
c Electron transfer coefficient.
d Rate constant of redox transition between Ir3+ and Ir4+.

Table 2.3 Results obtained from the trumpet plot anal-
ysis of E2.

pH va [V/log(V/s)]a vc [ V/log(V/s)]b αc k [1/s]d
2 0.124 0.153 0.447 2.65
4 0.140 0.077 0.653 1.92
6 0.198 0.111 0.639 2.76
8 0.157 0.158 0.498 3.05
10 0.122 0.114 0.517 2.27
12 0.357 0.109 0.766 3.24

a Slope of the anodic peak in the trumpet plot (Figure 2.11).
b Slope of the cathodic peak in the trumpet plot (Figure 2.11).
c Electron transfer coefficient.
d Rate constant of redox transition between Ir4+ and Ir5+.
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In order to compare the kinetics of valence change with that of OER, the rate

constant of OER was evaluated using Tafel plots. Figure 2.13 shows the Tafel

plots of IrOx from pH 2 to 12. The parameters obtained from the Tafel plot,

such as the Tafel slope ( ∂U
∂log|j| ), exchange current density, Ir coverage, and rate

constants are summarized in Table 2.4.

At all pH, the rate constant for OER was found to be several orders of magni-

tude smaller than that of E1 and E2. Although the calculation of rate constants

was based on the assumption that all electrochemically active sites are active

for the OER (acid–base mechanism), a decrease of active sites by half due to

the occurrence of a direct–coupling mechanism does not change the fact that

the OER rate constant is significantly smaller than that of charge accumulation.

Therefore, by combining the thermodynamic insight from Figure 2.9 with the

kinetic analysis of rate constants, it can be concluded that the charge accumu-

lation process is more favorable than the overall OER process from both kinetic

and thermodynamic viewpoints.
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Fig. 2.13 Tafel plots at pH 2, 4, 6, 8, 10, and 12 constructed based on
the current-potential relationship obtained from the forward (anodic) scans
during cyclic voltammetry.
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Table 2.4 Exchange current density of the OER current at pH 2, 4, 6,
8, 10, and 12.

pH Tafel Slope [mV/dec] j0 [µA/cm2] a Γ [µC/cm2] b k0 [1/s] c

2 29.0 1.61 × 10−7 15.6 2.58 × 10−9

4 28.1 1.22 × 10−7 16.4 1.86 × 10−9

6 28.0 5.02 × 10−8 17.6 7.13 × 10−10

8 23.7 4.76 × 10−10 9.39 1.27 × 10−11

10 24.6 2.69 × 10−10 7.78 8.64 × 10−12

12 23.4 3.43 × 10−11 10.6 8.09 × 10−13

a Exchange current density obtained by extrapolating the Tafel plot shown in Fig-
ure 2.13 to 1.23 V vs. RHE.
b Coverage of Ir calculated from the charge of E1. All electrochemically active Ir
sites were assumed to be active for OER.
c Rate constant at equilibrium potential obtained by the equation j0 = nF k0Γ.
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2.4.2 In-Situ Evanescent Wave Spectroscopy

In order to gain direct insight into the rate-limiting step of OER on IrOx in-

situ evanescent wave spectroscopy was performed. The potential dependence of

the evanescent wave subtraction spectra is shown in Figure 2.14. Upon scanning

the potential positively from 1.2 to 1.5 V vs. RHE, a species with an absorp-

tion maximum at ca. 450 nm (hereafter denoted as species A450) was observed.

This intermediate was observed consistently regardless of the pH, similar to the

onset potential of OER (constant at ca. 1.5 V vs. RHE, Figure 2.9), suggesting

the participation of this intermediate in the rate-limiting step of the OER. This

intermediate was assigned to be an Ir5+ species, due to the similarity of the UV–

Vis absorption maxima with the Ir5+ spectra reported by Castillo-Blum et al.

(447 nm).91 This assignment is also in accord with previous in-situ X-ray absorp-

tion spectroscopy (XAS) and X-ray photoelectron spectroscopy (XPS) studies

which report the valence of Ir during OER to be between Ir4+ and Ir5+.54,88,92,93

However, the absorption maxima of Ir5+ shows a gradual red-shift from 410 nm

to 450 nm during the positive potential scan, indicating the electronic state is

potential dependent. In other words, the Ir5+ at 1.5 V (species A450) and the

Ir5+ at 1.3 V, which is expected to be generated during E2, are different species.

The difference between the two Ir5+ species can be confirmed by comparing

the pH dependence of their formation. Figure 2.15 shows the potential at which

each absorption peak is observed, overlayed on the redox potentials shown in Fig-

ure 2.9. The correlation between E2 and the absorption at 410 nm (Figure 2.15,

green and black circles) provide strong evidence that the Ir5+ generated by the

oxidation of Ir4+ during the redox process E2 is the origin of the absorption

maximum at 410 nm. On the other hand, the potential at which the absorption

maxima at 450 nm is observed correlates well with the pH-independent behavior

of the OER onset potential, and shows a markedly different pH dependence with

the absorption at 410 nm. As the pH dependence of redox potentials reflect the
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coupling between proton transfer and electron transfer, it can be concluded that

the species A450 is a different species with the Ir5+ formed by the oxidation of

Ir4+ (redox process E2). These results indicate that the rate-determining step of

the OER on IrOx is not the valence change of Ir, but an electronic state change

of Ir5+, which is represented experimentally by the 40-nm red-shift of the Ir5+

absorption spectra. The fact that IrOx possesses favorable kinetics for valence

change suggests O–O bond formation is responsible for the rate-limiting step of

OER on IrOx.
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Fig. 2.14 Evanescent wave spectra of IrOx from 1.2 V and 1.5 V in pH 2
(A), 4 (B), 6 (C), 8 (D), 10 (E), and 12 (F). The spectrum at 1.2 V was
used as the reference spectrum. Spectra are shown in 20 mV intervals, and
the spectra at 1.5 V and 1.4 V are indicated in red and blue, respectively.
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Fig. 2.15 Potentials at which the absorption at 450 nm (red squares),
410 nm (blue diamonds), and 580 nm (green circles) were observed, plotted
with respect to the pH of the electrolyte. The onset potential for OER and
the potentials for valence change of Ir (E1, E2), taken from Figure 2.9, are
also plotted in black. The same symbols indicate spectroelectrochemical ob-
servations which are expected to be derived from the same physicochemical
phenomenon. The onset potential for the absorption at 450 nm indicates
the potential where the absorption at 450 nm exceeded 0.02 in Figure 2.14.
Onset potentials for the absorptions at 410 nm and 580 nm were defined as
the potential where the absorption at the specified wavelength increased by
more than 0.005 compared to a spectrum taken at a 100 mV negative poten-
tial. The definition of the onset potential differs with that of species A450,
because the pH dependence of the absorption at 410 nm and 580 nm hinders
the usage of a single potential as a reference.
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2.4.3 Action Experiments to Confirm the Legitimacy of Species A450

as a Reaction Intermediate

In order to obtain direct evidence that species A450 is not a byproduct but a

true reaction intermediate which participates in the O–O bond formation step, its

interaction with H2O2 was studied. H2O2 is the two-electron oxidation product

of water, and although the H2O2 molecule itself is not expected to be generated

during the OER, the adsorbed form of H2O2 is expected to behave similarly with

intermediates which have undergone O–O bond formation such as surface peroxo

species.94,95 Therefore, if the rate-limiting step of OER on IrOx is truly O–O

bond formation, the addition of H2O2 to the electrolyte is expected to drastically

increase the rate of oxygen generation by allowing for another reaction pathway

(H2O2 → O2+2 H++2 e– ) which bypasses the rate-limiting O–O bond formation

step. Under such a condition, the formation of species A450 is expected to be

diminished.

The enhanced formation of oxygen in the presence of H2O2 was confirmed

based on a combination of electrochemistry with the in-situ monitoring of evolved

oxygen. Figure 2.16 shows the correlation of the oxygen mass signal (m/z =

32) with the current in the presence and absence of H2O2. The addition of

H2O2 resulted in a ca. 300 mV negative shift of the onset potential for both the

mass signal and the current, indicating that the bypass reaction pathway made

available due to the coexistence of H2O2 is more favorable than the original OER

pathway. This new current was assigned to the oxidation of H2O2 to oxygen,

and the enhanced current at higher concentrations of H2O2 provides additional

evidence that O–O bond formation is responsible for the rate-limiting step of

OER on IrOx (Figure 2.17). Therefore, if species A450 is responsible for O–O

bond formation, the addition of H2O2 is expected to suppress its formation.
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Fig. 2.16 Correlation of the oxygen mass signal (m/z = 32) with the OER
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H2O2. Potential scan rate: 1 mV/s.

55



0 . 2 0 . 4 0 . 6 0 . 8 1 . 0 1 . 2 1 . 4- 2 0

0

2 0

4 0

j / 
µA

 cm
-2

U  /  V  v s .  R H E

 w / o  H 2 O 2
 0 . 0 5 0  w t %  H 2 O 2
 0 . 1 2 5  w t %  H 2 O 2

Fig. 2.17 Cyclic voltammograms of the IrOx film in the presence of different
concentrations of H2O2. Scan rate: 10 mV/s.
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In order to confirm that addition of H2O2 inhibits the formation of

species A450, in-situ evanescent wave spectra were obtained in electrolytes

before and after the addition of H2O2. Figure 2.18 shows the formation rate of

species A450 (increase of the absorption at 450 nm per 40-mV potential scan)

during a positive potential sweep. In the absence of H2O2, the formation rate of

species A450 increased until ca. 1.4 V, which corresponds to the onset potential

of OER (U OER). Upon initiation of the OER at potentials above 1.4 V, the rate

of absorption increase is suppressed, suggesting the consumption of species A450

in a downstream process. Therefore, the distinct shift of the balance between

the formation and consumption of species A450 before and after the initiation

of the OER suggests that species A450 is not a byproduct, but a reaction

intermediate which is responsible for the rate-limiting step of OER. The effect

of H2O2 on the formation rate of species A450 provides further evidence to

this hypothesis, as the formation of species A450 was greatly diminished in the

presence of H2O2. Although a direct reaction between species A450 and H2O2

cannot be ruled out completely, the cyclic voltammograms shown in Figure 2.17

show that H2O2 is readily oxidized by a less-oxidizing species (e.g., Ir5+ prior

to the red-shift), thus scavenging species A450 before it can be formed.

The inhibitory effects of H2O2 on the formation of species A450 can also be

confirmed from the potential dependence of the Ir5+ absorption maximum. As

can be seen in Figure 2.19, the red-shift of Ir5+ is suppressed in the presence of

H2O2, indicating H2O2 inhibits the electronic state change necessary for Ir5+ to

initiate the OER via O–O bond formation.

The direct interaction between H2O2 and species A450 was confirmed by the

addition of H2O2 under potentiostatic conditions (Figure 2.20). When H2O2

was added into the electrolyte at a potential too negative for OER (1.0 V),

no effect on the current density or the absorption at 450 nm could be observed

(Figure 2.20, black lines and symbols). However, when H2O2 was added at 1.5 V,
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Fig. 2.18 Potential dependence of species A450 formation per 40-mV posi-
tive potential scan at different concentrations of H2O2. Vertical line indicates
the onset of OER (U OER).
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Fig. 2.19 Suppression of Ir5+ red-shift upon addition of H2O2. Absorption
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onset of OER (U OER) and the literature value (447 nm) of Ir5+ absorption.
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an abrupt increase in the current density (solid red line) was observed, due to

the oxidation of H2O2 to O2. This increase in the current was accompanied by a

decrease in the absorption at 450 nm (red filled circle). As H2O2 was consumed,

both the current and absorbance returned to their original values in a similar

time scale (time constant τ current = 4.9 seconds, τabsorbance = 5.3 seconds). The

amount of species A450 scavenged by the addition of H2O2 can be estimated

to be ca. 50 % (0.06 absorbance units) of the total amount of species A450,

based on the amount of species A450 formed during the positive potential scan

(Figure 2.14). The fact that these transient effects were observed only in the

presence of both species A450 and H2O2 provide compelling evidence that H2O2

suppresses the formation of species A450. Furthermore, because the role of H2O2

in the context of OER is to provide a bypass route to O–O bond formation, the

negative interaction between species A450 and H2O2 suggests that species A450

is responsible for mediating O–O bond formation.
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2.4.4 Assignment of Species A450

In order to gain insight into the chemical origin of species A450, the UV–Vis

spectra of Ir5+ were simulated using DFT calculations. A binuclear Ir5+–Ir5+

cluster was chosen in favor of the rutile Ir oxides used previously in computation

to account for the hydrated nature of IrOx. Not only is the hydrated structure

more active as an OER catalyst, the voltammetric features are also markedly

different, indicating the rutile structure is not an accurate representation of the

IrOx studied in this chapter. As shown in Table 2.5, the quintet state was

found to be the most stable Ir5+ structure, followed by the triplet state. The

structures and molecular coordinates of the quintet and triplet states are given

in Figure 2.21 and Tables 2.6 and 2.7. The relative stability of the quintet and

triplet state persists regardless of symmetry constraints or solvation effects, and

therefore, the UV–Vis spectra of these structures were modeled as the most likely

candidates for the origin of the absorption maxima at 450 nm.
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Table 2.5 Relative energies of the Ir5+

binuclear structure.

Spin state Energya Energyb Energyc

Singlet 13.03 10.89 13.23
Triplet 8.43 3.02 4.58
Quintet 0 0 0
Septet 57.34 -d -d

Nonet 82.41 -d -d

a C2v symmetry in gas phase.
b No symmetry constraint in gas phase.
c No symmetry constraint with solvation
(PCM: polarized continuum model).
d The energies for the septet and nonet states
were found to be prohibitively more unstable
compared to the quintet state (> 50 kcal/mol)
when the structure was optimized with sym-
metry constraints and without solvation ef-
fects and therefore were not studied under dif-
ferent conditions. Energies are reported with
respect to the quintet state in kcal/mol units.
No imaginary frequencies were observed in the
final structures.
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Fig. 2.21 Structures of the Ir5+–Ir5+ binuclear cluster optimized without
symmetry constraints in a solvated environment. The atomic coordinates of
these structures can be found in Tables 2.6 and 2.7. The numbers indicate
the spin density of the two oxygen atoms involved in the spin inversion and
the O–O bond formation.
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Table 2.6 Molecular coordinates of the Ir5+ cluster in the quintet state.

Atom Coordinates
Ir -1.65167000 -0.10316400 0.19558000
Ir 1.65088500 -0.10145700 0.19857400
H -2.89929400 2.05968600 0.22599400
H -0.00191800 1.90914800 0.74450700
H 2.89624100 2.06267900 0.23023200
H 3.88892400 -1.03864700 -0.02744300
H 0.00050900 -2.19267800 0.43922300
H -3.88839300 -1.04234000 -0.03467400
O -3.17600400 1.16050300 0.00973400
O -3.03193100 -1.49356500 -0.05013300
O -0.00097500 1.22045300 0.06782500
O 0.00053400 -1.37187300 -0.06919400
O 3.17426400 1.16366800 0.01494100
O 3.03288100 -1.49060700 -0.04439100
H 2.45461500 0.59651600 -2.23616200
H 1.89501200 -0.83781600 -2.42128100
H -1.89205100 -0.83930100 -2.42448100
H -2.45085200 0.59543600 -2.24056500
O 1.55926600 -0.15344600 1.97292400
O -1.56310500 -0.15543400 1.97006900
O 1.69575700 0.02689500 -2.03308400
O -1.69269100 0.02534300 -2.03618800
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Table 2.7 Molecular coordinates of the Ir5+ cluster in the triplet state.

Atom Coordinates
Ir -1.58006000 0.06317600 0.19203500
Ir 1.69617900 -0.14419100 0.05454500
H -3.73154300 1.12656700 -0.23350900
H 0.23474300 1.80542900 0.92273000
H 3.46726800 1.55153100 0.43060800
H 3.36135200 -1.69161900 0.88018300
H -0.03718600 -1.97357300 0.88566800
H -2.88167100 -2.04135600 -0.00822100
O -2.85067200 1.52453500 -0.17367300
O -3.12420700 -1.12206000 -0.17796900
O 0.15257200 1.27458300 0.11762300
O -0.02526700 -1.36647600 0.13417700
O 3.05325700 1.19269100 -0.36525500
O 2.88348300 -1.67606400 0.03573500
H 0.55900100 -0.10864700 -2.41800300
H 2.04135100 0.36136500 -2.59298900
H -1.88609500 -0.64632800 -2.43335700
H -1.72820400 0.89669200 -2.38960500
O 1.87458800 -0.02672100 1.92917000
O -1.62453400 0.06908900 1.96613100
O 1.47952900 -0.29115400 -2.15065300
O -1.33420700 0.06697900 -2.07260900
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The UV–Vis spectra of the Ir5+ in these structures are shown in Figure 2.22.

The UV–Vis spectra of the quintet state, which was the most stable structure out

of the 40 structures examined, possessed an absorption maximum at ca. 399 nm

(d-d transition, Figure 2.22, trace a), which is comparable to the experimentally

observed peak at ca. 410 nm in experiments. On the other hand, the triplet state

had two peaks at ca. 396 nm and 491 nm (also d-d transitions, Figure 2.22, trace

b). The transition from the quintet state to the triplet state via spin inversion of

an oxygen ligand yields a differential spectrum with an absorption maximum near

490 nm (Figure 2.22, trace c), which matches well with the spectrum of the fully

red-shifted species (Figure 2.19). These calculations indicate the generation of

species A450 from Ir5+ may be assignable to a spin-inversion of an oxygen ligand.
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Fig. 2.22 UV–Vis spectra simulated using DFT calculations in the quintet
(a) and triplet (b) state. The differential spectrum (b-a) is shown in (c).
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Further support for the assignment of the red-shift of Ir5+ to the spin transi-

tion of an oxygen ligand can be found in Figure 2.23, which shows the energy of

the quintet and triplet structures with respect to the distance between the two

topmost oxygen atoms. This distance represents the reaction coordinates of O–O

bond formation. Most notably, the triplet state was found to have favorable ener-

getics for O–O bond formation, due to the decrease of free energy upon decreasing

the O–O distance. In contrast, the energy of the quintet state exhibits a marked

increase upon shortening the O–O bond. These results indicate a transition from

the quintet state to a triplet state would initiate O–O bond formation, which

was suggested to be the rate-limiting step based on the H2O2 experiments. The

mechanism of a non-electrochemical elementary step, preceded by a kinetically

favorable electrochemical step, is consistent with the experimentally observed

Tafel slope of 30 mV/dec. The activation barrier of ca. 14 kcal/mol for O–O

bond formation, obtained from the intersection in Figure 2.23, is also consistent

with previously proposed values of O–O bond formation (15-20 kcal/mol).96,97

Therefore, it can be expected that the generation of species A450 via the red-shift

of the Ir5+ is due to a spin inversion at an oxygen ligand of Ir5+. This assign-

ment is supported by a recent DFT study by Ping et al.98 which reports a spin

transition of the adsorbed oxygen atom upon desorption of molecular oxygen. A

recent study by Pfeifer et al.99 has also experimentally confirmed the active par-

ticipation of the oxygen ligand during the OER on IrOx, as the oxidation state

change of oxygen ligands were observed directly using in-situ XAS. Therefore,

the rate-limiting step of OER on IrOx can be expected to be the spin inversion

of an oxygen ligand ligated to Ir5+, which was observed experimentally as the

generation of an absorption maxima at 450 nm.
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Fig. 2.23 Energies of the quintet and triplet states as a function of the
distance between the two topmost oxygen atoms. Colors are the same as in
Figure 2.22.
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Figure 2.24 shows the proposed OER mechanism of IrOx, based on the electro-

chemistry, in-situ evanescent wave spectroscopy, intermediate scavenging exper-

iments, and DFT calculations shown in this chapter. The Ir ions are gradually

oxidized from Ir3+ to Ir4+, and from Ir4+ to Ir5+ as observed both spectroscopi-

cally (absorption maxima: 570 nm, 410 nm) and electrochemically (redox peaks:

E1, E2). However, the Ir5+ thus generated is still insufficient to initiate the

O–O bond formation. O–O bond formation is initiated only after one of the oxy-

gen ligands of Ir5+ has undergone a spin inversion, as observed in the red-shift

of the absorption maxima of Ir5+, and the energetics of O–O bond formation

obtained computationally. The fact that O–O bond formation is rate-limiting

is supported by the drastic increase in the oxygen generation rate upon H2O2

addition, as well as the inhibitory effects of H2O2 on the spin inversion of oxy-

gen. These results indicate that the charge accumulation process via the valence

change of Ir (Ir3+→ Ir4+→ Ir5+) is not the rate-limiting factor for OER on IrOx.

This OER mechanism is in stark contrast to that proposed for MnO2
37,38,78 or

Fe2O3,39,40 where the inefficiency of charge accumulation was found to dictate

the overall activity as an OER catalyst.

Fig. 2.24 Proposed mechanism of OER on IrOx based on the results of this study.
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2.4.5 Charge Disproportionation and Mechanistic Differences with 3d-

Metal Oxides

The contrasting OER mechanism based on the difference of charge accumula-

tion between the 3d-metal catalysts (MnO2, Fe2O3) and the 4d/5d-metal catalyst

(IrOx) may be due to the difference in electronic configuration. In the case of

MnO2 and Fe2O3, the formation of an intermediate in the high-spin d4 electronic

state (Mn3+ and Fe4+, respectively) was found to be the rate-limiting step of

OER in both electrochemical37–40,78 and photoelectrochemical systems.100,101

One possible explanation may be because a degeneracy within the eg orbital de-

creases the stability with respect to charge disproportionation (2d4 → d3 + d5,

Figure 2.25A). On the other hand, the low-spin electronic structure of Ir would

prevent charge disproportionation in advance (Figure 2.25B), as even the most

reduced Ir valence observed in this study (Ir3+) has only 6 electrons, which can

be accommodated within the t2g orbital. As an alternative explanation, it is also

possible to attribute the suppressed activity of the high-spin d4 electronic struc-

ture to their tendency to undergo Jahn-Teller distortion, which was previously

proposed to be detrimental to the activity of Mn3+-based electrocatalysts.102 In

either case, a low spin electronic configuration with no eg electrons would allow

for a more favorable charge accumulation process as shown in Figure 2.24. The

relationship between OER activity and mechanism with respect to the charge

accumulation efficiency will be discussed mathematically in the following section.
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Fig. 2.25 Comparison of MnO2 (A) and IrOx (B) catalysts based on their
electron configuration and instability to charge disproportionation.
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2.4.6 Implications of an Efficient Charge Accumulation Process

In order to discuss the implications of an efficient charge accumulation process,

and to rationalize why a difference in the OER mechanism would lead to higher

catalytic activity, a mathematical analysis of Tafel slopes will be presented.

The Tafel slope is defined as the potential difference necessary to generate a

10-fold increase in current, and indicates the kinetic efficiency of a catalyst, with

smaller Tafel slopes corresponding to higher activity. For example, the Tafel slope

of the IrOx presented in this study is ca. 30 mV/dec (Table 2.4)*4, indicating only

a 30 mV potential scan is necessary to increase the current density by an order of

magnitude. In contrast, the Tafel slope of MnO2 is ca. 120 mV/dec,61,103 which

is drastically less efficient.

Tafel slope ≡ ∂U

∂ | logj |
[mV/dec] (2.11)

where U and j indicate the electrode potential and the current density. The

“dec” in the unit [mV/dec] is an abbreviation for “decade”.

The potential dependence of an electrocatalytic reaction can be expressed

based on the Butler–Volmer equation. If the reverse reaction is negligible, i.e.,

the difference between the electrode potential (U) and the equilibrium potential

of OER (UOER) is sufficiently large, the current-potential relationship can be

expressed as:

j = nFk0[C]rds
r(exp αrdsF (U − UOER)

RT
(2.12)

Here, n, F , k0, R, and T have their usual notations of number of electrons

transferred, Faraday constant, heterogeneous rate constant (rate constant at

equilibrium potential), gas constant, and absolute temperature, respectively. The

notations [C]rds, r, and αrds represent the concentration of the rate-limiting

*4 There are also studies which report a Tafel slope of 40 mV/dec. 21
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intermediate, the reaction order, and the transfer coefficient of the rate-limiting

step. Based on Equations 2.11 and 2.12, the Tafel slope can be expressed as:

log j = rlog(nFk0[C]rds) + logαrdsFU

RT
− logαrdsFUOER

RT

∴ 1
Tafel slope

= ∂ | log j |
∂U

= r
∂[C]rds

∂U
+ αrdsF

RT ln 10

(2.13)

When the concentration of the rate-limiting intermediate ([C]rds) is potential

independent, i.e., ∂[C]rds
∂U = 0, the Tafel slope is determined solely by the second

term in Equation 2.13. Substituting the constants with their common values (R)

= 8.314 [J K−1 mol−1], T = 300 [K] , α = 0.5 [/1], F = 96485 [C/mol]) yields a

Tafel slope of 119 [mV/dec]. This is in accord to the Tafel slope of MnO2, and

is also in accord with the OER mechanism of MnO2, where the concentration

of the rate-limiting intermediate (Mn2+) is not expected to increase with the

potential.

On the other hand, a Tafel slope smaller than 120 mV/dec can be realized if the

concentration of the rate-limiting intermediate is potential dependent ( ∂[C]rds
∂U >

0).100,104,105 For example, if the kinetics of the electrochemical step prior to the

rate-limiting step is sufficiently fast, this step can be assumed to be in equilibrium

([C]pre −−⇀↽−− [C]rds
slow−−−→ O2). Therefore, the concentration of the intermediate

responsible for the rate-limiting step ([C]rds) and its precursor ([C]pre) can be

expressed based on the Nernst equation as follows:

U = Ueq − RT

F
ln

[C]rds

[C]pre
↔ [C]rds = [C]pre exp(F (U − UOER)

RT
) (2.14)

Therefore, substituting [C]rds with [C]pre gives the following expression for the

Tafel slope:
1

Tafel slope
= r

∂[C]pre

∂U
+ rF

RT ln 10
+ αrds

RT ln 10
(2.15)
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Although the value of ∂[C]pre
∂U is not clear, this would lead to a decrease in the

Tafel slope, because in most cases, ∂[C]pre
∂U > 0.*5

Even when ∂[C]pre
∂U = 0, if r =2, αrds = 0, this would yield a Tafel slope of

30 mV/dec. These values correspond to a mechanism where the coverage of a

reaction intermediate (Ir5+) is in equilibrium with its precursor (Ir4+), and the

reaction of Ir5+ to species A450 is the rate-limiting step via a direct coupling

O–O bond formation mechanism (αrds = 0). In other words, the Tafel slope

obtained experimentally is consistent with the O–O bond formation mechanism

of direct–coupling and the fast kinetics of charge accumulation with respect to

the OER.

The enhanced sensitivity of the reaction rate with respect to the electrode po-

tential upon introducing a potential dependence in [C]rds holds true qualitatively,

regardless of the reaction mechanism (values of r and αrds). For example, the

most well-known example where a Tafel slope is less than 120 mV/dec may be

hydrogen evolution on platinum in acidic electrolytes, which exhibits Tafel slopes

of 40 mV/dec104 (r = 1 and αrds = 0.5). The reaction mechanism for IrOx OER

catalysts and Pt hydrogen evolution catalysts is in stark contrast to the OER

mechanism of MnO2 (Tafel slope = 120 mV/dec), where the accumulation of

the rate-limiting intermediate (Mn2+) is minimal at anodic potentials. There-

fore, a catalyst which can accumulate the rate-limiting intermediate via favorable

charge accumulation steps is expected to show enhanced kinetics in general. In

other words, the favorable charge accumulation process of the 4d/5d-metals, due

to their low-spin electronic configuration, may be the origin of the difference in

activity between 3d-metals and 4d/5d-metals.

*5 An exception may be in the case where [C]pre is involved in charge disproportionation
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2.5 Summary and Conclusions

The OER mechanism of IrOx was studied using electrochemistry and in-situ

evanescent wave spectroscopy from the viewpoint of charge accumulation in or-

der to understand the mechanistic origin of the high activity of 4d/5d rare-metal

catalysts. Based on cyclic voltammetry and the pH dependence of redox poten-

tials, the author has confirmed that the valence change of Ir ions in IrOx are

more favorable than the overall OER process, both kinetically and thermody-

namically. Based on in-situ evanescent wave spectroscopy and DFT calculations,

the rate-limiting step was found to be the spin-inversion of Ir5+, which adds fur-

ther support that valence change and charge accumulation is not rate-limiting

on IrOx. The efficiency of the charge accumulation process allows the concen-

tration term of the Butler–Volmer equation (Equation 2.12) to contribute to the

overall reaction rate, enhancing the kinetics of IrOx as an OER catalyst. Ac-

tivity enhancement via the accumulation of reaction intermediates is known to

occur on other 4d/5d rare-metal catalysts such as Pt, indicating its importance

in terms of comparison between 3d-metals and 4d/5d rare-metals. This mecha-

nistic difference may occur based on differences in the electronic configuration,

giving critical insight into the reason why many 4d/5d rare-metal catalysts show

superior activity compared to their 3d-metal counterparts.
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[99] Pfeifer, V.; Jones, T. E.; Vélez, J. J. V.; Arrigo, R.; Piccinin, S.;
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Chapter 3

Field Effects on Multi-Electron

Transfer
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3.1 Introduction

3.1.1 Overview of This Chapter

In this chapter, the author has attempted to understand how the reaction en-

vironment affects multi-electron transfer reactions1,2 by regulating the local pH

during the electrochemical reduction of CO2.3 CO2 reduction is currently under

intensive investigation as a potential method to produce useful chemicals from

atmospheric CO2.4–12 If the electrons necessary can be supplied from water via

the oxygen evolution reaction investigated in Chapter 2, a sustainable chemical

process of generating fuels from water and CO2 can be realized.13,14 However

one of the main challenges in the field of CO2 reduction is the low selectivity

(Faradaic efficiency) due to the simultaneous evolution of hydrogen (HER, hy-

drogen evolution reaction),5,15–17 which may occur either through the reduction

of protons (2 H+ + 2 e– → H2) or through the reduction of the solvent molecule

itself (2 H2O+2 e– → H2 +2 OH– ). Although there have been many attempts to

enhance the Faradaic efficiency of CO2 reduction, no study has explicitly differ-

entiated between the two HER pathways. On the other hand, the reaction rate

of each HER pathway is affected differently by external factors such as pH,18

and therefore, the distinction between the two HER pathways is expected to new

insight into the selectivity of the electrochemical reaction. Therefore, the author

has regulated the local pH at the surface of the working electrode using a Cu

rotating disc electrode (RDE) system, and has studied the competition between

HER and CO2 reduction. Through this approach, the author has attempted to

showcase the importance of the local reaction environment, such as the local pH,

towards regulating multi-electron transfer reactions.
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3.1.2 Biodiversity and the Geological Environment

The increasing concentration of atmospheric CO2, and the positive correlation

with mean global temperature is one of the most widely recognized trends con-

cerning the global climate today.19 There is still debate on whether this trend

has been dictated by anthropological activity, or is merely a result of the nat-

ural geochemical cycle.20,21 However, one thing which is clear, is that both the

global temperature and the CO2 concentration are increasing at an unprece-

dented rate with respect to the timescale of the human species. When Homo

sapiens first came into existence 200 thousand years ago, the average temper-

ature and CO2 concentrations were 26◦C22 and 250 ppm.23,24 However, in the

last 200 years, there has been a 100 ppm increase in the CO2 concentration,25

accompanied by a 0.8◦C increase in the global temperature.22 These changes

are in the order necessary to markedly influence biological processes. For ex-

ample, although C4 photosynthesis shows a higher energy conversion efficiency

compared to C3 photosynthesis under current environmental conditions (CO2:

380 ppm,24 30◦C22), C3 photosynthesis becomes more efficient at increased CO2

concentrations (700 ppm).24 The lifespan of model organisms such as Caenorhab-

ditis elegans 26 and Drosophila melanogaster 27 has been known to decrease under

high-temperature conditions in the order of several degrees.

Due to the impact of environmental conditions on individuals, a concentration

shift in a major component of the global environment has always had drastic

consequences towards the biosphere. A prime example may be the great oxy-

genation event, which was an increase in atmospheric oxygen following the oc-

currence of oxygenic photosynthesis ca. 2.3 billion years ago.28–30 The transition

from an anoxic to oxygenic atmosphere lead to a depletion of electron-rich com-

pounds such as hydrogen or hydrogen sulfides from many environments. These

compounds serve as the primary electron donor for many anaerobes today,31,32

suggesting the atmospheric transition 2.3 billion years ago lead to a depletion of
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the primary energy source for anaerobic lifeforms. Furthermore, oxygen is toxic

to anaerobic organisms which do not possess methods to harness or neutralize

its oxidative potential.33–35 Therefore, although the newly evolved cyanobacteria

possessed an innate advantage by utilizing a larger portion of the solar spectrum,

the critical evolutionary factor compared to their ancestors, the anoxygenic pho-

tosynthetic bacteria, was their toxic waste, the byproduct “oxygen,” which cre-

ated the space for them to prosper. Needless to say, the accumulation of oxygen

would further suppress competing anaerobic lifeforms, effectively cementing their

dominance in the biosphere through a positive feedback effect. In this way, the

increase in oxygen concentration can be viewed not only as a result, but also as

a promoter of oxygenic photosynthesis.

Although we do not typically consider oxygen as a pollutant or a toxin, this

is due to our vantage point as a species which relies solely on aerobic respiration

as the terminal electron acceptor. Aerobic respiration and the subsequent evo-

lution of the mitochondria can be viewed as a metabolic system which arose to

take advantage of the enhanced oxygen concentration.36 Many of the concepts

associated with higher life, such as the organizational and regulatory complexity

of eukaryotes, require the increased energy productivity due to aerobic respira-

tion at the mitochondria. For example, eukaryotic cells are on average 1000-fold

bigger than typical bacterial or archaeal cells,37 and possess intracellular com-

partmentalization which allows for a multitude of reaction environments within

one cell.37–42 In other words, the expanded complexity of life enabled by the

evolution of aerobic respiration and the mitochondria came at the expense of the

extinction of a multitude of pre-existing anaerobic organisms.

It is possible to consider the cycle of environmental change, and the accom-

panying extinction and evolution, as a natural part of Earth’s history. However,

doing so is equivalent to acknowledging that humanity will eventually cease to

exist when an environment unsuitable for human habitation finally arrives. Al-
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though the human species have managed to adapt to climate change in the past

such as the last ice age, the credibility of human survivability is surprisingly

small with respect to geochemical timelines. For example, the 300-thousand-

year existence of Homo sapiens 43 is dwarfed by the 150-million-year reign of the

dinosaurs, which subsequently underwent mass extinction 66 million years ago.44

Although several hypotheses to the direct cause of their extinction can be found

in the literature, such as asteroid impacts or an increase in volcanic activity, here

again, it is evident that abrupt changes in the climate impose severe risks to all

species within the biosphere.

For these reasons, despite the seeming selfishness of this proposition, it is the

author’s belief that the suppression of abrupt climate changes is in the interest of

all inhabitants of the current biosphere, Homo sapiens included. Mankind should

not forget that he is also but one of the biosphere, and therefore, suppressing

climate change is beneficial in terms of biodiversity, not just for endangered

species but also for humanity.

To this end, it is important to develop the technology to regulate and neutral-

ize further emissions. Although carbon capture and storage (CCS) technology,

which has shown significant advancement in recent years,45,46 may help curb the

increase of CO2 in the atmosphere, they do not help quench the human need

for energy and easily accessible carbon building blocks. As carbon is an integral

element in modern human society, it is important to realize a sustainable carbon

cycle by developing a method to reduce CO2, thus closing the carbon cycle which

mankind is currently violating by utilizing excess amounts of fossil fuels. It is

the author’s belief that in the long run, such technology would help prolong the

extinction of the human species, regardless of the extent human activity poses

towards increased temperature and CO2 concentrations. The current state of

electrochemical CO2 reduction will be covered in the following section.
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3.1.3 Current Status of CO2 Reduction

There are several methods to reduce CO2 into useful chemicals. The most

energy efficient process available today is the thermochemical reduction of CO2

using hydrogen or methane (methane dry reforming) as reductants. For example,

a combination of the reverse water gas shift (rWGS) reaction(CO2 +H2 → CO+

H2O)47 with a subsequent hydrogenation step via Fischer-Tropsch synthesis has

been reported to be an efficient methanol production pathway.48–50 On the other

hand, the electrochemical reduction of CO2 has the advantage of being able to

directly use the electrons obtained from water via the oxygen evolution reaction.

The product distribution is also different, with hydrocarbon gas products such as

methane and ethylene being favored over alcohols.51–54 The insolubility of these

products would enhance the efficiency of the total CO2 reduction process, due

to the ease of product separation necessary for downstream processing.

However, one major challenge for CO2 reduction in aqueous electrolytes is the

low selectivity due to the simultaneous evolution of hydrogen via the HER,5,15–17

which may occur either through the reduction of protons (2 H+ + 2 e– → H2) or

through the reduction of the solvent molecule itself (2 H2O+2 e– → H2+2 OH– ).

In terms of selectivity, the majority of metal electrodes can be characterized in

three categories.55 The first category consists of metals such as Au17,56,57 or

Ag,15,57 which selectively produce CO from CO2. Au, in particular, is known

to be highly efficient in producing CO (Faradaic efficiency > 90 %57). The

second group consists of materials that primarily evolve hydrogen regardless

of the presence of CO2 such as Pt57 and Ni.57 The third group is electrodes

that evolve formate (HCOO– ) such as Sn.56,58–61 Out of the many materials

studied previously however, metallic copper belongs to none of these groups, as

it produces high amounts of hydrocarbons in high faradaic yield.57

This trend can be rationalized within the framework of the Sabatier principle

based on the adsorption energies of hydrogen and CO2 reduction intermediates.
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For example, Figure 3.1 shows the expected activity of various materials for CO2

reduction to HCOOH with respect to HER. Materials which are well known to

produce formate such as Sn can be found on the top blue region, while Pt and

Ni, which favor HER over formate production are indeed predicted to produce

hydrogen (bottom right red region). Similar approaches have also been used

extensively to rationalize why (specific facets of) Cu is efficient towards CO2

reduction62–73 based on the adsorption energies of the intermediates.

Fig. 3.1 Theoretical activity of various materials towards HER and
HCOOH formation from CO2 reduction. Reproduced from ref. 74 with
permission from Wiley. The black dashed lines indicate the thermodynamic
potentials for HER and HCOOH generation while the diagonal red line indi-
cates equivalent activity for HER and HCOOH production. Filled and empty
symbols indicate that HCOOH is produced via the carboxyl (COOH*) and
formate (HCOO*) intermediate, respectively.
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On the other hand, however, there are also numerous reports which show an

increased CO2 reduction selectivity based on changing the pH, either by using

local pH effects5,15 or by changing the pH of the bulk electrolyte.75 These effects

cannot be explained by the current implementation of the Sabatier principle in

electrochemical systems, because the computational hydrogen electrode (CHE)

model does not account for changes in the pH (see Chapter 1 for details). Most

importantly, it does not account for the two pathways of HER, either from water

reduction (2 H2O+2 e– → H2+2 OH– ) or proton reduction*1. They are identical

within this framework due to the assumption of a concerted proton–electron

transfer in every elementary step, meaning that pH is not an explicit parameter

in the model (see Chapter 1 for details). In reality, however, water reduction is

expected to become favored over proton reduction at low proton concentrations.

This effect may become relevant even in acidic electrolytes because the local

proton concentration at cathodes decreases during HER76 and CO2 reduction

due to slow mass transport.77–79 The onset potential and kinetics of the two

HER pathways may also show different pH dependences.18,80,81 Differentiating

the proton source is especially important to discuss the competition of HER

and CO2 reduction, because CO2 may interact with the two HER pathways

differently. Furthermore, CO2 may act as or form pH buffers,77,78 adsorbates,62

and proton donor/acceptors82,83 during the reaction, all of which may show

different effects depending on the HER pathway. Therefore, it is important

to study the competition of CO2 reduction and the two pathways of HER by

explicitly taking into account the effect of mass transport and local pH at the

electrode.77,78

*1 Although the actual state of the proton or proton donor may be more complex, here, the
notation “proton” refers collectively to all species which can be considered as solvated
forms of a hydrogen nucleus. The term “proton reduction” here refers to hydrogen
evolution from acidic media showing a direct dependence on proton concentration, and
“water reduction” refers to hydrogen evolution independent of proton concentration.
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3.1.4 Rotating Disc Electrode Theory

In this section, the theory behind voltammograms obtained using rotating disc

electrodes (RDE) will be explained briefly. The mathematical theory presented

here will provide the basis for the assignment of voltammetric features presented

in the results section (section 3.4).

The main advantage of the RDE system is the extent of regulation one has

over diffusion processes.84 The forced convection obtained by rotating the elec-

trode allows the diffusion flux of chemical species to be regulated explicitly. In

the purpose of this study, as one reactant (water molecules) are in abundance

compared to another (protons), identifying the occurrence of diffusion-limiting

currents allows differentiation of reaction pathways which rely on one species

over the other.

The reaction rate of a diffusion-limited process can be modeled mathematically

by assuming a steady state. This assumption can be confirmed experimentally

if the hysteresis between the anodic and cathodic scans of the voltammogram is

negligible. Under this condition, the general equation for a flux of a given species

(J) can be expressed as:

J = −∇C − zF

RT
DC∇ϕ + Cv (3.1)

Here, C and z represent the concentration and charge of said species, while F ,

R, T represent the Faraday constant, gas constant, and absolute temperature. ϕ

indicates the electrical field, and v indicates the velocity vector. The three terms

represent diffusion, migration, and convection respectively, and for electrochemi-

cal systems with sufficient supporting electrolyte ions, the second migration term

can be neglected. The RDE system manipulates the velocity vector v, and based

on hydrodynamic theory,84,85 the velocity perpendicular to the electrode surface
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v⊥ can be expressed as:

v⊥ = 0.51 ω1.5ν−0.5ry (3.2)

where ω indicates angular velocity, ν indicates kinematic viscosity of the solvent,

r indicates the distance from the rotation center, and y indicates the distance

from the electrode surface. Although transient currents will show a decrease

similar to the case of stationary electrodes, it is due to the contribution from

the third term in Equation 3.1 that the current does not decay toward zero, but

instead to a steady-state value. Under such conditions where mass transport is

the limiting factor of electron transfer rates, C |y→0= 0, leading to the following

expression:

v⊥
∂Cb

∂y
= D

∂2Cb

∂y2 (3.3)

where Cb indicates the concentration (C) at the bulk solution (y → ∞). The

solution of this differential equation yields:

Cb = (∂Cb

∂y
)y=0 0.8934 (3Dω−1.5ν0.5

0.51
)1/3 (3.4)

Under mass transport limiting conditions, the current is dependent only on the

flux at the electrode surface ( ∂Cb

∂y ) and not the electrode potential. Therefore,

the limiting current (jlim) can be expressed as:

jlim = nFD(∂Cb

∂y
)y=0 = 0.62nFD2/3ω1/2ν−1/6Cb (3.5)

which is now commonly known as the Levich equation. This equation predicts

that the limiting current density is proportional to the bulk concentration (Cb)

and the square root of the rotation rate (ω1/2). This will be the diagnosis of

whether a reactant is limited by mass transport or not. The diffusion layer
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thickness δ under these conditions is given by:

δ = 1.61D1/3ω−1/2ν−1/6 (3.6)

When the current is not limited by mass transport (Cs > 0, with Cs indicating

the concentration at the electrode surface), the solution of equation 3.3 becomes:

j = 0.62 nFD2/3ω1/2ν−1/6[Cb − Cs] (3.7)

Therefore, in combination with the Levich equation (Equation 3.5), the current

density can be expressed in general as:

j = jlim[Cb − Cs

Cb
] = nFD[Cb − Cs]

δ
(3.8)

Under conditions where the electron transfer is sufficiently slow such that the

reverse reaction can be neglected, the disk current can be expressed as:

j = nFkf (U)Cs = nFkf (U)Cb(1 − j

jlim
) (3.9)

Here, kf (U) denotes the forward rate constant. Specifically when the effect of

mass transport is minimal (j ≪ jlim),

j = nFkf (U)Cs = nFkf (U)Cb (3.10)

By defining this current as jK , one obtains the Koutecký-Levich equation:

1
j

= 1
jK

+ 1
jlim

= 1
jK

+ ω1/2

0.62nFD2/3ν−1/6Cb
(3.11)
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which can be rearranged as:

j = jlim

1 + jlim/jK
(3.12)

Therefore, j exhibits a jlim (rotation rate) dependence as shown in Figure 3.2.

Based on the Koutecký-Levich equation, when the electron transfer kinetics are

sufficiently fast compared to the mass transport flux (jK ≫ jlim), j → jlim.

On the other hand, when the electron transfer kinetics are much slower than

mass transport, (jK ≪ jlim), j → jK . Based on the Koutecký-Levich equation

(Equation 3.11), a plot of 1/j vs. 1/ω1/2 will yield a linear plot which can

be extrapolated to ω → 0 to yield jK . Therefore, the Koutecký-Levich plot

generated in this manner will allow kinetic parameters such as kf to be obtained

experimentally, giving insight into the mechanism.
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Fig. 3.2 Graphical representation of the Koutecký-Levich equation.
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3.2 Objective

The objective of the work presented here is to understand the role of the local

pH on the competition of HER (both proton reduction and water reduction) with

respect to CO2 reduction (Figure 3.3). As the proton concentration (pH) at the

electrode affects only the proton reduction pathway of HER, regulating the mass

transport flux of protons using a RDE system allows differentiation between the

two HER pathways. Based on this differentiation, the author has attempted to

study the interaction of each HER pathway with CO2. Additionally, as the local

pH near the electrode was found to change during the voltammetric scans, the

voltammograms which were mathematically corrected for local pH changes dur-

ing the measurement will be presented. Through this approach, the author has

attempted to establish the importance of the reaction environment (pH) in multi-

electron transfer reactions, and to provide deeper insight into the competition

between CO2 reduction and HER.

Fig. 3.3 A schematic illustration showing the concept of this work. An
RDE system was employed to explicitly regulate the proton diffusion flux
and the local pH at the electrode.
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3.3 Materials and Methods

3.3.1 Electrochemistry

All electrolytes were prepared using HPLC (= 99.0 %) grade sodium perchlo-

rate monohydrate (Fluka, 7791-07-3) and 60 wt% perchloric acid (Merck, 7601-

90-3), which were used without further purification. A phosphate stock solution

(pH 2.5, total concentration of phosphate ions: 10 M) was made from NaH2PO4

· H2O (Merck, 10049-21-5) and H3PO4 (Merck, 7664-38-2), and was diluted as

necessary with the perchlorate solution to yield an electrolyte with the desired

buffer concentration. The HCHO used (Sigma-Aldrich, 50-00-0) contained ca.

10–15 wt% CH3OH as a stabilizing agent. All electrolytes were bubbled with the

appropriate gas (Ar, CO, or CO2) 30 mins prior to the electrochemical measure-

ment. The pH change due to switching from Ar atmosphere to CO2 is negligible,

based on pH meter readings (∆pH < 0.05) and the identical height of the diffusion

plateau of HER during cyclic voltammetry. The pH value of 2.5 was intentionally

chosen because the proton concentration is high enough to ensure the pH does

not change upon CO2 bubbling, but low enough that the diffusion plateau can

be observed at low current densities. The reference and counter electrodes were

a commercial RHE (Gaskatel Hydroflex) and platinum wire respectively, with

the exception of the Fourier-transform infrared (FTIR) measurements where an

Ag/AgCl sat. reference electrode was employed due to the cell configuration.

All potentials are reported versus the RHE. Ohmic resistance was compensated

during cyclic voltammetry using the IVIUM potentiostat software (Ivium Soft),

and after the measurements for the FTIR measurements.
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3.3.2 Electrode Preparation

The Cu RDE was polished to a mirror finish using alumina paste (1.0 µm,

0.3 µm, 0.05 µm) and then sonicated before use. The Cu thin film used for the

FTIR measurements was deposited on the silicon prism via sputtering and was

used without further cleaning. No electropolishing was conducted in any of the

experiments.

3.3.3 FTIR Measurements

The FTIR measurements were performed with a Bruker Vertex 80 V IR

spectrophotometer with an mercury–cadmium–telluride (MCT) detector and p-

polarized light in the external reflection configuration. The spectra correspond

to an average of 100 scans with 8 cm−1 resolution, and used p-polarized light.
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3.4 Results and Discussion

3.4.1 Effect of Local pH on the Selectivity of CO2 Reduction

The cyclic voltammograms of a polycrystalline Cu RDE measured in an Ar-

saturated 0.1 M NaClO4 electrolyte (pH 2.5) is shown in Figure 3.4. Under

unbuffered conditions, (black lines), two redox features can be observed. The

first reduction current to be observed during the cathodic potential scan increases

from ca. −0.5 V vs. RHE (reversible hydrogen electrode, all potentials in this

chapter will be referred to this reference electrode) and exhibits a plateau current

which is dependent on the rotation rate (mass transport). Due to the inertness of

the electrolyte (Ar-saturated NaClO4), it can be expected that the redox-active

species exhibiting mass transport limitation is protons. Therefore, this current

was ascribed to HER from proton reduction, where the notation “proton” refers

collectively to all chemical species which can be considered solvated forms of a

hydrogen/proton nucleus. On the other hand, a second reduction current was

observed at potentials more negative −1.2 V. This second current was assigned

to HER from water reduction, due to its independence from mass transport.

The assignment of this current is supported by the cyclic voltammograms in

buffered conditions (red lines). Upon the addition of 10 mM phosphate, the

plateau current was split into two plateaus, with a higher plateau current at

potentials more negative than ca. −1.0 V. This is consistent with a local pH

change due to mass transport limitation of protons, because when the pH at the

electrode surface becomes more alkaline than the pKa2 of phosphate (7.2), the

phosphate species at the electrode are deprotonated to form HPO –
4 species. This

allows the transport of H2PO –
4 from the bulk electrolyte to make an additional

contribution to the total proton flux, generating a step-like feature in the plateau

current.
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Fig. 3.4 Cyclic voltammograms of a polycrystalline Cu RDE in an Ar-
saturated 0.1 M NaClO4 electrolyte. Red: 10 mM phosphate, black: un-
buffered. The smaller plateau current at U > −0.8 V is due to the slight
increase of pH upon buffer addition. Numbers indicate the rotation rate of
the RDE [unit: rotations per minute (rpm)]. Scan rate: 50 mV/s.
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In order to obtain direct evidence into the assignment of the current, the

rotation-rate-dependence and the pH-dependence of the plateau current were

studied. Figure 3.5 shows the Levich plot of the plateau current in 0.1 M NaClO4

(pH 2.5). The linear relationship between the plateau current and the square

root of the rotation rate indicates an electron transfer process which is fully

dictated by mass transport (Equation 3.5).

Therefore, according to the Levich equation (Equation 3.5), the concentra-

tion of the redox-active species should influence the plateau current linearly.

Figure 3.6 shows the pH dependence of the cyclic voltammograms measured be-

tween pH 2.0 and 3.0. The plateau current obtained from these measurements

exhibited a linear relationship with the proton concentration as shown in the

inset, providing evidence that the plateau current can be ascribed to proton

reduction (2 H+ + 2 e– → H2).
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Fig. 3.5 Rotation rate dependence of the plateau current (jlim) in a 0.1 M
NaClO4 solution (pH 2.5) under Ar-saturated conditions.
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Fig. 3.6 Cyclic voltammograms of a polycrystalline Cu RDE (400 rpm)
measured at different pH in Ar-saturated, unbuffered 0.1 M NaClO4 solu-
tions. Inset shows the relationship between proton concentration and the
plateau current. Scan rate: 50 mV/s. The ohmic drop was not compensated
in this figure.
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Based on this assignment, the transition of the HER pathway from proton re-

duction to water reduction in Figure 3.4 occurs at ca. −5.6 mA cm−2 at 2500 rpm,

where the mass transport of protons becomes insufficient. However, the limit-

ing current is linearly proportional to the concentration of protons (Figure 3.6,

Equation 3.5), and therefore, the water reduction pathway will become increas-

ingly important in more alkaline conditions. For example, the limiting current of

protons at pH 7 can be calculated as ca. 0.2 µA cm−2 even at 2500 rpm, indicat-

ing the majority of the hydrogen detected in studies using stationary electrodes

in neutral or alkaline electrolytes are likely to be derived from water reduction.

It is important to note that the proton reduction pathway of HER is inhibited

due to mass transport limitations and local pH effects, even in the presence of

a buffer as shown in Figure 3.4. Such an effect is not unique to phosphate, but

is expected to occur with other buffer molecules such as bicarbonate species, as

will be discussed later in this chapter.

In order to evaluate the competition between the CO2 reduction and the

two pathways of HER, electrochemical measurements were conducted in a CO2-

saturated electrolyte. Figure 3.7 shows the cyclic voltammograms measured in

a CO2-saturated 0.1 M NaClO4 electrolyte (pH 2.5) at different values of the

disc rotation rate. Compared to the Ar-saturated solution (black lines), a slight

negative shift of the onset for proton reduction current can be seen. However,

a more pronounced suppression of the HER current is observed below −1.2 V,

indicating CO2 interferes with the water reduction pathway more significantly

than the proton reduction pathway. This suppression in activity is not due to

impurities in the electrolyte, as it does not occur in Ar atmosphere. Buffering ef-

fects are also minimal, as no increase in proton flux could be observed, even when

the pH at the electrode surface becomes more alkaline than the pKa1 of H2CO3

(3.6). This is due to the low buffer capacity arising from the low solubility of

CO2 in acidic solutions, as will be explained later quantitatively.

104



- 1 . 4 - 1 . 2 - 1 . 0 - 0 . 8 - 0 . 6 - 0 . 4 - 0 . 2 0 . 0- 8

- 6

- 4

- 2

0

j / 
mA

 cm
-2

U  /  V  v s .  R H E

C O 2
A r

4 0 0  r p m

1 1 1 1  r p m

2 5 0 0  r p m H +  d i f f u s i o n  p l a t e a u

0  r p m

Fig. 3.7 Cyclic voltammograms of a polycrystalline Cu RDE in an un-
buffered 0.1 M NaClO4 electrolyte (pH 2.5). Red: CO2 atmosphere, black:
Ar atmosphere. No bulk pH change was observed upon CO2 saturation as
can be seen from the identical height of the limiting current. Numbers indi-
cate the rotation rate of the RDE [unit: rotations per minute (rpm)]. Scan
rate: 50 mV/s.
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These results highlight the importance of surface pH effects, because without

the change of local pH, proton reduction is expected to remain dominant even

in the presence of CO2. As shown in Table 3.1, in addition to having a smaller

overpotential compared to water reduction, proton reduction is not inhibited

by the presence of CO2. Therefore, the main reason proton reduction does not

become the dominant reaction is the lack of substrates, which occurs due to the

change of local pH and the slow kinetics of proton mass transport.

Table 3.1 Competition of the two pathways of HER with CO2 reduction.

Reaction Pathway Onset Potential Mass Transport CO2
Proton Reduction −0.5 V Limited Independent
Water Reduction −1.2 V Independent Inhibited
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3.4.2 Origin of the Inhibitory Effect

In order to gain insight into the chemical origin of the species which inhibits

water reduction selectively, cyclic voltammograms were measured in an elec-

trolyte solution saturated with CO (Figure 3.8). CO is the two-electron reduc-

tion product of CO2, and has previously been proposed to be the inhibitor for

HER.62,86,87 In accord with past reports, Figure 3.8 also shows that adsorbed CO

inhibits HER significantly. However, similar to the case with CO2, the proton

reduction pathway was less sensitive to inhibition compared to water reduction.

The different interaction between the two pathways of HER with CO2 reduc-

tion further emphasizes the importance of explicitly distinguishing the substrate

molecule for HER in order to understand the competition of CO2 reduction with

HER.
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Fig. 3.8 Cyclic voltammograms of a polycrystalline Cu RDE in an un-
buffered 0.1 M NaClO4 electrolyte (pH 2.5). Red: CO atmosphere, black:
Ar atmosphere. Numbers indicate the rotation rate of the RDE [unit: rota-
tions per minute (rpm)]. Scan rate: 50 mV/s.
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Interestingly, further reduced forms of CO2 such as HCHO and CH3OH showed

minimal inhibitory effects as can be seen in Figure 3.9. Although HCHO has

been reported to undergo hydration to generate methanediol,88–92 these results

nonetheless show that excessively reduced adsorbates are not responsible for

the inhibitory effects of CO2 or CO towards water reduction. Taken together,

these observations suggest the selective inhibitory effect is due primarily to CO

adsorbed on the surface of Cu.
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Fig. 3.9 Cyclic voltammograms of a polycrystalline Cu RDE in an Ar-
saturated, unbuffered 0.1 M NaClO4 electrolyte (pH 2.5) in the presence of
various concentrations of HCHO. Rotation rate: 2500 rpm. Scan rate: 50
mV/s.
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Further support that water reduction is inhibited by CO generated from CO2

can be found in Figure 3.10, which shows the rotation rate dependence of HER

inhibition. In order to evaluate the extent of inhibition due to the coexistence

of CO or CO2, the limiting current of proton reduction was subtracted from

the total current. As the proton reduction rate is dictated by mass transport

at potentials where water reduction is initiated (U < −1.2 V), subtracting this

limiting current from the total reduction current is expected to express the sum

of the reaction rates for water reduction and CO2 (or CO) reduction. If the

CO or CO2 reduction current is negligible, comparing the subtracted reduction

current in CO or CO2 atmosphere to that in Ar atmosphere would allow quanti-

tative evaluation of water reduction inhibition due to CO or CO2. As shown in

Figure 3.10, in both CO2 and CO, water reduction is inhibited drastically from

0 to 500 rpm, whereas higher rotation rates have a less significant effect. The

strong inhibition at low rotation rates (ω < 500 rpm) is most likely due to the

increased coverage of CO on the Cu surface due to efficient transport of CO and

CO2. The saturation of inhibition at higher rotation rates may be due to the CO

coverage reaching a constant value. The higher current density in CO-saturated

electrolytes may be due to a difference in the CO coverage as a result of the

difference in solubilities of CO2 and CO in water.
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Fig. 3.10 Rotation rate dependence of the inhibition of water reduction
from CO2 (black) and CO (red). The y-axis represents the rate of water
reduction in each atmosphere, normalized by that in an Ar atmosphere.
A lower value on the y-axis implies a stronger inhibition. Current density
values were obtained at −1.25 V vs. RHE.
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In order to obtain direct evidence that the inhibitory effect of CO2 reduction on

water reduction is due to the adsorbed CO, in-situ FTIR spectra were measured

in an attenuated total reflection infrared (ATR-IR) configuration (Figure 3.11).

When the spectrum at 0 V was used as the reference, the intensity of the IR

band at ca. 2050 cm−1, assignable to adsorbed CO (COads),87 increases from

−0.8 V during the negative potential step. Although CO is known to be further

reduced on Cu electrodes at negative potentials,57,93 the potential independence

of the CO band intensity at water reduction potentials (U < −1.21 V) indicates

that the CO coverage is also constant, suggesting inhibitory interactions such

as site blocking or binding energy shifts of hydrogen6 are possible. On the

other hand, no COads was detected at potentials more postive than −0.8 V,

suggesting the CO coverage is insufficient to have a significant inhibitory influence

on proton reduction. It is noteworthy that during this measurement, IR bands

which resemble bicarbonate94 were observed at 1435 and 1280 cm−1 at potentials

more negative than −0.9 V (Figure 3.12), in accord with the depletion of protons

at the electrode surface.
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Fig. 3.11 FTIR spectra of a polycrystalline Cu electrode in 0.1 M NaClO4
(pH 2.5). The reference spectrum was measured at 0 V, after saturating
the solution with CO2 for 30 minutes. Spectra are shown from −0.4 V to
−1.2 V in 0.1 V intervals.
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Fig. 3.12 FTIR spectra of a polycrystalline Cu electrode in the wavenumber
region for perchlorate (1570 cm−1), bicarbonate (1435 cm−1), and carbonate
(1285 cm−1) adsorption. Spectra were measured under the same condition
as in Figure 3.11.
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Based on the combination of electrochemistry and spectroscopy, water reduc-

tion was found to be suppressed due to adsorbed CO, thus increasing the se-

lectivity for CO2 reduction. Copper has long been known to interact favorably

with CO in the context of CO2 reduction based on theoretical63 and experi-

mental75,95,96 observations which show that CO can adsorb and desorb on Cu

efficiently. However, no previous study has explicitly differentiated between the

two HER pathways, which exhibit marked differences in terms of apparent on-

set potentials (Figures 3.4–3.8) and interaction with adsorbed CO (Figure 3.11).

The clarification of the HER pathway which is inhibited by COads is new in-

sight into the competition of CO2 reduction with HER, which may assist future

catalyst development.
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3.4.3 Mathematical Modeling

The differentiation between proton reduction and water reduction explained in

the previous chapter was based on the difference in interaction with CO and the

overpotential observed experimentally. However, due to changes in the local pH,

the overpotential depicted for example in Figure 3.7 does not reflect the true ki-

netic barriers of each HER pathway. The slow kinetics of proton mass transport

with respect to its consumption via HER generates a discrepancy between the

pH at the surface of the working electrode and the bulk electrolyte. The increase

of pH due to the depletion of protons at the surface of the electrode would lead

to an overestimation of the overpotential on the RHE scale, especially for water

reduction where the diffusion of protons is already mass transport limited. How-

ever, the RDE system allows precise control of the mass transport flux, which

further allows quantitative estimations of the surface pH. For example, the local

pH at −0.8 V can be estimated to be ca. 4.5, because the HER current density

of proton reduction corresponds to 99 % of the limiting current. Based on Equa-

tion 3.7, this indicates that the proton concentration at the electrode surface

must be 1 % of the bulk electrolyte (pH 2.5). In this section, the local pH at the

electrode will be evaluated mathematically based on the RDE theory76–78 pre-

sented in the introduction of this chapter in order to evaluate the true activation

barriers of the two HER pathways.

As Auinger et al. have shown,76 the amount of protons consumed and hydrox-

ide ions generated from the HER corresponds to the mass transport flux of each

ion under steady-state conditions. Therefore, the total current density (jtotal)

can be expressed using the mass transport fluxes of H+ (JH) and OH– (JOH) as

follows:

jtotal = F (JH |x→0 −JOH |x→0) (3.13)

= −FDH
[H]b − [H]s

δH
+ FDOH

[OH]b − [OH]s
δOH

(3.14)
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where x is the distance from the electrode, F is the Faraday constant, [X] is the

concentration of X, DX is the diffusion coefficient, and δX is the thickness of the

diffusion layer. Subscripts b and s denote bulk and surface values, and subscripts

H and OH stand for protons and hydroxyl ions, respectively. δH and δOH show

a rotation rate dependence as determined by the Levich equation (Equation 3.5).

Normalizing jtotal by the absolute value of the proton limiting current density:

| jlim |= FDH
[H]b
δH

(3.15)

yields a rotation-rate independent representation of the HER current:

jtotal

| jlim |
= − [H]b − [H]s

[H]b
+ DOHδH

DHδOH

[OH]b − [OH]s
[H]b

(3.16)

Finally, the hydroxide ion concentrations can be substituted using the proton

concentrations and the water dissociation constant Kw by assuming the water

hydrolysis equilibrium ([H] × [OH] = Kw). Therefore, the local proton concen-

tration at the electrode can be expressed as:

[H]s = 1
2

(−α +
√

α2 + 4(DOHδH

DHδOH
)Kw) (3.17)

where

α = −[H]b + DOHδH

DHδOH

Kw

[H]b
− jtotal

| jlim |
[H]b (3.18)
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Equation 3.17 allows the surface pH to be estimated based on the normalized

current density jtotal
|jlim| . It is important to emphasize that the surface pH is not

a function of the raw rotation rate, but the current density normalized by the

limiting current jtotal
|jlim| . This is because the local pH is dictated based on the

balance of the consumption and transport of protons, which are represented by

jtotal and jlim, respectively. Therefore, the normalized current density jtotal
|jlim|

can also be interpreted as a normalized rotation rate, which is a quantitative

representation of the ratio between proton supply and consumption.

Figure 3.13 shows the results of the modeling based on Equation 3.16. A dras-

tic increase in the pH from 4 to 10 can be observed when the current density

approaches the limiting current. The decrease of the proton concentration by

6 orders of magnitude in a narrow current range indicates the extent of mass

transport limitations on the proton reduction pathway. This pH change is suffi-

cient to deprotonate carbonic acid to bicarbonate and carbonate ions, indicating

CO2 may act as a buffer molecule, even in unbuffered electrolytes.

2 4 6 8 1 0 1 2 1 4- 2 . 0

- 1 . 5

- 1 . 0

- 0 . 5

0 . 0
j O H -

j H +

j / 
 j lim

E l e c t r o d e  p H

j t o t a l

Fig. 3.13 Graphical representation of Equation 3.16. Red and blue lines
indicate the first and second terms of Equation 3.16. Their total is
shown in black. The diffusion layer thicknesses were obtained from the
Levich equation (Equation 3.5) using a kinematic viscosity of 1 cm2/s,
DH = 9.31 × 10−5 [cm2/s], and DOH = 5.27 × 10−5 [cm2/s].76
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In order to take into account the buffering effects of CO2, the local pH of

buffered solutions was modeled using a similar approach to the one above. As-

suming a buffer ion with the acid-base equilibrium (HA → H+ +A– , equilibrium

constant: Ka), the difference between bulk pH and surface pH can be suppressed

because the flux of buffer molecules makes an additional contribution to the net

proton flux. The current density in a buffered solution is given by:

jtotal = F (JH |x→0 −JOH |x→0 −JA |x→0) (3.19)

Under steady state conditions, the flux of buffer molecules must meet the follow-

ing equation:

JHA |x→0 +JA |x→0= 0 (3.20)

which is equivalent to:

DHA
[HA]b − [HA]s)

δHA
= −DA

[A]b − [A]s
δA

(3.21)

By considering the acid–base equilibrium between HA and A– , this leads to the

following solution for [A]s:

[A]s = β[H]b + 1
β[H]s + 1

[A]b (3.22)

where

β = DHA

DA

δA

δHA

1
Ka

(3.23)

Therefore, the normalized current density in a buffered solution can be expressed

as:

jtotal

| jlim |
= − [H]b − [H]s

[H]b
+ DOHδH

DHδOH

[OH]b − [OH]s
[H]b

+ DAδH

DHδA

[A]b − [A]s
[H]b

(3.24)
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where the third term indicates the contribution from the buffer component. By

comparison with Equation 3.16, it becomes apparent that the buffering effect is

linearly proportional to the concentration of the buffer molecule.

Figure 3.14 shows the numerical solution to Equation 3.24 at various buffer

concentrations, assuming a bulk pH of 2.5 and using the diffusion constants of

CO2 and HCO –
3 for the diffusion constants of the protonated and deprotonated

forms of buffer molecule. At low buffer concentrations (panel A), the voltam-

mogram is almost identical with the unbuffered case, because the contribution

of the third term in Equation 3.24 is negligible. However, upon increasing the

buffer concentration, the buffer molecule makes a noticeable contribution as in-

dicated by the step in the limiting current when the surface pH is larger than

the pKa (panels B and C). As seen experimentally in Figure 3.4, this is because

the protonated buffer molecules in the bulk electrolyte will deprotonate in the

high pH environment at the surface of the electrode, effectively increasing the

mass transport flux. This qualitative argument can be understood quantita-

tively by comparing the first and third terms (proton transport from proton flux

and buffer flux, respectively) of Equation 3.24. As maximum flux is attained

when [H]b ≫ [H]s and [HA]b ≫ [HA]s, the third term becomes significant when
DAδH
DHδA

[A]b

[H]b
≫ 1.
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Fig. 3.14 Graphical representation of Equation 3.24 under three different
total buffer concentrations (A: 0.1 mM, B: 1 mM, C: 10 mM). The flux of the
H+ and OH– ions (black squares and circles, respectively) are equivalent to
the unbuffered case. The total current density and the current density due
to the flux of protons transported by HA are shown in red and blue triangles,
respectively. All parameters except for those concerning buffer components
are the same as in Figure 3.13.
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Assuming an electrolyte in equilibrium with 1 atm of CO2, the concentration

of carbonic acid (H2CO3) can be estimated to be 6 × 10−5 M, based on the

hydration equilibrium constant97 [H2CO3]/[CO2] = 1.7 × 10−3 and the solubility

of CO2 (1.5 g/L).98 Taking into account the pKa of carbonic acid (pKa=̃ 3.6)

and the diffusion coefficients of bicarbonate 7.02 × 10−9 [cm2/s],99 leads to
DAδH
DHδA

[A]b

[H]b
= 0.00125 ≪ 1, indicating that CO2 plays a negligible role as a

buffer in pH 2.5. This is in accord with the identical height of the limiting current

in Ar and CO2 atmospheres (Figure 3.7). However, increasing the pH of the bulk

electrolyte would alter this conclusion, as [A]b will increase simultaneously with

the decrease of [H]b. For example, a CO2-saturated solution at pH 4 would yield

a value of 1.25 for DAδH
DHδA

[A]b

[H]b
, indicating the buffer capacity of CO2 cannot be

ignored at pH > 4.

Having ascertained the absence of pH buffering effects from CO2, the equations

based on unbuffered electrolytes can be applied to the results obtained in pH 2.5

CO2-saturated solutions (Figure 3.7). Specifically, the local pH at the surface

of the electrode can be calculated based on Equations 3.17 and 3.18, in order to

evaluate the true overpotential of the two HER pathways.

In contrast to Figure 3.7, which shows the current density with respect to the

RHE at the bulk pH (pH 2.5), the voltammograms in Figure 3.15 show the nor-

malized current density with respect to the RHE at the surface of the electrode

(Ucorrected). The large horizontal noise near jtotal
|jlim| = −1 is due to the drastic

pH change near jlim (4 < pH < 10) which amplifies the noise within the ex-

perimental current density data. There is a marked shift of the water reduction

onset potential compared to the original cyclic voltammogram (Figure 3.7). In

the raw experimental data, proton reduction exhibited a 600 mV smaller over-

potential compared to water reduction. However, the majority of the apparent

overpotential difference is due to local pH change, because the overpotential of

the two HER pathways differs by only 200 mV after correcting for local pH dif-
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ferences. Although the difference in the true activation barrier is much smaller

than what is suggested from the raw experimental data (Figure 3.7), the smaller

activation barrier of the proton reduction pathway showcases the importance of

utilizing local pH to suppress the proton reduction pathway of HER to enhance

the selectivity of CO2 reduction products.

- 0 . 8 - 0 . 4 0 . 0

- 2

- 1

0

- 0 . 8 - 0 . 4 0 . 0

- 2

- 1

0

- 0 . 8 - 0 . 4 0 . 0

- 2

- 1

0 ( C )

j / 
|j lim

|

U  /  V  v s .  R H E

( A ) ( B )

C O 2
A r C O 2

A r C O 2
A r

j / 
|j lim

|

U  /  V  v s .  R H E

j / 
|j lim

|

U  /  V  v s .  R H E
Fig. 3.15 Cyclic voltamogramms which have been corrected for changes in
the local pH based on Equations 3.17 and 3.18. The original experimen-
tal data are from Figure 3.7. Black lines: Ar atmosphere, red lines: CO2
atmosphere.
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3.5 Summary and Conclusions

In summary, the author has proposed the importance of local pH effects

on multi-electron transfer reactions by studying the competition between HER

and CO2 reduction. Although the two pathways of HER (proton reduction:

2 H+ + 2 e– → H2 and water reduction: 2 H2O + 2 e– → H2 + 2 OH– ) were

historically not differentiated, by explicitly studying the effect of pH (proton

concentration) on the two pathways of HER, the contrasting behavior of the two

HER pathways were highlighted. Despite the smaller activation barrier and the

tolerance to inhibition by adsorbed CO, the major reaction pathway for HER

was found to be the reduction of water molecules, due to the mass transport lim-

itation of the proton reduction pathway. The observation that proton diffusion

becomes rate-limiting even in a pH 2.5 electrolyte indicates the dominance of the

water reduction pathway in the majority of CO2 reduction studies which report

results near pH 7. The increase of pH at the electrode surface also implies that

previously neglected solution chemistry, such as the deprotonation of carbonic

acid to form bicarbonate or carbonate species, may be relevant in understanding

the details at the electrode-electrolyte interface. The results presented in this

chapter showcase the importance of the local pH on multi-electron transfer re-

actions, and the understanding based on the explicit differentiation between the

two HER pathways is expected to promote the development of selective catalysts

for CO2 reduction.
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Genetic and Cellular Level

Regulation of Multi-Electron

Transfer
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4.1 Introduction

4.1.1 Overview of This Chapter

In this chapter, the author has attempted to understand how multi-electron

transfer reactions are regulated in biological systems. While factors such as

valence change (Chapter 2) and local reaction environments (Chapter 3) are

expected to be of importance even in biological systems, energy–material con-

version takes place at a scale larger than individual enzymes, and therefore,

the author has hypothesized that optimization and regulation of multi-electron

transfer may take place at an even larger scale. Based on this hypothesis, the

author has studied the biological multi-electron transfer process of photosyn-

thesis from the viewpoint of enzyme genetics and motility responses to excess

light. The optimization strategy of these two factors shows how biology has em-

phasized the balance of energy consumption and energy generation in order to

realize a sustainable energy–material conversion system. Not only is this valu-

able insight for designing artificial multi-electron transfer systems, the regulation

of multi-electron transfer at the genetic and cellular levels shown in this chapter

also showcases the importance of assessing enzymes from different perspectives

in order to fully understand the principles of biological optimization.
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4.1.2 Importance of Understanding Biological Optimization Principles

The efficiency of energy–material conversion has always been a critical factor

for biological systems. For example, the amount of energy available per gene

has previously been proposed to allow the evolution of complex life on Earth.1–4

The dominance or extinction of a species in a given ecosystem is dictated by

how well they proliferate, which is limited by the amount of resources they can

gather from a given environment.5,6 The flow of energy and materials is what

separates host-symbiont interactions7–11 with that of a parasite.12–16 Therefore,

the efficiency of energy–material conversion is one of the most important aspects

in biology and Nature.

Yet, biology is known to be extremely inefficient at energy–material conver-

sion. For example, photosynthesis is one of the most widespread, and therefore

evolutionary successful, means of energy–material conversion.17,18 However, the

solar-to-chemical energy conversion efficiency of photosynthesis is only in the

order of 0.1–5%,19,20 which is markedly lower than what technology is capa-

ble of achieving today.21–23 One reason to the low energy conversion efficiency is

because light intensity can no longer be harvested above a certain threshold.24,25

Various evolutionary strategies could have been taken to counteract this phe-

nomenon. For example, reactive oxygen species (ROS) are proposed to both di-

rectly damage photosystem II (PS II) and inhibit its repair.26 However, enzymes

such as catalases27,28 or superoxide dismutases28–30 are known to specifically

scavenge ROS, and an arrangement of enzymes in a super complex may alleviate

photoinhibition by immediately quenching the ROS. At the physiological scale,

the xanthophyll cycle has been proposed to protect the photosynthetic appa-

ratus against excess light,31 while heat shock has been reported to lower the

threshold for photodamage.32 These studies indicate the possibility to protect

the photosynthetic apparatus from outside the photosynthetic electron transport

chain. However, the fact that Nature still achieves only an overall energy con-
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version efficiency of < 10 %, despite the importance of bioenergetics, seems to

suggest that Nature operates under a different principle. In other words, the

optimization strategy of Nature does not seem to be focused solely on higher

efficiency. Therefore, uncovering how Nature optimized energy–material conver-

sion may give insight to understanding life and the ecosystem in the context of

energy–material flow.
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4.2 Objective

The objective of the work presented in this chapter is to enhance the current

understanding of multi-electron transfer by uncovering regulatory mechanisms

which were previously unconsidered. To this end, the optimization principles of

photosynthesis were studied using a combination of interspecies genetic analysis

and light-induced motility experiments. This approach is in contrast to numer-

ous studies which have proposed multi-electron transfer mechanisms of enzymes

based on the X-ray crystal structures of the enzyme active site. While the major-

ity of previous studies have focused on the scale of the protein (physical structures

and 3-dimensional atomic coordinates),33–35 the genetic and cellular level opti-

mization presented in this chapter yields insight into the biological strategy of

energy–material conversion from a different perspective. In combination with the

research presented in Chapters 2 and 3 which have focused on physicochemical

regulatory mechanisms such as valence change,36–38 and local pH,39 the author

has attempted to develop an understanding of multi-electron transfer regulation

which traverses a multitude of scales, from the microscopic to the macroscopic.
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4.3 Materials and Methods

4.3.1 Criteria of Species Used for Genetic Analysis

All cyanobacteria species whose operon data were available within

ProOpDB40,41 as of November 2015 were investigated. A list of the species

investigated, and the copy number of psbA and cox1 genes within their genome,

are shown in Table 4.1.

4.3.2 Criteria of Genes Used for Genetic Analysis

The function of each gene was determined based on a string search of its gene

name and encoded protein description. The criteria used to classify genes are

shown in Table 4.2. Although some genes were not always annotated as psbA

or cox1 in the original database (instead being annotated as ctaD for example),

they have been referred to as psbA and cox1 if the encoded subunit is the same.

Therefore, the term “psbA” refers to all genes which encode the D1 subunit of

PS II, and likewise in the case of “cox1” for subunit I of cytochrome c oxidase

(COX). The KEGG (Kyoto Encyclopedia of Genes and Genomes) database42–44

was used to supplement the scope of target genes by adding all genes listed under

the categories of PS II (M00161) and COX, prokaryotes (M00155) to the genes

investigated in this study.
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Table 4.1 Species investigated in this study and the number of psbA/ cox1
copies inside their genome.

Species psbA cox1
Acaryochloris marina MBIC11017 3 1
Anabaena Azollae 0708 2 4
Anabaena PCC 7120 5 3
Anabaena variabilis ATCC 29413 6 4
Synechococcus sp. JA-3-3Ab 4 1
Synechococcus sp. JA-2-3B′a(2-13) 3 1
Cyanothece ATCC 51142 5 3
Cyanothece PCC 7424 5 1
Cyanothece PCC 7425 3 2
Cyanothece PCC 7822 4 3
Cyanothece PCC 8801 4 1
Cyanothece PCC 8802 4 1
Gloeobacter violaceus PCC7421 5 2
Microcystis aeruginosa NIES843 6 1
Nostoc punctiforme PCC73102 5 4
Prochlorococcus marinus AS9601 2 1
Prochlorococcus marinus MED4 1 1
Prochlorococcus marinus MIT9211 1 1
Prochlorococcus marinus MIT9215 1 2
Prochlorococcus marinus MIT9301 1 1
Prochlorococcus marinus MIT9303 2 1
Prochlorococcus marinus MIT9312 2 1
Prochlorococcus marinus MIT9313 2 1
Prochlorococcus marinus MIT9515 2 2
Prochlorococcus marinus NATL1A 3 1
Prochlorococcus marinus NATL2A 3 1
Prochlorococcus marinus SS120 1 1
Synechococcus elongatus PCC6301 3 2
Synechococcus elongatus PCC7942 3 1
Synechococcus CC9311 4 2
Synechococcus CC9605 3 2
Synechococcus CC9902 4 1
Synechococcus CC7002 3 2
Synechococcus RCC307 4 2
Synechococcus WH7803 4 2
Synechococcus WH8102 4 2
Synechocystis PCC6803　 GT-S 3 2
ThermosynechococcuselongatusBP1 3 1
Total 123 65
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Table 4.2 Criteria for classification of gene families.

Gene family Gene name includes: Protein description includes:
psbA “psbA” “D1” or “q(b)”
cox1 “cox1” or “ctaD” “subunit 1” or “subunit I”

or “coxA”
PS II-related “psb” “photosynthe” or “photosystem II”
COX-related “cox” or “cta” “cytochrome c oxidase”

or cytochrome-c oxidase
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4.3.3 Calculation Method of Distance Between Genes

The distance between a psbA gene and another PS II related gene as defined by

Table 4.1 was determined according to the gene position listed in ProOpDB and

KEGG. The same analysis was performed for cox1 by measuring the distance

with another COX related gene. Only genes on the same DNA strand were

considered for this analysis.

4.3.4 Basis of Generated ATP per Cycle for PS II

3 values of ATP/cycle (ATP/O2, ATP: adenosine triphosphate) were used in

this study, based on the report by Miyata et al.45

(1) ATP/O2 = 4.8 based on experimental measurements. (2) ATP/O2 = 3.0

based on H+/e– = 3, H+/ATP = 4, and O2/e– = 1/4. (3) ATP/O2 = 2.6

based on H+/e– = 3, H+/ATP = 14/3, and O2/e– = 1/4. Further details

concerning the origin of ATP/O2, such as the number of protons transferred

during light harvesting or the number of protons necessary for the synthesis of

1 ATP molecule, can be found in the original literature.

4.3.5 Basis of Generated ATP per Cycle for COX

The amount of ATP generated during 1 cycle of respiration was determined

based on the fact that the complete oxidation of 1 glucose molecule yields 38

molecules of ATP (2 from glycolysis, 2 from the tricarboxylic acid (TCA) cycle,

4 from 2 molecules of flavin adenine dinucleotide (FADH2), and 30 from 10

molecules of nicotinamide adenine dinucleotide (NADH)). As this process uses 6

oxygen molecules, the ATP produced per O2 molecule is 6.3.46

4.3.6 Estimation of Repair Costs from Gene Expression Costs

It is well established that the least stable subunit of PS II is the catalytic D1

subunit, because the reactive oxygen species are produced during photoinhibition

at the catalytic site. It has also been clarified that the D1 subunit is rapidly re-
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synthesized via expression of the psbA gene under in-vivo conditions.45,47,48 On

the other hand, although the least stable COX subunit is less obvious, cox1 genes

form an operon with cox2 and cox3 genes as shown in Figure 4.3A. Therefore,

the repair cost of COX is insensitive to which COX gene was used to estimate

the repair cost (Figure 4.5).

4.3.7 Cultivation of E. gracilis

Euglena gracilis strain Z cells were provided by Euglena Co., Ltd. and were

cultivated photoautotrophically in Cramer-Myers medium according to previous

literature.49,50 The E. gracilis cells were allowed to reach the stationary phase

using 60-mL test tubes at 29 ◦C under constant illumination by a 20-watt fluo-

rescent lamp. The medium was bubbled constantly with 5% CO2-in-air during

cultivation.

4.3.8 Photoresponse Measurements

Cells were used for the photoresponse measurements immediately after remov-

ing from the incubator. Therefore, no process to align their day-light cycles were

performed. Monochromatic light was irradiated horizontally into a transparent

petri dish containing ca. 15 mL of cell suspension at an optical density (OD) of

0.4 at 680 nm. The dry cell weight per liter was roughly 0.2 g, and the cell den-

sity was estimated to be ∼ 106 cells per mL. A 300 W Xe lamp (Asahi Spectra,

MAX-302) equipped with a UV cut-off filter (L39, transparent at wavelengths

larger than 390 nm, Irie Seisakusho) and an interference filter was used as the

monochromatic light source. The irradiated light had a half-width of ca. 10–

15 nm and projected in a cone-like shape, rather than a straight gradient. No

heat filter was used due to the light strength in the IR region being negligible.

After 24 hours of light irradiation, a photograph of the resulting cell suspension

was taken.
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4.3.9 Calculation of the Optimum light intensity

The light intensity at the region with the highest cell concentration after 24-

hour-irradiation was defined as the “optimum light intensity”, due to the ap-

parent preference of E. gracilis cells to orient themselves at this light intensity.

The light intensity at this specific region of the petri dish was measured using a

Spectro-radiometer (Ushio USR 45). ND filters from Asahi Spectra were used in

case the light intensity was too high to be measured directly. No light diffraction

or dispersion at the edge of the petri dish which held the cell suspension was

accounted for.

4.3.10 Cell Aggregation Measurements

20-mL cell suspensions at an OD680 of 0.4 (dry cell weight = 0.2 g/L) were

added to 20-mL serum bottles, which were then irradiated from below at an in-

tensity of 2.5 mW cm−2, or wrapped in aluminum foil as a control experiment for

cells kept in the dark. After 24 hours, 0.4-mL samples of the resulting suspension

was repeatedly taken from the topmost layer to a 96-well plate until the entire

cell suspension had been collected (see Figure 4.1 for a visual representation).

The absorption at 680 nm of each well was measured using a plate reader (Tecan

Infinite M200 PRO) to estimate the cell concentration in each sample.
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Fig. 4.1 Methodology of cell aggregation measurements. 0.4-mL aliquots
of the cell suspension were repeatedly sampled from the topmost layer into
a 96-well plate.
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4.4 Results and Discussion

4.4.1 Gene Level Regulation

As shown in Figure 1.1, PS II and COX catalyze the oxygen evolution reaction

(OER) and the oxygen reduction reaction (ORR), which are reverse reactions

of each other.51,52 The two reactions combined compose a sustainable energy

conversion cycle, similar to how mankind may one day use solar-driven water

electrolysis in combination with fuel cells.51 The energy produced during the

multi-electron transfer reactions at PS II and COX are initially converted to

a chemical potential gradient of protons (proton motive force) which is later

converted to ATP (Figure 4.2A).46,53–56 Eventually however, the deactivation

of the multi-electron transfer enzymes will occur, triggering a repair process

(Figure 4.2B). The cost of this repair process, defined by the amount of ATP

necessary to repair the enzyme, is related to the length of the genetic sequence

encoding the damaged region.46 In terms of life-cycle assessment, the amount of

ATP produced during OER/ORR (Figure 4.2A) must be larger than the amount

of ATP necessary to repair the enzyme (Figure 4.2B) to ensure a net positive

energy gain. In light of the fact that stability is a critical requirement even

in artificial systems,57,58 understanding how Nature addressed life-cycle costs

of multi-electron transfer enzymes is expected to provide a guideline for the

development of artificial systems.52,59
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Fig. 4.2 Schematic diagram of photosynthesis (enzyme: PS II) and respira-
tion (enzyme: COX). PS II and COX generate energy (ATP) via OER and
ORR (A) Upon enzyme deactivation, ATP is consumed to repair the cata-
lyst (B). A longer genetic sequence increases the repair cost. The balance
between ATP generation (stability) and consumption (repair) dictates the
minimum turnover cycles necessary for a net positive ATP yield.
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In order to assess the optimization strategy concerning the repair cost of PS II

and COX, their genetic structure was investigated. It is well known that genetic

information is often organized into structures called operons60–64 in the case of

prokaryotes such as cyanobacteria. This allows the expression of nearby genes (≤

20 kilobasepairs, kbp) to be regulated simultaneously. This would be beneficial

for organisms which possess only a small amount of energy per gene such as

prokaryotes, because fewer regulatory regions would allow for smaller genome

sizes.1 On the other hand, forming an operon would increase the repair cost due

to the larger size of the coding region.

Figure 4.3A shows the operon structure of psbA and cox1 in a histogram

format, compiled from the prokaryotic operon database ProOpDB.40,41 The two

genes encode the catalytic region of PS II and COX (psbA: D1 subunit of PS II,

cox1 : subunit I of COX), and therefore, biological optimization of OER and ORR

catalysts is expected to be most pronounced in these two genes. Based on this

database, the majority of psbA genes (94 %) were expressed individually (number

of co-expressed genes:1), whereas cox1was almost always expressed together with

the two other subunits of COX (number of co-expressed genes:3).
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The tendency to express psbA genes individually compared to cox1 can also be

found in Figure 4.3B, which shows the inter-gene distance in histogram format.

In the case of cox1, cox2 and cox3 were almost always found to be located less

than 0.1 kbp away on the same DNA strand, providing further evidence that the

catalytic site of COX (cox1 ) is synthesized together with the substrate-binding

site (cox2 ) and the transmembrane scaffold (cox3 ). On the other hand, the psbA

gene is located distally from other PS II genes as can be seen in the inter-gene dis-

tance which is several orders of magnitude larger than that of COX (Figure 4.3B

inset). In many cases, the distance between the psbA gene and another PS II

gene is larger than even the largest operons reported in the literature (70–80 kbp,

dashed line in inset).64 These results indicate that although PS II as a whole

functions as a water-oxidizing photo-anode, the OER catalytic site (psbA) is syn-

thesized independently from light-harvesting antennae complexes (psbB, psbC ),

other reaction center proteins (psbD), or secondary electron transport subunits

(psbE, psbF). The result from the inter-gene distance analysis is consistent with

the analysis based on the operon structure: psbA is regulated independently

from other PS II genes, while cox1 is regulated together with other major COX

subunits. Although the independent behavior of the psbA gene47,65,66 and the

operonic nature of the cox1 gene67 has been proposed previously based on bio-

chemical observations, this is the first study which has explicitly confirmed a

stark contrast between the genetic strategy of OER and ORR enzymes.
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In order to evaluate how differences in the genetic structure affect the bioen-

ergetics of multi-electron transfer enzymes, the repair cost of each enzyme was

estimated based on Equation 4.1, which represents the expression cost of a gene.

The first and second terms of this equation correspond to gene transcription68

and translation69 costs, respectively.

Repair Cost = 2 × (DNA sequence length)

+ 2 × (protein sequence length) [unit : ATP]
(4.1)

Here, sequence lengths refer to the number of base pairs and amino acid

monomers. In the case of PS II, the gene expression cost of psbA was considered

to represent the repair cost of the enzyme, because the photoinhibititory effects

from ROS are most pronounced in the catalytic D1 subunit.45,70,71 On the other

hand, the gene expression costs of cox1 were used to calculate the repair cost of

COX, because the operonic nature of cox1 with cox2 and cox3 genes indicates

the repair cost of COX is irrelevant to which gene is used for the repair cost

estimation.

The enzyme repair cost of PS II and COX, calculated from the gene expression

cost of psbA and cox1, is shown in Figure 4.4A. The selective replacement of the

catalytic subunit, made possible by the individual regulation of the psbA gene,

benefits PS II significantly as can be seen in the differences in the repair cost

(PS II: ∼2.5 ×103 [ATP], COX: ∼8×103 [ATP]).

It should be noted that the repair cost estimated by Equation 4.1 does

not consider other processes which may require additional ATP such as post-

translational events or amino acid monomer synthesis. Therefore, Equation 4.1

is expected to give an underestimate of the repair cost of each enzyme.

Therefore, the repair cost estimated from Equation 4.1 represents the minimum

amount of ATP each enzyme must generate in order for the net ATP yield to be

positive. As the total amount of ATP produced during the lifetime of an enzyme

148



is determined by the number of catalytic cycles it performs before deactivation

(turnover number, TON), the stability requirement for each enzyme to generate

a net positive amount of ATP is represented in the following inequality:

Lifetime ATP yield = (TON × ATP/Cycle) − (Repair Cost) > 0 (4.2)

While the exact value of the ATP generated per OER cycle (ATP/O2) at

PS II differs depending on the evaluation method,45 a stark contrast in the

minimum TON between the two multi-electron transfer enzymes can nonetheless

be observed. As shown in Figure 4.4B, only 500 ∼ 1000 cycles are necessary to

generate the ATP required for PS II repair, because the genetic structure of the

psbA gene allows the OER catalytic site to be repaired selectively. On the other

hand, COX has a much larger minimum TON (∼1500), because the simultaneous

regulation of all of its components leads to an increase in the repair cost.
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Fig. 4.4 A: Histogram of the repair cost of PS II and COX B: Histogram
of the minimum TON for PS II and COX. Numbers in parentheses indicate
the ATP/cycle used for the calculation.
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The difference in repair cost showcases a stark contrast in terms of enzyme

bioenergetics between OER and ORR enzymes. While the photoinhibition pro-

cess of PS II is already well recognized,35,45,48,70–78 the strategy to how this

challenge was addressed in Nature was revealed only by directly comparing the

genetic structure of PS II and COX across 38 species of phylogenetically di-

verse79 cyanobacteria. The results shown here suggest that instead of directly

addressing the low stability of PS II by developing a more robust OER enzyme,

Nature has circumvented this problem altogether by isolating the gene encoding

the least stable D1 subunit (psbA) from other PS II genes (Figure 4.3). The sep-

arate regulation of the unstable OER center with other PS II components such

as light-harvesting pigments lowers the repair cost of PS II such that replacing

the D1 subunit upon damage becomes a viable strategy. Therefore, instead of

optimizing the OER enzyme at the protein crystal structure level to enhance

the stability, optimization of the genetic structure has proven to be an effective

strategy to counteract the low stability of PS II.
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4.4.2 Cellular Level Regulation

In order to confirm how biology addressed the challenge of stability at the

cellular scale, the photomotility*1 of E. gracilis cells were studied. Although

the photoresponse of E. gracilis cells has been known for more than 100 years

ago,86 the present study is the first to study this physiological response from

the viewpoint of multi-electron transfer regulation. As the primary evolutionary

benefit of motility is to optimize the surrounding environment, it can be expected

that E. gracilis cells will orient themselves according to the light intensity and

the wavelength.

As E. gracilis cells are known to show behavioral responses to gravity and

oxygen levels,87,88 the motility of E. gracilis cells was first studied using a petri

dish with lateral light irradiation. This approach allows only the photoresponse

of the cells, rather than the response to a mixture of stimuli, to be evaluated.

Figure 4.6 shows the cell distribution within a petri dish before and after light

irradiation for 24 hours. Prior to irradiation of the cell suspensions, the cells were

uniformly distributed (Figure 4.6A). Upon irradiation with blue light (400 nm,

1.5 mW cm−2) for 24 hours, an intense band of cells with a “C” shape was

formed around the light origin (Figure 4.6B). On the other hand, irradiation

of green light (530 nm, 1.5 mW cm−2) resulted in the cells being selectively

attracted to the light source (Figure 4.6C). These results clearly show that E.

gracilis cells exhibit a wavelength dependent response to visible light, which was

further confirmed by the homogeneous cell distribution formed after several hours

of turning off the light source.

*1 E. gracilis cells are known to exhibit several photo-induced motility responses, such as
phototaxis, photophobic response, and photokinesis. 80–85 Although these phenomena are
biologically distinct behavior due to differences in signal transductory pathways, these
responses can be discerned only at the scale of each individual cell (∼ µm scale). For this
reason, the term “photoresponse” was used in this section to refer to these responses
collectively.
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Fig. 4.6 Cell distribution before and after light irradiation. A: Homoge-
neous cell distribution prior to light irradiation. B: 24 hours after irradiation
of monochromatic light (400 nm) from the left. C: 24 hours after irradia-
tion of monochromatic light (530 nm) from the left. The light intensity was
1.5 mW cm−2 in all cases.
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Fig. 4.7 Action spectrum of negative photoresponses.
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In order to ascertain whether photosynthesis and photoinhibition are related to

the observed photomotility response, the light intensity at which each wavelength

of light induces a negative photoresponse was monitored. The action spectrum

of the negative photoresponse is shown in Figure 4.7.

It has been previously reported that E. gracilis cells form a visible band per-

pendicular to the oxygen gradient, because the cells are attracted to a specific

oxygen concentration, which allows for maximum cell activity.88 In analogy to

this oxytactic response, the author hypothesized that the photoresponse of E.

gracilis is also influenced by an optimum light intensity (OLI). At the OLI, the

photosynthetic activity would be sufficiently high to maintain required energy

levels, but the cells would not experience significant photoinhibitory effects. If

the OLI represents the border intensity where E. gracilis cells switch between

positive and negative photoresponses,*2 it can be expected that cells will accu-

mulate at regions corresponding to the OLI, where they will ultimately form a

visible band of cells. According to this hypothesis, the OLI is expected to show

a wavelength dependence, as not all wavelengths of light are photosynthetically

active. To investigate this hypothesis, the light intensity at the place with high-

est cell concentration was measured using light with various wavelengths and

intensity.

Figure 4.7 shows the plots of OLI in the wavelength region between 400 and

700 nm. The obtained spectrum shows that photosynthetically active light (blue

and red) have a lower OLI compared to wavelengths that are inactive for photo-

synthesis (500 < λ < 600 nm). In contrast to blue and red light, the cells were

attracted to all but the strongest intensities of green light (Figure 4.6). These

results support the hypothesis that the balance between photosynthesis and pho-

toinhibition influences the photomotility of E. gracilis, as a clear preference to

*2 Positive photoresponse: Approach the light source, negative photoresponse: Avoid the
light source.

155



avoid high-intensity photosynthetic light could be observed. Instead, cells prefer-

entially orient themselves at light intensities which avoid the detrimental effects

of photoinhibition, but still allow photosynthesis to proceed.

This result correlates well with those from an experiment in which the light

intensity of blue light directed at the cells was reduced from 1.5 to 0.15 mW cm−2

(Figure 4.8). As these images show clearly that E. gracilis cells approached the

source of blue light as the intensity was reduced, it appears that E. gracilis cells

indeed have an OLI which is related to photosynthesis and photoinhibition.

The results of the E. gracilis photomotility confirms the importance of pre-

venting photoinhibition proposed based on the genetic analysis presented in the

previous section. Although photochemical considerations suggest it would be

beneficial for the photosynthetic organisms to accumulate in regions with higher

intensities of photosynthetically active light, E. gracilis cells were found to re-

treat from photosynthetically active blue and red light unless the light intensity

was lowered below the OLI. The observation that photosynthetic organisms re-

treat from photosynthetically active light show to what extent biology valued

stability over energy conversion efficiency, and yields insight into the inefficiency

of biological photosynthesis.
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Fig. 4.8 Difference in cell distribution according to the intensity of 400-nm
light. (A): 1.5, (B): 0.75, (C): 0.33, and (D): 0.15 mW cm−2, respectively.
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4.4.3 Biofuel Production Using E. gracilis Photomotility

In addition to the cellular-level multi-electron transfer regulation based on cell

motility, the author has attempted to apply the macroscopic photoresponse in

algal biofuel production.89 The methodology presented here has been filed as an

international patent.90

Biofuel production from CO2 using microalgae has been the focus of intensive

research91–93 for producing carbon neutral sources of energy, due to their higher

fuel production rate per gram of biomass in comparison to high plants such

as corn and sugar canes.94 However, one of the main issues in algal biofuel

production at the industrial scale is the large amount of energy required for

downstream processing steps, such as harvesting the microalgae cells from the

growth media.94–101

As a possible cost-effective alternative to existing techniques such as centrifu-

gation96 or membrane separation,97 the macroscopic photoresponse of E. gracilis

cells was investigated. Additional benefits of using E. gracilis cells include the

high commercial value of its photosynthetic product as a precursor of jet fuel102

and the ease of suppressing contamination, due to the acidic pH (∼3.5) of its

autotrophic growth medium (Cramer-Myers medium).

Based on the OLI curve shown in Figure 4.7, 530-nm green light was expected

to be most efficient for cell aggregation. This is because although increasing

the light intensity enlarges the collection area, thus allowing for the operation of

larger bioreactors, cells avoid areas with light intensity higher than the OLI. In

the case of green light, the light intensity can be increased to 2.5 mW cm−2 due

to the high tolerance of E. gracilis. This light intensity can be easily obtained

from spectral diffraction of sunlight without loss of efficiency, because green light

was originally “wasted” in terms of photosynthetic efficiency.

Figure 4.9 shows the results of the cell aggregation performed in a 20-mL serum

bottle. The serum bottle was irradiated with 530-nm light from the bottom, and
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after 24 hours, the supernatant was progressively sampled from top to bottom

(See Figure 4.1 for details) and examined spectroscopically in 96-well plates.

The control sample left in the dark for 24 hours remained homogeneous as the

cell concentration showed negligible difference between the topmost sample and

the bottommost sample. However, in the case of green light irradiation, the color

of the sampled aliquot was clear and transparent, except for the last four samples.

The final four samples, taken from the bottom of the serum bottle, contained cells

that had accumulated at the vicinity of the light source during light irradiation.

A quantification of the cell concentration, estimated from the absorption mea-

surements at 680 nm (chlorophyll absorption) is shown in Figure 4.10, along with

the results of samples generated using white light (non-monochromatic light) of

the same intensity.

Fig. 4.9 Photograph showing the results of the cell sampling.
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Fig. 4.10 Depth profile of the cell concentration estimated based on the
absorption at 680 nm.
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Although white light also promoted cell accumulation, green light proved to

be more efficient at concentrating the cells. A possible explanation may be

because white light consists of light with different wavelengths, each of which

has a different OLI. As each wavelength of light would attract cells to different

regions of the reactor, this would result only in a broad attraction of cells to the

light source. This photoresponse is in stark contrast to the acute cell distribution

at the bottom of the bottle observed in the case of green light. Based on the

absorbance of the four samples collected from the bottom of the serum bottles

after green-light irradiation (Figure 4.10), the cell accumulation rate and cell

collection rate were found to be 8.7-fold and 70%, respectively. The intense cell

accumulation was also seen from optical microscopic images of the sampled liquid

from the bottle with light (Figure 4.11).

Fig. 4.11 Optical microscope images of the E. gracilis suspension sampled
from the top (A) and bottom (B) of the serum bottle after green light irra-
diation.
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The cell concentration efficiency realized by this method are comparable to

the efficiency of centrifugal separation.,95 and utilization of green light for cell

aggregation has multiple benefits. For example, the lack of competition with

the light absorption by chlorophylls in photosystems I and II allows green light

to penetrate into the cell suspension twice as efficiently as blue or red light.

Therefore, the findings in this present study offer the use of green light in solar

radiation, which was originally wasted energy in photosynthesis, as the energy

source for one of the most energy-intensive downstream processes in microalgal

biofuel production.
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4.5 Summary and Conclusions

The results presented in this chapter provide evidence that photosynthesis was

optimized not towards a higher power conversion efficiency within the process

of photosynthesis, but towards a higher net power conversion efficiency at the

cellular scale, which is dictated by the balance of energy consumption and gen-

eration. In the case of genetic optimization, it became apparent that PS II was

optimized such that the cost of enzyme repair was minimized. While the genetic

level optimization does not serve to increase the power conversion efficiency dur-

ing photosynthesis, it allows the net energy gain to be increased by minimizing

the amount of energy necessary for enzyme repair. The evolutionary strategy to

minimize the damage from excess light is further manifest in the photomotility of

E. gracilis cells, as the optimum light intensity for photosynthetically active light

was 10-fold weaker compared to photosynthetically inactive light. This suggests

the existence of a tandem structure in Nature, where light energy not used for

photosynthesis is used to guide the cells to optimum light conditions. The author

has demonstrated the potential use of this photo-induced behavioral response as

a potential method for cell concentration in biofuel processing.90
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Chapter 5

General Conclusions
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5.1 Summary of This Thesis

Throughout this thesis, the author has assessed multi-electron transfer reg-

ulation from microscopic to macroscopic viewpoints and has proposed that re-

actions can be regulated at the scale of the metal valence change, local pH,

gene sequences, and cell motility. Through these approaches, the author has at-

tempted to clarify the mechanistic origin which leads to the difference in activity

between 3d-metals and 4d/5d rare metal catalysts, as well as gain insight into

the evolutionary strategy of biological energy–material conversion.

In Chapter 2, the author has studied the oxygen evolution mechanism of amor-

phous iridium oxide (IrOx) from the viewpoint of valence change and charge accu-

mulation using in-situ spectroelectrochemical techniques. In contrast to 3d-metal

catalysts such as MnO2 or Fe2O3, the valence change of IrOx (Ir3+→ Ir4+→ Ir5+)

was found to be more favorable than the overall OER process on thermodynamic

and kinetic terms. The rate-limiting step was found to be the formation of an

Ir5+ species with an absorption maximum at 450 nm (species A450) based on

in-situ evanescent wave spectroscopy. A different Ir5+ (absorption maximum:

410 nm) was found to exist prior to the rate-limiting step, further indicating

that the charge accumulation process of Ir3+→ Ir4+→ Ir5+ is not rate-limiting.

On the basis of computation, the transition of Ir5+ to species A450 was found to

be assignable to a spin transition of an oxygen ligand. Upon spin transition, this

oxygen atom was found to spontaneously form an O–O bond with the adjacent

oxygen atom. This result is in accord with the proposed mechanism that the gen-

eration of species A450 (spin inversion of an oxygen ligand) is the rate-limiting

step of IrOx.

The difference in the OER mechanism between IrOx (valence change: smooth)

and MnO2 (valence change: rate-limiting) may be due to the difference in their

electronic structures. The valence change of MnO2 (and Fe2O3) was found to

be rate-limiting due to charge disproportionation of the high-spin d4 electronic
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state. This is because charge disproportionation stabilizes the total electronic

energy of the system by exchanging the orbital of the (originally) unpaired eg elec-

trons. On the other hand, IrOx lacks eg electrons due to the low-spin electronic

structure. This would effectively suppress charge disproportionation in advance,

allowing for a more favorable charge accumulation process. The favorable charge

accumulation process on IrOx allows the precursor of the rate-limiting step (Ir5+

with an absorption at 410 nm) to accumulate, facilitating the rate-limiting step

of Ir5+→ species A450 (O–O bond formation). This is evident in the Tafel slope

( ∂E
∂ln j = 30 mV/decade) which is known to occur only when the precursor of the

rate-limiting step is in electrochemical equilibrium. These results give insight

into the reason why 4d/4d rare metals are often more active than their 3d-metal

counterparts, as the low-spin electronic configuration of the 4d/5d-metals would

enhance the efficiency of the charge accumulation process.

In Chapter 3, the author has studied the effect of local pH on the competi-

tion of CO2 reduction and hydrogen evolution (HER). There are two presum-

able pathways for the evolution of hydrogen in aqueous electrolytes: A proton-

concentration-dependent pathway (2 H+ + 2 e– → H2, proton reduction) and a

proton concentration independent pathway (2 H2O + 2 e– → H2 + 2 OH– , water

reduction). Due to the existence of multiple pathways, the net hydrogen evolu-

tion rate is expected to be the sum of these reaction rates. However, because the

pH is not an explicit factor in the presiding d-band theory (computational hydro-

gen electrode model) of electrocatalysis, these pathways cannot be distinguished,

and therefore, the competition of CO2 reduction with HER is still unclear.

In order to address this challenge, the author has explicitly differentiated be-

tween the two HER pathways by using a Cu rotating disc electrode (RDE) sys-

tem as a means to control the local pH at the electrode. The onset potential of

proton reduction observed experimentally was found to be more than 600 mV

more positive than that for water reduction, suggesting the existence of a smaller
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reaction barrier for proton reduction. Although the majority of the overpoten-

tial difference was assignable to the change of the pH near the electrode, the

intrinsic overpotential for proton reduction was still smaller by ca. 200 mV, in-

dicating that proton reduction and water reduction are fundamentally different

chemical reactions. Accordingly, these two pathways interact differently with

CO2 reduction. While the water reduction pathway was inhibited drastically in

the presence of CO2, the proton reduction pathway showed negligible changes in

the reaction rate. This selective inhibitory effect was assigned to the adsorbed

CO, which is formed only under water reduction potentials as observed using in-

situ Fourier-transform infrared (FTIR) spectroscopy. The fact that CO2 cannot

inhibit proton reduction which has a lower overpotential than water reduction

indicates that proton reduction would become the major reaction if local pH

effects did not take place. The importance of local pH on the selectivity of CO2

reduction shown in this study is expected to help develop further efficient systems

for the reduction of CO2.

Finally, in Chapter 4, the author has studied how biology regulates multi-

electron transfer processes at the genetic and cellular scale. Photosynthesis is

the process of acquiring electrons from water (oxygen evolution) and reducing

CO2 (CO2 reduction) using the obtained reducing power. Previous studies have

focused mainly on the optimization at the protein structure level, such as the

structure of the active site or the role of hydrogen bonding networks. In contrast,

because bioenergetics plays such a fundamental role in biology and evolution,

the author hypothesized that optimization would occur, not only within each

enzyme, but at the various levels within the organism which utilizes said enzyme.

In order to confirm this hypothesis and to gain insight into novel methods of

multi-electron transfer regulation, the author has studied the genetic sequence of

photosystem II (PS II) in comparison with that of cytochrome c oxidase (COX).

Even though PS II and COX both represent the two main energy pathways in
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Nature, and are reverse reactions of each other, the two enzymes were found to

possess distinctly different genetic structures. Namely, the active site (D1 sub-

unit) of PS II was found to be synthesized separately from the rest of the enzyme,

whereas the major subunits of COX were found to be regulated simultaneously.

The difference in genetic structure suggests that instead of developing a stable,

light-harvesting, oxygen evolving catalyst (PS II), Nature chose to frequently

repair an easily-deactivated enzyme. This can become a valid strategy, only if

the repair cost is minimized as clarified based on the genetic structure analysis.

The author has further confirmed how photosynthesis has emphasized the sta-

bility and the balance between energy consumption and generation by studying

the photomotility of green algae Euglena gracilis. E. gracilis cells were found to

retreat from the light source upon blue light (400 nm) irradiation, whereas green

light (530 nm) was found to attract E. gracilis cells. Taking into account the ab-

sorption spectra of chlorophyll, the observed wavelength dependence is in accord

with the hypothesis that photosynthetic organisms do not attempt to maximize

the power conversion efficiency of photosynthesis itself, but instead, maintain the

balance between the energy gain from photosynthesis, and the energy loss due to

cell damage (photoinhibition). The finding that biology regulates multi-electron

transfer processes by optimizing genetic sequences and motility responses gives

insight not only into the development of next-generation artificial multi-electron

systems, but also gives insight into the fundamental evolutionary concepts of

biology.
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5.2 Closing Remarks

One of the ultimate goals of developing efficient multi-electron transfer systems

is to enhance the sustainability of human society. The author has initially entered

the field, precisely because of his interest in sustainability, and because of the

potential of chemistry to change the flow of energy and materials between human

society and the biosphere. As mankind has often looked upon biological systems

for ideas, here, the author presents his view of how biology operates energy–

material conversion, based on the research presented in this study.

The importance of an efficient energy–material conversion strategy in biology

has been mentioned multiple times in this thesis (See introductions of Chapter 3

and 4). For example, the increased energy per gene, due to the evolution of

mitochondria has been proposed to be a prerequisite of biological complexity.

The dominance of a specific species in an ecosystem is also ultimately determined

by the amount of energy and materials they can uptake from the environment

relative to other competing species. Therefore, the energy–material conversion

performed through multi-electron transfer reactions is the fundamental basis for

life.

However, as the author has shown in Chapter 4, one of the most successful

forms of biological energy–material conversion, is highly inefficient. Photosyn-

thesis has an overall energy conversion efficiency in the order of 0.1–1 %, which is

more than a magnitude lower than what modern technology can achieve. There-

fore, despite the importance of energy–material conversion efficiency, photosyn-

thesis does not seem to have been optimized to maximize its efficiency. Instead,

it has used multiple strategies to suppress the damage from excessive solar ra-

diation, either by minimizing the repair cost (gene level optimization), or by

adjusting the light intensity (motility response).

This seemingly inefficient evolutionary strategy is the opposite of cancer cells.

The usage of aerobic fermentation in favor of aerobic respiration as the primary
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energy acquisition pathway inhibits apoptosis (programmed cell death), which

allows cells to continue to divide without limit. Furthermore, while aerobic

respiration is more efficient in terms of energy efficiency (ATP per glucose),

fermentation is the kinetically favored pathway, quickly depleting the available

resources from the environment. Ultimately, the cancer cells deprive the host

of the necessary nutrients, leading to the death of the host. However, upon the

death of the host, the cancer cell, which has cut off its only access to nutrients

outside the host, brings death unto itself. The collapse of the ecosystem shown

here portrays the results of an overly selfish energy–material conversion strategy.

In the eyes of the author, this is a miniature representation of the relationship

between current human society and the natural environment.

From this perspective, the sustainable energy cycle presented in the very be-

ginning of this thesis (Figure 1.1) has strong implications. Human society as

a whole is still relying on the combustion of fossil fuels to provide the major-

ity of its energy needs. However, as in Nature, human society must close the

energy–material conversion cycle, not only by reducing the amount of fossil fuel

combustion but also by acquiring the electrons and protons from a different

source, such as water molecules. As mentioned in the introduction of Chapter 3,

the sustainable energy–material conversion cycle we know of today, based on

the four-electron transfer between water and oxygen, was not sustainable when

it first came into existence, because the accumulation of toxic oxygen caused a

mass destruction of the ecosphere. Only when oxygen levels stabilized due to

the evolution of a consumption process (aerobic respiration) has the biosphere

regained its sustainability. In this way, sustainability can be achieved only when

the system in question becomes a transient entity between the flow of electrons

and protons. Biology has achieved this by evolving a process to recycle oxy-

gen, and in the same way, mankind must also evolve a process to recycle our

waste products. Upon doing so, the biosphere and the human society form a
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single, sustainable, energy–material conversion loop: The electrons and protons

obtained from water briefly appear as components, before being reacquired by

oxygen, yielding the starting molecule (water). It is towards this sustainable en-

ergy scenario that mankind must aspire to. The insight presented in this thesis

shows both how Nature has acquired this sustainability, as well as possible ways

mankind may also realize this ultimate goal.
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