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Abstract

The microlocal sheaf theory due to Kashiwara and Schapira can be regarded as Morse
theory with sheaf coefficients. It has many applications to the study of partial differential
equations and singularity theory. Recently it has been applied to symplectic geometry,
after the pioneering work of Tamarkin.

In this thesis, following Tamarkin’s sheaf-theoretic approach, we apply the microlocal
sheaf theory to several problems in symplectic geometry in cotangent bundles. In partic-
ular, using sheaf-theoretic methods, we study (i) the intersection of two compact exact
Lagrangian submanifolds, (ii) the displacement energy of two compact subsets.

First, in Chapter 3, we study intersections of compact exact Lagrangian submanifolds
in cotangent bundles. We show that the total Betti number of the clean intersection of
two compact exact Lagrangian submanifolds is bounded from below by the dimension of
the Hom space of sheaf quantizations of the Lagrangians in Tamarkin’s category. As a
corollary, we give a purely sheaf-theoretic proof of a result of Nadler and Fukaya-Seidel-
Smith, which asserts that the cardinality of the transverse intersection of two compact
exact Lagrangians is at least the total Betti number of the base manifold.

Second, in Chapter 4, we study the displacement energy of compact subsets of cotan-
gent bundles. We introduce a persistence-like pseudo-distance on Tamarkin’s category
and prove that the distance between an object and its Hamiltonian deformation is at most
the Hofer norm of the Hamiltonian function. Using the distance, we show a quantita-
tive version of Tamarkin’s non-displaceability theorem, which gives a lower bound of the
displacement energy of compact subsets of cotangent bundles. This theorem gives a sheaf-
theoretic proof of a result of Polterovich, which says the positivity of the displacement
energy of a compact subset whose interior is non-empty.

This thesis is based on the following papers of the author. Chapter 3 corresponds to
[Ike17] and Chapter 4 corresponds to [AI17], which is a joint work with Tomohiro Asano.

[AI17] T. Asano and Y. Ike, Persistence-like distance on Tamarkin’s category and sym-
plectic displacement energy, arXiv preprint, arXiv:1712.06847, (2017), submit-
ted.

[Ike17] Y. Ike, Compact exact Lagrangian intersections in cotangent bundles via sheaf
quantization, arXiv preprint, arXiv:1701.02057, (2017), submitted.

i

https://arxiv.org/abs/1712.06847
https://arxiv.org/abs/1701.02057


Acknowledgments

First of all, I would like to express my sincere gratitude to my supervisor Mikio Furuta
for his continuous support and helpful advice. I am also grateful to Kiyoshi Takeuchi for
many fruitful discussions. I also thank Kiyoomi Kataoka, who is my supervisor in my
master course, for his encouragement.

I also wish to express my sincere gratitude to my collaborator Tomohiro Asano for
many fruitful discussions. In fact, Section 3.C Appendix III is due to him and Chapter 4
is based on a joint work with him. I am also very grateful to Stéphane Guillermou,
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Chapter 1

Introduction

In this thesis, we study several problems in symplectic geometry in cotangent bundles
using the microlocal sheaf theory. First, we review the microlocal sheaf theory and pre-
vious results on its applications to symplectic geometry. Then we present the problems
(Problem 1.1.1 and Problem 1.1.2) which we will consider in this thesis.

1.1 Microlocal sheaf theory and symplectic geometry in
cotangent bundles

The microlocal sheaf theory was introduced and systematically developed by Kashiwara
and Schapira [KS90]. The theory can be regarded as Morse theory with sheaf coefficients.
One of the key ingredients of the theory is the notion of microsupports of sheaves, which
enable us to define “critical points of functions with respect to sheaves”. In the sequel, let
k be a field. Let moreover X be a C∞-manifold without boundary and denote by Db(X)
the bounded derived category of sheaves of k-vector spaces. For an object F ∈ Db(X),
its microsupport SS(F ) is defined as the set of directions in which the cohomology of F
cannot be extended isomorphically. The microsupport is a closed subset of the cotangent
bundle T ∗X of X and conic, that is, invariant under the action of R>0 on T ∗X. As a
generalization of classical Morse theory, we can prove that if the derivative dφ of a C∞-
function φ : X → R does not meet SS(F ), then the cohomology of F on the sublevel set
φ−1((−∞, c)) does not change. We also obtain the Morse inequality for sheaves, which
describes how the cohomology of F on φ−1((−∞, c)) changes when the derivative dφ goes
across SS(F ).

Cotangent bundles are typical symplectic manifolds and hence we can consider non-
displaceability problems as explained below. In what follows, let M be a non-empty con-
nected C∞-manifold without boundary and denote by T ∗M its cotangent bundle. We also
denote by (x; ξ) a local homogeneous coordinate system. We regard T ∗M as an exact sym-
plectic manifold equipped with the Liouville 1-form αT ∗M = ⟨ξ, dx⟩. Let I be an open in-
terval containing [0, 1]. A compactly supported C∞-function H = (Hs)s∈I : T

∗M × I → R
defines a time-dependent Hamiltonian vector field XH = (XHs)s on T ∗M . By the com-
pactness of the support, XH generates a Hamiltonian isotopy ϕH = (ϕHs )s : T

∗M × I →
T ∗M . Compact subsets A and B of T ∗M are said to be mutually non-displaceable if
A ∩ ϕH1 (B) ̸= ∅ for any compactly supported function H. Here ϕH1 denotes the time-one
map of the Hamiltonian isotopy ϕH . The problem of determining whether or not compact
subsets, especially Lagrangians, are mutually non-displaceable is a central issue in sym-
plectic geometry. As a quantitative generalization, to give an estimate of the cardinality
#(A∩ϕH1 (B)) is also an important problem. Nowadays, many symplectic geometers study
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the problems using pseudo-holomorphic curves and Lagrangian intersection Floer theory.
Tamarkin [Tam08] proposed a new approach to non-displaceability problems, which

is based on the microlocal sheaf theory. For a conic Lagrangian submanifold of T ∗M ,
a sheaf on M whose microsupport coincides with it (outside the zero-section) is called
a sheaf quantization of the Lagrangian. For a non-conic Lagrangian of T ∗M , one can
consider a sheaf quantization by adding one more variable to the base manifold M and
“conifying” it. Using sheaf quantizations, Tamarkin studied the non-displaceability of par-
ticular Lagrangian submanifolds. After his work, Guillermou-Kashiwara-Schapira [GKS12]
and Guillermou [Gui12, Gui16a] proved the existence of sheaf quantizations of graphs of
Hamiltonian isotopies and compact exact Lagrangian submanifolds in cotangent bundles,
respectively. See Section 2.2 for more details. Using sheaf quantization, they studied
the non-displaceability of the zero-sections of cotangent bundles and topological proper-
ties of compact exact Lagrangian submanifolds. Note that sheaf-theoretic approaches to
symplectic geometry also appeared in [KO01, NZ09, Nad09].

We give more precise explanation on results of Tamarkin [Tam08], which we need to
state our results. See Subsection 2.2.2 for more details. He introduced the category D(M)
which is defined as a quotient category of Db(M × R). For a compact subset A of T ∗M ,
DA(M) denotes the full subcategory of D(M) consisting of objects whose microsupports
are contained in the cone of A in T ∗(M × R). For an object F ∈ D(M) and c ∈ R≥0,
there is a canonical morphism τ0,c(F ) : F → Tc∗F , where Tc : M × R → M × R is the
translation map (x, t) 7→ (x, t+ c). Moreover, the category D(M) admits an internal Hom
functor Hom⋆ such that HomD(M)(F,G) ≃ H0RΓM×[0,+∞)(M × R;Hom⋆(F,G)) for any
F,G ∈ D(M). Denote by qR : M × R → R the projection and let A and B be compact
subsets of T ∗M . Tamarkin proved the following two theorems:

(i) (Tamarkin’s separation theorem) If there exist F ∈ DA(M) and G ∈ DB(M) such
that RqR∗Hom⋆(F,G) ̸= 0, then A ∩B ̸= ∅.

(ii) (Tamarkin’s non-displaceability theorem) If there exist F ∈ DA(M) and G ∈ DB(M)
such that τ0,c(RqR∗Hom⋆(F,G)) ̸= 0 for any c ∈ R≥0, then A and B are mutually
non-displaceable.

The aim of this thesis is to give quantitative generalizations of Tamarkin’s theorems
in two different directions. More concretely, we consider the following two problems.

Problem 1.1.1. Guillermou dealt with only one Lagrangian submanifold and did not
consider the intersection of two Lagrangian submanifolds. Moreover, Tamarkin’s separa-
tion theorem concerns only the non-emptiness of the intersection and says nothing about
its cardinality. We wish to estimate the cardinality or the total Betti number of the
intersection using Guillermou’s sheaf quantizations and the functor Hom⋆.

Problem 1.1.2. Tamarkin dealt with only the non-displaceability of two compact subsets
and did not consider displaceable subsets. Even if two compact subsets are displaceable,
we would like to estimate their displacement energy using Tamarkin’s category D(M).

We study Problem 1.1.1 in Chapter 3 and Problem 1.1.2 in Chapter 4. We state our
results for each problems in Section 1.2 and Section 1.3, respectively.

1.2 Compact exact Lagrangian intersections in cotangent
bundles via sheaf quantization

In Chapter 3, we prove that the cardinality of the transverse intersection of two compact
exact Lagrangian submanifolds in cotangent bundles is bounded from below by the dimen-
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sion of the local cohomology of Hom⋆ applied to sheaf quantizations of the Lagrangians.
More generally, provided k = F2 = Z/2Z, we show that a clean version of the estimate
holds with “cardinality” replaced by “total F2-Betti number”.

1.2.1 Our results

In this part, we assume that M is compact. A submanifold L of dimension dimM in
T ∗M is said to be exact Lagrangian if αT ∗M |L is exact. The main result of this part is
the following. See Section 2.2 for the definitions of simple sheaf quantizations and the
category T (M).

Theorem 1.2.1 (see Theorem 3.4.7). For i = 1, 2, let Li be a compact connected exact
Lagrangian submanifolds and Fi ∈ Db(M × R) be a simple sheaf quantization associated
with Li and a function fi : Li → R satisfying dfi = αT ∗M |Li . Assume that L1 and L2

intersect cleanly, that is, L1∩L2 is a submanifold of T ∗M and Tp(L1∩L2) = TpL1∩TpL2

for any p ∈ L1∩L2. Let L1∩L2 =
⊔n

j=1Cj be the decomposition into connected components
and define f21(Cj) := f2(p)− f1(p) for some p ∈ Cj (independent of the choice of p). Let
moreover a, b ∈ R with a < b or a ∈ R, b = +∞. Then, for k = F2 = Z/2Z, one has∑

a≤f21(Cj)<b

∑
k∈Z

dimF2 H
k(Cj ;F2)

≥
∑
k∈Z

dimF2 H
kRΓM×[a,b)((−∞, b);Hom⋆(F2, F1)).

(1.2.1)

In particular,

n∑
j=1

∑
k∈Z

dimF2 H
k(Cj ;F2) ≥

∑
k∈Z

dimF2 HomT (M)(F2, F1[k]). (1.2.2)

If L1 and L2 intersect transversally, the inequalities hold for any field k, not only for F2.

We also have

HomT (M)(F2, F1[k]) ≃ Hk(M ;L) for any k ∈ Z, (1.2.3)

where L is the locally constant sheaf of rank 1 onM associated with F1 and F2 (see Propo-
sition 3.1.2 for details). Combining this with Theorem 1.2.1, we obtain a purely sheaf-
theoretic proof of the following result of Nadler [Nad09] and Fukaya-Seidel-Smith [FSS08],
as a corollary.

Corollary 1.2.2 ([Nad09, Theorem 1.3.1] and [FSS08, Theorem 1]). Let L1 and L2 be
compact connected exact Lagrangian submanifolds of T ∗M intersecting transversally. Then

#(L1 ∩ L2) ≥
∑
k∈Z

dimHk(M ;L) (1.2.4)

for any rank 1 locally constant sheaf L on M over any field k. In particular, #(L1∩L2) ≥∑
k∈Z dimHk(M ;k).

The proof of Theorem 1.2.1 goes as follows. First, we apply the Morse-Bott inequality
for sheaves (see Theorem 2.1.10) to the object H := Hom⋆(F2, F1) and the function
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M × R → R, (x, t) 7→ t, and obtain∑
a≤c<b

∑
k∈Z

dimHkRΓ
(
M × {c};RΓM×[c,+∞)(H)|M×{c}

)
≥

∑
k∈Z

dimHkRΓM×[a,b)(M × (−∞, b);H).
(1.2.5)

In order to calculate the left hand side of (1.2.5), we use the functor µhom : Db(X)op ×
Db(X) → Db(T ∗X) introduced by Kashiwara-Schapira [KS90]. Using the functor, we
show the isomorphism

RΓ
(
M × {c};RΓM×[c,+∞)(H)|M×{c}

)
≃ RΓ (Ω+;µhom(Tc∗F2, F1)|Ω+), (1.2.6)

where Tc : M ×R →M ×R, (x, t) 7→ (x, t+ c) and Ω+ := {τ > 0} ⊂ T ∗(M ×R) with (t; τ)
being the homogeneous symplectic coordinate on T ∗R. The object µhom(Tc∗F2, F1)|Ω+

is supported in {(x, t; τξ, τ) | τ > 0, (x; ξ) ∈ L1 ∩ L2, t = f2(x; ξ) − f1(x; ξ) = c} and
isomorphic to a shift of the constant sheaf of rank 1 on the support. This completes the
proof.

Remark 1.2.3. Even if the intersection is degenerate, (1.2.5) and (1.2.6) still hold, but
the object µhom(Tc∗F2, F1)|Ω+ is not necessarily locally constant on the support. In this
sense, the family of sheaves {µhom(Tc∗F2, F1)|Ω+}c encodes the “contribution” from each
possibly degenerate component of the intersection L1 ∩ L2. We will also explore the
contribution in degenerate cases in Section 3.A Appendix I.

1.2.2 Relation to Lagrangian intersection Floer theory

Although our approach is purely sheaf-theoretic, it seems to be closely related to Floer
cohomology and Fukaya categories. We briefly remark the relation below. The category
T (M) has the following properties:

(i) Hamiltonian invariance ([Tam08, GS14]),

(ii) the dimension of the cohomology of the clean intersection of two compact exact
Lagrangian submanifolds is bounded from below by the dimension of the Hom space
of simple sheaf quantizations (Theorem 1.2.1).

Moreover, as pointed out by T. Kuwagaki, the following also holds in T (M):

(iii) a simple sheaf quantization associated with any compact connected exact Lagrangian
submanifold is isomorphic to a simple sheaf quantization associated with the zero-
section of T ∗M (see Proposition 3.1.4).

The Floer cohomologyHF ∗(L2, L1) has similar properties to (i) and (ii), though the ap-
proach is totally different. Floer cohomology for clean Lagrangian intersections was studied
by Poźniak [Poź99], Frauenfelder [Fra04], Fukaya-Oh-Ohta-Ono [FOOO09a, FOOO09b],
and Schmäschke [Sch16]. Moreover, Nadler [Nad09] and Fukaya-Seidel-Smith [FSS08,
FSS09] proved the following, which corresponds to (iii): in the infinitesimal Fukaya cat-
egory of T ∗M , any relatively spin compact connected exact Lagrangian submanifold of
T ∗M with vanishing Maslov class is isomorphic to a shift of the zero-section. Note that
their assumptions of relatively spin and vanishing Maslov class can be removed, thanks
to results of Abouzaid [Abo12], and Abouzaid and Kragh [Kra13], respectively. We also
remark that Guillermou [Gui12, Gui16a] gave a sheaf-theoretic proof for the relatively spin
property and the vanishing of the Maslov class.
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1.3 Persistence-like distance on Tamarkin’s category and
symplectic displacement energy

In Chapter 4, we introduce a pseudo-distance on Tamarkin’s category, inspired by the
recent work by Kashiwara-Schapira [KS17] on the sheaf-theoretic interpretation of the in-
terleaving distance for persistence modules. We also propose a new sheaf-theoretic method
to estimate the displacement energy of compact subsets of cotangent bundles, which is a
quantitative generalization of Tamarkin’s non-displaceability theorem.

For a compact subset of a symplectic manifold, its displacement energy measures the
minimal energy of Hamiltonian isotopies which displace the subset. In this part, we
consider the displacement energy of subsets of cotangent bundles. Following Hofer [Hof90],
we define the norm of a compactly supported Hamiltonian function H : T ∗M × I → R by

∥H∥ :=

∫ 1

0

(
max

p
Hs(p)−min

p
Hs(p)

)
ds. (1.3.1)

For compact subsets A and B of T ∗M , we define their displacement energy e(A,B) by

e(A,B) := inf

{
∥H∥

∣∣∣∣∣ H : T ∗M × I → R with compact support,

A ∩ ϕH1 (B) = ∅

}
. (1.3.2)

Note that if e(A,B) = +∞, then A ∩ ϕH1 (B) ̸= ∅ for any compactly supported function
H. In this part, we give a lower bound of e(A,B) in terms of the microlocal sheaf theory.

1.3.1 Main results

First, using the R-direction of M × R, we introduce the following pseudo-distance dD(M)

on Tamarkin’s category D(M), which is similar to the interleaving distance for persistence
modules (see [CCSG+09, CdSGO16]). Our definition is inspired by the pseudo-distances
on the derived categories of sheaves on vector spaces recently introduced by Kashiwara-
Schapira [KS17]. See also Remark 4.2.7 for their relation.

Definition 1.3.1.

(i) Let F,G ∈ D(M) and a, b ∈ R≥0. Then F is said to be (a, b)-isomorphic to G if
there exist morphisms α, δ : F → Ta∗G and β, γ : G→ Tb∗F satisfying the following
conditions:

(1) F
α−→ Ta∗G

Ta∗β−−−→ Ta+b∗F is equal to τ0,a+b(F ) : F → Ta+b∗F and G
γ−→

Tb∗F
Tb∗δ−−−→ Ta+b∗G is equal to τ0,a+b(G) : G→ Ta+b∗G,

(2) τa,2a(G) ◦ α = τa,2a(G) ◦ δ and τb,2b(F ) ◦ β = τb,2b(F ) ◦ γ.

(ii) For objects F,G ∈ D(M), one defines

dD(M)(F,G) := inf{a+ b ∈ R≥0 | a, b ∈ R≥0, F is (a, b)-isomorphic to G}, (1.3.3)

and calls dD(M) the translation distance.

Now, let us consider the distance between an object in D(M) and its Hamiltonian
deformation. Let H : T ∗M × I → R be a compactly supported Hamiltonian function.
Then, using the sheaf quantization associated with the Hamiltonian isotopy ϕH due to
Guillermou-Kashiwara-Schapira [GKS12] one can define a functor ΨH

1 : D(M) → D(M),
which induces a functor ΨH

1 : DA(M) → DϕH
1 (A)(M) for any compact subset A of T ∗M .

Our first result is the following:

5



Theorem 1.3.2 (see Theorem 4.2.13). Let G ∈ D(M) and H : T ∗M × I → R be a
compactly supported Hamiltonian function. Then dD(M)(G,Ψ

H
1 (G)) ≤ ∥H∥.

The outline of the proof is as follows. First we prove that the distance between two
objects is controlled by the angle of a cone which contains the microsupport of a “homotopy
sheaf” connecting them. Then using the sheaf quantization associated with ϕH , we can
construct a homotopy sheaf G′ ∈ Db(M×R×I) such that G′|M×R×{0} ≃ G,G′|M×R×{1} ≃
ΨH

1 (G) and SS(G′) ⊂ T ∗M × γH , where

γH =

{
(t, s; τ, σ)

∣∣∣∣ −max
p
Hs(p) · τ ≤ σ ≤ −min

p
Hs(p) · τ

}
⊂ T ∗(R× I). (1.3.4)

We thus obtain the result.
Next, we use the above result to estimate the displacement energy. Recall that one

can define an internal Hom functor Hom⋆ on the category D(M). Let qR : M × R → R
denote the projection as before. Using these notions, we make the following definition.

Definition 1.3.3. For F,G ∈ D(M), one defines

eD(M)(F,G) := dD(pt)(RqR∗Hom⋆(F,G), 0)

= inf{c ∈ R≥0 | τ0,c(RqR∗Hom⋆(F,G)) = 0}.
(1.3.5)

Our main theorem is the following:

Theorem 1.3.4 (see Theorem 4.3.2). Let A and B be compact subsets of T ∗M . Then,
for any F ∈ DA(M) and G ∈ DB(M), one has

e(A,B) ≥ eD(M)(F,G). (1.3.6)

In particular, for any F ∈ DA(M) and G ∈ DB(M),

e(A,B) ≥ inf{c ∈ R≥0 | HomD(M)(F,G) → HomD(M)(F, Tc∗G) is zero}. (1.3.7)

This theorem implies, in particular, that τ0,c(RqR∗Hom⋆(F,G)) is non-zero for any
c ∈ R≥0, then A and B are mutually non-displaceable. In this sense, the theorem is
a quantitative version of Tamarkin’s non-displaceability theorem (see Tamarkin [Tam08,
Theorem 3.1] and Guillermou-Schapira [GS14, Theorem 6.2]).

Theorem 1.3.4 is proved by Tamarkin’s separation theorem and Theorem 1.3.2 as fol-
lows. Suppose that a compactly supported Hamiltonian function H satisfies A∩ϕH1 (B) =
∅. Then, by Tamarkin’s separation theorem, RqR∗Hom⋆(F,ΨH

1 (G)) ≃ 0. Thus, by fun-
damental properties of dD(M) and Theorem 1.3.2, we obtain

eD(M)(F,G) = dD(pt)(RqR∗Hom⋆(F,G), 0)

≤ dD(M)(Hom⋆(F,G),Hom⋆(F,ΨH
1 (G)))

≤ dD(M)(G,Ψ
H
1 (G)) ≤ ∥H∥.

(1.3.8)

As an application of Theorem 1.3.4, we prove that the displacement energy of the
image of the compact exact Lagrangian immersion

Sm = {(x, y) ∈ Rm × R | ∥x∥2 + y2 = 1} −→ T ∗Rm ≃ R2m, (x, y) 7−→ (x; yx) (1.3.9)

is greater than or equal to 2/3 (see Example 4.4.1). Using this estimate, we give a purely
sheaf-theoretic proof of the following theorem of Polterovich [Pol93], for subsets of cotan-
gent bundles. Note that he proved the result for more general class of symplectic manifolds,
using pseudo-holomorphic curves.

Proposition 1.3.5 ([Pol93, Corollary 1.6]). Let A be a compact subset of T ∗M whose
interior is non-empty. Then the displacement energy of A is positive: e(A,A) > 0.
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1.3.2 Related topics

The interleaving distance for persistence modules is now widely used in topological data
analysis (see, for example, [CCSG+09, CdSGO16]). Recently, Kashiwara-Schapira [KS17]
interpreted the distance as that on the derived category of sheaves. In symplectic geometry,
the notion of persistence modules was introduced by Polterovich-Shelukhin [PS16] (see
also Polterovich-Shelukhin-Stojisavljević [PSS17]). For barcodes of chain complexes over
Novikov fields such as Floer cohomology complexes, see also Usher-Zhang [UZ16]. Note
also that Theorem 1.3.2 seems to be related to the results of Schwarz [Sch00] and Oh [Oh05]
for continuation maps, although they did not use persistence modules.

As remarked in Tamarkin [Tam08, Section 1], for F,G ∈ D(M), one can associate a
submodule H(F,G) of

∏
c∈RHomD(M)(F, Tc∗G), which is a module over a Novikov ring

Λ0,nov(k) (with a formal variable T ). Using this module, we can express (1.3.7) in Theo-
rem 1.3.4 as

e(A,B) ≥ inf{c ∈ R≥0 | H(F,G) is T c-torsion}. (1.3.10)

See Remark 4.3.5 for more details. This inequality seems to be closely related to the esti-
mate of the displacement energy discussed in Fukaya-Oh-Ohta-Ono [FOOO09a, FOOO09b,
Theorem J] and [FOOO13, Theorem 6.1].

1.4 Organization

This thesis is organized as follows.
Chapter 2 is devoted to an introduction of some notions and a review of previous

results. In Section 2.1, we recall some definitions and results in the microlocal sheaf
theory due to Kashiwara and Schapira [KS90]. In Section 2.2, we review results of
[Tam08, GKS12, GS14, Gui12, Gui16a] about Tamarkin’s non-displaceability theorem,
and sheaf quantization of Hamiltonian isotopies and compact exact Lagrangian submani-
folds in cotangent bundles.

Chapter 3 concerns compact exact Lagrangian intersections in cotangent bundles. In
Section 3.1, we prove the isomorphism (1.2.3) and the non-displaceability of two compact
exact Lagrangian submanifolds as a corollary. In Section 3.2, we apply the Morse-Bott
inequality for sheaves to Hom⋆ and obtain (1.2.5). Then, in Section 3.3, we interpret
the local cohomology in the left hand side of (1.2.5) using the µhom functor. Finally, in
Section 3.4, we prove Theorem 1.2.1. In Section 3.A Appendix I, we briefly remark that our
method can deal with degenerate Lagrangian intersections, using very simple examples. In
Section 3.B Appendix II, we prove the “functoriality” of simple sheaf quantizations with
respect to Hamiltonian isotopies. In Section 3.C Appendix III by Tomohiro Asano, we
relate the shift of a simple sheaf quantization of a Lagrangian to the grading in Lagrangian
intersection Floer cohomology theory.

Chapter 4 concerns the relation between the displacement energy and Tamarkin’s the-
orem. In Section 4.1, we give a complementary result on torsion objects. In Section 4.2,
we introduce the translation distance dD(M) on Tamarkin’s category and prove Theo-
rem 1.3.2. Then, in Section 4.3, we show Theorem 1.3.4. Finally, in Section 4.4, we give
some examples and applications.

7



Chapter 2

Preliminaries on microlocal sheaf
theory and its applications to
symplectic geometry

2.1 Preliminaries on microlocal sheaf theory

In this thesis, all manifolds are assumed to be real manifolds of class C∞ without boundary.
Throughout this thesis, let k be a field.

In this section, we recall some definitions and results from [KS90]. We mainly follow
the notation in [KS90]. Until the end of this section, let X be a C∞-manifold without
boundary.

2.1.1 Geometric notions ([KS90, §4.3, §A.2])

For a locally closed subset A of X, we denote by A its closure and by Int(A) its interior.
We also denote by ∆X or simply ∆ the diagonal of X ×X. We denote by τX : TX → X
the tangent bundle of X, and by πX : T ∗X → X the cotangent bundle of X. If there is
no risk of confusion, we simply write τ and π instead of τX and πX , respectively. For a
submanifold M of X, we denote by TMX the normal bundle to M in X, and by T ∗

MX the
conormal bundle to M in X. In particular, T ∗

XX denotes the zero-section of T ∗X. We set

T̊ ∗X := T ∗X \ T ∗
XX. For two subsets S1 and S2 of X, we denote by C(S1, S2) ⊂ TX the

normal cone of the pair (S1, S2).
Let f : X → Y be a morphism of manifolds. With f we associate the following mor-

phisms and commutative diagram:

T ∗X

πX

��

X ×Y T
∗Y

π

��

fdoo fπ // T ∗Y

πY

��
X X

f
// Y,

(2.1.1)

where fπ is the projection and fd is induced by the transpose of the tangent map f ′ : TX →
X ×Y TY .

We denote by (x; ξ) a local homogeneous coordinate system on T ∗X. The cotangent
bundle T ∗X is an exact symplectic manifold with the Liouville 1-form αT ∗X = ⟨ξ, dx⟩. We
denote by a : T ∗X → T ∗X, (x; ξ) 7→ (x;−ξ) the antipodal map. For a subset A of T ∗X,
we denote by Aa its image under the map a. We also denote by h : T ∗T ∗X

∼−→ TT ∗X the
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Hamiltonian isomorphism given in local coordinates by h(dxi) = −∂/∂ξi and h(dξi) =
∂/∂xi.

2.1.2 Microsupports of sheaves ([KS90, §5.1, §5.4, §6.1])

We denote by kX the constant sheaf with stalk k and by Mod(kX) the abelian category
of sheaves of k-vector spaces on X. Moreover we denote by Db(X) = Db(Mod(kX)) the
bounded derived category of Mod(kX). One can define Grothendieck’s six operations be-
tween derived categories of sheavesRHom,⊗, Rf∗, f−1, Rf!, f

! for a morphism of manifolds

f : X → Y . Since we work over the field k, we simply write ⊗ instead of
L
⊗. Moreover, for

F ∈ Db(X) and G ∈ Db(Y ), we define their external tensor product F ⊠G ∈ Db(X × Y )
by F⊠G := q−1

X F⊗q−1
Y G, where qX : X×Y → X and qY : X×Y → Y are the projections.

For a locally closed subset Z of X, we denote by kZ the zero-extension of the constant
sheaf with stalk k on Z to X, extended by 0 on X \ Z. Moreover, for a locally closed
subset Z of X and F ∈ Db(X), we define FZ , RΓZ(F ) ∈ Db(X) by

FZ := F ⊗ kZ , RΓZ(F ) := RHom(kZ , F ). (2.1.2)

One denotes by ωX ∈ Db(X) the dualizing complex on X, that is, ωX := a!Xk, where
aX : X → pt is the natural morphism. Note that ωX is isomorphic to orX [dimX], where
orX is the orientation sheaf on X. More generally, for a morphism of manifolds f : X → Y ,
we denote by ωf = ωX/Y := f !kY ≃ ωX ⊗ f−1ω⊗−1

Y the relative dualizing complex. For

F ∈ Db(X), we define the Verdier dual of F by DXF := RHom(F, ωX).
Let us recall the definition of the microsupport SS(F ) of an object F ∈ Db(X).

Definition 2.1.1 ([KS90, Definition 5.1.2]). Let F ∈ Db(X) and p ∈ T ∗X. One says
that p ̸∈ SS(F ) if there is a neighborhood U of p in T ∗X such that for any x0 ∈ X and
any C∞-function φ on X (defined on a neighborhood of x0) satisfying dφ(x0) ∈ U , one
has RΓ{φ≥φ(x0)}(F )x0 ≃ 0.

One can check the following properties:

(i) The microsupport of an object in Db(X) is a conic (i.e., invariant under the action
of R>0 on T ∗X) closed subset of T ∗X.

(ii) For an object F ∈ Db(X), one has SS(F ) ∩ T ∗
XX = π(SS(F )) = Supp(F ).

(iii) The microsupports satisfy the triangle inequality: if F1 −→ F2 −→ F3
+1−→ is a

distinguished triangle in Db(X), then SS(Fi) ⊂ SS(Fj) ∪ SS(Fk) for j ̸= k.

We also use the notation S̊S(F ) := SS(F ) ∩ T̊ ∗X = SS(F ) \ T ∗
XX.

Example 2.1.2. (i) If F is a locally constant sheaf on X, then SS(F ) ⊂ T ∗
XX. Conversely,

if SS(F ) ⊂ T ∗
XX then the cohomology sheaves Hk(F ) are locally constant for all k ∈ Z.

(ii) Let M be a closed submanifold of X. Then SS(kM ) = T ∗
MX ⊂ T ∗X.

(iii) Let φ : X → R be a C∞-function and assume that dφ(x) ̸= 0 for any x ∈ φ−1(0). Set
U := {x ∈ X | φ(x) > 0} and Z := {x ∈ X | φ(x) ≥ 0}. Then

SS(kU ) = T ∗
XX|U ∪ {(x;λdφ(x)) | φ(x) = 0, λ ≤ 0},

SS(kZ) = T ∗
XX|Z ∪ {(x;λdφ(x)) | φ(x) = 0, λ ≥ 0}.

(2.1.3)
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The following proposition is called (a particular case of) the microlocal Morse lemma.
See [KS90, Proposition 5.4.17 and Corollary 5.4.19] for more details. The classical theory
corresponds to the case F is the constant sheaf kX .

Proposition 2.1.3. Let F ∈ Db(X) and φ : X → R be a C∞-function. Let moreover
a, b ∈ R with a < b or a ∈ R, b = +∞. Assume

(1) φ is proper on Supp(F ),

(2) dφ(x) ̸∈ SS(F ) for any x ∈ φ−1([a, b)).

Then the canonical morphism

RΓ (φ−1((−∞, b));F ) −→ RΓ (φ−1((−∞, a));F ) (2.1.4)

is an isomorphism.

By using microsupports, we can microlocalize the category Db(X). Let A ⊂ T ∗X
be a subset and set Ω = T ∗X \ A. We denote by Db

A(X) the subcategory of Db(X)
consisting of sheaves whose microsupports are contained in A. By the triangle inequality,
the subcategory Db

A(X) is a triangulated subcategory. We define Db(X; Ω) as the local-
ization of Db(X) by Db

A(X): Db(X; Ω) := Db(X)/Db
A(X). A morphism u : F → G in

Db(X) becomes an isomorphism in Db(X; Ω) if u is embedded in a distinguished triangle

F
u−→ G −→ H

+1−→ with SS(H) ∩ Ω = ∅. For a closed subset B of Ω, Db
B(X; Ω) denotes

the full triangulated subcategory of Db(X; Ω) consisting of F with SS(F )∩Ω ⊂ B. In the
case Ω = {p} with p ∈ T ∗X, we simply write Db(X; p) instead of Db(X; {p}). Note that
our notation is the same as in [KS90] and slightly differs from that of [Gui12, Gui16a].

2.1.3 Functorial operations ([KS90, §5.4])

We consider bounds for the microsupports of proper direct images, non-characteristic
inverse images, and RHom.

Definition 2.1.4 ([KS90, Definition 5.4.12]). Let f : X → Y be a morphism of manifolds
and A be a closed conic subset of T ∗Y . The morphism f is said to be non-characteristic
for A if

f−1
π (A) ∩ f−1

d (T ∗
XX) ⊂ X ×Y T

∗
Y Y. (2.1.5)

See (2.1.1) for the notation fπ and fd. In particular, any submersion from X to Y is
non-characteristic for any closed conic subset of T ∗Y . Note that submersions are called
smooth morphisms in [KS90]. One can show that if f : X → Y is non-characteristic for a
closed conic subset A of T ∗Y , then fdf

−1
π (A) is a closed conic subset of T ∗X.

Theorem 2.1.5 ([KS90, Proposition 5.4.4 and Proposition 5.4.13]). Let f : X → Y be a
morphism of manifolds, F ∈ Db(X), and G ∈ Db(Y ).

(i) Assume that f is proper on Supp(F ). Then SS(Rf∗F ) ⊂ fπf
−1
d (SS(F )).

(ii) Assume that f is non-characteristic for SS(G). Then the canonical morphism
f−1G⊗ ωf → f !G is an isomorphism and SS(f−1G) ∪ SS(f !G) ⊂ fdf

−1
π (SS(G)).

Proposition 2.1.6 ([KS90, Proposition 5.4.2]). For i = 1, 2, let Xi be a manifold and
denote by qi the projection X1 ×X2 → Xi. Let moreover Fi ∈ Db(Xi) for i = 1, 2. Then

SS(RHom(q−1
2 F2, q

−1
1 F1)) ⊂ SS(F1)× SS(F2)

a. (2.1.6)
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For closed conic subsets A and B of T ∗X, let us denote by A+B the fiberwise sum of
A and B, that is,

A+B := {(x; a+ b) | x ∈ π(A) ∩ π(B), a ∈ A ∩ π−1(x), b ∈ B ∩ π−1(x)} ⊂ T ∗X. (2.1.7)

Proposition 2.1.7 ([KS90, Proposition 5.4.14]). Let F,G ∈ Db(X).

(i) If SS(F ) ∩ SS(G)a ⊂ T ∗
XX, then

SS(F ⊗G) ⊂ SS(F ) + SS(G). (2.1.8)

(ii) If SS(F ) ∩ SS(G) ⊂ T ∗
XX, then

SS(RHom(F,G)) ⊂ SS(F )a + SS(G). (2.1.9)

Moreover if F is cohomologically constructible (see [KS90, §3.4] for the definition),
the natural morphism RHom(F,kX)⊗G→ RHom(F,G) is an isomorphism.

2.1.4 Non-proper direct images ([Tam08, GS14])

We consider estimates of the microsupports of non-proper direct images in special cases.
Let V1 and V2 be finite-dimensional real vector spaces and consider a constant linear map
u : X × V1 → X × V2. That is, we assume that there exists a linear map uV : V1 → V2
satisfying u = idX ×uV . The map u induces the maps

T ∗X × V1 × V ∗
2

ud

uukkkk
kkkk

kkkk
kk

uπ

))SSS
SSSS

SSSS
SSS

T ∗X × V1 × V ∗
1

vπ ))SSS
SSSS

SSSS
SSS

T ∗X × V2 × V ∗
2

vduukkkk
kkkk

kkkk
kk

T ∗X × V2 × V ∗
1 .

(2.1.10)

Note that for a subset A of T ∗(X × V1), we have uπ(u
−1
d (A)) = v−1

d (vπ(A)).

Definition 2.1.8. Let u : X×V1 → X×V2 be a constant linear map and A ⊂ T ∗(X×V1)
be a closed subset. One sets

u♯(A) := v−1
d

(
vπ(A)

)
. (2.1.11)

Proposition 2.1.9 ([Tam08, Lemma 3.3] and [GS14, Theorem 1.16]). Let u : X × V1 →
X × V2 be a constant linear map and F ∈ Db(X × V1). Then

SS(Ru∗F ) ∪ SS(Ru!F ) ⊂ u♯(SS(F )). (2.1.12)

2.1.5 Morse-Bott inequality for sheaves ([ST92])

In this subsection, we give the Morse-Bott inequality for sheaves, which is a slight gen-
eralization of the Morse inequality for sheaves by Kashiwara-Schapira [KS90, Proposi-
tion 5.4.20] and was proved by Schapira-Tose [ST92]. For a bounded complex W of
k-vector spaces with finite-dimensional cohomology, we set

bj(W ) := dimHj(W ), b∗l (W ) := (−1)l
∑
j≤l

(−1)jbj(W ). (2.1.13)
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Let F ∈ Db(X) and φ : X → R be a C∞-function. We set

Γdφ := {(x; dφ(x)) | x ∈ X} ⊂ T ∗X. (2.1.14)

We consider the following assumptions:

(1) Supp(F ) ∩ φ−1((−∞, t]) is compact for any t ∈ R,

(2) the set φ(π(SS(F ) ∩ Γdφ)) is finite, say {c1, . . . , cN} with c1 < · · · < cN ,

(3) the object

Wi := RΓ
(
φ−1(ci);RΓ{φ≥ci}(F )|φ−1(ci)

)
(2.1.15)

has finite-dimensional cohomology for any i = 1, . . . , N .

Theorem 2.1.10 ([ST92, Theorem 1.1], see also [KS90, Proposition 5.4.20]). Assume
that (1)–(3) are satisfied. Then

(i) RΓ (X;F ) has finite-dimensional cohomology,

(ii) one has

b∗l (RΓ (X;F )) ≤
N∑
i=1

b∗l (Wi) (2.1.16)

for any l ∈ Z.

The proof is the same as [KS90, Proposition 5.4.20], since

RΓ[t,+∞)(Rφ∗F )t ≃ RΓ
(
φ−1(t);RΓ{φ≥t}(F )|φ−1(t)

)
. (2.1.17)

Note also that (2.1.16) implies

bk(RΓ (X;F )) ≤
N∑
i=1

bk(Wi) (2.1.18)

for any k ∈ Z.

2.1.6 Kernels ([KS90, §3.6])

For i = 1, 2, 3, let Xi be a manifold. We write Xij := Xi ×Xj and X123 := X1 ×X2 ×X3

for short. We use the same symbol qi for the projections Xij → Xi and X123 → Xi. We
also denote by qij the projection X123 → Xij . Similarly, we denote by pij the projection
T ∗X123 → T ∗Xij . One denotes by p12a the composite of p12 and the antipodal map on
T ∗X2.

Let A ⊂ T ∗X12 and B ⊂ T ∗X23. We set

A ◦B := p13(p
−1
12aA ∩ p−1

23 B) ⊂ T ∗X13. (2.1.19)

We define the operation of composition of kernels as follows:

◦
X2

: Db(X12)×Db(X23) → Db(X13)

(K12,K23) 7→ K12 ◦
X2

K23 := Rq13! (q
−1
12 K12 ⊗ q−1

23 K23).
(2.1.20)

If there is no risk of confusion, we simply write ◦ instead of ◦
X2

. By Theorem 2.1.5 and

Proposition 2.1.7, we have the following:
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Proposition 2.1.11. Let Kij ∈ Db(Xij) and set Λij := SS(Kij) ⊂ T ∗Xij (ij = 12, 23).
Assume

(1) q13 is proper on q−1
12 Supp(K12) ∩ q−1

23 Supp(K23),

(2) p−1
12aΛ12 ∩ p−1

23 Λ23 ∩ (T ∗
X1
X1 × T ∗X2 × T ∗

X3
X3) ⊂ T ∗

X123
X123.

Then

SS(K12 ◦
X2

K23) ⊂ Λ12 ◦ Λ23. (2.1.21)

2.1.7 Microlocalization and µhom functors ([KS90, §4.3, §4.4])

Let M be a closed submanifold of X. The microlocalization functor along M is a functor
µM : Db(X) → Db(T ∗

MX) (see [KS90, §4.3] for more details). Microlocalization is related

to local cohomology as follows. Let p ∈ T̊ ∗X and φ : X → R be a C∞-function such that
φ(π(p)) = 0 and dφ(π(p)) = p. Then, for F ∈ Db(X), we have

RΓ{φ≥0}(F )π(p) ≃ µφ−1(0)(F )p. (2.1.22)

Under suitable assumptions, the functoriality of microlocalization with respect to
proper direct images and non-characteristic inverse images holds as follows:

Proposition 2.1.12 ([KS90, Proposition 4.3.4 and Corollary 6.7.3]). Let f : X → Y be
a morphism of manifolds. Let moreover N be a closed submanifold of Y and assume that
M = f−1(N) is also a closed submanifold of X. Denote by fMd : M ×N T ∗

NY → T ∗
MX the

morphism induced by fd and by fMπ : M ×N T ∗
NY → T ∗

NY the morphism induced by fπ
(see (2.1.1)).

(i) Let F ∈ Db(X). Assume that f is proper on Supp(F ) and fMd : M×N T
∗
NY → T ∗

MX
is surjective. Then

RfMπ !f
−1
Md µM (F )

∼−→ µN (Rf∗F ). (2.1.23)

(ii) Let G ∈ Db(Y ). Assume that f is non-characteristic for SS(F ) and f |M : M → N
is a submersion. Then

µM (f !G)
∼−→ RfMd∗f

!
Mπ µN (G). (2.1.24)

We also recall the functor µhom. Let q1, q2 : X × X → X be the projections. We
identify T ∗

∆X
(X ×X) with T ∗X through the first projection (x, x; ξ,−ξ) 7→ (x; ξ).

Definition 2.1.13 ([KS90, Definition 4.4.1]). For F,G ∈ Db(X), one defines

µhom(F,G) := µ∆X
RHom(q−1

2 F, q!1G) ∈ Db(T ∗X). (2.1.25)

Proposition 2.1.14 ([KS90, Proposition 4.4.2 and Proposition 4.4.3]). Let F,G ∈ Db(X).

(i) Rπ∗µhom(F,G) ≃ RHom(F,G).

(ii) If F is cohomologically constructible (see [KS90, §3.4] for the definition), then
Rπ!µhom(F,G) ≃ RHom(F,kX)⊗G.

(iii) For a closed submanifoldM of X, µhom(kM , F ) ≃ i∗µM (F ), where i : T ∗
MX → T ∗M

is the embedding.
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Proposition 2.1.15 ([KS90, Corollary 5.4.10 and Corollary 6.4.3]). Let F,G ∈ Db(X).
Then

Supp(µhom(F,G)) ⊂ SS(F ) ∩ SS(G),

SS(µhom(F,G)) ⊂ −h−1(C(SS(G), SS(F ))),
(2.1.26)

where C(S1, S2) is the normal cone and h : T ∗T ∗X
∼−→ TT ∗X is the Hamiltonian isomor-

phism (see Subsection 2.1.1).

Proposition 2.1.16. Let φ : X → R be a C∞-function and assume that dφ(x) ̸= 0 for
any x ∈ φ−1(0). Set M := φ−1(0) and define an open subset T ∗+

M X of T ∗
MX by

T ∗+
M X := {(x;λdφ(x)) | x ∈M,λ > 0}. (2.1.27)

Denote moreover by πM+ : T ∗+
M X →M the projection. Let F ∈ Db(X). Then

RΓ{φ≥0}(F )|M ≃ RπM+∗µhom(k{φ≥0}, F )|T ∗+
M X ≃ RπM+∗µM (F )|T ∗+

M X . (2.1.28)

In particular,

RΓ (M ;RΓ{φ≥0}(F )|M ) ≃ RΓ
(
T ∗+
M X;µM (F )|T ∗+

M X

)
. (2.1.29)

Proof. Consider the distinguished triangle

Rπ!µhom(k{φ≥0}, F ) → Rπ∗µhom(k{φ≥0}, F ) → Rπ̊∗µhom(k{φ≥0}, F )|T̊ ∗X
+1→ . (2.1.30)

By Proposition 2.1.15, Supp(µhom(k{φ≥0}, F )|T̊ ∗X) ⊂ T ∗+
M X. Hence we have

Rπ̊∗µhom(k{φ≥0}, F )|T̊ ∗X ≃
(
RπM+∗µhom(k{φ≥0}, F )|T ∗+

M X

)
M
. (2.1.31)

On the other hand, since k{φ≥0} is cohomologically constructible, by Proposition 2.1.14 (i)
and (ii), we get

Rπ!µhom(k{φ≥0}, F ) ≃ RHom(k{φ≥0},kX)⊗ F ≃ RΓ{φ≥0}(kX)⊗ F,

Rπ∗µhom(k{φ≥0}, F ) ≃ RHom(k{φ≥0}, F ) ≃ RΓ{φ≥0}(F ).
(2.1.32)

Since RΓ{φ≥0}(kX)|M ≃ 0, restricting the distinguished triangle (2.1.30) to M , we obtain

the first isomorphism in (2.1.28). Moreover since SS(k{φ>0}) ∩ T ∗+
M X = ∅, by Proposi-

tion 2.1.15, we have

µhom(k{φ≥0}, F )|T ∗+
M X

∼−→ µhom(k{φ=0}, F )|T ∗+
M X . (2.1.33)

Thus the second isomorphism in (2.1.28) follows from Proposition 2.1.14 (iii).

2.1.8 Simple sheaves and quantized contact transformations ([KS90,
§7.5])

Let Λ ⊂ T̊ ∗X be a locally closed conic Lagrangian submanifold and p ∈ Λ. Simple sheaves
along Λ at p are defined in [KS90, Definition 7.5.4]. In this subsection, we recall them.

Let φ : X → R be a C∞-function such that φ(π(p)) = 0 and Γdφ intersects Λ transver-
sally at p. For p ∈ Γdφ ∩ Λ, we define the following Lagrangian subspaces in TpT

∗X:

λ∞(p) := Tp(T
∗
π(p)X), λΛ(p) := TpΛ, λφ(p) := TpΓdφ. (2.1.34)
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Here, our notation λ∞(p) is different from that of [KS90], where the authors write λ0(p)
for Tp(T

∗
π(p)X). In this thesis, we do not use the symbol λ0(p). We briefly recall the

definition of the inertia index of a triple of Lagrangian subspaces (see [KS90, §A.3]). Let
(E, σ) be a symplectic vector space and λ1, λ2, λ3 be three Lagrangian subspaces of E. We
define a quadratic form q on λ1⊕λ2⊕λ3 by q(v1, v2, v3) = σ(v1, v2)+σ(v2, v3)+σ(v3, v1).
Then the inertia index τE(λ∞, λ1, λ3) of the triple is defined as the signature of q. Using
the inertia index and the notation (2.1.34), one sets

τφ = τp,φ := τTpT ∗X(λ∞(p), λΛ(p), λφ(p)). (2.1.35)

Proposition 2.1.17 ([KS90, Proposition 7.5.3]). For i = 1, 2, let φi : X → R be a C∞-
function such that φi(π(p)) = 0 and Γdφi

intersects Λ transversally at p. Let F ∈ Db(X)
and assume that SS(F ) ⊂ Λ in a neighborhood of p. Then

RΓ{φ1≥0}(F )π(p) ≃ RΓ{φ2≥0}(F )π(p)
[
1
2(τφ2 − τφ1)

]
. (2.1.36)

Definition 2.1.18 ([KS90, Definition 7.5.4]). In the situation of Proposition 2.1.17, F is
said to have microlocal type L ∈ Db(Mod(k)) with shift d ∈ 1

2Z at p if

RΓ{φ≥0}(F )π(p) ≃ L
[
d− 1

2 dimX − 1
2τφ

]
(2.1.37)

for some (hence for any) C∞-function φ such that φ(π(p)) = 0 and Γdφ intersects Λ
transversally at p. If moreover L ≃ k, F is said to be simple along Λ at p. If F is simple
at all points of Λ, one says that F is simple along Λ.

One can prove that if F ∈ Db(X) is simple along Λ, then µhom(F, F )|Λ ≃ kΛ. When
Λ is a conormal bundle to a closed submanifold M of X in a neighborhood of p, that is,
π|Λ : Λ → X has constant rank, then F ∈ Db(X) is simple along Λ at p if F ≃ kM [d] in
Db(X; p) for some d ∈ Z.
Example 2.1.19. Let X = Rn+1 and consider the hyperplane M = Rn × {0}. Then kM

is simple with shift 1/2 along T ∗
MX.

We also recall the notion of quantized contact transformations. Let χ : T ∗X ⊃ Ω1
∼−→

Ω2 ⊂ T ∗X be a contact transformation. A quantized contact transformation associated
with χ is a kernel K ∈ Db(X ×X) which is simple along (idX ×a)−1Graph(χ) in Ω2 ×Ωa

1

and satisfies some properties (see [KS90, §7.2] for details). A quantized contact transfor-
mation K induces an equivalence of categories

K ◦ (∗) : Db(X; Ω1)
∼−→ Db(X; Ω2). (2.1.38)

Proposition 2.1.20 ([KS90, Theorem 7.2.1]). Let K ∈ Db(X×X) be a quantized contact
transformation associated with a contact transformation χ : T ∗X ⊃ Ω1

∼−→ Ω2 ⊂ T ∗X. Let
moreover F,G ∈ Db(X; Ω1). Then

µhom(K ◦ F,K ◦G)|Ω2 ≃ χ∗(µhom(F,G)|Ω1). (2.1.39)

The behavior of the shift of a simple sheaf under a quantized contact transformation
is described by the inertia index.

Proposition 2.1.21 ([KS90, Proposition 7.5.6 and Theorem 7.5.11]). Let F ∈ Db(X)
and assume that F is simple with shift d along Λ at p. Let χ : T ∗X ⊃ Ω1

∼−→ Ω2 ⊂ T ∗X
be a contact transformation defined in a neighborhood of p and K ∈ Db(X × X) be a
quantized contact transformation associated with χ. Assume that K is simple with shift d′

along (idX ×a)−1Graph(χ) at (χ(p), pa). Then K ◦ F is simple with shift d+ d′ − δ along
χ(Λ) at χ(p), where

δ :=
1

2
dimX +

1

2
τ(λ∞(p), λΛ(p), χ

−1(λ∞(χ(p)))). (2.1.40)
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2.2 Sheaf quantization and Tamarkin’s non-displaceability
theorem

In what follows, until the end of this thesis, let M be a non-empty connected manifold
without boundary.

In this section, we review Tamarkin’s approach to non-displaceability problems in sym-
plectic geometry based on the microlocal sheaf theory. We also review sheaf quantization of
Hamiltonian isotopies and compact exact Lagrangian submanifolds in cotangent bundles.

2.2.1 Sheaf quantization of Hamiltonian isotopies ([GKS12])

Guillermou-Kashiwara-Schapira [GKS12] constructed sheaf quantizations of Hamiltonian
isotopies. Since the microsupports of sheaves are conic subsets of cotangent bundles, the
microlocal sheaf theory is related to the exact (homogeneous) symplectic structures rather
than the symplectic structures of cotangent bundles. For the sheaf-theoretic study of non-
homogeneous Hamiltonian isotopies and non-conic Lagrangian submanifolds of cotangent
bundles, an important trick is to add one more variable to the base manifolds and “conify”
the Lagrangians, which is an idea of Tamarkin.

Denote by (x; ξ) a local homogeneous symplectic coordinate system on T ∗M and by
(t; τ) the homogeneous symplectic coordinate system on T ∗R. We set Ω+ := {τ > 0} =
{(x, t; ξ, τ) | τ > 0} ⊂ T ∗(M × R) and define the map

ρ : Ω+
// T ∗M

(x, t; ξ, τ) � //

∈

(x; ξ/τ).

∈ (2.2.1)

Let I be an open interval in R containing 0. Let moreover H : T ∗M × I → R be a
compactly supported Hamiltonian function and denote by ϕH = (ϕHs )s∈I : T

∗M × I →
T ∗M the Hamiltonian isotopy generated by H. Note that the Hamiltonian vector field is
defined by dαT ∗M (XHs , ∗) = −dHs and ϕH is the identity for s = 0. One can conify ϕH

and construct a homogeneous lift ϕ̂ of ϕH as follows. Define Ĥ : T ∗M × T̊ ∗R × I → R
by Ĥs(x, t; ξ, τ) := τ · Hs(x; ξ/τ). Note that Ĥ is homogeneous of degree 1, that is,
Ĥs(x, t; cξ, cτ) = c · Ĥs(x, t; ξ, τ) for any c ∈ R>0. The Hamiltonian isotopy ϕ̂ : T ∗M ×
T̊ ∗R× I → T ∗M × T̊ ∗R generated by Ĥ makes the following diagram commute:

Ω+ × I
ϕ̂ //

ρ×id
��

Ω+

ρ

��
T ∗M × I

ϕH
// T ∗M.

(2.2.2)

Moreover there exists C∞-function u : T ∗M × I → R such that

ϕ̂s(x, t; ξ, τ) = (x′, t+ us(x; ξ/τ); ξ
′, τ), (2.2.3)

where (x′; ξ′/τ) = ϕHs (x; ξ/τ). By construction, ϕ̂ is a homogeneous Hamiltonian isotopy:
ϕ̂s(x, t; cξ, cτ) = c · ϕ̂s(x, t; ξ, τ) for any c ∈ R>0. See [GKS12, Subsection A.3] for more
details. We define a conic Lagrangian submanifold Λ

ϕ̂
⊂ T ∗M × T̊ ∗R×T ∗M × T̊ ∗R×T ∗I

by

Λ
ϕ̂
:=


(
ϕ̂s(x, t; ξ, τ), (x, t;−ξ,−τ), (s;−Ĥs ◦ ϕ̂s(x, t; ξ, τ))

) ∣∣∣∣∣∣∣
(x; ξ) ∈ T ∗M,

(t; τ) ∈ T̊ ∗R,
s ∈ I

 . (2.2.4)
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By construction, we have

Ĥs ◦ ϕ̂s(x, t; ξ, τ) = τ · (Hs ◦ ϕHs (x; ξ/τ)). (2.2.5)

Note that

Λ
ϕ̂
◦ T ∗

s I =
{(
ϕ̂s(x, t; ξ, τ), (x, t;−ξ,−τ)

) ∣∣∣ (x, t; ξ, τ) ∈ T ∗M × T̊ ∗R
}

⊂ T ∗M × T̊ ∗R× T ∗M × T̊ ∗R
(2.2.6)

for any s ∈ I (see (2.1.19) for the definition of A ◦B).

Theorem 2.2.1 ([GKS12, Theorem 4.3]). In the preceding situation, there exists a unique
object K ∈ Db(M × R×M × R× I) satisfying the following conditions:

(1) S̊S(K) ⊂ Λ
ϕ̂
,

(2) K|M×R×M×R×{0} ≃ k∆M×R, where ∆M×R is the diagonal of M × R×M × R.

Moreover K is simple along Λ
ϕ̂
and both projections Supp(K) →M × R× I are proper.

Remark 2.2.2. In [GKS12, Theorem 4.3], it was proved thatK|M×R×M×R×J is a bounded
object for any relatively compact interval J of I. Since we assume that H has compact
support, we find that K ∈ Db(M × R×M × R× I).

The object K is called the sheaf quantization of ϕ̂ or associated with ϕH . Set Ks :=
K|M×R×M×R×{s} ∈ Db(M × R ×M × R). Note that S̊S(Ks) ⊂ Λ

ϕ̂
◦ T ∗

s I and Ks is a

quantized contact transformation associated with ϕ̂s : Ω+
∼−→ Ω+.

2.2.2 Tamarkin’s separation and non-displaceability theorems ([Tam08,
GS14])

Compact subsets A and B of T ∗M are said to be mutually non-displaceable if A∩ϕH1 (B) ̸=
∅ for any Hamiltonian isotopy ϕH = (ϕHs )s : T

∗M × [0, 1] → T ∗M generated by a com-
pactly supported Hamiltonian function H. For simplicity, hereafter in this thesis, such an
isotopy is called a Hamiltonian isotopy with compact support. Tamarkin [Tam08] (see also
Guillermou-Schapira [GS14]) considered some categories consisting of sheaves on M × R
and deduced a new sheaf-theoretic criterion for non-displaceability using them.

We denote by (x; ξ) a local homogeneous coordinate system on T ∗M and by (t; τ) the
homogeneous coordinate system on T ∗R as before. We define the maps

q̃1, q̃2, sR : M × R× R −→M × R,
q̃1(x, t1, t2) = (x, t1), q̃2(x, t1, t2) = (x, t2), sR(x, t1, t2) = (x, t1 + t2).

(2.2.7)

If there is no risk of confusion, we simply write s for sR. We also set

i : M × R →M × R, (x, t) 7−→ (x,−t). (2.2.8)

Definition 2.2.3 ([Tam08] and [GS14]). For F,G ∈ Db(M × R), one sets

F ⋆ G := Rs!(q̃
−1
1 F ⊗ q̃−1

2 G), (2.2.9)

Hom⋆(F,G) := Rq̃1∗RHom(q̃−1
2 F, s!G) (2.2.10)

≃ Rs∗RHom(q̃−1
2 i−1F, q̃!1G). (2.2.11)
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Note that the functor ⋆ is a left adjoint to Hom⋆.
The functor

kM×[0,+∞) ⋆ (∗) : Db(M × R) −→ Db(M × R) (2.2.12)

defines a projector on the left orthogonal ⊥Db
{τ≤0}(M × R), where {τ ≤ 0} denotes the

closed subset {(x, t; ξ, τ) | τ ≤ 0} of T ∗(M × R). Similarly, the functor

Hom⋆(kM×[0,+∞), ∗) : Db(M × R) −→ Db(M × R) (2.2.13)

defines a projector on the right orthogonal Db
{τ≤0}(M × R)⊥. By using these projectors,

Tamarkin proved that the localized category Db(M × R; {τ > 0}) is equivalent to both
the left orthogonal ⊥Db

{τ≤0}(M × R) and the right orthogonal Db
{τ≤0}(M × R)⊥:

Pl := kM×[0,+∞) ⋆ (∗) : Db(M × R; {τ > 0}) ∼−→ ⊥Db
{τ≤0}(M × R),

Pr := Hom⋆(kM×[0,+∞), ∗) : Db(M × R; {τ > 0}) ∼−→ Db
{τ≤0}(M × R)⊥.

(2.2.14)

Note also the inclusion ⊥Db
{τ≤0}(M × R),Db

{τ≤0}(M × R)⊥ ⊂ Db
{τ≥0}(M × R). We set

Ω+ = {τ > 0} ⊂ T ∗(M × R) and ρ : Ω+ → T ∗M, (x, t; ξ, τ) 7→ (x; ξ/τ) as before.

Definition 2.2.4 ([Tam08]). One defines

D(M) := Db(M × R; Ω+) ≃ ⊥Db
{τ≤0}(M × R) ≃ Db

{τ≤0}(M × R)⊥. (2.2.15)

For a compact subset A of T ∗M , one also defines a full subcategory DA(M) of D(M) by

DA(M) := Db
ρ−1(A)(M × R; Ω+). (2.2.16)

For F ∈ D(M), we take the canonical representative Pl(F ) ∈ ⊥Db
{τ≤0}(M ×R) unless

otherwise specified. For a compact subset A of T ∗M and F ∈ DA(M), the canonical
representative Pl(F ) ∈ ⊥Db

{τ≤0}(M × R) satisfies SS(Pl(F )) ⊂ ρ−1(A). Note also that

if F ∈ ⊥Db
{τ≤0}(M × R) then Hom⋆(F,G) ∈ Db

{τ≤0}(M × R)⊥. Thus Hom⋆ induces an

internal Hom functor Hom⋆ : D(M)op ×D(M) → D(M).

Remark 2.2.5. Let f : M → N be a morphism of manifolds and set f̃ := f×idR : M×R →
N ×R. Then, for F ∈ ⊥Db

{τ≤0}(M ×R), we have Rf̃!F ∈ ⊥Db
{τ≤0}(N ×R). Similarly, for

G ∈ Db
{τ≤0}(M × R)⊥, we have Rf̃∗G ∈ Db

{τ≤0}(N × R)⊥. In other words, the morphism

f induces functors D(M) → D(N).

Proposition 2.2.6 ([GS14, Lemma 3.18]). Let F,G ∈ D(M). Then

HomD(M)(F,G) ≃ H0RΓM×[0,+∞)(M × R;Hom⋆(F,G)). (2.2.17)

The following separation theorem was proved by Tamarkin [Tam08]. Using the theo-
rem, we can prove the non-emptiness of the intersection of two compact subsets .

Theorem 2.2.7 ([Tam08, Theorem 3.2] and [GS14, Theorem 3.28]). Let A and B be
compact subsets of T ∗M and assume that A∩B = ∅. Denote by qR : M×R → R the second
projection. Then, for any F ∈ DA(M) and G ∈ DB(M), one has RqR∗Hom⋆(F,G) ≃ 0.
In particular, for any F ∈ DA(M) and G ∈ DB(M), one has HomD(M)(F,G) ≃ 0.
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Using sheaf quantization of Hamiltonian isotopies, we can define Hamiltonian defor-
mations in Tamarkin’s category D(M) as follows. Let ϕH = (ϕHs )s : T

∗M × I → T ∗M be
a Hamiltonian isotopy with compact support, where I is an open interval containing the
closed interval [0, 1]. Let ϕ̂ : T̊ ∗(M ×R)× I → T̊ ∗(M ×R) be the associated homogeneous
Hamiltonian isotopy and K ∈ Db(M ×R×M ×R× I) the sheaf quantization of ϕ̂. Then,
for any s ∈ I, the composition with Ks := K|M×R×M×R×{s} ∈ Db(M×R×M×R) defines
a functor

ΨH
s := Ks ◦ (∗) : Db(M × R) −→ Db(M × R), (2.2.18)

which induces a functor ΨH
s : D(M) → D(M) (see [GS14, Proposition 3.29]). Moreover,

for a compact subset A of T ∗M and F ∈ DA(M), Proposition 2.1.11 and the commutative
diagram (2.2.2) imply

SS(Ks ◦ F ) ∩ Ω+ ⊂ (Λ
ϕ̂
◦ T ∗

s I) ◦ ρ−1(A) = ϕ̂s(ρ
−1(A)) ⊂ ρ−1(ϕHs (A)). (2.2.19)

In other words, ΨH
s = Ks ◦ (∗) induces a functor DA(M) → DϕH

s (A)(M) for any compact
subset A on T ∗M .

Tamarkin [Tam08] proved the non-displaceability theorem by using the category D(M)
and torsion objects, which we will explain below. Moreover, Guillermou-Schapira [GS14]
proved that torsion objects form a triangulated subcategory and introduced the quotient
category T (M), which is invariant under Hamiltonian deformations. For c ∈ R, we define
the translation map

Tc : M × R →M × R, (x, t) 7→ (x, t+ c). (2.2.20)

For F ∈ Db
{τ≥0}(M × R) and c ≤ d, there exists a canonical morphism τc,d(F ) : Tc∗F →

Td∗F . In Section 4.1 below, we will recall the construction of the morphism and de-
tailed results on torsion objects due to Guillermou-Schapira [GS14]. Recall that D(M) is
regarded as a full subcategory of Db

{τ≥0}(M × R) via the projector Pl or Pr.

Definition 2.2.8 ([Tam08]). An object F ∈ Db
{τ≥0}(M ×R) is said to be a torsion object

if τ0,c(F ) = 0 for some c ∈ R≥0. Denote by Ntor the subcategory of torsion objects in
D(M).

Let F ∈ Db
{τ≥0}(M ×R) and assume that Supp(F ) ⊂M ×C for some compact subset

C of R. Then F is a torsion object.

Proposition 2.2.9 ([GS14, Theorem 5.4]). The subcategory Ntor is a full triangulated
subcategory of D(M).

Definition 2.2.10 ([GS14, Definition 5.6]). The triangulated category T (M) is defined
as the quotient category of D(M) by Ntor: T (M) := D(M)/Ntor.

Hom spaces in T (M) are described as inductive limits of those in D(M).

Proposition 2.2.11 ([GS14, Proposition 5.7]). Let F,G ∈ D(M). Then

lim−→
c→+∞

HomD(M)(F, Tc∗G)
∼−→ HomT (M)(F,G). (2.2.21)

The following is the Hamiltonian invariance theorem due to Tamarkin [Tam08].
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Theorem 2.2.12 ([Tam08, Theorem 3.9] and [GS14, Theorem 6.1]). Let ϕH : T ∗M×I →
T ∗ be a Hamiltonian isotopy with compact support and s ∈ I. Let moreover ΨH

s : D(M) →
D(M) be the functor defined above. Then, for any F ∈ D(M), one has

F ≃ ΨH
s (F ) in T (M). (2.2.22)

The following is Tamarkin’s non-displaceability theorem. The second assertion follows
from the first one, Proposition 2.2.6, and Proposition 2.2.11. Note that the second assertion
also follows from Theorem 2.2.7, Proposition 2.2.11, and Theorem 2.2.12.

Theorem 2.2.13 ([Tam08, Theorem 3.1] and [GS14, Theorem 6.2]). Let A and B be
compact subsets of T ∗M . Assume that there exist F ∈ DA(M) and G ∈ DB(M) such
that RqR∗Hom⋆(F,G) is not torsion, that is, τ0,c(RqR∗Hom⋆(F,G)) ̸= 0 for any c ∈ R≥0.
Then A and B are mutually non-displaceable. In particular, if there exist F ∈ DA(M) and
G ∈ DB(M) such that HomT (M)(F,G) ̸= 0, then A and B are mutually non-displaceable.

In this thesis, we give quantitative generalizations of Theorem 2.2.13 in two different
directions. First, in Chapter 3, we prove that HomT (M)(F,G) gives a lower bound of the
cardinality of the intersection when A and B are compact exact Lagrangian submanifolds,
and F and G are associated simple sheaf quantizations (see Subsection 2.2.3 below). Sec-
ond, in Chapter 4, we show that the infimum of {c ∈ R≥0 | τ0,c(RqR∗Hom⋆(F,G)) = 0}
gives a lower bound of the displacement energy of the pair (A,B).

2.2.3 Guillermou’s sheaf quantization of compact exact Lagrangian sub-
manifolds ([Gui12, Gui16a])

In this subsection, we assume that M is compact. Recall that a Lagrangian submanifold
L of T ∗M is said to be exact if the restriction of the Liouville 1-form αT ∗M |L is exact.
Guillermou [Gui12, Gui16a] proved the existence of sheaf quantizations of compact exact
Lagrangian submanifolds of T ∗M .

Let L be a compact connected exact Lagrangian submanifold of T ∗M and choose
a primitive of the Liouville 1-form f : L → R satisfying df = αT ∗M |L. We define the
conification L̂f ⊂ Ω+ of L with respect to f by

L̂f := {(x, t; τξ, τ) | τ > 0, (x; ξ) ∈ L, t = −f(x; ξ)}. (2.2.23)

If there is no risk of confusion, we simply write L̂ instead of L̂f .
Let us consider the category Db

L̂∪T ∗
M×R(M×R)

(M × R) consisting of sheaves whose mi-

crosupports are contained in L̂ ∪ T ∗
M×R(M × R). By the compactness of L, there is

A ∈ R>0 such that L̂ ⊂ T ∗(M × (−A,A)). Hence for any F ∈ Db
L̂∪T ∗

M×R(M×R)
(M × R),

the restrictions F |M×(−∞,−A) and F |M×(A,+∞) are locally constant.

Definition 2.2.14 ([Gui12, Definition 20.1] and [Gui16a, Definition 13.1]). Let A ∈ R>0

satisfying L̂ ⊂ T ∗(M × (−A,A)). For an object F ∈ Db
L̂∪T ∗

M×R(M×R)
(M × R), one defines

F−, F+ ∈ Db(M) by

F− := F |M×{−t}, F+ := F |M×{t} (2.2.24)

for any t > A (independent of t). One also defines Db
L̂∪T ∗

M×R(M×R),+
(M × R) as the full

subcategory of Db
L̂∪T ∗

M×R(M×R)
(M × R) consisting of F such that F− ≃ 0.
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Guillermou [Gui12, Gui16a] proved the following existence and uniqueness of sheaf
quantizations of compact exact Lagrangian submanifolds.

Theorem 2.2.15 ([Gui12, Theorem 26.1] and [Gui16a, Theorem 18.1]). Let L, f , and
L̂ = L̂f be as above.

(i) For any rank 1 locally constant sheaf L ∈ Mod(kM ), there exists an object F ∈
Db

L̂∪T ∗
M×R(M×R),+

(M × R) satisfying F+ ≃ L.

(ii) Moreover F in (i) is unique up to a unique isomorphism and simple along L̂.

We call the object F ∈ Db
L̂∪T ∗

M×R(M×R),+
(M × R) in (i) the simple sheaf quantization

of L̂ with respect to the rank 1 locally constant sheaf L. Moreover, if L is the constant
sheaf kM , that is, F+ ≃ kM , then F is said to be the canonical sheaf quantization of L̂.
Note that the simple sheaf quantization of L̂ with respect to L is of the form F ⊗ q−1

M L,
where F is the canonical sheaf quantization and qM : M × R → M is the projection. We
sometimes write a sheaf quantization associated with L (and f) instead of L̂ for simplicity.
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Chapter 3

Compact exact Lagrangian
intersections in cotangent bundles
via sheaf quantization

In this chapter, we study intersections of compact exact Lagrangian submanifolds in cotan-
gent bundles, using Tamarkin’s category and Guillermou’s sheaf quantizations. In partic-
ular, we prove Theorem 1.2.1, a Morse-Bott-type inequality for clean Lagrangian intersec-
tions. Throughout this chapter, we assume that M is compact. Moreover, for i = 1, 2, let
Li be a compact connected exact Lagrangian submanifold and fi : Li → R be a primitive
of the Liouville 1-form satisfying dfi = αT ∗M |Li . We denote by Λi := L̂i the conification
of Li with respect to fi. Let furthermore Fi ∈ Db

Λi∪T ∗
M×R(M×R),+(M × R) be a simple

sheaf quantization of Λi. Until the end of Section 3.3, we do not assume that L1 and L2

intersect cleanly.

3.1 Non-displaceability of compact exact Lagrangian sub-
manifolds

In this section, we prove that the Hom space in T (M) between the canonical sheaf quan-
tizations associated with compact exact Lagrangian submanifolds is isomorphic to the
cohomology of the base manifold M . Combined with Theorem 2.2.13, this implies the
non-displaceability.

First, we give a preliminary result useful to calculate Hom spaces in D(M).

Lemma 3.1.1. Let L be a compact connected exact Lagrangian submanifold of T ∗M and
Λ = L̂ be the conification of L with respect to some primitive. Then

Db
Λ∪T ∗

M×R(M×R),+(M × R) ⊂ ⊥Db
{τ≤0}(M × R). (3.1.1)

Proof. By compactness, there exists a constant B ∈ R such that Λ ⊂ T ∗(M × (B,+∞)).
Let F ∈ Db

Λ∪T ∗
M×R(M×R),+(M × R) and G ∈ Db

{τ≤0}(M × R). Since Λ ⊂ {τ > 0}, by
Proposition 2.1.7, we have SS(RHom(F,G)) ⊂ {τ ≤ 0}. Applying the microlocal Morse
lemma (Proposition 2.1.3) to RHom(F,G) and the function t : M ×R → R, (x, t) 7→ t, we
get RHom(F,G) ≃ 0 by the inclusion Supp(RHom(F,G)) ⊂M × [B,+∞).

Proposition 3.1.2. Let Li := (Fi)+ ∈ Mod(kM ) be the locally constant sheaf of rank 1
associated with the simple sheaf quantization Fi for i = 1, 2. Then there exists c0 ∈ R≥0
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such that HomD(M)(F2, Tc∗F1[k]) is isomorphic to Hk(M ;L1 ⊗ L⊗−1
2 ) for any c ≥ c0 and

k ∈ Z. In particular,

HomT (M)(F2, F1[k]) ≃ Hk(M ;L1 ⊗ L⊗−1
2 ) for any k ∈ Z. (3.1.2)

Proof. The proof is very similar to those of [Gui12, Theorem 20.3] and [Gui16a, Theo-
rem 13.3]. By Lemma 3.1.1, for any k ∈ Z, we have

HomD(M)(F2, Tc∗F1[k]) = HomDb(M×R)(F2, Tc∗F1[k]). (3.1.3)

By the compactness of L1 and L2, there exists A ∈ R>0 satisfying Λ1,Λ2 ⊂ T ∗(M ×
(−A,A)). Take a sufficiently large c0 ∈ R≥0 such that c0 > 2A. Then, by the isomorphism
F2|M×(A,+∞) ≃ L2 ⊠ k(A,+∞) and the inclusion Supp(Tc∗F1) ⊂M × (c−A,+∞), we get

RHom(F2, Tc∗F1) ≃ RHom(L2 ⊠ kR, Tc∗F1)

≃ RΓ (M × R;F1 ⊗ (L⊗−1
2 ⊠ kR))

(3.1.4)

for any c ≥ c0. Since SS(F1⊗ (L⊗−1
2 ⊠kR)) ⊂ {τ ≥ 0}, we can apply the microlocal Morse

lemma (Proposition 2.1.3) and obtain

RΓ (M × R;F1 ⊗ (L⊗−1
2 ⊠ kR)) ≃ RΓ (M × (A,+∞);F1 ⊗ (L⊗−1

2 ⊠ kR))

≃ RΓ (M × (A,+∞); (L1 ⊗ L⊗−1
2 )⊠ kR)

≃ RΓ (M ;L1 ⊗ L⊗−1
2 ).

(3.1.5)

The second assertion follows from Proposition 2.2.11.

Remark 3.1.3. In the special case where both L1 and L2 are the zero-section T ∗
MM of

T ∗M , (3.1.2) was already obtained by Guillermou-Schapira [GS14]. The outline of the
proof is as follows. The simple sheaf quantization associated with the zero-section T ∗

MM
and a rank 1 locally constant sheaf L ∈ Mod(kM ) is isomorphic to L⊠k[0,+∞). In [GS14],
Guillermou and Schapira proved that the functor

Db(M) −→ T (M), F 7−→ F ⊠ k[0,+∞) (3.1.6)

is fully faithful (see [GS14, Corollary 5.8]). We thus obtain

HomT (M)(L2 ⊠ k[0,+∞),L1 ⊠ k[0,+∞)[k]) ≃ HomDb(M)(L2,L1[k])

≃ Hk(M ;L1 ⊗ L⊗−1
2 )

(3.1.7)

for rank 1 locally constant sheaves L1,L2 ∈ Mod(kM ).
Moreover, we can prove (3.1.2) for general compact exact Lagrangians L1 and L2

using (3.1.7) and Proposition 3.1.4 below. The following was pointed out to the author
by T. Kuwagaki.

Proposition 3.1.4. Let L be a compact connected exact Lagrangian submanifold of T ∗M .
Let L ∈ Mod(kM ) be a locally constant sheaf of rank 1 and F ∈ Db

L̂∪T ∗
M×R(M×R),+

(M ×R)
be the simple sheaf quantization associated with L satisfying F+ ≃ L. Then

F ≃ L⊠ k[0,+∞) in T (M). (3.1.8)
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Proof. By the compactness of L, we can take a sufficiently large A ∈ R>0 such that L̂ ⊂
T ∗(M × (−A,A)). Since F |M×(A,+∞) ≃ L⊠ k(A,+∞), there exists a canonical morphism

F −→ L⊠ k[A+1,+∞). (3.1.9)

The cone of this morphism is supported in M × [−A,A + 1] and hence a torsion object.
Therefore the morphism (3.1.9) is an isomorphism in T (M). A similar argument shows
that the morphism L⊠ k[0,+∞) → L⊠ k[A+1,+∞) is an isomorphism in T (M).

By Theorem 2.2.13 and Proposition 3.1.2, we obtain the following:

Corollary 3.1.5. In the same notation as in Proposition 3.1.2, assume that Fi is the
canonical sheaf quantization of L̂i, that is, Li ≃ kM for i = 1, 2. Then

HomT (M)(F2, F1[k]) ≃ Hk(M ;k) for any k ∈ Z. (3.1.10)

In particular, L1 and L2 are mutually non-displaceable.

3.2 Morse-Bott inequality for Hom⋆

In this section, we shall apply the Morse-Bott inequality for sheaves to Hom⋆(F2, F1). For
this purpose, we estimate SS(Hom⋆(F2, F1)). Recall the isomorphism

Hom⋆(F2, F1) ≃ Rs∗RHom(q̃−1
2 i−1F2, q̃

!
1F1), (3.2.1)

where q̃1, q̃2 : M × R × R → M × R are the projections, s : M × R × R → M × R is the
addition map, and i : M × R → M × R is the involution (x, t) 7→ (x,−t). Since q̃2 and q̃1
are submersions, by Theorem 2.1.5 (ii), we have inclusions

S̊S(q̃−1
2 i−1F2) ⊂ q̃2dq̃

−1
2π S̊S(i

−1F2)

=

{
(x, t1, t2; τ2ξ2, 0,−τ2)

∣∣∣∣∣ τ2 > 0, (x; ξ2) ∈ L2,

t1 ∈ R, t2 = f2(x; ξ2)

}
(3.2.2)

and

S̊S(q̃!1F1) ⊂ q̃1dq̃
−1
1π S̊S(F1)

=

{
(x, t1, t2; τ1ξ1, τ1, 0)

∣∣∣∣∣ τ1 > 0, (x; ξ1) ∈ L1,

t1 = −f1(x; ξ1), t2 ∈ R

}
.

(3.2.3)

Hence S̊S(q̃−1
2 i−1F2) ∩ S̊S(q̃!1F1) = ∅, and by Proposition 2.1.7, we obtain

S̊S(RHom(q̃−1
2 i−1F2, q̃

!
1F1)) ⊂ S̊S(q̃−1

2 i−1F2)
a + S̊S(q̃!1F1)

=

(x, t1, t2; τ1ξ1 − τ2ξ2, τ1, τ2)

∣∣∣∣∣∣∣
τ1, τ2 > 0,

(x; ξ1) ∈ L1, (x; ξ2) ∈ L2,

t1 = −f1(x; ξ1), t2 = f2(x; ξ2)


=: ΛM×R×R.

(3.2.4)

Lemma 3.2.1. One has

v−1
d

(
vπ(ΛM×R×R ∪ T ∗

M×R×R(M × R× R))
)

= v−1
d vπ(ΛM×R×R ∪ T ∗

M×R×R(M × R× R))
= sπs

−1
d (ΛM×R×R ∪ T ∗

M×R×R(M × R× R)).

(3.2.5)
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In other words,

s♯(ΛM×R×R ∪ T ∗
M×R×R(M × R× R))

= sπs
−1
d (ΛM×R×R ∪ T ∗

M×R×R(M × R× R)).
(3.2.6)

See Subsection 2.1.4 for the notation vπ, vd, and s♯ associated with the constant linear
map s : M × R× R →M × R.

Proof. Define Λ′ ⊂ T ∗M × R× (R× R) by

Λ′ :=

{
((x; τ1ξ1 − τ2ξ2), (t; τ1, τ2))

∣∣∣∣∣ τ1, τ2 > 0, (x; ξ1) ∈ L1, (x; ξ2) ∈ L2,

t = f2(x; ξ2)− f1(x; ξ1)

}
. (3.2.7)

Then the set vπ(ΛM×R×R∪T ∗
M×R×R(M ×R×R)) is equal to Λ′∪ (T ∗

MM ×R×{(0, 0)}) ⊂
T ∗M×R×(R×R). It suffices to check that Λ′∪(T ∗

MM×R×{(0, 0)}) is equal to its closure.
By the compactness of L1 and L2, there exists C ∈ R>0 such that |ξ| ≤ C(|τ1|+ |τ2|) for
any ((x; ξ), (t; τ1, τ2)) ∈ Λ′. Therefore the same inequality holds on the closure Λ′ of Λ′.
Hence if ((x; ξ), (t; τ1, τ2)) ∈ Λ′ and τ1 = τ2 = 0 then ξ = 0, which proves the equality.

By Proposition 2.1.9, Lemma 3.2.1, and (3.2.4), S̊S(Hom⋆(F2, F1)) is estimated as

S̊S(Hom⋆(F2, F1)) ⊂ s♯(ΛM×R×R ∪ T ∗
M×R×R(M × R× R)) ∩ T̊ ∗(M × R)

= sπs
−1
d (ΛM×R×R ∪ T ∗

M×R×R(M × R× R)) ∩ T̊ ∗(M × R)

⊂

(x, t; τ(ξ1 − ξ2), τ)

∣∣∣∣∣∣∣
τ > 0,

(x; ξ1) ∈ L1, (x; ξ2) ∈ L2,

t = f2(x; ξ2)− f1(x; ξ1)


=: ΛM×R.

(3.2.8)

Let t : M → R be the function (x, t) 7→ t. Then, by (3.2.8), we obtain

Γdt ∩ SS(Hom⋆(F2, F1)) ⊂

{
(x, t; 0, 1)

∣∣∣∣∣ ∃ (x; ξ) ∈ L1 ∩ L2,

t = f2(x; ξ)− f1(x; ξ)

}
. (3.2.9)

By this inclusion, we find that RΓM×[c,+∞)(Hom⋆(F2, F1))|M×{c} ≃ 0 if c ̸∈ {f2(p)−f1(p) |
p ∈ L1 ∩ L2}.

Proposition 3.2.2. Let a, b ∈ R with a < b or a ∈ R, b = +∞. Assume

(1) the point a ∈ R is not an accumulation point of {f2(p)− f1(p) | p ∈ L1 ∩ L2} ⊂ R,

(2) the set {f2(p)− f1(p) | p ∈ L1 ∩ L2} ∩ [a, b) is finite,

(3) the object RΓ (M × {c};RΓM×[c,+∞)(Hom⋆(F2, F1))|M×{c}) has finite-dimensional
cohomology for any a ≤ c < b.

Then ∑
a≤c<b

dimHkRΓ
(
M × {c};RΓM×[c,+∞)(Hom⋆(F2, F1))|M×{c}

)
≥ dimHkRΓM×[a,b)(M × (−∞, b);Hom⋆(F2, F1))

(3.2.10)

for any k ∈ Z.

25



Proof. We set H := Hom⋆(F2, F1). By the assumption (1), we can take a′ < a such that

f1(p)− f2(p) ̸∈ [a′, a) for any p ∈ L1 ∩ L2. (3.2.11)

By (3.2.8) and (3.2.11), we have S̊S(H)∩S̊S(kM×[a′,+∞)) = ∅. Hence, by Proposition 2.1.7,
we obtain

S̊S(RΓM×[a′,+∞)(H)) = S̊S(RHom(kM×[a′,+∞),H))

⊂ ΛM×R ∩ π−1({t > a′}) + {(x, a′; 0,−τ ′) | τ ′ > 0}.
(3.2.12)

Set H′ := RΓM×[a′,+∞)(H)|M×(−∞,b) ∈ Db(M × (−∞, b)) and let t : M × (−∞, b) → R
be the function (x, t) 7→ t. We shall apply the Morse-Bott inequality for sheaves (Theo-
rem 2.1.10) to H ′ and t : M × (−∞, b) → R. Combining (3.2.8) with (3.2.12), we get

Γdt ∩ SS(H′) ⊂ {(x, t; 0, 1) | ∃ p ∈ L1 ∩ L2, x = π(p), a′ < t = f2(p)− f1(p) < b}. (3.2.13)

Hence, the conditions in Theorem 2.1.10 are satisfied by (3.2.11), and the assumptions (2)
and (3). Hence we have the inequality∑

a′<c<b

dimHkRΓ
(
M × {c};RΓM×[c,+∞)(H)|M×{c}

)
≥ dimHkRΓM×[a′,b)(M × (−∞, b);H)

(3.2.14)

for any k ∈ Z. Moreover, by (3.2.8), (3.2.11), and (3.2.12), we get Γdt∩SS(H′)∩π−1(M ×
[a′, a)) = ∅. Applying the microlocal Morse lemma (Proposition 2.1.3), we have

RΓM×[a′,a)(M × (−∞, a);H) ≃ RΓ (M × (−∞, a);H′)

≃ RΓ ((−∞, a′);H′) ≃ 0.
(3.2.15)

Thus we get RΓM×[a,b)(M × (−∞, b);H) ≃ RΓM×[a′,b)(M × (−∞, b);H). On the other
hand, by (3.2.11), RΓM×[c,+∞)(H)|M×{c} ≃ 0 for c ∈ [a′, a) and the left hand side of
(3.2.14) is equal to that of (3.2.10). This completes the proof.

Remark 3.2.3. C. Viterbo announced that he found some relation between the section of
Hom⋆(F2, F1) on M × (−∞, λ) and the Floer cohomology complex CF<λ(L2, L1) filtered
by {p ∈ L1 ∩ L2 | f2(p) − f1(p) < λ}. Inspired by his work, in Proposition 3.2.2, we
consider not only the section on M × R but also that on M × (−∞, b) .

3.3 Microlocalization of Hom⋆

In this section, we describe RΓ (M × {c};RΓM×[c,+∞)(Hom⋆(F2, F1))|M×{c}) in terms of
the functor µhom. Applying Tc∗ to F2, we may assume c = 0. The following lemma
follows from Proposition 2.1.16.

Lemma 3.3.1. Set V+ := {(x, 0; 0, τ) | τ > 0} ⊂ T ∗
M×{0}(M × R). Then

RΓ (M × {0};RΓM×[0,+∞)(Hom⋆(F2, F1))|M×{0})

≃ RΓ (V+;µM×{0}(Hom⋆(F2, F1))|V+).
(3.3.1)
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Recall the isomorphism

Hom⋆(F2, F1) ≃ Rs∗δ
!RHom(q−1

2 i−1F2, q
!
1F1), (3.3.2)

where s : M × R × R → M × R is the addition map, δ : M × R × R → M ×M × R × R
is the diagonal embedding, and qi : M × R × M × R → M × R is the i-th projection.
The morphism s induces the following commutative diagram, where we omit T ∗M (resp.
T ∗
MM) in the first (resp. second) row and use the same symbol s for the addition map

R× R → R:

T ∗(R× R) (R× R)×R T
∗Rsdoo sπ // T ∗R

T ∗
s−1(0)(R× R)

?�

OO

s−1(0)×{0} T
∗
0R

?�

OO

∼oo
sπ

// T ∗
0R.
?�

OO

(3.3.3)

We denote by πs : T
∗
MM × T ∗

s−1(0)(R×R) → T ∗
MM × T ∗

0R ≃ T ∗
M×{0}(M ×R) the induced

morphism in the second row in the above diagram. On the other hand, the morphism δ
induces the following commutative diagram, where we omit T ∗

s−1(0)(R× R):

T ∗M M ×M×M T ∗(M ×M)
δdoo δπ // T ∗(M ×M)

T ∗
MM
?�

OO

M ×∆M
T ∗
∆M

(M ×M)
?�

OO

oo ∼ // T ∗
∆M

(M ×M)
?�

OO

M T ∗MπM

oo T ∗M.

(3.3.4)

Let moreover ι : T ∗R ≃ T ∗
∆R

(R×R) ∼−→ T ∗
s−1(0)(R×R) be the isomorphism of line bundles

defined by (t1, t2, τ,−τ) 7→ (t1,−t2, τ, τ). We also use the same symbol ι for the induced
isomorphism T ∗(M × R) ≃ T ∗M × T ∗

∆R
(R× R) ∼−→ T ∗M × T ∗

s−1(0)(R× R).

Proposition 3.3.2. Set V+ := {(x, 0; 0, τ) | τ > 0} ⊂ T ∗
M×{0}(M ×R) as in Lemma 3.3.1

and keep the notation defined above:

πs : T
∗
MM × T ∗

s−1(0)(R× R) → T ∗
MM × T ∗

0R ≃ T ∗
M×{0}(M × R),

πM : T ∗M × T ∗
s−1(0)(R× R) → T ∗

MM × T ∗
s−1(0)(R× R),

ι : T ∗(M × R) ≃ T ∗M × T ∗
∆R(R× R) ∼−→ T ∗M × T ∗

s−1(0)(R× R).

Then

µM×{0}(Hom⋆(F2, F1))|V+ ≃ (Rπs∗RπM ∗ι∗µhom(F2, F1))|V+
. (3.3.5)

Proof. (a) SetH := Hom⋆(F2, F1). First, we note that µM×{0}(H) ≃ µM×{0}(H|M×(−1,1)).
Set U := M × (−1, 1) ⊂ M × R. There exists a sufficiently large A ∈ R>0 such that
F1 and F2 are constant on M × (A − 2,+∞). Then q̃!1F1 ≃ q̃−1

1 F1[1] is constant on
s−1(U) ∩ (M × R× (−∞,−A+ 1)), which implies isomorphisms

RHom(q̃−1
2 i−1kM×[A,+∞), q̃

!
1F1)|s−1(U)

≃ RHom(kM×R×(−∞,−A],kM×R×R[1])|s−1(U)

≃RΓs−1(U)∩(M×R×(−∞,−A])(ks−1(U))[1].

(3.3.6)
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Therefore we obtain

(Rs∗RHom(q̃−1
2 i−1kM×[A,+∞), q̃

!
1F1))|U ≃ 0. (3.3.7)

By the distinguished triangle

F ′
2 −→ F2 −→ kM×[A,+∞)

+1−→ (3.3.8)

with F ′
2 supported in some compact subset, we find that

(Rs∗RHom(q̃−1
2 i−1F2, q̃

!
1F1))|U ≃ (Rs∗RHom(q̃−1

2 i−1F ′
2, q̃

!
1F1))|U (3.3.9)

and s is proper on Supp(RHom(q̃−1
2 i−1F ′

2, q̃
!
1F1)).

(b) Since s is proper on the support, by Proposition 2.1.12 (i), we have

µM×{0}(Rs∗RHom(q̃−1
2 i−1F ′

2, q̃
!
1F1)) ≃ Rπs∗µM×s−1(0)(RHom(q̃−1

2 i−1F ′
2, q̃

!
1F1)).

(3.3.10)

Moreover since δ is non-characteristic for SS(RHom(q̃−1
2 i−1F ′

2, q̃
!
1F1)) and δ|M×s−1(0) : M×

s−1(0) → ∆M × s−1(0) is a submersion, by Proposition 2.1.12 (ii), we obtain

µM×s−1(0)(RHom(q̃−1
2 i−1F ′

2, q̃
!
1F1)) ≃ µM×s−1(0)(δ

!RHom(q−1
2 i−1F ′

2, q
!
1F1))

≃ RπM ∗µ∆M×s−1(0)RHom(q−1
2 i−1F ′

2, q
!
1F1).

(3.3.11)

Let i2 : M × R × R → M × R × R be the involution (x, t1, t2) 7→ (x, t1,−t2). Note that
the associated automorphism of T ∗M × T ∗(R × R) induces ι : T ∗M × T ∗

∆R
(R × R) ∼−→

T ∗M × T ∗
s−1(0)(R× R). Then, by Proposition 2.1.12 (i) again, we have

µ∆M×s−1(0)RHom(i−1
2 q−1

2 F ′
2, q

!
1F1) ≃ µ∆M×s−1(0)i2∗RHom(q−1

2 F ′
2, q

!
1F1)

≃ ι∗µ∆M×R RHom(q−1
2 F ′

2, q
!
1F1)

≃ ι∗µhom(F ′
2, F1).

(3.3.12)

(c) By Proposition 2.1.15, we have

Supp(µhom(kM×[A,+∞), F1)) ⊂ T ∗
M×R(M × R). (3.3.13)

Thus, by the distinguished triangle (3.3.8), we get

µhom(F ′
2, F1)|{τ>0}

∼−→ µhom(F2, F1)|{τ>0}, (3.3.14)

which completes the proof.

We define an open subset Ω+ of T ∗(M × R) ≃ T ∗M × T ∗R by Ω+ := {τ > 0} ⊂
T ∗(M × R). Combining Proposition 3.2.2 with Lemma 3.3.1 and Proposition 3.3.2, we
obtain the following:

Proposition 3.3.3. Let a, b ∈ R with a < b or a ∈ R, b = +∞. Assume

(1) the point a ∈ R is not an accumulation point of {f2(p)− f1(p) | p ∈ L1 ∩ L2} ⊂ R,

(2) the set {f2(p)− f1(p) | p ∈ L1 ∩ L2} ∩ [a, b) ⊂ R is finite,
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(3) the object RΓ
(
Ω+;µhom(Tc∗F2, F1)|Ω+

)
has finite-dimensional cohomology for any

a ≤ c < b.

Then ∑
a≤c<b

dimHkRΓ
(
Ω+;µhom(Tc∗F2, F1)|Ω+

)
≥ dimHkRΓM×[a,b)(M × (−∞, b);Hom⋆(F2, F1))

(3.3.15)

for any k ∈ Z.

3.4 Clean intersections of compact exact Lagrangian sub-
manifolds

Throughout this section, we assume the following:

Assumption 3.4.1. The Lagrangian submanifolds L1 and L2 intersect cleanly, that is,
L1 ∩ L2 is a submanifold of T ∗M and Tp(L1 ∩ L2) = TpL1 ∩ TpL2 for any p ∈ L1 ∩ L2.

Under the assumption, the intersection L1 ∩ L2 has finitely many connected compo-
nents, which are compact submanifolds of T ∗M , and the value f2(p) − f1(p) is constant
on each component. In particular, the set {f2(p)− f1(p) | p ∈ L1 ∩ L2} ⊂ R is finite. For
a component C of L1 ∩ L2, we define f21(C) := f2(p)− f1(p), taking some p ∈ C.

Under Assumption 3.4.1, we shall compute µhom(Tc∗F2, F1)|Ω+ . Again, we may as-

sume c = 0. Recall that we have set Λi := L̂i for simplicity of notation. The following
lemma is obtained in [Gui12, Lemma 6.14].

Lemma 3.4.2. Under Assumption 3.4.1, µhom(F2, F1)|Ω+ is supported in Λ1 ∩ Λ2 and
has locally constant cohomology sheaves.

Proof. For completeness, we also give a proof here. By Proposition 2.1.15, we have

Supp(µhom(F2, F1)|Ω+) ⊂ Λ1 ∩ Λ2,

SS(µhom(F2, F1)|Ω+) ⊂ −h−1(C(Λ1,Λ2)) ∩ T ∗Ω+.
(3.4.1)

Set Λ12 := Λ1 ∩ Λ2. Since Λ1 and Λ2 intersect cleanly, we have

C(Λ1,Λ2) = TΛ1|Λ12 + TΛ2|Λ12 . (3.4.2)

Since Λi is Lagrangian, we get −h−1(TΛi) ⊂ T ∗
Λi
T ∗(M × R) for i = 1, 2. In particular,

−h−1(TΛi|Λ12) ⊂ T ∗
Λ12
T ∗(M × R). Hence we obtain

−h−1(C(Λ1,Λ2)) ∩ T ∗Ω+ ⊂ T ∗
Λ12
T ∗(M × R). (3.4.3)

Hence, by (3.4.1), SS(µhom(F2, F1)|Ω+) ⊂ T ∗
Λ12
T ∗(M × R), which proves the result.

Let C1, . . . , Cn0 be the connected components of L1 ∩ L2 with f21(Cj) = 0 (j =

1, . . . , n0). For a component Cj , we define a closed subset Ĉj of Ω+ ⊂ T ∗(M × R) by

Ĉj := {(x, t; ξ, τ) | τ > 0, (x; ξ/τ) ∈ Cj , t = −f1(x; ξ/τ) (= −f2(x; ξ/τ))}. (3.4.4)

Note that Ĉj/R>0 ≃ Cj . We also denote by di : Λi → 1
2Z the function which assigns

the shift of Fi. Since the function di is invariant under the R>0-action, we use the same
symbol di for the function Li = Λi/R>0 → 1

2Z (see also Section 3.C Appendix III).
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Theorem 3.4.3. Under Assumption 3.4.1 and in the notation above, assume moreover
k = F2 = Z/2Z. Then

µhom(F2, F1)|Ω+ ≃
n0⊕
j=1

k
Ĉj
[−s(Cj)], (3.4.5)

where s(Cj) ∈ Z is given by

s(Cj) := d2(p)− d1(p) +
1

2
(dimM − dimCj)−

1

2
τ(TpL2, TpL1, Tp(T

∗
π(p)M)) (3.4.6)

with p ∈ Cj. In particular,

RΓ (Ω+;µhom(F2, F1)|Ω+) ≃
n0⊕
j=1

RΓ (Cj ;kCj )[−s(Cj)]. (3.4.7)

Proof. (a) By Lemma 3.4.2, µhom(F2, F1)|Λ1∩Λ2 has locally constant cohomology sheaves.

Fix p ∈ Cj and let us compute the stalk at p′ := (p, 0; 1) ∈ Ĉj . There exists a Hamiltonian
isotopy with compact support ϕH = (ϕHs )s : T

∗M × I → T ∗M , where I is an open interval
containing [0, 1], such that ϕH1 (Li) is the graph Γdφi

of the derivative of some C∞-function

φi : M → R in a neighborhood of ϕH1 (p) for i = 1, 2. Let ϕ̂ : T̊ ∗(M ×R) → T̊ ∗(M ×R) be
the homogeneous Hamiltonian isotopy associated with ϕH andK ∈ Db(M×R×M×R×I)
be the sheaf quantization of ϕ̂. For simplicity of notation, we set χ = ϕ̂1. Set moreover
K1 := K|M×R×M×R×{1} ∈ Db(M×R×M×R). By Proposition 2.1.20, in a neighborhood
of χ(p′), we have the isomorphism

µhom(K1 ◦ F2,K1 ◦ F1) ≃ χ∗µhom(F2, F1). (3.4.8)

Moreover, by Proposition 2.1.21, K1 ◦Fi is simple with shift di(p) + d′ − δi along χ(Λi) at
χ(p′), where d′ is the shift of K1 at (χ(p′), p′a) and

δi :=
1

2
(dimM + 1) +

1

2
τ
(
λ∞(p′), λΛi(p

′), χ−1(λ∞(χ(p′)))
)
. (3.4.9)

Here, we use the symbols λΛ(p) and λ∞(p) defined in (2.1.34). Hence we obtain the
isomorphism K1◦Fi ≃ kNi

[
di(p) + d′ − δi − 1

2

]
in Db(M×R;χ(p′)), where Ni := {(x, t) ∈

M × R | φi(x) + t = 0} (see also Example 2.1.19). Thus we get

µhom(F2, F1)p′ ≃ µhom(kN2 ,kN1)χ(p′)[d1(p)− d2(p)− δ1 + δ2]

≃ µN2(kN1)χ(p′)[d1(p)− d2(p)− δ1 + δ2],
(3.4.10)

where we used Proposition 2.1.14 (iii) for the second isomorphism. We introduce a new
local coordinate system (x, t′) on M × R by t′ := t + φ2(x). Then N2 = {t′ = 0} and
N1 = {t′ = φ2(x)− φ1(x)}. Assumption 3.4.1 implies that φ := φ2 − φ1 is a Morse-Bott
function. Therefore, after changing the local coordinate system x on M , we may assume
that π(χ(p′)) = (0, 0) in the coordinates (x, t′) and φ(x) = −x21−· · ·−x2λ+x2λ+1+ · · ·+x2l ,
where l := dimM − dimCj . Note that in the coordinate system on T ∗(M ×R) associated
with (x, t′), we have χ(p′) = (0, 0; 0, 1). Hence, by (2.1.22), we obtain

µN2(kN1)χ(p′) ≃ µRdimM×{0}(k{t′=φ(x)})(0,0;0,1)

≃ RΓ{t′≥0}(k{t′=φ(x)})0

≃ k[−λ].
(3.4.11)
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Thus µhom(F2, F1)|Ĉj
is concentrated in some degree and locally constant of rank 1. Since

k = F2, a locally constant sheaf of rank 1 is constant, which implies the isomorphism
µhom(F2, F1)|Ĉj

≃ k
Ĉj
[d1(p)− d2(p)− δ1 + δ2 − λ].

(b) We shall prove

λ+ δ1 − δ2 =
1

2
(dimM − dimCj)−

1

2
τ(λL2(p), λL1(p), λ∞(p)). (3.4.12)

For the above coordinates x on M , we set x′ = (x1, . . . , xl), x
′′ = (xl+1, . . . , xm) with

m = dimM and denote by (x; ξ) = (x′, x′′; ξ′, ξ′′) the associated coordinates on T ∗M . We
also denote by ∂2x,xφ(0) = (∂2xjxk

φ(0))j,k the Hessian of φ. Then, by a similar argument
to that of the proof of [KS90, Proposition 7.5.3], we get

τ(λ∞(0), T0(T
∗
RmRm), T0Γdφ) = τ({x = 0}, {ξ = 0}, {ξ = ∂2x,xφ(0) · x})

= τ({x′ = 0}, {ξ′ = 0}, {ξ′ = ∂2x′,x′φ(0) · x′})
= − sgn(∂2x′,x′φ(0)) = 2λ− l.

(3.4.13)

Moreover, we have

τ(χ(λΛ2(p
′)), χ(λΛ1(p

′)), λ∞(χ(p′))) = τ(λ
T̂ ∗
MM

(χ(p′)), λ
Γ̂−dφ

(χ(p′)), λ∞(χ(p′)))

= τ(T0(T
∗
RmRm), T0Γ−dφ, λ∞(0))

= −τ(λ∞(0), T0(T
∗
RmRm), T0Γdφ).

(3.4.14)

Here, we used the homogeneous symplectic coordinate system associated with (x, t′) for
the first equality, Lemma 3.C.2 for the second one, and Proposition 3.C.1 (i) for the last
one. Combining the above two equalities, we finally obtain

−2λ+ l − 2δ1 + 2δ2 = τ(χ(λΛ2(p
′)), χ(λΛ1(p

′)), λ∞(χ(p′)))− 2δ1 + 2δ2

= τ(λΛ2(p
′), λΛ1(p

′), χ−1(λ∞(χ(p′))))

+ τ(λΛ1(p
′), λ∞(p′), χ−1(λ∞(χ(p′))))

+ τ(λ∞(p′), λΛ2(p
′), χ−1(λ∞(χ(p′))))

= τ(λΛ2(p
′), λΛ1(p

′), λ∞(p′))

= τ(λL2(p), λL1(p), λ∞(p)).

(3.4.15)

Here, the second equality follows from the invariance under symplectic isomorphisms, the
third one follows from the “cocycle condition” of the inertia index (Proposition 3.C.1 (ii)),
and the last one follows from Lemma 3.C.2 again. Since l = dimM−dimCj , this completes
the proof.

For a general filed k, if L1 and L2 are the graphs of exact 1-forms and intersect cleanly,
the locally constant object µhom(F2, F1)|Ω+ is described as follows:

Proposition 3.4.4. Let k be any field. Under Assumption 3.4.1, assume moreover that
there exists a C∞-function φi : M → R such that Li = Γdφi

and fi = φi ◦ π|Li for
i = 1, 2. Define a Morse-Bott function φ on M by φ := φ2−φ1 and let C1, . . . , Cn0 be the
critical components of φ with φ(Cj) = 0 (j = 1, . . . , n0). For such a critical component
Cj, define T

−
Cj
M as the maximal subbundle of TCjM where the restriction of the Hessian

Hess(φ)|T−
Cj

M is negative definite, and define a closed subset Ĉj of Ω+ by

Ĉj := {(x,−φ1(x); τdφ1(x), τ) | τ > 0, x ∈ Cj}. (3.4.16)
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Let moreover Li := (Fi)+ ∈ Mod(kM ) be the locally constant sheaf of rank 1 associated
with the simple sheaf quantization Fi for i = 1, 2. Then

µhom(F2, F1)|Ω+ ≃
n0⊕
j=1

π−1
j

(
ωCj/T

−
Cj

M ⊗ L1 ⊗ L⊗−1
2

)

≃
n0⊕
j=1

π−1
j

(
orCj/T

−
Cj

M ⊗ L1 ⊗ L⊗−1
2

)
[−s(Cj)],

(3.4.17)

where πj : Ĉj → Cj is the projection, s(Cj) ∈ Z is the fiber dimension of T−
Cj
M , which is

equal to s(Cj) given by (3.4.6) in the statement of Theorem 3.4.3, and the right hand sides
denote their zero-extensions to Ω+ by abuse of notation.

Proof. We may assume that φ1 ≡ 0, φ2 ≡ φ and Li ≃ kM for i = 1, 2. Then F1 ≃
kM×[0,+∞) and F2 ≃ k{(x,t)|φ(x)+t≥0}. Take a critical component Cj of φ satisfying φ(Cj) =
0. Then, by Proposition 2.1.16, we have

µhom(k{(x,t)|φ(x)+t≥0},kM×[0,+∞))|Ĉj
≃ π−1

j RΓ{(x,t)|φ(x)+t≥0}(kM×[0,+∞))|Cj×{0}

≃ π−1
j RΓ{(x,t)|φ(x)+t≥0}(kM×{0})|Cj×{0}

≃ π−1
j RΓ{φ≥0}(kM )|Cj .

(3.4.18)

Moreover, we obtain (cf. [ST92, Corollary 1.3])

RΓ{φ≥0}(kM )|Cj ≃ RΓCj (kT−
Cj

M )|Cj ≃ ωCj/T
−
Cj

M , (3.4.19)

which completes the proof.

In the case L1 and L2 intersect transversally, we also obtain the following:

Proposition 3.4.5. Let k be any field and assume that L1 and L2 intersect transversally.
For p ∈ L1 ∩ L2 with f2(p) − f1(p) = 0, define p̂ := {(τp,−f1(p); τ) ∈ T ∗M × T ∗R | τ >
0} ⊂ Ω+ as a special case of (3.4.4). Then

µhom(F2, F1)|Ω+ ≃
⊕

p∈L1∩L2,
f2(p)−f1(p)=0

kp̂[−s(p)], (3.4.20)

where s(p) ∈ Z is given by (3.4.6) in the statement of Theorem 3.4.3.

Proof. In this case, the support of µhom(F2, F1)|Ω+ is contained in
⊔

p p̂ and each p̂ is
contractible. Hence µhom(F2, F1)|Ω+ has constant cohomology sheaves on

⊔
p p̂. The rest

is exactly the same as the proof of Theorem 3.4.3.

The relation between the degree s(C) and the Maslov index will be explored in Sec-
tion 3.C Appendix III.

For a general field k and the clean intersection of two compact exact Lagrangian
submanifolds, we conjecture the following:

Conjecture 3.4.6. Let k be any field. Under Assumption 3.4.1, keep the notation in
Theorem 3.4.3. Let U be a tubular neighborhood of L1 in T ∗M and q : U → L1 be the
natural projection. Define a function f21 on V := U ∩ L2 by f21(p) := f2(p)− f1 ◦ q(p).
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(i) The function f21 is a Morse-Bott function on V whose critical set is L1 ∩ L2. In
particular, Cj is a critical component of f21 satisfying f21(Cj) = 0 for j = 1, . . . , n0.

(ii) For j = 1, . . . , n0, define T
−
Cj
V as the maximal subbundle of TCjV where the restric-

tion of the Hessian Hess(f21)|T−
Cj

V is negative definite. Let moreover Li := (Fi)+ ∈

Mod(kM ) be the locally constant sheaf of rank 1 associated with the simple sheaf
quantization Fi for i = 1, 2. Then

µhom(F2, F1)|Ω+ ≃
n0⊕
j=1

π−1
j

(
ωCj/T

−
Cj

V ⊗ π−1
M (L1 ⊗ L⊗−1

2 )

)

≃
n0⊕
j=1

π−1
j

(
orCj/T

−
Cj

V ⊗ π−1
M (L1 ⊗ L⊗−1

2 )

)
[−s(Cj)],

(3.4.21)

where πj : Ĉj → Cj is the projection and the right hand sides denote their zero-
extensions to Ω+ by abuse of notation.

Note that Proposition 3.4.4 is a special case of the conjecture. The conjecture seems
to be related to the local system given in Fukaya-Oh-Ohta-Ono [FOOO09a, FOOO09b].

Theorem 3.4.7. Under Assumption 3.4.1, let L1∩L2 =
⊔n

j=1Cj be the decomposition into
connected components. Recall that for a component C of L1 ∩ L2, one defines f21(C) :=
f2(p) − f1(p), taking some p ∈ C. Let moreover a, b ∈ R with a < b or a ∈ R, b = +∞.
Then ∑

a≤f21(Cj)<b

dimF2 H
k−s(Cj)(Cj ;F2) ≥ dimF2 H

kRΓM×[a,b)((−∞, b);Hom⋆(F2, F1))

(3.4.22)

for any k ∈ Z, where s(Cj) is given by (3.4.6) in the statement of Theorem 3.4.3. In
particular,

n∑
j=1

dimF2 H
k−s(Cj)(Cj ;F2) ≥ dimF2 HomT (M)(F2, F1[k]) (3.4.23)

for any k ∈ Z. If L1 and L2 intersect transversally, the inequalities hold for any field k,
not only for F2.

Proof. Since the set {f2(p)− f1(p) | p ∈ L1 ∩ L2} ⊂ R is finite, the conditions (1) and (2)
in Proposition 3.3.3 are satisfied. Moreover, by Theorem 3.4.3, the condition (3) is also
satisfied. Hence, the first assertion follows from Proposition 3.3.3 and Theorem 3.4.3. For
the second assertion, by Proposition 2.2.11, it is enough to show that

n∑
j=1

dimF2 H
k−s(Cj)(Cj ;F2) ≥ dimF2 HomD(M)(F2, Tc∗F1[k]) (3.4.24)

for any c ∈ R and any k ∈ Z. This follows from Proposition 2.2.6 and the first assertion
for the case a = 0, b = +∞. The last assertion follows from Proposition 3.4.5.

Corollary 3.4.8 ([Nad09, Theorem 1.3.1] and [FSS08, Theorem 1]). Under Assump-
tion 3.4.1 and in the same notation as in Theorem 3.4.7, one has

n∑
j=1

∑
k∈Z

dimF2 H
k(Cj ;F2) ≥

∑
k∈Z

dimF2 H
k(M ;F2). (3.4.25)
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If L1 and L2 intersect transversally, then

#(L1 ∩ L2) ≥
∑
k∈Z

dimHk(M ;L) (3.4.26)

for any rank 1 locally constant sheaf L ∈ Mod(kM ) over any field k.

Proof. It follows from Proposition 3.1.2 and Theorem 3.4.7.

Remark 3.4.9. Assume L1 = L2 = L and f1 = f2, and set Li := (Fi)+ for i = 1, 2. Then
{µhom(Tc∗F2, F1)|Ω+}c is concentrated at c = 0 and µhom(F2, F1)|Ω+ ≃ π−1

L̂
(L2⊗L⊗−1

1 ),

where π
L̂
: L̂ → M is the projection, over any field k. Let a, b ∈ R with a < b or

a ∈ R, b = +∞. In this case, we obtain a more precise description of the complex
RΓM×[a,b)(M×(−∞, b);Hom⋆(F2, F1)), not only the Morse-Bott-type inequality. Namely,
if a ≤ 0 < b, using the concentration, Lemma 3.3.1, and Proposition 3.3.2, we have

RΓM×[a,b)(M × (−∞, b);Hom⋆(F2, F1))

≃ RΓ (M × {0};RΓM×[0,+∞)(Hom⋆(F2, F1))|M×{0})

≃ RΓ (Ω+;µhom(F2, F1)|Ω+)

≃ RΓ
(
L̂;π−1

L̂
(L2 ⊗ L⊗−1

1 )
)
.

(3.4.27)

This is essentially one of the results of Guillermou [Gui12, Theorem 20.4].
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Appendices to Chapter 3

3.A Appendix I: Degenerate Lagrangian intersections

In this section, using very simple examples, we briefly remark that our method can also
deal with degenerate Lagrangian intersections. Until the end of this section, we set k = Q.
We shall consider T ∗S1 and the intersection of the zero-section S1 and the graph of an
exact 1-form L = Γdf . Let F := kS1×[0,+∞) be the canonical sheaf quantization associated
with the zero-section S1 andG := k{(x,t)∈S1×R|f(x)+t≥0} be that associated with L. Assume
that the intersection of S1 and L has only one possibly degenerate component C and it
is transversal outside C. Then, by Proposition 3.3.3 and similar argument to the proof of
Theorem 3.4.7, we obtain

#{p ∈ S1 ∩ L | p is a transverse intersection point}

+
∑
k∈Z

dimHkRΓ
(
Ω+ ∩ π−1(C);µhom(F,G)|Ω+∩π−1(C)

)
≥

∑
k

dimHomT (S1)(F,G[k]) =
∑
k

dimHk(S1;kS1) = 2.

(3.A.1)

We calculate the “contribution” RΓ
(
Ω+ ∩ π−1(C);µhom(F,G)|Ω+∩π−1(C)

)
from C in the

following two typical examples.
First, we consider the case the intersection is as in Figure 3.A.1 in a neighborhood

of C. In this case, G is isomorphic to the constant sheaf supported in the shaded closed
subset in Figure 3.A.2 in a neighborhood of C.

x

ξ
L

a bC

Figure 3.A.1: L in the first example

x

t

a b

Figure 3.A.2: G in the first example

Hence, we find that µhom(F,G)|Ω+∩π−1(C) ≃ k[a,b]×(0,+∞) and

RΓ (Ω+ ∩ π−1(C);µhom(F,G)|Ω+∩π−1(C)) ≃ RΓ ([a, b];k[a,b]) ≃ k. (3.A.2)

Thus, in this case, the contribution from C is 1 in (3.A.1), and the cardinality of the
transverse intersection points is at least 1 as expected.

Next, we consider the case the intersection is as in Figure 3.A.3 in a neighborhood of
C. The canonical sheaf quantization G associated with L is isomorphic to the constant
sheaf supported in the shaded closed subset in Figure 3.A.4 in a neighborhood of C.
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x

ξ

L

a bC

Figure 3.A.3: L in the second example

x

t

a b

Figure 3.A.4: G in the second example

Therefore, in this case, we get µhom(F,G)|Ω+∩π−1(C) ≃ k[a,b)×(0,+∞) and

RΓ (Ω+ ∩ π−1(C);µhom(F,G)|Ω+∩π−1(C)) ≃ RΓc([a, b);k[a,b)) ≃ 0. (3.A.3)

Hence, the contribution from C is 0 in (3.A.1) and the cardinality of the transverse inter-
section points is at least 2 in the second case.

Remark 3.A.1. For i = 1, 2, let Li be a compact connected exact Lagrangian submanifold
and fi : Li → R be a function satisfying dfi = αT ∗M |Li . Let moreover Fi be a simple sheaf
quantization associated with Li and fi. Proposition 3.3.3 says that the contribution from
components on which f2(p)− f1(p) = c is encoded in the sheaf µhom(Tc∗F2, F1)|Ω+ (even
for possibly degenerate Lagrangian intersections). If the intersection is clean along a
component C, then µhom(Tc∗F2, F1)|Ω+ is locally constant of rank 1 on the cone of C as
in Lemma 3.4.2. However, as seen in the above examples, if the intersection is degenerate,
then µhom(Tc∗F2, F1)|Ω+ is not necessarily locally constant.

3.B Appendix II: Functoriality of sheaf quantizations

In this section, we prove the ”functoriality” of Guillermou’s simple sheaf quantizations with
respect to Hamiltonian isotopies. We remark that results in this section are independent
of the results in Chapter 3 and not used for the proofs of them.

Let L be a compact connected exact Lagrangian submanifold of T ∗M and f be a
primitive of the Liouville form αT ∗M . We define the conification L̂f of L with respect
to f as in (2.2.23). Let ϕH = (ϕHs )s : T

∗M × I → T ∗M be the Hamiltonian isotopy
generated by a compactly supported Hamiltonian function H = (Hs)s : T

∗M × I → R,
where I is an open interval containing [0, 1]. We denote by Xs the associated Hamiltonian
vector field on T ∗M . The homogeneous lift ϕ̂ of ϕH is described as follows (see [GKS12,
Proposition A.6]):

ϕ̂1(x, t; ξ, τ) = (x′, t+ u1(x; ξ/τ); ξ
′, τ), (3.B.1)

where (x′; ξ′/τ) = ϕH1 (x; ξ/τ) = ϕH1 (x; ξ/τ) and u1 : T
∗M → R is defined by

u1(p) =

∫ 1

0
(Hs − αT ∗M (Xs))(ϕ

H
s (p)) ds. (3.B.2)

Hence we get

ϕ̂1(L̂f ) =

{
(x′, t+ u1(x; ξ/τ); ξ

′, τ)

∣∣∣∣∣ τ > 0,∃ (x; ξ) s.t. (x; ξ/τ) ∈ L,

(x′; ξ′/τ) = ϕH1 (x; ξ/τ), t = −f(x; ξ/τ)

}

=

{
(x′, t′; ξ′, τ)

∣∣∣∣∣ τ > 0, (x′; ξ′/τ) ∈ ϕH1 (L),

t′ = −f ◦ (ϕH1 )−1(x′; ξ′/τ) + u1 ◦ (ϕH1 )−1(x′; ξ′/τ)

}
.
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On the other hand, we have equalities

(ϕH1 )∗αT ∗M − αT ∗M =

∫ 1

0

(
d

ds
(ϕHs )∗αT ∗M

)
ds

=

∫ 1

0
(ϕHs )∗(LXsαT ∗M ) ds

=

∫ 1

0
(ϕHs )∗(dιXsαT ∗M + ιXsdαT ∗M ) ds

= d

∫ 1

0
(ϕHs )∗(αT ∗M (Xs)−Hs) ds = −du1.

(3.B.3)

Here, for a vector field X, LX denotes the Lie derivative with respect to X, and the
third equality follows from Cartan’s formula. Moreover, the fourth equality follows from
the definition of the Hamiltonian vector field: dαT ∗M (Xs, ∗) = −dHs. Hence, setting
f̃ := (f − u1) ◦ (ϕH1 )−1 : ϕH1 (L) → R, we get

αT ∗M |ϕH
1 (L) = ((ϕH1 )−1)∗(αT ∗M |L − du1|L)

= ((ϕH1 )−1)∗(df − du1|L) = df̃ .
(3.B.4)

Thus we find that f̃ is a primitive of αT ∗M on ϕH1 (L) and obtain the following:

Lemma 3.B.1. One has

ϕ̂1(L̂f ) = ϕ̂H1 (L)
f̃
⊂ T ∗(M × R). (3.B.5)

Proposition 3.B.2. Let L ∈ Mod(kM ) be a locally constant sheaf of rank 1 and FL be
the simple sheaf quantization of L̂f satisfying FL+ ≃ L. Let ϕH : T ∗M × I → T ∗M be
the Hamiltonian isotopy generated by a compactly supported Hamiltonian function H. Let
moreover ΨH

1 : Db(M ×R) → Db(M ×R) be the functor associated with the time-one map

ϕH1 (see (2.2.18)). Define f̃ := (f − u1) ◦ (ϕH1 )−1 : ϕH1 (L) → R as above and denote by

ϕ̂H1 (L)
f̃
the conification of ϕH1 (L) with respect to f̃ . Let furthermore FϕH

1 (L) be the simple

sheaf quantization of ϕ̂H1 (L)
f̃
satisfying

(
FϕH

1 (L)

)
+
≃ L. Then

ΨH
1 (FL) ≃ FϕH

1 (L). (3.B.6)

Proof. By Lemma 3.B.1, we have

ΨH
1 (FL) ∈ Db

ϕ̂H
1 (L)

f̃
∪T ∗

M×R(M×R)
(M × R). (3.B.7)

By the uniqueness of simple sheaf quantizations (Theorem 2.2.15), it remains to show that

ΨH
1 (FL)− ≃ 0, ΨH

1 (FL)+ ≃ L. (3.B.8)

Let ϕ̂ : T̊ ∗(M ×R)× I → T̊ ∗(M ×R) be the associated homogeneous Hamiltonian isotopy
and K ∈ Db(M × R ×M × R × I) be its sheaf quantization. Consider the composite
K ◦ FL ∈ Db(M × R × I). By the compactness of L and the support of H, there exists
A ∈ R>0 satisfying ∪

s∈I
ϕ̂s(L̂f ) ⊂ T ∗(M × (−A,A)). (3.B.9)
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Set G := (K ◦ FL)|M×(A,+∞)×I ∈ Db(M × (A,+∞)× I). We shall show that

SS(G) ⊂ T ∗
M×(A,+∞)×I(M × (A,+∞)× I). (3.B.10)

First, by Proposition 2.1.11, we have

SS(K ◦ FL) ⊂ (Λ
ϕ̂
◦ L̂f ) ∪ T ∗

M×R×I(M × R× I). (3.B.11)

By the definition of Λ
ϕ̂
(see (2.2.4)), we obtain

(Λ
ϕ̂
◦ L̂) ∩ (T ∗

M×R(M × R)× T ∗I) ⊂ T ∗
M×R×I(M × R× I). (3.B.12)

Denote by is : M × R× {s} ↪→ M × R× I the closed embedding for any s ∈ I. Then, by
the definition of Λ

ϕ̂
, we also have

(is)d(is)
−1
π (Λ

ϕ̂
◦ L̂f ) = ϕ̂s(L̂f ). (3.B.13)

Moreover, by (3.B.9), we get

ϕ̂s(L̂f ) ∩ T ∗(M × (A,+∞)) = ∅ (3.B.14)

for any s ∈ I. Hence the inclusion (3.B.10) follows from the above estimates (3.B.12),
(3.B.13), and (3.B.14). Since I is contractible, we have G ≃ q−1(G|M×(A,+∞)×{0}), where
q : M × (A,+∞)× I →M × (A,+∞) is the projection. In particular, we get

ΨH
1 (FL)|M×(A,+∞) = G|M×(A,+∞)×{1}

≃ G|M×(A,+∞)×{0}

≃ (FL)|M×(A,+∞) ≃ L⊠ k(A,+∞)

(3.B.15)

and ΨH
1 (FL)+ ≃ L. A similar argument shows that ΨH

1 (FL)− ≃ 0.

3.C Appendix III: Relation to grading in Lagrangian Floer
cohomology theory, by Tomohiro Asano

In this section, we relate the absolute grading of Hom⋆ to that of Lagrangian Floer coho-
mology.

3.C.1 Inertia index and Maslov index

In this subsection, we recall some properties of the inertia index and the Maslov index.
First we list some properties of the inertia index.

Proposition 3.C.1 ([KS90, Theorem A.3.2]). Let E be a symplectic vector space and
denote by L(E) the Lagrangian Grassmannian of E. The inertia index τ : L(E)3 → Z
satisfies the following properties.

(i) For any λ1, λ2, λ3 ∈ L(E), τ(λ1, λ2, λ3) = −τ(λ2, λ1, λ3) = −τ(λ1, λ3, λ2).

(ii) The inertia index satisfies the “cocycle condition”: for any quadruple λ1, λ2, λ3, λ4 ∈
L(E),

τ(λ1, λ2, λ3) = τ(λ1, λ2, λ4) + τ(λ2, λ3, λ4) + τ(λ3, λ1, λ4). (3.C.1)
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(iii) If λ1, λ2, λ3 move continuously in the Lagrangian Grassmannian L(E) so that
dim(λ1 ∩λ2),dim(λ2 ∩λ3), dim(λ3 ∩λ1) remain constant, then τ(λ1, λ2, λ3) remains
constant.

(iv) Let E′ be another symplectic vector space, and let λ1, λ2, λ3 (resp. λ′1, λ
′
2, λ

′
3) be a

triple of Lagrangian subspaces of E (resp. E′). Then

τE⊕E′(λ1 ⊕ λ′1, λ2 ⊕ λ′2, λ3 ⊕ λ′3) = τE(λ1, λ2, λ3) + τE′(λ′1, λ
′
2, λ

′
3). (3.C.2)

Let M be a compact connected manifold without boundary and T ∗M be its cotangent
bundle. Let moreover LT ∗M be the fiber bundle over T ∗M whose fiber is the Lagrangian
Grassmannian, that is, LT ∗M,p = L(TpT ∗M). Denote by λ∞ : T ∗M → LT ∗M , p 7→
TpT

∗
π(p)M be the section which assigns the fiber to p. A Lagrangian submanifold L of

T ∗M defines a section λL : L→ LT ∗M , p 7→ TpL over L.

Lemma 3.C.2. For i = 1, 2, let Li be a compact connected exact Lagrangian submanifold
and fi : Li → R be a function such that dfi = αT ∗M |Li and set Λi := L̂ifi, the conification of
Li with respect to fi. Let p ∈ L1 ∩L2 and assume f1(p) = f2(p). Set p′ := (p,−f1(p); 1) ∈
Λ1 ∩ Λ2 ⊂ T ∗(M × R). Then

τTp′T
∗(M×R)(λΛ2(p

′), λΛ1(p
′), λ∞(p′)) = τTpT ∗M (λL2(p), λL1(p), λ∞(p)). (3.C.3)

Proof. Take a local homogeneous symplectic coordinate system (x, t; ξ, τ) on T ∗(M ×R).
Using the coordinate system, we identify Tp′T

∗(M × R) with Rm × R × Rm × R. In this
coordinate system, we get λ∞(p′) = 0× 0× Rm × R. Write p = (x; ξ) by the coordinate.
Then λΛi(p

′) is spanned by

(0, 0; ξ, 1), (v,−Tfi(vi); ζi, 0) ((vi, ζi) ∈ TpLi) . (3.C.4)

For r ∈ [0, 1], let λΛi(p
′; r) be the Lagrangian linear subspace spanned by

(0, 0; rξ, 1), (vi,−r · Tfi(vi); ζi, 0) ((vi, ζi) ∈ TpLi) . (3.C.5)

Then, by Proposition 3.C.1 (iii), we have

τTp′T
∗(M×R)(λΛ2(p

′), λΛ1(p
′), λ∞(p′)) = τTp′T

∗(M×R)(λΛ2(p
′; r), λΛ1(p

′; r), λ∞(p′))

(3.C.6)

for any r ∈ [0, 1]. Since λΛi(p
′; 0) = λLi(p)⊕R⟨(0; 1)⟩, by Proposition 3.C.1 (iv), we obtain

τTp′T
∗(M×R)(λΛ2(p

′), λΛ1(p
′), λ∞(p′))

= τTp′T
∗(M×R)(λΛ2(p

′; 0), λΛ1(p
′; 0), λ∞(p′))

= τTpT ∗M (λL2(p), λL1(p), λ∞(p)).

Next, we recall some properties of the Maslov index (see, for example, Leray [Ler81],
Robbin-Salamon [RS93], and de Gosson [dG09]).

Proposition 3.C.3. Let E be a symplectic vector space and denote by L̃(E) the universal
covering of the Lagrangian Grassmannian L(E) of E. For λ̃i ∈ L̃(E)(i ∈ N), denote
its projection to L(E) by λi. The Maslov index µ : L̃(E)2 → 1

2Z satisfies the following
properties.

(i) For any λ̃1, λ̃2 ∈ L̃(E), µ(λ̃1, λ̃2) = −µ(λ̃2, λ̃1)
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(ii) The coboundary of µ is given by τ : µ(λ̃1, λ̃2)+µ(λ̃2, λ̃3)+µ(λ̃3, λ̃1) =
1
2τ(λ1, λ2, λ3)

(iii) If λ̃1 and λ̃2 move continuously in L̃(E) so that dim(λ1∩λ2) remains constant, then

µ(λ̃1, λ̃2) remains constant.

(iv) For any λ̃1, λ̃2 ∈ L̃(E), µ(λ̃1, λ̃2) ≡ 1
2(dim(λ1 ∩ λ2) + 1

2 dimE) mod Z.

Remark 3.C.4. Notation for the Maslov index differs by authors. Our µ is equal to half
of µ in [dG09]. Note that (ii) and (iii) of the above proposition determine the function
µ : L̃(E)2 → 1

2Z uniquely.

3.C.2 Graded Lagrangian submanifolds and Maslov index

Next, we recall the notion of graded Lagrangian submanifolds due to Seidel [Sei00]. De-
note by L̃T ∗M the fiberwise universal cover of LT ∗M whose fiber over p is identified
with the space of the homotopy classes of paths in LT ∗M,p from λ∞. We also denote

by µ : L̃T ∗M ×T ∗M L̃T ∗M → 1
2Z the Maslov index on T ∗M . For a Lagrangian submanifold

L of T ∗M , a grading of L is a lift λ̃ : L→ L̃T ∗M of λL. A graded Lagrangian submanifold
is a pair (L, λ̃) consisting of a Lagrangian submanifold L and a grading λ̃ of L.

L̃T ∗M

Z
��

LT ∗M

��
L � � //

λL

88rrrrrrrrrrr

λ̃

BB�
�

�
�

�
�

�
�

�
T ∗M

λ∞

UU
(3.C.7)

Now, let (L1, λ̃1) and (L2, λ̃2) be graded Lagrangian submanifolds of T ∗M intersect-
ing cleanly. For a connected component C of L1 ∩ L2, we define the absolute grading
gr(L2, L1;C) of C by taking p ∈ C and

gr(L2, L1;C) =
1

2
(dimM − dimC)− µ(λ̃2(p), λ̃1(p)), (3.C.8)

which induces the absolute grading of Lagrangian Floer cohomology. Note that by Propo-
sition 3.C.3 (i) and (ii), the grading gr(L2, L1;C) is written as

gr(L2, L1;C)

=
1

2
(dimM − dimC) + µ(λ̃1(p), λ∞(p)) + µ(λ∞(p), λ̃2(p))−

1

2
τ(λ2(p), λ1(p), λ∞(p))

=
1

2
(dimM − dimC) + µ(λ∞(p), λ̃2(p))− µ(λ∞(p), λ̃1(p))−

1

2
τ(TpL2, TpL1, λ∞(p)),

(3.C.9)

where the point λ∞(p) is regarded as (the homotopy class of) the constant path.

3.C.3 Shifts of simple sheaf quantizations

Let L be a compact exact Lagrangian submanifold of T ∗M and f : L→ R be a primitive
of the Liouville 1-form. Denote by L̂ ⊂ T ∗(M × R) the conification of L with respect to
f and let F ∈ Db(M × R) be a simple sheaf quantization of L̂. By Theorem 2.2.15, the
object F is simple along L̂ and the shift of F at a point of L̂ defines a function d : L̂→ 1

2Z.
Since d(c · p′) = d(p′) for any p′ ∈ L̂ and c ∈ R>0, and L̂/R>0 = L, we also regard d as a
function L→ 1

2Z.
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Proposition 3.C.5. There is a grading λ̃ : L→ L̃T ∗M such that

µ(λ∞(p), λ̃(p)) +
1

2
(dimM + 1) = d(p), (3.C.10)

where λ∞ denotes the constant path.

Proof. Let UL ⊂ LT ∗M |L be the open subset of Lagrangian Grassmannian restricted over
L consisting of Lagrangian subspaces transversal to λ∞ and λL. Let moreover U ⊂ UL

be a connected open subset of UL which has a local section γ : π(U) → U . Note that the
set of such π(U) covers L. For p ∈ L, we set p′ := (p,−f(p); 1) ∈ L̂. Take a local section
γ′ : ρ−1(π(U)) → LT ∗(M×R)|L̂ so that γ′(p′) = γ(p) ⊕ R⟨(1; 0)⟩ ⊂ TpT

∗M ⊕ T(−f(p);1)T
∗R

holds for every p ∈ π(U). By Proposition 3.C.3 and the same homotopy λ
L̂
(p′; r) as in

the proof of Lemma 3.C.2, we get

1

2
τ(λ∞(p′), λ

L̂
(p′), γ′(p′)) = µ(λ∞(p), λ̃(p)) + µ(λ̃(p), γ̃(p)) + µ(γ̃(p), λ∞(p)), (3.C.11)

where γ̃ and λ̃ are locally defined lifts of γ and λL. Since the image of γ is contained in a
connected component of UL, both µ(λ̃(p), γ̃(p)) and µ(γ̃(p), λ∞(p)) are constant on π(U).
The difference of the shifts can be calculated as

d(p)− d(q) =
1

2

(
τ(λ∞(p′), λ

L̂
(p′), γ(p′))− τ(λ∞(q′), λ

L̂
(q′), γ(q′))

)
= µ(λ∞(p), λ̃(p))− µ(λ∞(q), λ̃(q))

(3.C.12)

(see [Gui12, Section 8]). Hence the function d(p)−µ(λ∞(p), λ̃(p)) is constant on π(U) with
value in 1

2Z. Hence λ̃ can be extended to the whole of L and L has a grading. Moreover,

since µ(λ̃(p), γ(p)) ≡ µ(γ(p), λ∞(p)) ≡ 1
2 dimM mod Z, we have

d(p)− µ(λ∞(p), λ̃(p)) ≡ 1

2
dim(M × R) =

1

2
(dimM + 1) mod Z, (3.C.13)

which completes the proof.

Next, we consider the degree of Hom⋆(F2, F1). Let L1 and L2 be compact exact
Lagrangian submanifolds of T ∗M intersecting cleanly. For i = 1, 2, take a primitive
fi : Li → R of the Liouville 1-form and denote by L̂i the conification of Li with respect
to fi. Let Fi ∈ Db(M × R) be a simple sheaf quantization of L̂i. We also denote by
di : Li → 1

2Z the function which assigns the shift of Fi. Then, by Theorem 3.4.3, the
degree associated with a component C of L1 ∩ L2 in Hom⋆(F2, F1) is given by

d2(p)− d1(p) +
1

2
(dimM − dimC)− 1

2
τ(TpL2, TpL1, λ∞(p)) (3.C.14)

for any p ∈ C. Thus, combining Proposition 3.C.5 with (3.C.9) and (3.C.14), we obtain
the following theorem.

Theorem 3.C.6. For i = 1, 2, let λ̃i : Li → L̃T ∗M be the grading of Li given in Proposi-
tion 3.C.5. Then the degree associated with a component C of L1 ∩ L2 in Hom⋆(F2, F1)
is equal to gr(L2, L1;C).
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Chapter 4

Persistence-like distance on
Tamarkin’s category and
symplectic displacement energy

In this chapter, we introduce a pseudo-distance on Tamarkin’s category D(M). We prove
that the distance between an object and its Hamiltonian deformation via sheaf quantiza-
tion is less than or equal to the Hofer norm of the Hamiltonian function. Using the result,
we also show a quantitative version of Tamarkin’s non-displaceability theorem, which gives
a lower bound of the displacement energy. In this chapter, we do not assume that M is
compact.

4.1 Complements on torsion objects

Torsion objects were introduced by Tamarkin [Tam08] and the category of torsion objects
was systematically studied by Guillermou-Schapira [GS14]. In this section, we introduce
the notion of c-torsion for c ∈ R≥0, which we will use to estimate the displacement energy.
Note that the results in this section are essentially due to Guillermou-Schapira [GS14].

First, we recall the microlocal cut-off lemma in a general setting. Let V be a finite-
dimensional real vector space and γ be a closed convex cone with 0 ∈ γ in V . Define the
maps

q̃1, q̃2, sV : M × V × V −→M × V,

q̃1(x, v1, v2) = (x, v1), q̃2(x, v1, v2) = (x, v2), sV (x, v1, v2) = (x, v1 + v2).
(4.1.1)

For F ∈ Db(M × V ), the canonical morphism kM×γ → kM×{0} induces the morphism

RsV ∗(q̃
−1
1 kM×γ ⊗ q̃−1

2 F ) −→ RsV ∗(q̃
−1
1 kM×{0} ⊗ q̃−1

2 F ) ≃ F. (4.1.2)

The following is called the microlocal cut-off lemma due to Kashiwara-Schapira [KS90,
Proposition 5.2.3], which is reformulated by Guillermou-Schapira [GS14, Proposition 3.9].
For a cone γ with 0 ∈ γ in V , we define its polar cone γ◦ ⊂ V ∗ by

γ◦ := {w ∈ V ∗ | ⟨w, v⟩ ≥ 0 for any v ∈ γ}. (4.1.3)

We also identify T ∗V with V × V ∗.

Proposition 4.1.1. Let V be a finite-dimensional real vector space and γ be a closed
convex cone with 0 ∈ γ in V . Then, for F ∈ Db(M × V ), SS(F ) ⊂ T ∗M × V × γ◦ if and
only if the morphism RsV ∗(q̃

−1
1 kM×γ ⊗ q̃−1

2 F ) → F is an isomorphism.
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If Int(γ) ̸= ∅, then q̃−1
1 kM×γ ≃ RHom(kM×Int(γ)×V ,kM×V×V ). Hence, by Proposi-

tion 2.1.7 (ii), we have

RsV ∗(q̃
−1
1 kM×γ ⊗ q̃−1

2 F ) ≃ RsV ∗RΓM×Int(γ)×V (q̃
−1
2 F ). (4.1.4)

Now we return to the case V = R and γ = [0,+∞). Let F ∈ Db(M × R). Then, by
Proposition 4.1.1, F ∈ Db

{τ≥0}(M × R) if and only if

Rs∗(q̃
−1
1 kM×[0,+∞) ⊗ q̃−1

2 F )
∼−→ F. (4.1.5)

Recall that Tc : M ×R →M ×R denotes the translation map (x, t) 7→ (x, t+ c) for c ∈ R.
For F ∈ Db

{τ≥0}(M × R), by (4.1.5), we have

Rs∗(q̃
−1
1 kM×[c,+∞) ⊗ q̃−1

2 F )
∼−→ Tc∗F (4.1.6)

for any c ∈ R. Hence, for c ≤ d, the canonical morphism kM×[c,+∞) → kM×[d,+∞) induces

a morphism of functors from Db
{τ≥0}(M × R) to Db

{τ≥0}(M × R):

τc,d : Tc∗ −→ Td∗. (4.1.7)

Definition 4.1.2 (cf. [Tam08]). Let c ∈ R≥0. An object F ∈ Db
{τ≥0}(M × R) is said to

be c-torsion if the morphism τ0,c(F ) : F → Tc∗F is zero.

Note that a c-torsion object is c′-torsion for any c′ ≥ c. Recall also that the category
D(M) = Db(M ×R; {τ > 0}) is regarded as a full subcategory of Db

{τ≥0}(M ×R) via the

projector Pl : D
b(M × R; {τ > 0}) → ⊥Db

{τ≤0}(M × R) or Pr : D
b(M × R; {τ > 0}) →

Db
{τ≤0}(M × R)⊥. Hence we can define c-torsion objects in D(M).

Let I be an open interval of R containing the closed interval [0, 1]. We recall a result
on sheaves over M × R × I due to Guillermou-Schapira [GS14]. We denote by (t; τ)
the homogeneous symplectic coordinate system on T ∗R and by (s;σ) that on T ∗I. For
a, b ∈ R>0, we set

γa,b := {(τ, σ) ∈ R2 | −aτ ≤ σ ≤ bτ} ⊂ R2. (4.1.8)

Let q : M ×R× I →M ×R be the projection. We identify T ∗(R× I) with (R× I)×R2.

Proposition 4.1.3 (cf. [GS14, Proposition 5.9]). Let H ∈ Db
{τ≥0}(M×R×I) and s1 < s2

be in I. Assume that there exist a, b, r ∈ R>0 satisfying

SS(H) ∩ π−1(M × R× (s1 − r, s2 + r)) ⊂ T ∗M × (R× I)× γa,b. (4.1.9)

Then Rq∗(HM×R×[s1,s2)) is (a(s2−s1)+ε)-torsion and Rq∗(HM×R×(s1,s2]) is (b(s2−s1)+ε)-
torsion for any ε ∈ R>0.

Proof. The proof is essentially the same as that of [GS14, Proposition 5.9]. For the conve-
nience of the reader, we give a detailed proof again. We only consider Rq∗(HM×R×[s1,s2)).
and omit the proof for the other case.
(a) Choose a diffeomorphism φ : (s1 − r, s2 + r)

∼−→ R satisfying φ|[s1,s2] = id[s1,s2] and

dφ(s) ≥ 1 for any s ∈ (s1 − r, s2 + r). Set Φ := idM × idR×φ : M ×R× (s1 − r, s2 + r)
∼−→

M ×R×R and H′ := Φ∗H|M×R×(s1−r,s2+r) ∈ Db(M ×R×R). Then, by the assumption
on φ, we have

SS(H′) ⊂ T ∗M × (R× R)× γa,b (4.1.10)
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and Rq∗(HM×R×[s1,s2)) ≃ Rq∗(H′
M×R×[s1,s2)

). Here q in the right hand side denotes the

projectionM×R×R →M×R, (x, t, s) 7→ (x, t) by abuse of notation. Therefore, replacing
H with H′, we may assume I = R and (4.1.10).
(b) Set V = R2 and denote by sV : M × V × V →M × V the addition map. By Proposi-
tion 4.1.1, we have

RsV ∗RΓM×Int(γ◦
a,b)×V (q̃

−1
2 H) ≃ H. (4.1.11)

Note that Int(γ◦a,b) = {(t, s) ∈ R2 | −b−1t < s < a−1t}. Since SS(kM×R×[s1,s2)) ⊂
T ∗
MM × T ∗

RR × T ∗R, Proposition 2.1.7 (ii) gives H ⊗ kM×R×[s1,s2) ≃ RΓM×R×(s1,s2](H).
Combining with (4.1.11), we obtain

Rq∗(HM×R×[s1,s2)) ≃ Rq∗RsV ∗RΓM×D(q̃
−1
2 H), (4.1.12)

where D = Int(γ◦a,b) × V ∩ {(t, s, t′, s′) | s1 < s + s′ ≤ s2}. Consider the commutative
diagram

M × V × V
sV //

idM ×q̃

��

q̃2

wwppp
ppp

ppp
pp

M × V

q

��
M × V M × R× Vq2

oo
s̃

//M × R,

(4.1.13)

where q̃(t, s, t′, s′) = (t, t′, s′), q2(x, t, t
′, s′) = (x, t′, s′), and s̃(x, t, t′, s′) = (x, t + t′). By

the adjunction of (idM ×q̃)! and (idM ×q̃)!, we get

Rq∗(HR×[s1,s2)) ≃ Rs̃∗(idM ×q̃)∗RHom(kM×D, (idM ×q̃)!q−1
2 H)[−1]

≃ Rs̃∗RHom(kM ⊠Rq̃!kD, q
−1
2 H)[−1].

(4.1.14)

Here, we used q̃! ≃ q̃−1[1] for the first isomorphism.
(c) Thorough the isomorphism (4.1.11), τ0,c(H) is induced by the canonical morphism

k
T̃c(Int(γ◦

a,b)×V )
→ kInt(γ◦

a,b)×V , where T̃c(t, s, t
′, s′) = (t + c, s, t′, s′). Moreover through

(4.1.14), we find that τ0,c(Rq∗(HR×[s1,s2))) is induced by the morphism k
T̃c(D)

→ kD. In

order to prove that Rq̃!kT̃c(D)
→ Rq̃!kD is zero morphism for c > a(s2 − s1), we will show

that Rq̃!kD and Rq̃!kT̃c(D)
have disjoint supports.

(d) For a point (t, t′, s′) ∈ R× V , q̃−1(t, t′, s′) ∩D = ∅ if t ≤ 0 and

q̃−1(t, t′, s′) ∩D = (s1 − s′, s2 − s′] ∩ (−b−1t, a−1t) (4.1.15)

if t > 0. This set is an empty set or a half closed interval if t ̸∈ (a(s1 − s′), a(s2 − s′)].
Thus Supp(Rq̃!kD) is contained in {(t, t′, s′) | t ∈ [a(s1 − s′), a(s2 − s′)]}. Similarly,
Supp(Rq̃!kT̃c(D)

) is contained in {(t, t′, s′) | t ∈ [a(s1 − s′) + c, a(s2 − s′) + c]}. Hence

Supp(Rq̃!kD) and Supp(Rq̃!kT̃c(D)
) are disjoint for c > a(s2 − s1).

4.2 Pseudo-distance on Tamarkin’s category

In this section, we introduce a pseudo-distance on Tamarkin’s category D(M). This
enables us to discuss the relation between possibly non-torsion objects in D(M). Recall
again that D(M) is regarded as a full subcategory of Db

{τ≥0}(M ×R) via the projector Pl

or Pr.
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Definition 4.2.1. Let F,G ∈ Db
{τ≥0}(M ×R) and a, b ∈ R≥0. Then F is said to be (a, b)-

isomorphic to G if there exist morphisms α, δ : F → Ta∗G and β, γ : G→ Tb∗F satisfying
the following conditions:

(1) F
α−→ Ta∗G

Ta∗β−−−→ Ta+b∗F is equal to τ0,a+b(F ) : F → Ta+b∗F and G
γ−→ Tb∗F

Tb∗δ−−−→
Ta+b∗G is equal to τ0,a+b(G) : G→ Ta+b∗G,

(2) τa,2a(G) ◦ α = τa,2a(G) ◦ δ and τb,2b(F ) ◦ β = τb,2b(F ) ◦ γ.

Remark 4.2.2. Let F,G ∈ Db
{τ≥0}(M × R) and a, b ∈ R≥0.

(i) F is (a, b)-isomorphic to G if and only if G is (b, a)-isomorphic to F .

(ii) If F is (a, b)-isomorphic to G, then F is (a′, b′)-isomorphic to G for any a′ ≥ a, b′ ≥ b.

(iii) F is (0, 0)-isomorphic to G if and only if F ≃ G.

(iv) F is (a, b)-isomorphic to 0 if and only if F is (a+ b)-torsion.

Remark 4.2.3. Let F,G ∈ D(M). By Proposition 2.2.11, if F is (a, b)-isomorphic to G
for some a, b ∈ R≥0, then F ≃ G in T (M).

For the relation to the notion of “a-isomorphic” recently introduced by Kashiwara-
Schapira [KS17] and the interleaving distance for persistence modules, see Remark 4.2.7

Lemma 4.2.4. If F0 is (a0, b0)-isomorphic to F1 and F1 is (a1, b1)-isomorphic to F2, then
F0 is (a0 + a1, b0 + b1)-isomorphic to F2.

Proof. By assumption, for i = 0, 1, there exist morphisms

αi, δi : Fi → Tai∗Fi+1, βi, γi : Fi+1 → Tbi∗Fi (4.2.1)

satisfying

Tai∗βi ◦ αi = τ0,ai+bi(Fi), Tbi∗δi ◦ γi = τ0,ai+bi(Fi+1),

τai,2ai(Fi+1) ◦ αi = τai,2ai(Fi+1) ◦ δi, τbi,2bi(Fi) ◦ βi = τbi,2bi(Fi) ◦ γi.
(4.2.2)

We set

α := Ta0∗α1 ◦ α0 : F0 → Ta0+a1∗F2, β := Tb1∗β0 ◦ β1 : F2 → Tb0+b1∗F1,

γ := Tb1∗γ0 ◦ γ1 : F2 → Tb0+b1∗F1, δ := Ta0∗δ1 ◦ δ0 : F0 → Ta0+a1∗F2.
(4.2.3)

Let us consider the following commutative diagram:

F0
α0

sshhhhh
hhhhh

hhhhh
hhhhh

h

τ0,a0+b0
(F0)

��

Ta0∗F1
Ta0∗β0

++VVVV
VVVV

VVVV
VVVV

V

τa0,a0+a1+b1
(F1)

��

Ta0∗α1

ttiiii
iiii

iiii
iii

Ta0+a1∗F2

Ta0+a1∗β1 **UUU
UUUU

UUUU
UU

Ta0+b0∗F0

τa0+b0,a0+a1+b0+b1
(F0)

��

Ta0+a1+b1∗F1

Ta0+a1+b1∗β0 ++VVVV
VVVVV

VVVVV

Ta0+a1+b1+b2∗F0.
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The two triangles in the diagram commute by (4.2.2). Since we obtain the square by apply-
ing τa0,a0+a1+b1 to β0, it also commutes. Hence we have Ta0+a1∗β ◦α = τ0,a0+a1+b0+b1(F0).
Similarly, we get Tb0+b1∗δ ◦ γ = τ0,a0+a1+b0+b1(F2). Moreover, by (4.2.2) again, we obtain

τa0+a1,2a0+2a1(F2) ◦ α
= τ2a0+a1,2a0+2a1(F2) ◦ τa0+a1,2a0+a1(F2) ◦ Ta0∗α1 ◦ α0

= T2a0∗τa1,2a1(F2) ◦ T2a0∗α1 ◦ τa0,2a0(F1) ◦ α0

= T2a0∗τa1,2a1(F2) ◦ T2a0∗δ1 ◦ τa0,2a0(F1) ◦ δ0
= τa0+a1,2a0+2a1(F2) ◦ δ.

(4.2.4)

Similarly, we get τb0+b1,2b0+2b1(F0)◦β = τb0+b1,2b0+2b1(F0)◦γ. This completes the proof.

A similar argument to the proof of Lemma 4.2.4 shows the following lemma.

Lemma 4.2.5. Let F0, F1, G0, G1 ∈ Db
{τ≥0}(M × R) and assume that F0 is (aF , bF )-

isomorphic to F1 and G0 is (aG, bG)-isomorphic to G1. Then Hom⋆(F0, G0) is (bF +
aG, aF + bG)-isomorphic to Hom⋆(F1, G1).

Now we define a pseudo-distance on Tamarkin’s category D(M).

Definition 4.2.6. For object F,G ∈ D(M), one defines

dD(M)(F,G) := inf{a+ b ∈ R≥0 | a, b ∈ R≥0, F is (a, b)-isomorphic to G}, (4.2.5)

and calls dD(M) the translation distance.

Remark 4.2.7. (i) Definition 4.2.1 and Definition 4.2.6 are inspired by the notion of
“a-isomorphic” and the convolution distance on the derived categories of sheaves on
vector spaces recently introduced by Kashiwara-Schapira [KS17]. In fact, if M = pt
and F is (a, b)-isomorphic to G, then F and G are 2max{a, b}-isomorphic in the
sense of Kashiwara-Schapira [KS17].

(ii) The translation distance dD(M) is similar to the interleaving distance for persistence
modules introduced by [CCSG+09] (see also [CdSGO16]). Their definition of “a-
interleaved” corresponds to Definition 4.2.1 with a = b and the condition (2) replaced
by α = δ, β = γ. However, as remarked by Usher-Zhang [UZ16, Remark 8.5],
removing the restriction a = b gives a better estimate of the displacement energy. In
fact, if we restrict ourselves to a = b and use the associated pseudo-distance, then
we can only prove d(G0, G1) ≤ 2

∫ 1
0 ∥Hs∥∞ ds in Theorem 4.2.13 below.

We summarize some properties of dD(M).

Proposition 4.2.8. Let F,G,H, F0, F1, G0, G1 ∈ D(M).

(i) dD(M)(F,G) = dD(M)(G,F ),

(ii) dD(M)(F,G) ≤ dD(M)(F,H) + dD(M)(H,G),

(iii) dD(M)(Hom⋆(F0, G0),Hom⋆(F1, G1)) ≤ dD(M)(F0, F1) + dD(M)(G0, G1).

Let moreover f : M → N be a morphism of manifolds and set f̃ := f×idR : M×R → N×R.
Regarding F and G as objects in the right orthogonal Db

{τ≤0}(M × R)⊥, one has

(iv) dD(N)(Rf̃∗F,Rf̃∗G) ≤ dD(M)(F,G) (see also Remark 2.2.5).
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Proof. (i) and (iv) follow from the definition of dD(M). (ii) follows from Lemma 4.2.4 and
(iii) follows from Lemma 4.2.5.

Example 4.2.9. Assume that M is compact and φ : M → R be a C∞-function. Define

Z := {(x, t) ∈M × R | φ(x) + t ≥ 0},
F := kM×[0,+∞), G := kZ ∈ ⊥Db

{τ≤0}(M × R) ≃ D(M).
(4.2.6)

Set a := max{maxφ, 0}, b := −min{minφ, 0}. Then there exist morphisms α : F → Ta∗G
and β : G→ Tb∗F such that Ta∗β ◦ α = τ0,a+b(F ) and Tb∗α ◦ β = τ0,a+b(G). This implies
that F is (a, b)-isomorphic to G and

dD(M)(F,G) ≤ a+ b = max{maxφ, 0} −min{minφ, 0}. (4.2.7)

Since HomD(M)(F, Tc∗G) ≃ H0RΓM×[−c,+∞)(M ×R;Hom⋆(F,G)) ≃ 0 for any c < maxφ
and HomD(M)(G,Tc∗F ) ≃ 0 for any c < −minφ, the equation dD(M)(F,G) = a+ b holds.

Example 4.2.10. Assume thatM is compact. For i = 1, 2, let Li be a compact connected
exact Lagrangian submanifold of T ∗M and fi : Li → R be a primitive of the Liouville 1-
form αT ∗M . Then, by Corollary 3.1.5, L1 ∩ L2 ̸= ∅. For simplicity, we assume

min
p∈L1∩L2

(f2 − f1) ≤ 0 ≤ max
p∈L1∩L2

(f2 − f1). (4.2.8)

Let moreover Fi ∈ Db(M × R) be the canonical sheaf quantization associated with Li

and fi for i = 1, 2 (see Theorem 2.2.15). Set a := maxp∈L1∩L2(f2 − f1). Then, by
Proposition 3.1.2, an estimate of SS(Hom⋆(F1, F2)) in Section 3.2, and the microlocal
Morse lemma (Proposition 2.1.3), one can show that

HomD(M)(F1, Ta∗F2[k]) ≃ Hk(M ;kM ) (4.2.9)

for any k ∈ Z. Thus there exists a morphism α : F1 → Ta∗F2 corresponding to 1 ∈
k ≃ H0(M ;k). Set b := maxp∈L1∩L2(f1 − f2). Then, similarly to the above, we obtain
HomD(M)(F2, Tb∗F1) ≃ H0(M ;k) and get a morphism β : F2 → Tb∗F1 corresponding to
1 ∈ k. By construction, we find that Tb∗β ◦ α = τ0,a+b(F1) and Ta∗α ◦ β = τ0,a+b(F2).
Thus, F1 is (a, b)-isomorphic to F2 and

dD(M)(F1, F2) ≤ max
p∈L1∩L2

(f2 − f1) + max
p∈L1∩L2

(f1 − f2)

= max
p∈L1∩L2

(f2 − f1)− min
p∈L1∩L2

(f2 − f1).
(4.2.10)

Next, we prove that a “homotopy sheaf” gives an (a, b)-isomorphic pair.

Lemma 4.2.11. Let F
u−→ G

v−→ H
w−→ F [1] be a distinguished triangle in Db

{τ≥0}(M ×
R) and assume that F is c-torsion. Then G is (0, c)-isomorphic to H.

Proof. By assumption, we have Tc∗w ◦ τ0,c(H) = τ0,c(F [1]) ◦ w = 0. Hence, we get a
morphism α : H → Tc∗G satisfying τ0,c(H) = Tc∗v ◦ α.

F
u //

��

G
v //

�� ⟳

H
w //

����

α

{{w
w
w
w
w

F [1]

0
��

Tc∗F Tc∗u
// Tc∗G Tc∗v

// Tc∗H Tc∗w
// Tc∗F [1]

(4.2.11)
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On the other hand, since τ0,c(G) ◦ u = Tc∗u ◦ τ0,c(F ) = 0, there exists a morphism
δ : H → Tc∗G satisfying τ0,c(G) = δ ◦ v.

F
u //

0

��

G
v //

��

⟳
H

w //

����δ{{w
w
w
w
w

F [1]

��
Tc∗F Tc∗u

// Tc∗G Tc∗v
// Tc∗H Tc∗w

// Tc∗F [1]

(4.2.12)

Moreover, we obtain

τc,2c(G) ◦ α = Tc∗τ0,c(G) ◦ α
= Tc∗δ ◦ Tc∗v ◦ α
= Tc∗δ ◦ τ0,c(H)

= Tc∗τ0,c(G) ◦ δ = τc,2c(G) ◦ δ.

(4.2.13)

This completes the proof.

Proposition 4.2.12. Let H ∈ Db
{τ≥0}(M × R × I). Assume that there exist continuous

functions f, g : I → R≥0 satisfying

SS(H) ⊂ T ∗M × {(t, s; τ, σ) | −f(s) · τ ≤ σ ≤ g(s) · τ}. (4.2.14)

Then H|M×R×{0} is
(∫ 1

0 g(s)ds+ ε,
∫ 1
0 f(s)ds+ ε

)
-isomorphic to H|M×R×{1} for any

ε ∈ R>0.

Proof. Set Λ′ := {(t, s; τ, σ) | −f(s) ·τ ≤ σ ≤ g(s) ·τ}. Let s1 < s2 be in [0, 1] and ε′ ∈ R>0

be an arbitrary positive number. Then there is r ∈ R>0 such that

f(s) ≤ max
s∈[s1,s2]

f(s) +
ε′

2
and g(s) ≤ max

s∈[s1,s2]
g(s) +

ε′

2
(4.2.15)

for any s ∈ (s1 − r, s2 + r), which implies

Λ′ ∩ π−1(M × R× (s1 − r, s2 + r)) ⊂ T ∗M × (R× I)× γ
a+ ε′

2
,b+ ε′

2

(4.2.16)

with a = maxs∈[s1,s2] f(s) and b = maxs∈[s1,s2] g(s). Let q : M × R × I → M × R be
the projection. By Proposition 4.1.3, Rq∗(HM×R×[s1,s2)) is (a(s2 − s1) + ε′)-torsion and
Rq∗(HM×R×(s1,s2]) is (b(s2−s1)+ε′)-torsion. Hence, by Lemma 4.2.4, Lemma 4.2.11, and
the distinguished triangles

Rq∗(HM×R×(s1,s2]) −→ Rq∗(HM×R×[s1,s2]) −→ H|M×R×{s1}
+1−→,

Rq∗(HM×R×[s1,s2)) −→ Rq∗(HM×R×[s1,s2]) −→ H|M×R×{s2}
+1−→,

(4.2.17)

we find that H|M×R×{s1} is (b(s2 − s1) + ε′, a(s2 − s1) + ε′)-isomorphic to H|M×R×{s2}.
Thus, by Lemma 4.2.4 again, H|M×R×{0} is (bn+ ε/2, an+ ε/2)-isomorphic to H|M×R×{1}
for any n ∈ Z>0, where an and bn are the Riemann sums

an =
n−1∑
k=0

1

n
· max
s∈[ kn , k+1

n ]
f(s) and bn =

n−1∑
k=0

1

n
· max
s∈[ kn , k+1

n ]
g(s). (4.2.18)

Since f and g are continuous on I, there is a sufficiently large n ∈ Z>0 such that

an ≤
∫ 1

0
f(s)ds+

ε

2
and bn ≤

∫ 1

0
g(s)ds+

ε

2
, (4.2.19)

which completes the proof.
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Now, let us consider the distance between Hamiltonian isotopic objects in D(M). Using
sheaf quantization of Hamiltonian isotopies (Theorem 2.2.1), we can define Hamiltonian
deformations in D(M). From now on, assume moreover that the dimension of M is grater
than 0. For a compactly supported Hamiltonian function H = (Hs)s : T

∗M × I → R,
following Hofer [Hof90], we define

E+(H) :=

∫ 1

0
max

p
Hs(p)ds, E−(H) := −

∫ 1

0
min
p
Hs(p)ds,

∥H∥ := E+(H) + E−(H) =

∫ 1

0

(
max

p
Hs(p)−min

p
Hs(p)

)
ds.

(4.2.20)

Theorem 4.2.13. Let H = (Hs)s : T
∗M × I → R be a compactly supported Hamiltonian

function and denote by ϕH the Hamiltonian isotopy generated by H. Let K ∈ Db(M ×
R ×M × R × I) be the sheaf quantization associated with ϕH . Let moreover G ∈ D(M),
and set G′ := K ◦ G ∈ Db(M × R × I) and Gs := G′|M×R×{s} ∈ D(M) for s ∈ I. Then
G0 = G is (E−(H) + ε,E+(H) + ε)-isomorphic to G1 for any ε ∈ R>0. In particular,
dD(M)(G0, G1) ≤ ∥H∥.

Proof. By Proposition 2.1.11 and (2.2.4), we get

SS(G′) ⊂ T ∗M ×
{
(t, s; τ, σ)

∣∣∣∣ −max
p
Hs(p) · τ ≤ σ ≤ −min

p
Hs(p) · τ

}
. (4.2.21)

Thus the result follows from Proposition 4.2.12.

4.3 Displacement energy

In this section, we prove a quantitative version of Tamarkin’s non-displaceability theorem,
which gives a lower bound of the displacement energy.

For compact subsets A and B of T ∗M , their displacement energy e(A,B) is defined by

e(A,B) := inf

{
∥H∥

∣∣∣∣∣ H : T ∗M × I → R with compact support,

A ∩ ϕH1 (B) = ∅

}
. (4.3.1)

For a compact subset A of T ∗M , set e(A) = e(A,A).
We give a sheaf-theoretic lower bound of e(A,B). For that purpose, we make the

following definition.

Definition 4.3.1. For F,G ∈ D(M), one defines

eD(M)(F,G) := dD(pt)(RqR∗Hom⋆(F,G), 0)

= inf{c ∈ R≥0 | RqR∗Hom⋆(F,G) is c-torsion}.
(4.3.2)

Theorem 4.3.2. Let A and B be compact subsets of T ∗M . Then, for any F ∈ DA(M)
and G ∈ DB(M), one has

e(A,B) ≥ eD(M)(F,G). (4.3.3)

In particular, for any F ∈ DA(M) and G ∈ DB(M),

e(A,B) ≥ inf{c ∈ R≥0 | HomD(M)(F,G) → HomD(M)(F, Tc∗G) is zero}. (4.3.4)
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Proof. Suppose that a compactly supported Hamiltonian function H : T ∗M × I → R
satisfies A ∩ ϕH1 (B) = ∅. Let K ∈ Db(M × R ×M × R × I) be the sheaf quantization
associated with ϕH and defineG′ := K◦G ∈ Db(M×R×I) andGs := G′|M×R×{s} ∈ D(M)
for s ∈ I as in Theorem 4.2.13. Since G1 ∈ DϕH

1 (B)(M), Tamarkin’s separation theorem

(Theorem 2.2.7) implies RqR∗Hom⋆(F,G1) ≃ 0. On the other hand, by Theorem 4.2.13,
we have dD(M)(G0, G1) ≤ ∥H∥. Hence, by Proposition 4.2.8, we obtain

eD(M)(F,G) = dD(pt)(RqR∗Hom⋆(F,G0), 0)

≤ dD(M)(Hom⋆(F,G0),Hom⋆(F,G1))

≤ dD(M)(G0, G1) ≤ ∥H∥,
(4.3.5)

which proves the theorem.

We list some properties of eD(M).

Proposition 4.3.3. Let F,G ∈ D(M).

(i) eD(M)(G,F ) ≤ eD(M)(F, F ) and eD(M)(F,G) ≤ eD(M)(F, F ).

(ii) Assume that F and G are cohomologically constructible as objects in ⊥Db
{τ≤0}(M ×

R) ⊂ Db(M × R). Then eD(M)(F,G) = eD(M)(i∗DM×RG, i∗DM×RF ).

(iii) Assume that there exist compact subsets A and B of T ∗M such that F ∈ DA(M)
and G ∈ DB(M). Let ϕH : T ∗M × I → T ∗M be a Hamiltonian isotopy with compact
support and K ∈ Db(M ×R×M ×R× I) be the sheaf quantization associated with
ϕH . Set F ′ := K ◦ F,G′ := K ◦ G and Fs := F ′|M×R×{s}, Gs := G′|M×R×{s} for
s ∈ I. Then eD(M)(F,G) = eD(M)(Fs, Gs) for any s ∈ I.

Proof. (i) Assume that the morphism

τ0,c(RqR∗Hom⋆(F, F )) : RqR∗Hom⋆(F, F ) −→Tc∗RqR∗Hom⋆(F, F )

≃ RqR∗Hom⋆(F, Tc∗F )
(4.3.6)

is zero. Then the induced morphism HomD(M)(F, F ) → HomD(M)(F, Tc∗F ) is also zero
by Proposition 2.2.6, which implies τ0,c(F ) = 0. Since the canonical morphism

τ0,c(RqR∗Hom⋆(G,F )) : RqR∗Hom⋆(G,F ) −→Tc∗RqR∗Hom⋆(G,F )

≃ RqR∗Hom⋆(G,Tc∗F )
(4.3.7)

is induced by τ0,c(F ), it is also zero. This proves the first inequality. The proof for the
second one is similar.
(ii) First, we show that i∗DM×R : D

b(M × R) → Db(M × R) induces a functor D(M) ≃
⊥Db

{τ≤0}(M × R) → Db
{τ≤0}(M × R)⊥ ≃ D(M). Let F ∈ ⊥Db

{τ≤0}(M × R) and S ∈
Db

{τ≤0}(M × R). Then we have

HomDb(M×R)(S, i∗DM×RF ) ≃ HomDb(M×R)(i∗S,RHom(F, ωM×R))

≃ HomDb(M×R)(i∗S ⊗ F, ωM×R)

≃ HomDb(M×R)(F,RHom(i∗S, ωM×R)).

(4.3.8)

By Theorem 2.1.5 and Proposition 2.1.7, RHom(i∗S, ωM×R) ∈ Db
{τ≤0}(M × R). Hence

HomDb(M×R)(S, i∗DM×RF ) ≃ 0, which implies i∗DM×RF ∈ Db
{τ≤0}(M × R)⊥.
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Now, assume that F,G ∈ ⊥Db
{τ≤0}(M × R) are cohomologically constructible. Then

we have

Hom⋆(F,G) ≃ Rs∗RHom(q̃−1
2 i−1F, q̃!1G)

≃ Rs∗RHom(DM×Rq̃
!
1G,DM×Rq̃

−1
2 i−1F )

≃ Rs∗RHom(q̃−1
1 DM×RG, q̃

!
2i

−1DM×RF )

≃ Hom⋆(i∗DM×RG, i∗DM×RF ),

(4.3.9)

which proves the equality.
(iii) It is enough to show that RqR∗Hom⋆(F,G) ≃ RqR∗Hom⋆(Fs, Gs) for any s ∈ I. For
a compact subset C of T ∗M , define ConeH(C) ⊂ T ∗(M × I)× R by

ConeH(C)

:= {(x′, s; ξ′,−τ ·Hs(x′; ξ′/τ), τ) | τ > 0, (x; ξ/τ) ∈ C, (x′; ξ′/τ) = ϕHs (x; ξ/τ)}.
(4.3.10)

Denote by π̂ : T ∗(M × I×R) ≃ T ∗(M × I)×T ∗R → T ∗(M × I)×R the projection. Then,
by Proposition 2.1.11 and (2.2.4), we have

SS(F ′) ⊂ π̂−1(ConeH(A)), SS(G′) ⊂ π̂−1(ConeH(B)). (4.3.11)

Let moreover qI×R : M × I × R → I × R be the projection. Note that qI×R is proper on
Supp(Hom⋆(F ′, G′)), where Hom⋆ denotes the internal Hom functor on D(M × I). Then,
by [GS14, Proposition 3.13 and Lemma 3.7] and Theorem 2.1.5, we obtain

SS(RqI×R∗Hom
⋆(F ′, G′)) ⊂ {(s, t; 0, τ) | τ ≥ 0} ⊂ T ∗(I × R). (4.3.12)

Since I is contractible, there exists S ∈ Db(R) such that RqI×R∗Hom⋆(F ′, G′) ≃ q′−1S,
where q′ : I × R → R is the projection. Finally, by [GS14, Corollary 3.15], for any s ∈ I,
we have

RqI×R∗Hom
⋆(F ′, G′)|{s}×R ≃ RqR∗Hom⋆(Fs, Gs), (4.3.13)

which completes the proof.

Remark 4.3.4. Assume that F,G ∈ D(M) ≃ ⊥Db
{τ≤0}(M×R) are constructible and have

compact support. Then RqR∗Hom⋆(F,G) is also constructible object with compact sup-
port and SS(RqR∗Hom⋆(F,G)) ⊂ {τ ≥ 0}. By the decomposition result for constructible
sheaves on R due to Guillermou [Gui16b, Corollary 7.3] (see also [KS17, Subsection 1.4]),
there exist a finite family of half-closed intervals {[bi, di)}i∈I and ni ∈ Z (i ∈ I) such that

RqR∗Hom⋆(F,G) ≃
⊕
i∈I

k[bi,di)[ni]. (4.3.14)

Using this decomposition, we find that eD(M)(F,G) = maxi∈I(di − bi) is the length of the
longest barcodes of RqR∗Hom⋆(F,G) in the sense of Kashiwara-Schapira [KS17].

Remark 4.3.5. Let F,G ∈ D(M). As remarked by Tamarkin [Tam08, Section 1], we can
associate a module H(F,G) over a Novikov ring Λ0,nov(k) as follows. We define

Λ0,nov(k) :=

{ ∞∑
i=1

ciT
λi

∣∣∣∣∣ ci ∈ k, λi ∈ R≥0, λ1 < λ2 < · · · , lim
i→∞

λi = +∞

}
. (4.3.15)
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We also define a submodule H(F,G) of
∏

c∈RHomD(M)(F, Tc∗G) by(hc)c ∈
∏
c∈R

HomD(M)(F, Tc∗G)

∣∣∣∣∣∣∣∣
∃ (ci)∞i=1 ⊂ R, c1 < c2 < · · · , lim

i→∞
ci = +∞

such that hc = 0 for any c ̸∈
∞∪
i=1

{ci}

 . (4.3.16)

For c ∈ R and λ ∈ R≥0, there is the canonical morphism τc,c+λ : HomD(M)(F, Tc∗G) →
HomD(M)(F, Tc+λ∗G) induced by τc,c+λ(G) : Tc∗G → Tc+λ∗G. Using this morphism, we

can equip H(F,G) with an action of T λ by T λ · (hc)c := (τc,c+λ(hc))c. We thus find that
the Novikov ring Λ0,nov(k) acts on H(F,G).
(i) Using the Λ0,nov(k)-module H(F,G), we can express (4.3.4) in Theorem 4.3.2 as

e(A,B) ≥ inf{c ∈ R≥0 | H(F,G) is T c-torsion} (4.3.17)

for any F ∈ DA(M) and G ∈ DB(M). This inequality seems to be related to the estimate
of the displacement energy by Fukaya-Oh-Ohta-Ono [FOOO09a, FOOO09b, Theorem J]
and [FOOO13, Theorem 6.1].
(ii) We denote by Λnov(k) the fraction field of Λ0,nov(k). Then, for any F,G ∈ D(M), we
have

H(F,G)⊗Λ0,nov(k) Λnov(k) ≃ HomT (M)(F,G)⊗k Λnov(k) (4.3.18)

Note that T (M) is invariant under Hamiltonian deformations (see Theorem 2.2.12). The
invariance follows from Theorem 4.2.13 and Remark 4.2.3. Note also that our approach
gives a more precise description of Hamiltonian deformations in the category D(M).

4.4 Examples and applications

In this section, we give some examples to which Theorem 4.3.2 is applicable.
The first two examples, Example 4.4.1 and Example 4.4.3, treat exact Lagrangian

immersions.

Example 4.4.1. Consider T ∗Rm ≃ R2m and denote by (x; ξ) the homogeneous symplectic
coordinate system. Let L = Sm = {(x, y) ∈ Rm × R | ∥x∥2 + y2 = 1} and consider the
exact Lagrangian immersion

ι : L −→ T ∗Rm, (x, y) 7−→ (x; yx). (4.4.1)

Setting f : L → R, f(x, y) := −1
3y

3, we have df = ι∗αT ∗Rm . We define a locally closed
subset Z of Rm × R by

Z :=

{
(x, t) ∈ Rm × R

∣∣∣∣ ∥x∥ ≤ 1,−1

3
(1− ∥x∥2)

3
2 ≤ t <

1

3
(1− ∥x∥2)

3
2

}
(4.4.2)

and F := kZ ∈ Db(Rm × R).

x

ξ
ι(L)

Figure 4.4.1: ι(L) in the case m = 1

Z

x

t

−1
3

1
3

Figure 4.4.2: Z in the case m = 1
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The object F is in ⊥Db
{τ≤0}(R

m ×R) and can be regarded as an object in Dι(L)(Rm). For
this object F , we find that

HomD(Rm)(F, Tc∗F ) ≃ HomDb(Rm×R)(F, Tc∗F ) ≃

{
k

(
0 ≤ c < 2

3

)
0

(
c ≥ 2

3

) (4.4.3)

and the induced morphism HomD(Rm)(F, F ) → HomD(Rm)(F, Tc∗F ) is the identity for any
0 ≤ c < 2/3. Hence, we obtain e(ι(L)) ≥ eD(Rm)(F, F ) ≥ 2/3 by Theorem 4.3.2. This is
the same estimate as that of Akaho [Aka15]. If m = 1, it is known that e(ι(L)) = 4/3 by
the use of Hofer-Zehnder capacity.

Using the example above, we can recover the following result of Polterovich [Pol93],
for subsets of cotangent bundles.

Proposition 4.4.2 ([Pol93, Corollary 1.6, see also the first remark in p. 360]). Let A be
a compact subset of T ∗M whose interior is non-empty. Then its displacement energy is
positive: e(A) > 0.

Proof. Take a symplectic diffeomorphism ψ : T ∗M → T ∗M such that T ∗
MM ∩ Int(ψ(A)) ̸=

∅. Since e(ψ(A)) = e(A), we may assume T ∗
MM ∩ Int(A) ̸= ∅ from the beginning. Take a

point x0 ∈ T ∗
MM∩Int(A) and a local coordinate system x = (x1, . . . , xm) onM around x0.

Denote by (x; ξ) the associated local homogeneous symplectic coordinate system on T ∗M .
Using the coordinates, for ε ∈ R>0 we define ιε : S

m → T ∗M by (x, y) 7→ (εx, εyx) as in
Example 4.4.1. Then, there is a sufficiently small ε ∈ R>0 such that the image ιε(S

m) is
contained in Int(A). As in Example 4.4.1, we define F := kZε ∈ Dιε(Sm)(Rm), where

Zε :=

{
(z, t) ∈ Rm × R

∣∣∣∣ ∥z∥ ≤ ε,− 1

3ε
(ε2 − ∥z∥2)

3
2 ≤ t <

1

3ε
(ε2 − ∥z∥2)

3
2

}
. (4.4.4)

Moreover we define G ∈ Dιε(Sm)(M) as the zero extension of F toM×R. By monotonicity
of the displacement energy and a similar argument to Example 4.4.1, we have

e(A) ≥ e(ιε(S
m)) ≥ eD(M)(G,G) ≥

2

3
ε2 > 0. (4.4.5)

For the next explicit example, our estimate is better than Akaho’s estimate [Aka15].

Example 4.4.3. Let φ : [0, 1] → (0, 1] be a C∞-function satisfying the following two
conditions: (1) φ ≡ 1 near 0, (2) φ(r) = r on [1/2, 1]. Set Sm = {(x, y) ∈ Rm × R |
∥x∥2 + y2 = 1} and consider the exact Lagrangian immersion

ι : Sm −→ T ∗Rm, (x, y) 7−→
(
x,

(
φ(∥x∥)y − φ′(∥x∥)

3∥x∥
y3
)
· x

)
. (4.4.6)

Setting f : Sm → R, f(x, y) := −1
3φ(∥x∥)y

3, we have df = ι∗αT ∗Rm . We define a locally
closed subset Z of Rm × R by

Z :=

{
(x, t) ∈ Rm × R

∣∣∣∣ ∥x∥ ≤ 1,−1

3
φ(∥x∥)(1− ∥x∥2)

3
2 ≤ t <

1

3
φ(∥x∥)(1− ∥x∥2)

3
2

}
(4.4.7)

and F := kZ ∈ Db(Rm×R). Using the object F , one can show e(ι(Sm)) ≥ eD(Rm)(F, F ) ≥
2/3 as in Example 4.4.1. On the other hand, the estimate by Akaho [Aka15] only gives

e(ι(Sm)) ≥ minr∈[0, 1
2
]{

2
3(1− r2)

3
2 · φ(r)}, which is less than

√
3/8.
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Our theorem is also applicable to non-exact Lagrangian submanifolds. We focus on
graphs of closed 1-forms here.

Example 4.4.4. Let M be a compact manifold and ηi : M → T ∗M a closed 1-form for
i = 1, 2. Set Li := Γηi ⊂ T ∗M the graph of ηi for i = 1, 2, and assume that L1 and L2

intersect transversally. We consider the displacement energy e(L1, L2). The symplectic
diffeomorphism ψ on T ∗M defined by ψ(x; ξ) := (x; ξ−η1(x)) sends L1 to the zero-section
M and L2 to Γη2−η1 . Thus we assume L1 = M and L2 = Γη, where η is a closed Morse

1-form from the beginning. Let p : M̃ → M be the abelian covering of M corresponding
to the kernel of the pairing with η. Then there exists a function f : M̃ → R such that
p∗η = df . By assumption, f is a Morse function on M̃ . Define a closed subset Z of M̃ ×R
by

Z := {(x, t) ∈ M̃ × R | f(x) + t ≥ 0}. (4.4.8)

Then we have F := R(p × idR)∗kZ ∈ DL(M) and e(L1, L2) ≥ eD(M)(kM×[0,+∞), F ) by
Theorem 4.3.2.

Let us consider the estimate for eD(M)(kM×[0,+∞), F ). First, we have

RHom(kM×[0,+∞), Tc∗F ) ≃ RHom(k
M̃×[−c,+∞)

,kZ)

≃ RΓ
M̃×[−c,+∞)

(
M̃ × R;kZ

)
.

(4.4.9)

Define Uc := {x ∈ M̃ | f(x) > c} for c ∈ R. Then the cohomology of the last complex

RΓ
M̃×[−c,+∞)

(
M̃ × R;kZ

)
is isomorphic to H∗(M̃, Uc) and for c ≤ d, τc,d is the canonical

morphism induced by the map (M̃, Ud) → (M̃, Uc) of the pairs. Hence this persistence

module is isomorphic to (H∗(M̃, Uc))c∈R and it is the dual of the persistence module

(H∗(M̃, Uc))c∈R. The persistence module (H∗(M̃, Uc))c∈R can be studied by Morse homol-
ogy theory of −f or Morse-Novikov theory of −η. Let v be a vector field on M which is
a (−η)-gradient and satisfies the transversality condition in the sense of Pajitnov [Paj06,
Chapter 3 and Chapter 4]. The existence and denseness of such vector fields hold (see

Pajitnov [Paj06, Chapter 4]). Moreover let ṽ be the lift of v to M̃ . The Morse-Novikov
complex C := C(−η, v) with respect to ṽ has the filtration (C≤c)c∈R defined by the values
of −f . Here we regard C as a finitely generated free module over the Novikov field

∞∑
i=1

ciT
λi

∣∣∣∣∣∣∣
ci ∈ k, λi =

∫
γ
η for some γ ∈ H1(M ;Z),

λ1 < λ2 < · · · , lim
i→∞

λi = +∞

 . (4.4.10)

The persistence module (H∗(C/C≤c))c∈R is isomorphic to (H∗(M̃, Uc))c∈R by usual Morse
theoretic arguments. Each critical point generates or kills rank 1 subspace of the persistent
homology. Hence one can prove that our estimate is greater than or equal to

max
p

min
q

{
|f(p)− f(q)|

∣∣∣∣∣ p, q ∈ Crit(−f), |ind(p)− ind(q)| = 1,

there is a flow of ṽ connecting p and q

}
, (4.4.11)

where Crit(−f) is the set of the critical points of −f and ind(p) is the Morse index of
p ∈ Crit(−f).

The persistence module (H∗(C/C≤c))c∈R is not finitely generated in the usual sense of
persistent homology theory. However we can apply the theory of Usher-Zhang [UZ16] to
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C. Their result describes the “barcodes” of the persistence module (H∗(C≤c))c and one
can check that our estimate in this case coincides with the length of the longest concise
barcodes for C(−η, v) defined in [UZ16].

In the last example below, our estimate determines the displacement energy.

Example 4.4.5 (Special case of Example 4.4.4). Let L = Γη ⊂ T ∗S1 be the graph of
a non-exact 1-form η : S1 → T ∗S1. Assume that L and the zero-section S1 intersect
transversally at only two points. We estimate the displacement energy e(S1, L). Let
p : R → S1 be the universal covering and take a function f on R such that df = p∗η.
Define F := R(p × idR)∗k{(x,t)∈R×R|f(x)+t≥0} ∈ DL(S

1). Then a similar argument to
Example 4.4.4 shows that eD(S1)(kS1×[0,+∞), F ) is equal to the smaller area enclosed by
S1 and L. One can check that e(S1, L) is equal to the area.
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