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Chapter 1

General Introduction

1.1 Ionic Liquids

Ionic liquids (ILs) are molten salts having melting temperatures lower than 100 ◦C.1

In general, ionic substances have much higher melting temperature than room tem-

perature because they are easily crystallized by strong Coulombic interactions be-

tween their components. For example, NaCl has melting temperature at 801 ◦C. As

you know, salts have not been regarded as solvents because their melting tempra-

tures are too high. However, there are salts which have lower melting temperature

than 100 ◦C, and they are called ILs. ILs exist as liquid at moderate temperature

and can be used as “solvents” in vairous processes, including extraction, chemical

reactions, electrochemical processes, and dissolution of solutes having poor solubility

into conventional solvents. ILs are regarded as solvents which are composed of only

ions. Thus, their physical properties are very different from conventional neutral

molecular solvents or water. For example, ILs exhibit high ion conductivity because

their components are dessociated ions. In addition, ILs have negligible volatility due

to strong and complicated interactions between IL-ions such as Coulombic interac-

tions, hydrogen bonds, and van der Waals interactions. Furthermore, typical ILs are

thermally stable and non-flammable and they can be used as solvents even under

harsh environments.2

Here, I summarize the history of ILs briefly.3 The firstly reported IL is

[EtNH3][NO3] which was found by Walden in 1914.4 The melting point of

[EtNH3][NO3] is 12 ◦C and it can be regarded as a room temperature IL. Subse-

quently, about 50 years later, Yoke et al. reported that mixtures of copper chlo-

rides and alkylammonium chlorides have melting temperature around room tempera-

ture.5 In 1970-1980s, chloroaluminate-based molten salt mixtures were developed.6–9

Through the pioneering works by Osteryoung and Hussey, it was found that mixtures
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Figure 1.1: Chemical structures of typical cation and anion species of ionic liquids.

of N -butylpyridinium chloride ([C4Py][Cl])/AlCl3 and 1-ethyl-3-methylimidazolium

chloride ([C2mIm][Cl])/AlCl3 have melting points lower than 40 ◦C.7,8 Importantly,

they also showed that the molten salt mixtures can be used as electrolytes for bat-

teries and spectroscopic solvents. Despite their superior electrochemical properties

to conventional solvents, the chloroaluminate-based salt mixtures have disadvantage

of being reactive with water and air. The disadvantage seriously prevented appli-

cation of the chloroaluminate-based salt mixtures. In 1992, Wilkes et al. reported

an IL, 1-ethyl-3-methylimidazolium tetrafluoroborate ([C2mIm][BF4], melting point:

15 ◦C) which can be easily handled under the coexistence of air and water.10 The

report remarkablly extended the range of application of ILs. Since then, ILs have

attracted attention as novel solvents in various research fields and numerous ILs have

been developed until now.

Typical cation and anion species of ILs are summarized in Figure 1.1. As shown

in Figure 1.1, the IL ions have common structural features. At first, IL ions, es-

pecially cations, have bulky structure and charge of the ions are delocalized. Com-

bination of smaller ions results in rather high melting temperature (for example,

NaCl, KCl, and LiBr). Regarding this point, Ueno et al. discussed the degree of

dissociation, i.e., “ionicity” of ion species in ILs based on physicochemical proper-

ties of the ions.11 In their report, the ionicity was defined as the proportion of ions

that contribute to ionic conduction from all the diffusing species. They evaluated

the ionicity for various ILs and pointed out that the ionicity of IL ions are strongly

correlated with Lewis acidity of cation species and Lewis basicity of anion species

6



(Figure 1.2); the lower Lewis acidity of cations (or Lewis basicity of anions) is, the

higher the ionicity of ILs becomes. Thus, the charge delocalization in ion species

is an important factor for increasing the ionicity of ILs, and further lowering their

melting temperatures. In addition, the structure of IL ions is often asymmetric and

Figure 1.2: Typical ion species of ILs arranged in order of Lewis acidity for cations
and Lewis basicity for anions. Combination of ions are classified into (I) strong Lewis
acid and strong Lewis base, (II) weak Lewis acid and strong Lewis base, (III) strong
Lewis acid and weak Lewis base, and (IV) weak Lewis acid and weak Lewis base.11

conformationally flexible. Hamaguchi and Holbrey found the crystal polymorphism

for 1-butyl-3-methylimidazolium chloride ([C4mIm][Cl]), indicating the coexistence of

two distinct conformers of [C4mIm]+ in liquid state of [C4mIm]+-based ILs.12–15 Berg

et al. confirmed the conformational equilibrium of the conformers in liquid state of

imidazolium-based ILs by means of Raman spectroscopy and ab initio calculations.16

Furthermore, such strucrual isomerism was also observed for a flexible anion species,

bis(trifluoromethanesulfonyl)amide ([TFSA]−).17 The coexistence of structural iso-

mers of ions increases conformational entropy in liquid state of ILs, which results

in lowering of melting temperature. Hence, flexibility and assymetry of the ions’

structure are also important feature for ILs to exist as liquid at low temperature.

Figure 1.1 also shows that there are many variations of cation and anion species

of ILs. Therefore, the solvation atmosphere of ILs can be controlled to construct

specific affinities to target solute by designing structure of IL ions. By utilizing the

designability of the solvation atomosphere, various ILs have been developed for many

applications. In the following section, I introduce several important applications of

ILs.
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1.2 Dissolution of Various Solutes into Ionic Liquids

ILs have unique solvation environment due to their high ionic atmosphere. There-

fore, extraction of molecules or ions from water by ILs has attracted attention. It

was reported that ILs can extract organic compounds,18 metal ions,19,20 and pro-

teins21 from aqueous phase with large distribution coefficient. Importantly, thermo-

responsive liquid-liquid phase separation is often observed for binary systems of

ILs/water or ILs/organic solvents.22–26 The response of miscibility to external stimuli

enables more efficient extraction of solute by ILs. Ohno et al. developed an IL whose

mixture with water shows liquid-liquid phase separation by heating, and utilized the

IL for extraction of a protein from aqueous solution.27 The IL/water mixture shows

phase separation at higher temperature than 22 ◦C. One can extract protein from

aqueous solution by simply changing temperature of the IL/water mixture as shown

in Figure 1.3. As ILs are non-volatile and chemically stable, they do not emit volatile

organic compound into environment. Thus, ILs are expected to be novel media for

“clean” liquid-liquid extraction.18

Figure 1.3: Extraction of a protein, cytochrome C from aqueous phase (upper phase)
to IL phase (lower phase) by temperature change. (a) an aqueous solution of cy-
tochrome C was added to the IL at 25 ◦C; (b) the homogeneous IL/water mixture
was obtained at 20 ◦C; (c) biphasic mixture was regenerated at 25 ◦C and cytochrome
C was extracted into the IL phase.27

Another popular application of ILs in chemical industry is for electrochemi-

cal devices such as fuel cells,28,29 actuators30,31 and lithium-ion batteries.2 Several
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kinds of IL-based electrolytes (for example, LiTFSA/1-ethyl-3-methylimidazolium

bis(fluorosulfonyl)imide ([C2mIm][FSA])) are able to contain large amount of Li+

ion and exhibit comparable charge-discharge ability with conventional electrolytes.32

Recently, Ueno et al. reported that an equimolar complex of tetraglyme (G4) and

LiTFSA shows IL-like solvent properties: they have thermal stability, low flamma-

bility, and low volatility.33,34 In the complex ([Li(G4)][TFSA]), Li+ ions are solvated

by G4 and stably exist as solvated ions (Figure 1.4(a)).34 [G4(Li)][TFSA] shows de-

sired properties for electrolytes of lithium ion batteries such as high ionicity, high

lithium transference number, high Li+ concentration, and electrochemical stability.

The IL-based electrolytes are non-volatile and non-flammable media and thus they

offer more advanced safety than conventional molecular-solvent-based electrolytes.

Application of ILs for CO2 gas separation is also an important topic. It is reported

that imidazolium-based ILs absorb CO2 gas with high selectivity (Figure 1.4(b)).35,36

Thus, ILs can be used for CO2 separation from mixed gases, for example, containing

H2, N2, and CH4. The relation between solubility of CO2 gas and structure of ion

species has been studied by Aki et al.37 They pointed out that ILs having flurine-

based anions, such as [TFSA]−, CF3SO
−
3 , and PF−

6 have high CO2 solubility. It

indicates that CO2 is selectively solvated by the fluorine-based anion species. Such a

selective solvation is one of the characteristics of ILs.

Figure 1.4: (a) Relation between the ionicity and diffusion coefficient of glyme and Li+

in ILs, [Li(G4)][X] where X corresponds to various anion species. Li+ ions are stably
solvated by G4 and ionicity of the ions is higher in [Li(G4)][X] having weaker Lewis
basic anion, such as [TFSA]−.34 (b) Mole fraction solubility of gases in [C4mIm][BF4]
(dark bars) and in [C4mIm][PF6] (gray bars) at 0.1 MPa partial pressure of the gases
at 300 K.35

Polymer materials are important in industry due to their flexibility, plasticity,

and functionality. By using ILs as solvents for polymers, we can add properties
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of ILs to conventional polymer materials. The combination with polymers enables

immobilization of ILs by which one can prevent leakage of liquids in various indus-

trial applications of ILs, including batteries and CO2 separation processes mentioned

above. Furthermore, there are unique dissolution phenomena of polymers in ILs;

ILs often dissolve polymers having poor solubility into conventional solvents. The

solvation for polymers in ILs is important from viewpoints of both application and

fundamental polymer sciences. I introduce research topics of polymer dissolution

phenomena by ILs in the following section.

1.3 Application of Ionic Liquids as Solvents for Polymers

1.3.1 Dissolution of Cellulose in Ionic Liquids

Native cellulose molecules are insoluble in water and conventional organic solvents due

to their multiple intra- and intermolecular hydrogen-bonding networks. Hence, the

dissolution process of cellulose into solvents has been a bottleneck in the processing

of cellulose. Conventional cellulose processing systems use polar solvents such as N -

methylmorpholine N -oxide (NMMO),38 NaOH/CS2,
39 [Cu(NH3)4(H2O)2](OH)2,

40

and LiCl/dimethylacetamide.41 Even with such solvents, heating at high temperature

is often required for dissolution of cellulose. Thus, low energy efficiency, emittion

of the toxic vapor into environment, and thermal degradation of the solvents and

cellulose itself have been crucial problems in the cellulose processing.42

Some kinds of ILs possess dissolution ability for biopolymers such as silk,43 wool,44

chitin,45 and even for cellulose which have poor solubility in conventional solvents. In

2002, Swatloski et al. found that an IL, [C4mIm][Cl] dissolves cellulose at 100 ◦C.46

Until now, several cellulose-dissolving ILs have been reported.42,47–49 The represen-

tive cellulose-dissolving ILs are summarized in Figure 1.5. For example, Ohno et al.

Figure 1.5: Typical cation and anion species which compose cellulose-dissolving ILs.
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Figure 1.6: (a) Chemical structure of a cellulose-dissolving IL, [C2mIm][CH3HPO3].
(b) Dissolution of a cellulose (filter paper: 1 wt%) into an IL, 1-ethyl-3-
methylimidazolium methylphosphonate ([C2mIm][CH3HPO3]).

48 (c) One-pot conver-
sion of cellulose-containing biomass into ethanol using a liquid zwitterion. At first,
cellulose is dissolved in the liquid zwitterion. Subsequently, hydrolysis reaction for
cellulose was carried out through dilution of the solution by acetate buffer containing
cellulase. Finally, glucose, a product of the hydrolysis reaction, was decomposed into
ethanol by addition of a fermentation enzime, Escherichia coli.50

reported that a phosphonate-based IL, 1-ethyl-3-methylimidazolium methylphospho-

nate [C2mIm][CH3HPO3] is able to dissolve cellulose at room temperature (Figure

1.6(a), (b)).48 The IL can extract cellulose from native bran under mild heating

condition.51 For application of the ILs to biomass processing, hydrolysis reaction of

cellulose in ILs has been studied.52,53 Recently, Kuroda et al. developed an liquid

zwitterion having both cellulose-dissolution ability and biocompatibility.50 They suc-

ceeded in one-pot conversion of a cellulose-containing biomass into ethanol; cellulose

is dissolved, hydrolyzed by cellulase, and decomposed into ethanol by fermentation
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reaction in the liquid zwitterion (Figure 1.6(c)). As cellulose is the most abundant

biomass on the earth, such a simple biomass processing of cellulose using biocom-

patible ILs is expected to be a green energy production methodology in the future.

In the field of biomaterials, fabrication of polysaccharide ion gels and films using ILs

is also reported.54 Because these ILs are capable of dissolving cellulose under mild

conditions and they are non-volatile solvent, they allow for improvement in energy

efficiency and environment affinity of cellulose processing.

To develop ILs that have higher cellulose-dissolving abilities, or for optimizing

cellulose processing conditions, understanding the solvated structure of cellulose in

ILs is essential. In general, resolving the microscopic solution structure is sim-

pler for monomeric solutes than for polymeric ones. For this reason, the greater

part of structural investigations on cellulolse in IL systems targeted the structure of

monosaccharides. From a viewpoint of microscopic interactions between cellulose (or

its monomeric unit, glucose or cellobiose) and ILs, solvatochromic analysis was per-

formed and it is found out that hydrogen bond basicity of IL anion species is closely

linked to solubility of cellulose in the ILs.48,55 Furthermore, NMR relaxation mea-

surement56 and neutron diffraction experiments57,58 elucidated that anion species of

cellulose-dissolving ILs form hydrogen bonds with hydroxyl groups of glucose. It was

also reported that the dissolution of cellulose in an IL 1-ethyl-3-methylimidazolium

acetate ([C2mIm][CH3COO]) is exothermal,59 meaning that the interactions between

the IL and cellulose are enthalpically favored. On the chain conformation of cellu-

lose, small-angle X-ray scattering (SAXS) and small-angle neutron scattering (SANS)

studies were performed on cellulose in pure IL ([C2mIm][CH3COO]) and IL contain-

ing a co-solvent (DMF/[C2mIm][CH3COO] mixture of the molar ratio of 9:1).60,61

Despite these reports, microscopic solvation structure and mesoscopic chain charac-

teristics of cellulose have not been adequately studied.

1.3.2 Phase Transition of Polymers in Ionic Liquids

Stimuli-responsive phase transition of polymers in ILs is also an important re-

search field. As is well-known, poly(N -isopropylacrylamide) (PNIPAm) dissolves

into water at room temperature but exhibits phase separation at higher temperature

than 32 ◦C.62 Such phase behavior is called a lower critical solution temperature

(LCST)-type phase separation in increasing temperature. LCST-type phase behav-

ior is a common feature of aqueous polymer solution or hydrogel systems; Poly(N -

alkylacrylamide)s,63 polyethers,64–66 and cellulose derivatives67 having hydrophobic
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groups also show LCST-type phase separation in water. From a thermodynamic

viewpoint, such LCST-type phase behavior is characterized by negative change in

both enthalpy and entropy upon mixing; ∆Hm < 0 and ∆Sm < 0, respectively.

In the case of aqueous solution, the origin of negative ∆Sm is ascribed to forma-

tion of the hydration shell around hydrophobic side chains of polymers.68–71 The

thermo-sensitivity of aqueous polymer solutions and hydrogels has been applied for

stimuli-sensive polymer materials such as the drug delivery system.72,73

On the other hand, an opposite phase behavior, upper critical solution tempera-

ture (UCST)-type phase separation has been observed for various polymers in non-

aqueous solvents at moderate temperature range.74–77 For example, polystyrene with

high molecular weight in cyclohexane solution exhibits demixing around 30 - 40 ◦C in

decreasing temperature.77 Several neutral polymers exhibit LCST-type phase behav-

ior in non-aqueous systems at high temperature, typically higher than 150 ◦C.74,76–78

Nevertheless, common phase behavior of polymer in non-aqueous solvents around

room temperature is UCST-type, not LCST.

Combination of polymer and ILs enables us to add unique properties of ILs to con-

ventional polymer matrials. Especially, immobilization of ILs using polymer gels has

been intensively studied for electrochemical applications. Watanabe et al. synthe-

sized ion gel by carrying out in situ polymerization reaction of methyl methacrylate

(MMA) in [C2mIm][TFSA].79,80 The ion gels can hold large amount of ILs by the

effects of osmotic pressure, and they can be used as solid electrolytes in vairous elec-

trochemical devices81 and gas separation membranes.82,83 Through the studies for

the solubility of polymers and ILs, stimuli-resonsive phase transition of polymers in

ILs was found.

It was reported that poly(benzyl methacrylate) (PBnMA) and its derivatives

show an LCST-type phase separation in a hydrophobic IL, [C2mIm][TFSA] (Fig-

ure 1.7).85,86 Furthermore, a cross-linked PBnMA gel swollen with [C2mIm][TFSA]

shows discontinuous LCST-type volume phase transition by heating.85 Unlike the

case of typical non-aqueous solvents, LCST-type phase separation in ILs is com-

monly observed for various polymers such as PBnMA derivatives, polyethers, and

poly(n-butylmethacylate) (PnBMA) at relatively moderate temperature.84,87–89 It

indicates that the ILs construct specific solvation structure around the polymer, as

in the case of the hydration shell in aqueous polymer solutions.

The stimuli-responsive polymers can be utilized for fabrication of self-assembly

polymer/IL composite materials. It was reported that some kinds of block copoly-
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Figure 1.7: Lower critical solution temperature (LCST)-type phase separation of
PBnMA in [C2mIm][TFSA] solutions, together with chemical structure of PBnMA
and [C2mIm][TFSA].84

mers exhibit self-assembly and exhibit unimer-micelle transition90,91 and sol-gel tran-

sition92–95 in response to temperature change. The thermo-responsive self-assembly

dramatically enhances moldability of the ion gels. One of the characteristics of the

phase behavior of polymers in ILs is that their phase transition temperatures (Tcs)

are strongly affected by slight chemical modification on polymer side chain or IL ions.

For example, LCST of poly(2-phenylethyl methacrylate) (PPhEtMA), having slightly

different chemical structure from PBnMA, is 63 K lower than that of PBnMA.86 This

drastic effect of chemical modifications on Tc indicates that one can control the phase

behavior and physical properties of polymer/IL composite systems by designing the

chemical structure of polymers or ILs.94,95

Several investigations on structural aspects of the thermo-responsive polymer in

IL systems have been performed. In 2003, Holbrey et al. reported that imidazolium-

type ILs form liquid clathrate with alkylbenzenes (Figure 1.8).96 The clathrate forma-

tion is driven by selective solvation of IL cations for the aromatic solutes via cation-π

interactions. This study indicates that ILs easily form ordered structure in the coex-

istence of solutes that have specific affinity to IL ion species. The characteristic of ILs

as “structure-forming solvents” is similar to H2O: both of ILs and H2O form partially

ordered structure around specific solutes. Furthermore, Fujii et al. investigated the

solvation structure of monomeric BnMA molecules in [C2mIm][TFSA] by means of

high-energy X-ray total scattering and all-atom molecular dynamics (MD) simula-

tions.97 They found that [C2mIm] cations orderly locate above and below the phenyl

group of BnMA whereas [TFSA] anions are rather randomly distributed around the

equatorial position of the benzyl group (Figure 1.9). This partially ordered solvation
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Figure 1.8: Packing in the crystal structure of [C1mIm][PF6]·0.5C6H6 where benzene
molecules are shown in green.96

Figure 1.9: Space distribution function for center of mass of (a) C2mIm+ and (b)
TFSA− around BnMA. The green and gray clouds represent the isoprobability surface
of 1.8 times larger probability density than that of bulk.97
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structure of BnMA (or PBnMA) in [C2mIm][TFSA] solution decreases ∆Sm, resulting

in the observed LCST-type phase behavior of PBnMA in [C2mIm][TFSA]. Fujii et al.

also investigated chain conformation of PBnMA in dilute solution of [C2mIm][TFSA]

by SANS.98 They elucidated that the PBnMA chains are molecularly dispersed and

exist as independent Gaussian chains in [C2mIm][TFSA] but suddenly form aggre-

gates at Tc. Structure of other thermo-responsive polymers in IL solutions have been

also studied by SANS.89,99,100 According to the structural study, the polymers exist

as Gaussian chains in ILs and show aggregates formation or the spinodal decompo-

sition on the vicinity of the phase transition temperature. The phase separation of

polymer in IL was also characterized from viewpoint of thermodynamics, utilizing

high-resolution differencial scanning calorimetry (DSC) measurement.101 ∆Hm and

∆Sm values of PBnMA in [C2mIm][TFSA] are evaluated by the DSC measurement,

and it was found that both ∆Hm and ∆Sm are significantly smaller than those of

PNIPAm in water. It indicates that phase equilibrium of the system is controlled

by a slight change in the free energy of mixing. However, the mechanism of thermo-

responsive phase separation of polymer in IL has not yet been adequetely clarified.

Especially, understanding of the above-mentioned strong dependence of Tc on the

chemical structure in IL system is still insufficient.

1.4 Outline of the Dissertation

As reviewed in the previous sections, a lot of composite systems of polymer and IL

have been reported and expected to be novel materials. The unique properties of

polymers in IL systems obviously originate from specific solvation for polymers by

ILs. However, structural study on the polymer in IL systems is inadequate and thus

the physical origin of the properties of the systems is still unclear at the present stage.

As ILs have complicated structure, it is often difficult to extract information about

chain characteristics of polymer or polymer-IL interactions from experimental data.

In this doctoral dissertation, I performed structural analysis by scattering mea-

surements on the polymer in IL solutions. Figure 1.10 shows the conceptual illus-

tration for various scattering techniques and observable structural information from

them. I utilized high-energy total X-ray scattering (HEXTS) experiment with the

aid of all-atom MD simulations to investigate the microscopic solvation structure

with high spacial resolution. Small-angle X-ray scattering (SAXS), small-angle neu-

tron scattering (SANS), and static light scattering (SLS) experiments are also used

to characterize the chain conformation, aggregated structure, and inhomogeneity of

16



polymers in ILs. Furthermore, dynamics of polymer chains are studied by dynamic

light scattering (DLS) experiments. By means of the various scattering techniques, I

succeeded in obtaining rich structural information for polymer in IL solutions.

Figure 1.10: Illustration for typical scattering profiles from polymer solution and
observable structural information from various scattering techniques. q and I(q) are
the magnitude of scattering vector and scattering intensity, respectively.

Chapter 2 and 3 are focused on the cellulose dissolution phenomena in ILs. Here,

glucose and cellobiose, monomeric units of cellulose molecule, are used as model

molecules to approximate microscopic structure of cellulose. In Chapter 2, I in-

vestigated the microscopic solvation structure of glucose in a phosphonate-based IL

([C2mIm][CH3HPO3]). As [C2mIm][CH3HPO3] has high cellulose-dissolving ability,

characterization of liquid structure of [C2mIm][CH3HPO3] itself is benefical for future

development of superior cellulose-dissolving ILs. Firstly, I focused on the packing of

ions and interactions between cations and anions in neat [C2mIm][CH3HPO3]. Sec-

ondly, I evaluated microscopic interactions between glucose and [C2mIm][CH3HPO3],

including space distribution of the ions, orientation of interaction, and coordination

number of the ions around glucose. In Chapter 3, I investigated the mesoscopic chain

conformation and aggregated structure of cellulose in [C2mIm][CH3HPO3]. Micro-

scopic intramolecular interactions in cellulose molecules were studied by the HEXTS

and MD simulation analysis on cellobiose. The mesoscopic structure of cellulose

chains was investigated by SAXS, SLS, and DLS experiments. Eventually, the chain
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conformation of cellulose was realized based on the insight about microscopic in-

tramolecular interactions in cellulose molecules.

Furthermore, I extended the structural study to the stimuli-resonsive phase sep-

aration phenomena of polymers in ILs. In Chapter 4, I focused on the drastic effect

of structural modification on the phase equilibrium of thermo-responsive polymers in

ILs. I chose PPhEtMA in [C2mIm][TFSA] solution as a model system. The solvated

structure and thermodynamic parameters of PPhEtMA in [C2mIm][TFSA] are eval-

uated by SANS and DLS experiments. Here, a deuterated d8-[C2mIm][TFSA] was

used as a solvent to make a clear contrast between the polymer and the IL. In com-

parion with the previously reported structure of PBnMA in the IL, I discussed the

origin of the large difference in LCST of PBnMA and PPhEtMA from the viewpoint

of polymer-IL interactions.

Although the pressure effects on phase equilibrium of solution have been exten-

sively studied in aqueous system, the pressure effects on IL solution is an unexplored

research field. In Chapter 5, I used hydrostatic pressure as an external stimulus

and studied pressure-response of a polymer in an IL. I investigated the pressure de-

pendence of phase separation temperetaure and solvated structure of PPhEtMA in

[C2mIm][TFSA] solution by DLS measurement at elevated hydrostatic pressure. The

observed pressure effects in the IL solution were compared with that in aqueous poly-

mer solution. Eventually, I pointed out a fundamental difference in the mechanism

of LCST-type phase transition in IL solution and in aqueous solution.
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Chapter 2

Microscopic Solvation Structure
of Glucose in a
Phosphonate-type Ionic Liquid

Reproduced with permission from “Hirosawa, K.; Fujii, K.; Hashimoto, K.; Ume-

bayashi, Y.; Shibayama, M. Microscopic Solvation Structure of Glucose in 1-Ethyl-3-

methylimidazolium Methylphosphonate Ionic Liquid., J. Phys. Chem. B. 2015, 119,

6262”. Copyright 2015 American Chemical Society. The publication is available at

ACS via https://doi.org/10.1021/acs.jpcb.5b00724.

2.1 Introduction

As mentioned in Chapter 1, several ILs dissolve cellulose under mild condition. The

cellulose-dissolving ILs are expected to be novel solvents. For understanding of the

cellulose dissolution mechanism, microscopic interactions between IL and celluose is

the most important structural information. Several structural investigations have

been performed on microscopic solvation structure of cellulose (or its monomeric

units, glucose or cellobiose) in ILs. As for polarity of IL, solvatochromic analyses

were performed and it was found that hydrogen bond basicity of IL anion species is

closely linked to solubility of cellulose in the ILs.1,2 NMR relaxation measurement3

and neutron diffraction experiments4,5 elucidated that anion species of cellulose-

dissolving ILs form hydrogen bonds with hydroxyl groups of glucose. Despite these

reports, microscopic solvation structure of cellulose in ILs is still unclear at the present

stage.

Glucose is a monomeric component of cellulose, and thus it can be regarded as a

model molecule to approximiate the microscopic solvation structure of cellulose. In

this chapter, I investigated solvation structure of glucose in [C2mIm][CH3HPO3] by
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high-energy X-ray total scattering (HEXTS) experiment and all-atom MD simula-

tions. Firstly, I focused on the liquid structure of neat [C2mIm][CH3HPO3] to find

out the structural characteristics of the IL. Based on this result, I further investigated

the solvation structure of glucose in [C2mIm][CH3HPO3].

2.2 Experimental

2.2.1 Materials

Figure 2.1: Schematic illustration for the chemical structure of [C2mIm][CH3HPO3]
and glucose. Indices given for the atom species are also shown.

Schematic illustration for the chemical structures of [C2mIm][CH3HPO3] and

D-glucose are shown in Figure 2.1. Dimethylphosphite and 1-ethylimidazole were

purchased from Wako and TCI Co., respectively. They were used after purifica-

tion by distillation. D-glucose was purchased from Aldrich Co. and used without

further purification. The ionic liquid, [C2mIm][CH3HPO3] was synthesized accord-
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ing to the previously reported procedure as mentioned below.6 1-ethylimidazole and

dimethylphosphite were dissolved in tetrahydrofuran (THF). Ar gas was bubbled

through the solution for 10 min. Then the solution was reacted for 24 h at 80 ◦C

in a pressure vessel. After removing THF by evaporation, the resulting liquid was

washed with diethylether at least three times. After removal of diethylether, the

residual liquid was dried in vacuo at 80 ◦C for 24 h with liquid N2 trap. Then,

[C2mIm][CH3HPO3] was obtained as a clear and colorless liquid. Chemical charac-

terization of the synthesized IL was performed using 1H NMR spectroscopy. The 1H

NMR (300 MHz, CDCl3) spectra for [C2mIm][CH3HPO3] are following: δ = 1.58 (3H,

t, NCH2CH3), 3.58 (3H, d, OCH3), 4.10 (3H, s, NCH3), 4.37 (2H, q, NCH2CH3),

6.91 (1H, d, PH), 7.33 (2H, d, NCHCHN), 10.81 (1H, s, NCHN). Water content in

the IL was estimated by Karl Fischer titration method to be around 300 ppm.

2.2.2 High-Energy X-ray Total Scattering

HEXTS measurements were performed at BL04B2 beamline of SPring-8 (Japan Syn-

chrotron Radiation Research Institute, Japan).7,8 All the measurements were car-

ried out under room temperature. The monochromatized X-ray of 61.6 keV (wave-

length λ = 0.2012 Å) was obtained using a Si (220) monochromator. Glucose in

[C2mIm][CH3HPO3] solutions of 10 – 30 wt% were injected into a planar type cell

(Figure 2.2).

Figure 2.2: The sample cell used in HEXTS experiments which is composed of alu-
minium flat plate and polyimide film.

The scattering angle 2θ was scanned in the range of 2θ = 0.3 – 42 ◦ and scattering

intensity profile was measured for glucose in [C2mIm][CH3HPO3]. After subtraction

of background scattering, corrections for absorption,9 polarization, and Compton

scatterings10,11 were performed on the scattering intensity of X-ray to obtain coher-

ent scattering intensities, Icoh(q) per stoichiometric volume. The experimental X-ray

structure factor, Sexp(q) and the radial distribution function, Gexp(r) per stoichio-
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metric volume were calculated as follows:

Sexp(q) =
Icoh(q)/N

s −
∑
xαfα(q)

2

{
∑
xαfα(q)}2

+ 1

Gexp(r)− 1 =
1

2π2rρ0

∫ qmax

0
q [Sexp(q)− 1] sin (qr)

sin (qπ/qmax)

qπ/qmax
dq (2.1)

where fα(q) and xα mean the atomic scattering factor and the number fraction of

atom α in the stoichiometric volume,12 respectively. N s is the total number of atoms

in the stoichiometric volume. ρ0 is the number density of atoms. q is the magnitude

of scattering vector defined as follows:

q =
4π

λ
sin θ (2.2)

In this study, the maximum of q (qmax) was 22 Å−1. As shown in eq. (2.1), the Lorch

window function was used in the inverse Fourier transformation procedure of Sexp(q)

to Gexp(r).13

2.2.3 MD Simulations

An MD simulation was carried out using Materials Explorer 5.0 program (Fujitsu)

in a cubic cell under NTP ensemble of T = 298 K and P = 1 atm. The composition

(number of the ion-pair and D-glucose) and the size of MD unit cell are listed in

Table 2.1.

Table 2.1: Densities, compositions, and the size of the MD unit cells of the
glucose/[C2mIm][CH3HPO3] systems in the MD simulations.

Conc.a [wt%] ρbMD [g cm−3] ρcExp. [g cm−3] Glucose Cation Anion Ld
Cell [Å]

0e 1.178 1.172 - 256 256 42.1
10 1.201 1.203 40 300 300 45.7
20 1.228 1.235 80 280 280 46.0
30 1.251 1.243 120 240 240 45.5

aWeight fraction of glucose or cellobiose in [C2mIm][CH3HPO3]
bDensity values obtained from MD simulations.
cExperimental density values.
dLength of a side of the cubic MD unit cell.
dNeat [C2mIm][CH3HPO3].

Here, temperature and pressure of the MD cell were controlled by a Nosé-Hoover

thermostat14,15 and a Parrinello-Rahman barostat,16 respectively. The long-range

interactions were treated using the Ewald method with real-space cutoff distance of

12 Å. It is well known that D-glucose has some structural isomers in aqueous solu-

tion.17–20 However, the population in [C2mIm][CH3HPO3] has never been reported
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yet. Hence, in this work, I used β-D-glucopyranose shown in Figure 2.1 as an initial

structure of glucose molecule in the MD simulations. At first, glucose and IL ions

are randomly arranged in the MD cell. Then, the system was equilibrated at NTP

ensemble under T = 2000 K and P = 10000 atm for 0.5 ns with an interval of 0.2

fs to eliminate the effect of initial positions of atoms.21 After that, the system was

equilibrated for 1.0 ns with an interval of 0.2 fs at T = 298 K and P = 1 atm. The

data collected at every 0.1 ps during 0.5 - 1.0 ns were used for analysis. Canongia

Lopes and Padua (CLaP) and the optimized potentials for liquid simulation all-atom

(OPLS-AA) force fields were used for IL ions and glucose, respectively.22–26 The force

fields include non-bonded Lennard-Jones and Coulombic interactions and intramolec-

ular interactions with stretching, bending, and torsionional motion of covalent bonds.

Mass density values obtained by the MD simulations showed excellent agreement with

the experimental ones, which are listed in Table 2.1.

For comparison of the result of MD simulations with HEXTS experiment, I calcu-

lated the X-ray weighted structure factor, SMD(q) based on the trajectories of atoms

as follows:

SMD(q) =

∑
α

∑
β wαβ(q)

{
∑

α (Nαfα(q)/N)}2

∫ rmax

0
4πr2ρ0

(
gMD
α−β(r)− 1

) sin (qr)
qr

dr + 1 (2.3)

wαβ(q) ≡

{
Nα(Nβ − 1)fα(q)fβ(q)/N(N − 1) (i = j)

2NαNβfα(q)fβ(q)/N
2 (i ̸= j)

(2.4)

where Nα and N is the number of α atom and the total number of atoms in the

simulation box. gMD
α−β(r) is the atom-atom pair correlation function between atom α

and β as calculated following.

gMD
α−β(r) =

1

4πr2∆r

V

NαNβ

⟨
Nα∑
m=1

∆Nαβ
m (r)

⟩
(Intermolecular correlations) (2.5)

gMD
α−β(r) =

1

4πr2∆r

V

Nα

⟨
Nα∑
m=1

∆Nαβ
m (r)

⟩
(Intramolecular correlations) (2.6)

Here, V denotes the volume of the MD cell. ∆Nαβ
m (r) is the number of β-atoms in

the spherical shell of radius r and thickness ∆r centered on a m th α-atom. The X-

ray-weighted radial distribution function GMD(r) was evaluated from the calculated

SMD(q) by the inverse Fourier transform, as shown in eq. (2.1).

2.3 HEXTS Experiments

Figure 2.3(a) shows the Sexp(q)s for 0–30 wt% glucose in [C2mIm][CH3HPO3] so-

lutions. Intensity of the first peak at 1.55 Å−1 decreased and the valley at 2.5
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Figure 2.3: Experimental (a) structure factors, Sexp(q)s and (b) radial distribution
functions, r2[Gexp(r) − 1]s obtained for 0–30 wt% glucose in [C2mIm][CH3HPO3]
solutions.
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Å−1 shallowed with increasing glucose concentration. Figure 2.3(b) shows the radial

distribution function, Gexp(r)s in a form of r2[G(r) − 1] for 0–30 wt% glucose in

[C2mIm][CH3HPO3] solutions. In the r2[Gexp(r) − 1], the peaks at 2.5 and 3.0 Å

increased with increasing glucose concentration. It indicates that variation in solu-

tion structure caused by glucose dissolution is successfully reflected in Sexp(q) and

r2[Gexp(r)− 1]. Our previous works on the liquid structure of ILs27–31 show that the

intermolecular correlation components in G(r)s overlap with the intramolecular ones

in the r-range of 3 – 6 Å. For evaluation of the intermolecular interactions in the

glucose/[C2mIm][CH3HPO3] solution system, I examined to extract the intermolec-

ular correlation, Ginter(r) by means of all-atom MD simulation.

2.4 MD Simulations

Figure 2.4 shows the calculated radial distribution functions, r2[GMD(r)−1]s for neat

[C2mIm][CH3HPO3] and glucose in [C2mIm][CH3HPO3] solutions, together with the

corresponding r2[Gexp(r)− 1]s obtained by HEXTS experiments. As shown, Gexp(r)

exhibited a high-frequency oscillation which was absent in GMD(r). Such a “ripple”

pattern is an inevitable artifact which originates from experimental fluctuation in

the X-ray structure factor, Sexp(q). Such a fluctuation in Sexp(q) is transformed

to the high-frequency oscillation in the experimental G(r) via inverse Fourier trans-

form procedure (eq. (2.1)). Except for the artifact, the MD result reproduced the

experimental results well for all the glucose concentration examined here. It in-

dicates that the trajectories of atoms obtained from MD simulations were valid.

Furthermore, I extracted the intramolecular and intermolecular correlation compo-

nents (GMD
intra(r)s and GMD

inter(r)s, respectively) to discuss the liquid structure of neat

[C2mIm][CH3HPO3] and the solvation structure of glucose in [C2mIm][CH3HPO3].

Figure 2.5 shows r2[GMD
intra(r)− 1] and r2[GMD

inter(r)− 1] calculated for glucose 30 wt%

in [C2mIm][CH3HPO3] solution. As can be seen from Figure 2.5, the sharp peaks at

1.5, 2.5 and 3.0 Å in the r2[G(r) − 1] can be mainly assigned to the intramolecular

correlations within glucose, [C2mIm]+, and [CH3HPO3]
− components. The GMD

inter(r)

is composed of intermolecular interactions between glucose and IL ions, which is

discussed later.
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Figure 2.4: Radial distribution function r2[G(r) − 1] for (a) 0 wt% (neat [C2mIm]
[CH3HPO3]), (b) 10 wt%, (c) 20 wt% and (d) 30 wt% glucose in [C2mIm][CH3HPO3]
solutions. The dots correspond to the experimental r2[Gexp(r)− 1] and the solid line
with red to the calculated r2[GMD(r)− 1] derived from MD simulations.

Figure 2.5: Intramolecular correlation component (red line) and intermolecular one
(blue line) calculated for glucose 30 wt% in [C2mIm][CH3HPO3] solution system.
The black line shows the total r2[GMD(r) − 1] that includes both of intramolecular
and intermolecular correlations.
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2.5 Liquid Structure of Neat [C2mIm][CH3HPO3]

[C2mIm][CH3HPO3] has high hydrogen bond acceptor ability, which is one of impor-

tant properties for ILs to dissolve cellulose.6 As [CH3HPO3]
− is a strong Lewis base,

liquid structure of [C2mIm][CH3HPO3] is assumed to be different from that of well-

known ILs with weak Lewis basic anion such as [PF6]
−,32 [FSA]−,31 and [TFSA]−.33

I discuss the liquid structure of neat [C2mIm][CH3HPO3] to characterize structural

feature of the IL in liquid state. Figure 2.6 shows GMD
inter(r) in a form of r2[G(r)− 1]

and partial radial distribution functions for cation-anion, anion-anion and cation-

cation correlations (r2[GMD
cat−an(r) − 1], r2[GMD

an−an(r) − 1], and r2[GMD
cat−cat(r) − 1],

respectively). Here, the partial radial distribution functions, r2[GMD
i−j (r)− 1] are nor-

malized by the combination number of the atom pairs and their X-ray scattering

abilities, where i and j denote the components in the system: glucose, [C2mIm]+,

and [CH3HPO3]
−. The total r2[GMD

inter(r) − 1] exhibited the peaks around 4.6, 8.5

and 12.0 Å. It is clear from Figure 2.6 that the peaks at r = 4.6 and 12.0 Å are

mainly assigned to r2[GMD
cat−an(r)− 1] and one at r = 8.5 Å to both r2[GMD

an−an(r)− 1]

and r2[GMD
cat−cat(r) − 1]. Here, it should be noted that a shoulder is observed at

around r ≈ 4 Å in r2[GMD
cat−cat(r) − 1]. It was reported that the similar shoulder

is also found in the imidazolium-based ILs having strong Lewis basic anions such

as [C1mIm][Cl]34 and [C2mIm][CH3COO].35 Such short-range interactions between

imidazolium cations originate from a ring-stacking between imidazolium cations. In

contrast, such shoulder have not been observed in the ILs with weak Lewis basic

anions such as [C2mIm][TFSA]33 and [C2mIm][FSA].31 Therefore, it was pointed

out that packing structure of imidazolium cations in ILs having strong Lewis basic

anions, including [C2mIm][CH3HPO3], is different from that in ILs with weak Lewis

basic anions.

Figures 2.7 (a) and (b) show spatial distribution of [CH3HPO3]
− around

[C2mIm]+ calculated from the MD simulations. As can be seen from Figures 2.7

(a) and (b), the center of mass of [CH3HPO3]
− locates around the H2, H4, H5 (see

Figure 2.1) of [C2mIm]+. Such space distributions of ions have been reported for sev-

eral imidazolium-based ILs, [CnmIm][X] with X = Cl−,34 [CH3COO]−,35 [TFSA]− 33

and [FSA]−,31 where n = 1, 2 or 4. According to the reports, the anions with strong

Lewis basicity (Cl− and [CH3COO]−) tend to locate along the C2-H2 bond to form

hydrogen bonding interaction with the cation. In contrast, the anions with weak

Lewis basicity ([TFSA]− and [FSA]−) distribute above and below the imidazolium
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Figure 2.6: Total GMD
inter(r) as a form of r2[G(r) − 1] obtained from MD simulations

for neat [C2mIm][CH3HPO3], together with partial radial distribution functions for
cation-anion (r2[GMD

cat−an(r) − 1]), anion-anion (r2[GMD
an−an(r) − 1]) and cation-cation

(r2[GMD
cat−cat(r)− 1]) interactions.
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Figure 2.7: Spatial distribution of the center of mass of (a, b) [CH3HPO3]
− around

[C2mIm]+ and (c, d) [C2mIm]+ around [CH3HPO3]
−. The green and red clouds

indicate the isoprobability surfaces of a given ion.

35



ring, where the cation-anion interactions are almost from an electrostatic contri-

bution. In this work, [CH3HPO3]
− distributes along the C2-H2, C4-H4 and C5-H5

bonds of [C2mIm]+, which is similar tendency with Cl− and [CH3COO]−. I con-

clude that [CH3HPO3]
− form the hydrogen bond with [C2mIm]+ due to their strong

Lewis basicity. Figures 2.7 (c) and (d) show spatial distribution of [C2mIm]+ around

[CH3HPO3]
−. It was found that the [C2mIm]+ distributes around two OA atoms

within [CH3HPO3]
−, indicating that the OA atoms act as hydrogen bond acceptors

in the [C2mIm]+-[CH3HPO3]
− interactions.

2.6 Solvation Structure of Glucose in
[C2mIm][CH3HPO3]

Figure 2.8(a) show r2[GMD
inter(r) − 1]s for 0 – 30 wt% glucose in [C2mIm][CH3HPO3]

solutions. The partial radial distribution functions for glucose-anion and glucose-

cation correlations (r2[GMD
glu−an(r) − 1] and r2[GMD

glu−cat(r) − 1]) are shown in Figures

2.8 (b) and (c), respectively. The partial radial distrubution functions are normalized

by the procedure mentioned above. The r2[GMD
inter(r)− 1] exhibited a clear peak at r

= 2.6 Å which corresponds to the nearest neighbor interaction in the system. It is

clearly seen from Figure 2.8 (b) that the nearest neighbor interaction can be assigned

to the glucose-anion interactions. r2[GMD
glu−cat(r) − 1] showed a shoulder at 3.5 Å

indicating that [C2mIm]+ are secondly neighboring glucose. I conclude that the

glucose molecules are preferentially solvated by [CH3HPO3]
− in [C2mIm][CH3HPO3]

and contributions of [C2mIm]+ to the solvation is relatively small. Figures 2.9 (a) and

(b) show the space distribution of O atoms (averaged both OH and OE components)

within hydroxyl groups of glucose molecules around [CH3HPO3]
− calculated for 30

wt% glucose in [C2mIm][CH3HPO3] solution. O atoms (glucose) located along two

P-OA bonds of [CH3HPO3]
−. Such an orientation indicates the existence of hydrogen

bond between OA atoms ([CH3HPO3]
−) and hydroxyl groups within glucose. On the

other hand, as shown in Figures 2.9(c), (d), the O atoms within glucose molecules

distributed rather randomly around the [C2mIm]+. This is because the interactions

between [C2mIm]+ and glucose originate from only Coulombic force.

To discuss local interactions in detail, I further calculated the atom-atom pair

correlation functions, gMD
i−j (r)s. Here, I focused on the closest atom-atom interactions

in intermolecular glucose-anion, glucose-cation and glucose-glucose correlations. Fig-

ure 2.10 (a) shows the gMD
OA−OX(r) for OA within [CH3HPO3]

− around the O atoms

(X = H or E) within glucose. gMD
OA−OH(r) and gMD

OA−OE(r) exhibited the first peak
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Figure 2.8: (a) total intermolecular correlation component (r2[GMD
inter(r) − 1]), (b)

glucose-anion correlation component (r2[GMD
glu−an(r)− 1]), and (c) glucose-cation cor-

relation component (r2[GMD
glu−cat(r) − 1]) obtained from MD simulations for 0 – 30

wt% glucose in [C2mIm][CH3HPO3] systems.
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Figure 2.9: Spatial distribution of O atoms (averaged for both OE and OH) within
the hydroxyl groups of glucose around (a, b) [CH3HPO3]

− and (c, d) [C2mIm]+

calculated for 30 wt% glucose in [C2mIm][CH3HPO3] system. The yellow clouds
indicate the distribution of OE and OH atoms.

Figure 2.10: Atom-atom pair correlation functions, gMD
i−j (r) for (a) OA (anion), (b)

C2 (cation), and (c) OH or OE (glucose) around O atoms within glucose calculated
for 30 wt% glucose in [C2mIm][CH3HPO3] system.
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at r = 2.6 Å and r = 2.7 Å respectively. The closest O (anion)—O (glucose) cor-

relations observed in gMD
OA−OH(r) and g

MD
OA−OE(r) mainly contribute to the first peak

in the r2[GMD
inter(r) − 1] shown in Figure 2.8 (a). Here, it should be noted that the

first peak intensity of OA—OH and OA—OE is significantly different. The difference

can be realized by considering the intramolecular hydrogen bonds within glucose

molecules, as discussed later. Figure 2.10 (b) shows the gMD
C2−OX(r) for the C2 car-

bon within [C2mIm]+ around the O atoms (X = H or E) within glucose. Both

gMD
C2−OX(r)s exhibited the first peak at r = 3.4 Å. In comparison with the first peak

position of gMD
OA−OX(r) (2.6 - 2.7 Å), it was indicated that the interactions between

hydroxyl groups of glucose and OA in [CH3HPO3]
− are stronger than between the

hydroxyl groups and C2-H2 in [C2mIm]+. Figure 2.10 (c) shows the gMD
OX−OY(r)s (X

and Y = H or E) for the intermolecular O (glucose)—O (glucose) interactions be-

tween glucose molecules. The gMD
OH−OH(r) and g

MD
OE−OH(r) exhibited the first peak at

2.6 and 2.7 Å, respectively. The peaks originate from the hydrogen bonds between

glucose molecules. However, no significant peak was found in the gMD
OE−OE(r). The

observed difference between gMD
OE−OE(r) and g

MD
OH−OH(r) (or g

MD
OE−OH(r)) is caused by

intramolecular hydrogen bonds within a glucose molecule.

For evaluation of the intramolecular hydrogen bonds within glucose molecules, I

calculated the population of dihedral angle OC-C-C-OE, ϕ for the glucose molecules in

the MD cell. Previous research by 1H NMR spectroscopy and MD simulations18,36,37

on aqueous glucose solution established that glucose coexists as three conformers

with ϕ = 60◦ (gauche-trans, gt), 180◦ (trans-gauche, tg), 300◦ (gauche-gauche, gg) in

water, and their relative stability is in the order of gg > gt > tg. Figure 2.11 shows

population of ϕ of the glucose molecules in [C2mIm][CH3HPO3] calculated by the MD

simulations. The population was largest at ϕ = 325◦ (gg), followed by 35◦ (gt) and

170◦ (tg). In addition, the abundance ratio of the three conformers was calculated

to be gg : gt : tg = 51 : 38 : 11, which is the same tendency as glucose in aqueous

solution. In the two stable conformations, gt and gg, HO-OE of hydroxylmethylene

group locates near OC. It suggests that the conformations were stabilized by the

intramolecular hydrogen bond, OC —HO-OE. Such an intramolecular hydrogen bond

compete with the intermolecular hydrogen bonding interactions between glucose and

[CH3HPO3]
−. Hence, the lower peak intensity in the gMD

OA−OE(r) among gMD
OA−OX(r)s

(shown in Figure 2.10(a)) is realized from the existence of the intramolecular hydrogen

bond of OC —HO-OE. In contrast, with regard to the glucose-cation interaction, the

OE (glucose) can interacts with the C2-H2 (cation) irrespective of the intramolecular
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hydrogen bonds. That is the reason why there was no difference in the peak intensity

among the gMD
C2−OX(r) (X = H, E) (Figure 2.10 (b)).

Figure 2.11: Histogram of dihedral angle OC-C-C-OE, ϕ of glucose molecules calcu-
lated for 30 wt% glucose in [C2mIm][CH3HPO3] system. The interval of ϕ is 5◦.

The coordination numbers, NX−OH of atoms (X = OA (anion), OH (glucose), and

OE (glucose)) in the first coordination shell of HO-OH (glucose) are calculated by the

integration of gMD
X−OH(r) functions up to R = 3.0 Å:31,38

NX−OH(r) =

∫ R

0

(
NX

V
gMD
X−OH(r)

)
4πr2dr (2.7)

Here, V and NX is the volume of the MD cell and the number of X atoms in the MD

cell. NOA−OH, NOH−OH, and NOE−OH were listed in Table 2.2. Although the fraction

of coordinating OH and OE (glucose) increased with increasing the concentration, the

coordination of OA ([CH3HPO3]
−) is still dominant even in the highest concentration.
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Table 2.2: Coordination number of atoms in the first solvation shell of OH-HO within
glucose.

Conc.a / wt% Coordination numberb

OA OH OE

10 0.87 0.03 0.02
20 0.75 0.15 0.05
30 0.62 0.29 0.08

aWeight fraction of glucose in [C2mIm+][CH3(H)PO−
3 ]

bCalculated by integrating the first peak in the corresponding gMD
X-OH(r) from r = 0

to 3.0 Å.
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2.7 Conclusions

Liquid structure of neat [C2mIm][CH3HPO3] and solvation structure of glucose in

[C2mIm][CH3HPO3] were investigated by HEXTS experiments and all-atom MD sim-

ulations. The experimental radial distribution functions, r2[Gexp(r) − 1]s were well

reproduced by MD simulations for all the glucose concentration examined here. With

regard to liquid structure of neat [C2mIm][CH3HPO3], I pointed out that the hydro-

gen bond between OA (anion) and C2-H2 (cation) is predominant in the cation-anion

interaction. As for solvation structure of glucose in [C2mIm][CH3HPO3], it is found

that the glucose molecules are preferentially solvated with [CH3HPO3]
− rather than

[C2mIm]+. From analysis by the atom-atom pair correlation function, it is clarified

that the glucose molecule is hydrogen bonded with [CH3HPO3]
− to form OH-HO

(glucose)—OA (anion) interaction. However, the intramolecular hydrogen bond of

OE-HO — OC within glucose still remains even in [C2mIm][CH3HPO3]. Such in-

tramolecular hydrogen bonds compete with the intermolecular hydrogen bonds be-

tween glucose and [CH3HPO3]
−.
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Chapter 3

Solvated Structure of Cellulose
in a Phosphonate-based Ionic
Liquid

Reproduced with permission from “Hirosawa, K.; Fujii, K.; Hashimoto, K.;

Shibayama, M. Solvated Structure of Cellulose in a Phosphonate-based Ionic Liquid.,

Macromolecules 2017, 50, 6509”. Copyright 2017 American Chemical Society. The

publication is available at ACS via https://doi.org/10.1021/acs.macromol.7b01138

3.1 Introduction

In chapter 2, I evaluated microscopic intermolecular interactions between cellulose

and [C2mIm][CH3HPO3]. On the other hand, understanding of chain character-

istics and aggregated structure of cellulose in [C2mIm][CH3HPO3] is also impor-

tant for improvement and optimization of the dissolution process. With regards to

chain characteristics of cellulose in ILs, SAXS and SANS studies were performed

on cellulose dissolved in pure IL ([C2mIm][CH3COO]) and IL containing a co-solvent

(DMF/[C2mIm][CH3COO] mixture of the molar ratio of 9:1).1,2 However, mesoscopic

structure and dynamics of cellulose chains in pure ILs have not been adequately stud-

ied.

In this chapter, I investigated both (1) the microscopic inter- and intramolecular

interactions and (2) the mesoscopic chain conformation and aggregated structure of

cellulose in pure [C2mIm][CH3HPO3] solution. Microscopic intramolecular interac-

tions in cellulose molecules were studied by the HEXTS and MD simulation analysis

on cellobiose (Figure 3.1(b)). The effect of the intramolecular hydrogen bonds can be

studied more in detail by using cellobiose as a model molecule rather than glucose.

The mesoscopic structure of cellulose chains was investigated by SAXS, SLS, and
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DLS experiments. Eventually, the chain conformation of cellulose was realized based

on the insight about microscopic intramolecular interactions in cellulose molecules.

Figure 3.1: Chemical structures of (a) 1-ethyl-3-methylimidzolium methylphospho-
nate ([C2mIm][CH3HPO3]), (b) cellobiose, and (c) cellulose.

3.2 Experimental

3.2.1 Materials

[C2mIm][CH3HPO3] was synthesized by the same procedure as described in Chapter

2. D-(+)-Cellobiose was purchased from Aldrich. Co. A kind of microcrystalline

cellulose “Cellulose powder C” was purchased from Advantec. Co. Here, the molec-

ular weight of the cellulose material was estimated to be approximately 105 by liquid

chromatography in a previous report.3 Cellulose powder was dried at 90 ◦C for 24 h

in vacuo prior to use. The preparation procedures of cellulose in [C2mIm][CH3HPO3]

solutions are described below. At first, the dried cellulose powder was dispersed

into [C2mIm][CH3HPO3] by vigorously stirring with a spatula at room temperature.

Subsequently, the mixtures were heated at 50 ◦C for 5 h in vacuo to remove bubbles
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and trace water in the solution. After the heating, clear and colorless solutions were

obtained.

The absence of undissolved cellulose powder granules was confirmed via optical

microscopy using BX51N-33P-O-SP, Olympus Co. Figure 3.2 shows optical micro-

scope images of neat [C2mIm][CH3HPO3] and cellulose in [C2mIm][CH3HPO3] solu-

tions of volume fraction, ϕ = 0.047, which is the highest concentration examined in

this study. Except for some bubbles, the cellulose solution looked almost the same as

neat [C2mIm][CH3HPO3], indicating that undissolved cellulose powder granules did

not exist in the prepared cellulose solutions.

3.2.2 HEXTS Experiments

HEXTS measurement was performed for Cellobiose 30 wt% in [C2mIm][CH3HPO3]

solution at room temperature. Details of the experiment were described in Chapter 2.

The structure factore Sexp(q) and radial distribution function Gexp(r) were calculated

by eq. (2.1) in Chapter 2.

3.2.3 MD Simulations

An all-atom MD simulation was performed for an NTP ensemble (298 K and 1 atm)

in a cubic cell. The composition of cellobiose molecules and IL ions was set to be

consistent with the sample solution measured in the HEXTS experiment (30 wt%): 70

cellobiose molecules were mixed into 250 ion pairs of [C2mIm][CH3HPO3]. Similarly

to the MD simulations on glucose in [C2mIm][CH3HPO3] system (Chapter 2), CLaP

and OPLS-AA force fields were applied for IL ions and cellobiose, respectively.4–8

The detailed procedures of the MD simulation were described in Chapter 2. In

the cellobiose in [C2mIm][CH3HPO3] system, equilibration time was set to be 1.5 ns.

Subsequently, trajectories of atoms were sampled every 0.1 ps during 1.5 - 2.0 ns. The

mass density value obtained by the MD simulations (1.2593 g cm−3) showed good

agreement with the experimental value (1.2699 g cm−3). X-ray weighted structure

factor, SMD(q) and the radial distribution function, GMD(r) were calculated by eq.

(2.1) and eq. (2.3) in Chapter 2.

3.2.4 SAXS Experiments

SAXS experiments were conducted at the BL03XU beamline of SPring-8 (JASRI,

Japan). All measurements were carried out at room temperature. To suppress back-

ground scattering intensity from air and window materials, I employed a vacuum
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Figure 3.2: Optical microscope images of (a) neat [C2mIm][CH3HPO3] and (b) cel-
lulose in [C2mIm][CH3HPO3] solution of volume fraction, ϕ = 0.047. A scale bar of
0.10 mm is also shown in the images.
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chamber setting in which the sample environment and the X-ray pathway were di-

rectly connected.9 Sample solutions were injected into a homemade planar cell (sam-

ple thickness: 2 mm). After the injection, sample solution was annealed at 50 ◦C

for 4 h to eliminate the effect of shear stress. A pair of borosilicate cover glasses

(thickness: 30 µm) were used as optical windows for the sample cell. Wavelength of

X-ray was 1.00 Å. All the sample solutions were irradiated for 30 s. X-ray scattering

intensity was acquired by an area detector (PILATUS, Dectris R⃝). After the correc-

tion for background scattering and absorption, the obtained X-ray scattering profiles

were normalized to the absolute scale using glassy carbon as a secondary standard

sample for intensity calibration. To obtain the scattering intensity profiles from cel-

lulose molecules I(q), the scattering intensity of pure [C2mIm][CH3HPO3], IIL(q),

was subtracted from that of the sample solutions, Isample(q). To evaluate structure of

cellulose molecules in [C2mIm][CH3HPO3] quantitatively, I carried out curve-fitting

analysis with a model function of core-shell cylindrical scatterers as follows:10

I(q) = ρPL(q)PCS(q)i(q) +Aq−2 (3.1)

PCS(q) =

[
(bcore − bshell)

(
πR2

core

) 2J1(qRcore)

qRcore
+ (bshell − bsolv)

(
πR2

out

) 2J1 (qRout)

qRout

]2
(3.2)

PL = L2

[
2

qL

∫ qL

0

sin t

t
dt− 4 sin2 (qL/2)

(qL)2

]
(3.3)

The parameters L, Rout, andRcore are the length, the outer radius, and the core radius

of the core-shell cylinder, respectively. Here, I adopted a decoupling approximation in

which the form factor of the core-shell cylinder is given as a product of a longitudinal,

PL(q) and a cross-section parts, PCS(q).
11 The approximation becomes valid when

L is sufficiently larger than Rout. bcore, bshell, and bsolv are the scattering length

densities (SLD) of the core, shell, and bulk solvent, respectively. In the curve-fitting

analysis, both bcore and bsolv were fixed to the SLD values calculated for glucose

and [C2mIm][CH3HPO3], respectively. Here, the SLDs were calculated using the

mass density and the atomic scattering factors. The number density of the core-

shell cylinder (ρ) was calculated using L, R, and the actual volume fraction of the

sample solutions. J1(x) is the first-order Bessel function. The power-law term Aq−2

was introduced to reproduce the excess scattering in the low-q region, where A is a

constant. The validity and physical meanings of the model function will be discussed

later. The inter-particle interference between the core-shell cylinders is represented by

the interference factor i(q), which is empirically developed from the polymer reference
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interaction site model as follows:12–15

i(q) =
1

1 + βc(q)PL(q)/L2
(3.4)

c(q) =
3 [sin (2q(Rout + lD))− 2q(Rout + lD cos (2q(Rout + lD))]

[2q(Rout + lD)]
3

β =

(
1 + 2(B + C)2

)
+ 2D

(
1 +B + 5

4C
)

(1−B − C)4
− 1

B = πR2
outLρ, C =

4

3
πR3

outρ, D =
1

2
πRoutL

2ρ

3.2.5 Light Scattering Experiments

Light scattering measurements were conducted using an SLS/DLS compact goniome-

ter (ALV, Langen, 5022F-PCC-MS) coupled with a photon correlator. A He-Ne laser

(wavelength, λ = 632.8 nm; 22 mW) was used as the incident beam. The scattering

angle 2θ was fixed to be 90◦ and temperature was controlled to be 25.0 ◦C. Each

measurement required 30 s. The solvent IL, [C2mIm][CH3HPO3] was passed through

a PTFE filter (pore size: 0.2 µm) prior to use. Sample solutions were injected into

test tubes and annealed at 50 ◦C for 4 h in vacuo. The position (p) dependence of

a time-averaged light scattering intensity (⟨I⟩p) and the time correlation function of

light scattering intensity (g
(2)
p (τ)−1) were measured by changing the relative position

of the beam spot by manually rotating the test tube.

For analysis on scattering media containing frozen heterogeneity, such as polymer

gels, a “partial-heterodyne” method has been established.16 The analytical proce-

dures are summerized below. The time correlation function of light scattering inten-

sity at position p, g
(2)
p (τ)− 1 is defined as follows:

g(2)p (τ)− 1 =
⟨I(t+ τ)I(t)⟩p

⟨I(t)2⟩p
(3.5)

where I(t) is the light scattering intensity. When there are two diffusive modes in

the media, g
(2)
p (τ)− 1 can be approximated as follows:

g(2)p (τ)− 1 = βσ2I
[
A exp

(
−DA,fast,pq

2τ
)
+ (1−A) exp

(
−DA,slow,pq

2τ
)]2

(3.6)

where DA,fast,p and DA,slow,p are the apparent diffusion coefficients for the fast mode

and the slow mode, respectively. β is the coherence factor and A denotes the fraction

of the fast mode. In light scattering experiment, q is defined as follows:

q =
4πn

λ
sin θ (3.7)
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where n is the refractive index of the solvent. σ2I is related to the fraction of time-

averaged scattering intensity originating from thermal fluctuation (⟨IF⟩) in the total

scattering intensity (⟨I⟩p) as follows:

σ2I = Xp(2−Xp) (3.8)

Xp =
⟨IF⟩
⟨I⟩p

(3.9)

These equations were derived for the situation in which scattering intensity from

solute is sufficiently larger than background scattering intensity. When background

scattering intensity (Iback) is not negligible compared with scattering intensity from

solute, one needs to subtract Iback from ⟨I⟩p in eq. (3.9). Then eq. (3.9) should be

revised as follows:

Xp =
⟨IF⟩

⟨I⟩p − Iback
(3.10)

The apparent diffusion coefficient DA,fast,p is affected by the value of Xp and thus

DA,fast,p depends on position. The true collective diffusion coefficient Dfast can be

estimated from DA,fast,p using the following relationship.

Dfast = (2−Xp)DA,fast,p (3.11)

Based on eq. (3.10) and eq. (3.11), one can derive the following equation.

⟨I⟩p − Iback

DA,fast,p
=

2

Dfast

(
⟨I⟩p − Iback

)
− ⟨IF⟩
Dfast

(3.12)

Eq. 3.12 indicates that Dfast can be obtained from the slope of the plot of (⟨I⟩p −

Iback)/DA,fast,p vs (⟨I⟩p − Iback).
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3.3 Microscopic Solvation Structure

Figure 3.3: Radial distribution function, G(r), of 30 wt% cellobiose in
[C2mIm][CH3HPO3] solution, as a form of r2[G(r) − 1], obtained from the inverse
Fourier transform of the structure factor, S(q) (see eq. (2.1) and eq. (2.3) in Chap-
ter 2). Black dots and solid red lines show the G(r) obtained from the HEXTS
experiment and MD simulations, respectively.

The black dots in Figure 3.3 show the experimental radial distribution func-

tion, Gexp(r) as a form of r2[Gexp(r) − 1] obtained for 30 wt% cellobiose in

[C2mIm][CH3HPO3] solution. As established in Chapter 2, the peaks at r = 1.5

and 2.5 Å can be mainly assigned to intramolecular correlations within IL ions and

solutes. Similarly to Chapter 2, I performed all-atom MD simulations to evaluate the

intermolecular correlation components. The radial distribution function obtained

from MD simulations, GMD(r), is shown as the solid red line in Figure 3.3. Except

for the “ripple”-like artifact in the experimental value, the MD result reproduced the

experimental results well. This agreement between the HEXTS experiment and the

MD simulations indicated that the trajectory of molecules obtained from the present

MD simulations was valid.

Subsequently, I calculated the partial radial distribution functions, GMD
partial(r)s re-

lated to the intermolecular interactions between cellobiose and [C2mIm][CH3HPO3].
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Figure 3.4: The partial radial distribution functions, GMD(r) for (a) total intermolec-
ular correlations, (b) cellobiose-[CH3HPO3]

− correlations, and cellobiose-[C2mIm]+

correlations.
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Figure 3.4(a) shows a partial radial distribution function, r2[GMD
inter(r) − 1],

that contains all of the intermolecular correlations in the 30 wt% cellobiose in

[C2mIm][CH3HPO3] solution. The partial radial distribution functions for cellobiose-

anion and cellobiose-cation interactions (r2[GMD
cello−An(r)−1] and r2[GMD

cello−Cat(r)−1]),

are also shown in Figure 3.4(b). As shown in Figure 3.4(a), the nearest intermolecu-

lar correlation is represented by a peak at r = 2.6 Å in the r2[GMD
inter(r)− 1]. Figure

3.4(b) clearly shows that a sharp peak at r = 2.6 Å in the r2[GMD
inter(r) − 1] can

be assigned to r2[GMD
cello−An(r) − 1], not to r2[GMD

cello−Cat(r) − 1]. This indicates that

the cellobiose-anion interactions is the predominant for dissolution of cellobiose into

[C2mIm][CH3HPO3], which is completely the same tendency as in the case of glucose

in the [C2mIm][CH3HPO3] system (Chapter 2).

Figure 3.5: The atom-atom pair correlation functions, gMD
OA−OX(r)s, for intermolecular

hydrogen bonds between hydroxyl groups in cellobiose and the negatively charged
oxygen atoms of [CH3HPO3]

−.

To discuss the local interactions more in detail, I calculated the atom-atom pair

correlation functions, gMD
i−j (r)s. At first, I focused on the intermolecular cellobiose-

anion interactions, especially the intermolecular hydrogen bonding. Figure 3.5 shows

the gMD
OA−OX(r) which denotes the atom-atom correlation between OA within the

[CH3HPO3]
− and the O atoms (X = H, I, or E) of the hydroxyl groups within

cellobiose (the indices are shown in Figure 3.4). Similarly to the corresponding

one of glucose in [C2mIm][CH3HPO3] (Chapter 2), the gMD
OA−OX(r)s for cellobiose

in [C2mIm][CH3HPO3] systems exhibited an obvious peak at r = 2.6 Å reflecting
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the hydrogen bond of OA—HO-OX. It indicate that the intermolecular hydrogen

bonds between cellulose are disrupted by the formation of hydrogen bonds between

their hydroxyl groups and [CH3HPO3]
−.

There was a significant difference in the intensity of the first peaks of the

gMD
OA−OX(r)s. The differences can be ascribed to the intramolecular hydrogen bonds

within cellobiose molecules, as discussed below.

Figure 3.6: The atom-atom pair correlation functions, gMD
HO−OC(r)s which denote

the intramolecular hydrogen bonds of (a) OC—HO-OE and (b) OC—HO-OI within
cellobiose molecules.

Figure 3.6 shows the gMD
HO−OC(r)s which denote the intramolecular hydrogen bonds

of (a) OC—HO-OE and (b) OC—HO-OI within cellobiose molecules. The gMD
HO−OC(r)s

corresponding to the intramolecular hydrogen bonds of (a) and (b) exhibited a peak

at r = 1.4 Å and r = 1.5 Å, respectively. This indicated that the intramolecular hy-

drogen bonds within the cellulose molecules exist even in [C2mIm][CH3HPO3]. The

intramolecular hydrogen bonds prevented the hydroxyl groups of OE-HO and OI-HO

from forming an intermolecular hydrogen bond with [CH3HPO3]
−. I deduced that

the difference observed for the intensity of the first peaks of the gMD
OA−OX(r)s (Figure

3.5) originated from the existence of intramolecular hydrogen bonds. As I have al-

ready established for the glucose system, here too, the OC—HO-OE-type hydrogen

bonds (Figure 3.6 (a) bonds) exist also in cellobiose in [C2mIm][CH3HPO3] solu-

tions. On the contrary, the OC—HO-OI type hydrogen bond (Figure 3.6 (b) bonds)

is a new observation. The intramolecular hydrogen bonds prevent the twisting motion

of glucose units. In such a condition, the flexibility of the cellulose chain, which is

composed of cellobiose units, is expected to be suppressed in [C2mIm][CH3HPO3] so-

lutions. Therefore, considering the conformational entropy of cellulose, the existence
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of the hydrogen bonds of OC—HO-OI is not favorable for dissolution of cellulose

in ILs. I estimated the abundance ratio of the intramolecular hydrogen bonds of

OC—HO-OI to the intermolecular hydrogen bonds, OA — HO-OI, between cellobiose

and [CH3HPO3]
− based on the coordination number. The coordination number of

X-atoms around HO at the distance of r, NX−HO(r)s were calculated as follows:

NX−HO(r) =

∫ r

0

(
NX

V
gMD
X−HO(r

′)

)
4πr′2dr′ (3.13)

The abundance ratio of the intramolecular hydrogen bonds to the intermolecular

ones can be estimated from the ratio of NOA−HO(r) and NOC−HO(r) at the first

coordination shell. As shown in Figure 3.7, both of NOA−HO(r) and NOC−HO(r)

Figure 3.7: The coordination number of the atoms around HO, NX−HO(r) (X= OA,
OC)

reached a plateau at r = 2.0 Å, corresponding to the distance of first coordination

shell. The values of NOA−HO(r) and NOC−HO(r) at r = 2.0 Å were 0.34 and 0.33,

respectively. Hence, the abundance ratio was found to be close to 1:1, indicating that

a significant proportion of OI-HO bonds formed the intramolecular hydrogen bond of

OC—HO-OI.

3.4 Mesoscopic Solvation Structure

To investigate the solvated structure of cellulose at the mesoscopic scale, SAXS

experiments was conducted for cellulose in [C2mIm][CH3HPO3]. Figure 3.8

shows the SAXS profiles of cellulose molecules, I(q) obtained for the cellulose in

[C2mIm][CH3HPO3] solutions of various volume fractions (ϕ). In the field of poly-

mer physics, it is well established that the scattering profile of dispersed Gaussian
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Figure 3.8: SAXS profiles obtained for cellulose in [C2mIm][CH3HPO3] solutions
with various volume fractions, ϕ = 0.0076-0.047 (symbols). The solid lines show the
calculated scattering curve based on eq. (3.3).
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chain in solution is represented by the Debye function, PD(q) written as follows.

PD(q) =
2

x2
[exp(−x)− 1 + x]

(
x ≡ R2

gq
2
)

(3.14)

The Debye function exhibits a power-law behavior, I(q) ∝ q−2.17,18 The worm-like

chain also shows the I(q) ∝ q−2 behavior when q−1 is sufficiently larger than the

Kuhn segment length.19 However, in the present study, the SAXS profiles for low

concentration solutions (ϕ < 0.038) exhibited a power-law behavior of I(q) ∝ q−1,

not I(q) ∝ q−2. The I(q) ∝ q−1 behavior corresponds to a characteristic scattering

pattern of rod-like scatterers,10 indicating that the cellulose chains exist as almost

rod-like polymers in [C2mIm][CH3HPO3]. The exponent of I(q) decreased with in-

creasing ϕ. It indicated that contribution of the interchain-interference factor, i(q)

to I(q) became significant with increasing concentration. In addition, in the low-q

region (q < 0.02 Å−1), a large upturn emerged in the SAXS profiles for concentrated

solutions (ϕ ≥ 0038), and the intensity of the upturn increased with increasing ϕ.

Here, the excess scattering exhibited a power-law behavior of I(q) ∝ q−2. I assumed

that this excess scattering was an indication of aggregates formation. From such

a viewpoint, the exponent of the excess scattering reflects mass fractal nature of

the aggregates formed by rod-like cellulose chains. Actually, the fractal dimension

of aggregates formed by rod-like particles is reported to be 1.81 - 2.26 in a previ-

ous study.20 The observed fractal dimension of the cellulose aggregates in our study

(≈ 2) is consistent with the previously reported value for rod-like particle aggregates.

For a more quantitative discussion, I performed a curve fitting analysis on the

SAXS profiles. At first, I examined a rather simple model function for solid cylindri-

cal scatterers without a shell layer. However, the radius of the solid cylinder obtained

from the curve fitting was unrealistically small, and the experimental scattering pro-

files were not reproduced sufficiently. It is because the experimental scattering profiles

did not have any shoulders which represent the radius of solid cylinder. I conjectured

that the cylinder model did not work well at high-q region because complicated

atomistic correlations were not negligible in the region. Thus I adopted the “core-

shell” cylinder model to reproduce the scattering pattern from cellulose molecules

surrounded by IL ions. Here, the introduction of “shell” layer is a rough approxima-

tion for the deviation of SLD in the solvation shell of cellulose molecules from that

of bulk solvent; the “core” and “shell” layer roughly correspond to cellulose molecule

itself and solvation shell, respectively. Such an approximation has been proposed in

a characterization of blush-like semiflexible polymers in solution.21 Eventually, the

experimental SAXS profiles were fitted by eq. (3.3). Here, the Debye length, lD, was
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fixed at 0 because the core-shell cylinders, which approximate cellulose molecules, are

not charged. The solid lines in Figure 3.8 show resulting fitting curves. The experi-

mental SAXS profiles were successfully reproduced by the model function, including

their absolute scattering intensities.

The Rcore and Rout, obtained as fitting parameters, are shown in Figure 3.9(a).

As shown, the Rcore was independent of ϕ, and its value was almost constant at ≈ 5

Å, which is close to the thickness of a single cellulose molecule. The Rout was almost

independent of ϕ, and its value was ≈ 7 Å. In the previous section, I showed the

partial radial distribution function for cellobiose-anion and cellobiose-cation interac-

tions, i.e., r2[GMD
Cello−An(r)− 1] and r2[GMD

Cello−Cat− 1] (Figure 3.4(b)). Both functions

converged to 0 when r > 7 Å. This means that the distance corresponding to the first

coordination shell around cellulose is r ≈ 7 Å. Considering this, the obtained value

of Rout ≈ 7 Å is assumed to be valid. These results indicate that cellulose molecules

exist as rigid rod-like polymer chains and are dispersed in [C2mIm][CH3HPO3] at the

molecular level. The rigid conformation of cellulose chains can be ascribed to the

existence of the intramolecular hydrogen bonds, as discussed in the previous section;

the hydrogen bonds of OC—HO-OI restrict the thermal fluctuations of the cellulose

chain segments. The scattering length density in the shell layer, bshell was also shown

in Figure 3.9(b). bshell was lower than bsolv. As shown in Figure 3.4(b), r2[GMD
cello−X(r)

- 1]s (X = anion or cation) were lower than 0 in the range of r < 7 Å. It indicates

that the number density of atoms in the solvation shell of cellulose is lower than that

of bulk solvent. Thus I conclude that bshell obtained from the curve fitting on SAXS

profiles is consistent with the results of MD simulations.

Very recently, two papers about solvated structure of cellulose in ILs,

[C4mIm][Cl]22 and [C2mIm][CH3COO],23 were published. Both of the authors uti-

lized SAXS measurements to investigate the chain conformation of cellulose in the

ILs. Napso et al. reported that cellulose molecules are dispersed at molecular level

and exist as rod-like polymers in [C2mIm][CH3COO], which is the same conclusion

with ours.23 On the other hand, Jiang et al. reported that cellulose molecules ex-

hibit relatively flexible conformation in [C4mIm][Cl].22 Such conflicting results can

be explained from a viewpoint of the size of IL anion. The sizes of [CH3HPO3]
− (our

study) and [CH3COO]− are larger than Cl−. It indicates that Cl− can more easily

disrupt intramolecular hydrogen bonds within cellulose chains. Actually, it was re-

ported that the intramolecular hydrogen bonds are disrupted in [C4mIm][Cl],24 but

they remain in [C2mIm][CH3COO]25 based on MD simulations. Thus, I conclude
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Figure 3.9: Obtained fitting parameters, (a) Rout and Rcore and (b) bshell from the
curve-fitting by the model function for core-shell cylinder (eq. (3.3)) on the SAXS
profiles of cellulose in [C2mIm][CH3HPO3] solutions. The dotted lines in (b) are the
calculated values of bcore and bsolv.
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that the flexibility of cellulose chains in the ILs is strongly related to the degree of

disruption of the intramolecular hydrogen bonds.

3.5 Static Inhomogeneities

To investigate the spatial inhomogeneity of the cellulose solutions, I measured the

position (p) dependence of the time-averaged light scattering intensity, ⟨I⟩p. Figure

3.10 shows p-dependence of ⟨I⟩p measured for cellulose in [C2mIm][CH3HPO3] so-

lutions with various ϕ. Dilute solutions (ϕ < 0.038) did not show any fluctuations

for ⟨I⟩p with p. This indicated that the dilute cellulose solutions were homogeneous,

like typical polymer solutions. On the contrary, the ⟨I⟩p measured for concentrated

cellulose solutions (ϕ ≥ 0038) demonstrated an obvious p-dependence, i.e., a speckle

pattern. In general, a speckle pattern reflects the existence of frozen density fluctua-

tions in the scattering media.26 Hence, it is supposed that the translational diffusion

of cellulose chains is restricted by pseudo cross-links originating from strong entan-

glement between rigid cellulose chains in the concentrated solutions. In addition, the

threshold ϕ for the speckle pattern emergence (ϕ = 0.038) corresponded to that of

the upturn emergence in the SAXS low-q region profiles (Figure 3.8). This means

that the emergence of frozen inhomogeneity in the concentrated cellulose solutions

was correlated to aggregates formation.

Figure 3.11(a) shows the time correlation function at a given measurement point,

g
(2)
p (τ)−1, of light scattering intensity obtained from cellulose in [C2mIm][CH3HPO3]

solutions of various ϕ. For all of the solution examined here, the time correlation

function of light scattering intensity at point p, g
(2)
p (τ)−1 showed two types of decay

modes. The apparent diffusion coefficients, DA,fast,p and DA,slow,p for the observed

fast mode and the slow mode were estimated by a curve-fitting procedure using eq.

(3.6). The fitting curves are shown in Figure 3.11 as solid lines. As shown, the

experimental g
(2)
p (τ)− 1 was successfully reproduced by the model function given in

eq. (3.6). It is supposed that the slow mode originates from the diffusion of small

amounts of aggregates, which is often observed in polymer solutions. Hence, I do not

dwell on the properties of the slow mode at this time.

The true diffusion coefficient for the collective diffusion, Dfast, was estimated

using the partial-heterodyne method which is introduced in the experimental section.

Figure 3.12 shows the plots of (⟨I⟩p− Iback)/DA,fast,p vs (⟨I⟩p− Iback) for cellulose in

[C2mIm][CH3HPO3] solutions of various volume fractions. Dfast was obtained from

the slope. I deduced that the fast mode reflects the collective diffusion of cellulose
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Figure 3.10: Position (p)-dependence of time-averaged scattering intensity of light
⟨I⟩p from cellulose in [C2mIm][CH3HPO3] solutions, ϕ = 0.0076-0.047.
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Figure 3.11: Representative time correlation functions of light scattering intensity at

a given measurement point, g
(2)
p (τ)−1, obtained for cellulose in [C2mIm][CH3HPO3]

solutions of various ϕ.

chain segments and estimated the correlation length as follows:

ξ =
kBT

6πηDfast
(3.15)

where kB, T , and η are the Boltzmann constant, absolute temperature, and the

viscosity of [C2mIm][CH3HPO3], respectively. The Stokes-Einstein type equation is

an established one that denotes the relationship between the cooperative diffusion

coefficient and the correlation length of semi-dilute polymer solutions and polymer

gels.27 One can derive the equation from general scaling concepts, and thus it is

applicable to stiff-polymer solutions. The ϕ-dependence of the estimated ξ is shown

in Figure 3.13. The power-law behavior of ξ ∝ ϕ−0.49±0.05 was observed. Based

on the scaling concepts for semi-dilute polymer solutions, ξ is scaled as ξ ∝ ϕµ,

where the exponent µ is related to the fractal dimension of the polymer chains, dp:

µ ∝ −1/(3−dp).28 Hence, µ was easily predicted to be 1.0, 0.75, and 0.5 for the ideal

chain (dp = 2), real chain (dp = 5/3), and rod-like polymer (dp = 1), respectively.

In the present study, the obtained value: µ = 0.49 ± 0.05, is close to the predicted

value for a rod-like polymer. This result indicated that the cellulose chains existed as

rigid rod-like polymers in [C2mIm][CH3HPO3], which was consistent with the SAXS

results.
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Figure 3.12: (⟨I⟩p − Iback)/DA,fast,p vs (⟨I⟩p − Iback) plots for cellulose in
[C2mIm][CH3HPO3] solutions of various volume fractions.
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Figure 3.13: ϕ-Dependence of the correlation length, ξ, estimated from the fast mode
decay time based on the Einstein-Stokes equation (eq. (3.15))
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3.6 Conclusions

Figure 3.14: Picture of the solvated structure of cellulose solutions in
[C2mIm][CH3HPO3] at the (a) microscopic scale and (b) mesoscopic scale.

A picture for the concentrated cellulose solutions in [C2mIm][CH3HPO3] ob-

tained from HEXTS, MD simulations, SAXS, and light scattering experiments is

shown in Figure 3.14. The microscopic solvation structure was investigated us-

ing HEXTS experiments and MD simulations. As shown in Figure 3.14(a), it was

clarified that (1) negatively charged oxygen atoms in [CH3HPO3]
− form hydrogen

bonds to the hydroxyl groups of cellulose; (2) intramolecular hydrogen bonds be-

tween the adjacent glucose segments within cellulose molecules exist even when

dissolved in [C2mIm][CH3HPO3]. The mesoscopic structure of cellulose chains in

[C2mIm][CH3HPO3] was investigated by SAXS and light scattering experiments. It

was found that intermolecular hydrogen bonds between cellulose molecules are dis-

rupted in [C2mIm][CH3HPO3] solutions; thus, cellulose molecules are dispersed at the

molecular level. In addition, cellulose molecules exist as rod-like polymers because

of the intramolecular hydrogen bonds within cellulose chains in [C2mIm][CH3HPO3].

Furthermore, in concentrated regions, rod-like cellulose molecules are strongly entan-

gled and cellulose in [C2mIm][CH3HPO3] solutions have frozen inhomogeneities that

arise from pseudo cross-links between cellulose molecules.
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Chapter 4

SANS Study on the Solvated
Structure and Molecular
Interactions of a
Thermo-respnsive Polymers in a
Room Temperature Ionic Liquid

Reproduced from “Hirosawa, K.; Fujii, K.; Ueki, T.; Kitazawa, Y.; Littrell, K. C.;

Watanabe, M.; Shibayama, M. SANS Study on the Solvated Structure and Molecular

Interactions of a Thermo-responsive Polymer in a Room Temperature Ionic Liquid.,

Phys. Chem. Chem. Phys. 2016, 18, 17881” with permission from the Physical

Chemistry Chemical Physics Owner Societies. The publication is available at Royal

Society of Chemistry via https://doi.org/10.1039/C6CP02254E

4.1 Introduction

In Chapters 2 and 3, I focused on the cellulose dissolution phenomena in ILs and

investigated the microscopic and mesoscopic solvated structure of cellulose in a

phosphonate-type IL, [C2mIm][CH3HPO3]. In Chapter 4 and the following Chap-

ter 5, I extended the structural study to the stimuli-responsive phase transition of

polymers in ILs.

It is well-known that poly(N -isopropylacrylamide) (PNIPAm) in aqueous solu-

tion shows a lower critical solution temperature (LCST)-type phase separation. Such

LCST-type phase behavior is a common feature of aqueous polymer solution or hy-

drogel systems.1–5 In the case of aqueous solution, the demixing by heating is driven

by collapse of the hydration shell around hydrophobic side chains of polymers.6–9 As

mentioned in Chapter 1, LCST-type phase behavior is commonly observed also in IL
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systems.10–13 For example, poly(benzyl methacylate) (PBnMA) and its derivatives

show LCST-type phase separation in a hydrophobic IL, 1-ethyl-3-methylimidazolium

bis(trifluoromethanesulfonyl)amide ([C2mIm][TFSA]).14,15 It indicates that the ILs

construct specific solvation structure around the polymer, as in the case of aqueous

polymer solution. Actually, Fujii et al. investigated microscopic solvation structure

of monomeric BnMA in [C2mIm][CH3HPO3] and pointed out that [C2mIm]+ orderly

locates above and below the benzyl group of BnMA.16 Such ordered solvation struc-

ture is assumed to be the origin of LCST-type phase behavior in the IL system.

Figure 4.1: Chemical structures of (a) PPhEtMA, (b) PBnMA, and (c)
[C2mIm][TFSA] together with the previously reported cloud points, Tc.

One of the characteristics of the phase behavior of polymers in ILs is that their

phase transition temperatures (Tcs) are strongly affected by slight chemical modifica-

tion on polymer side chain or IL ions.10,15 For example, LCST of poly(2-phenylethyl

methacrylate) (PPhEtMA), having slightly different chemical structure from PB-

nMA, is 63 K lower than that of PBnMA.10 This drastic effect of chemical modifica-

tions on Tc indicates that one can control the phase behavior and physical properties

of polymer/IL composite systems by designing the chemical structure of polymers

or ILs.17,18 Ueki et al. thermodynamically characterized the phase separation of

polymer in IL, utilizing high-resolution differencial scanning calorimetry (DSC) mea-

surement.19 The values of the mixing enthalpy ∆Hm and the mixing entropy ∆Sm

are evaluated for PBnMA in [C2mIm][TFSA] by the DSC measurement, and it was

found that both ∆Hm and ∆Sm are significantly smaller than those of PNIPAm in

water. However, the mechanism of thermo-responsive phase separation of polymer

in IL has not yet been adequetely clarified. Especially, understanding of the above-
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mentioned strong dependence of Tc on the chemical structure in IL system is still

insufficient.

In this Chapter, I focused on the drastic effect of structural modification on the

phase equilibrium of thermo-responsive polymers in ILs. I selected PPhEtMA in

[C2mIm][TFSA] solution as a model system. The solvated structure and thermody-

namic parameters of PPhEtMA in [C2mIm][TFSA] are evaluated by SANS and DLS

experiments. In comparion with the previously reported SANS study on PBnMA in

[C2mIm][TFSA],20 I discussed the origin of the large difference in LCST of PBnMA

and PPhEtMA from the viewpoint of polymer-IL interactions.

4.2 Experimental

4.2.1 Materials

The thermo-responsive polymer, PPhEtMA was prepared by Dr. Yuzo Kitazawa in

Prof. Masayoshi Watanabe group (Yokohama National University, Japan). It was

synthesized by atom transfer radical polymerization (ATRP) following a previously-

reported procedure.17 The synthesized polymer was characterized using 1H-NMR

spectroscopy and size exclusion chromatography (SEC). SEC was conducted using

N ,N -dimethylformamide (DMF) containing 0.01 mol L−1 LiBr as the eluent. The

number average molecular weight, Mn was determined to be Mn = 31.5 k by 1H-

NMR and the polydispersity index (Mw/Mn) was measured to be Mw/Mn = 1.30

using Tosoh columns calibrated with poly(methylmethacrylate) (PMMA) standards,

where Mw is the weight average molecular weight. The ionic liquid [C2mIm][TFSA]

and the partially deuterated ionic liquid d8-[C2mIm][TFSA] whose H atoms are sub-

stituted by D for the ethyl group and the imidazolium-ring were synthesized according

to procedures reported before.21,22 The deuteration ratio of d8-[C2mIm][TFSA] was

estimated to be higher than 93 % based on 1H-NMR spectroscopy measurements.

All of sample solutions were prepared using the cosolvent evaporation method with

THF as the good solvent.23,24

4.2.2 Viscosity Measurement

Viscosity measurements were conducted for estimation of chain overlapping concen-

tration. Viscosity of PPhEtMA in [C2mIm][TFSA] solutions were measured using a

rheometer (MCR501, Anton Paar, Austria) at 298 K with a cone-plate geometry and

a shear rate of 10–1000 s−1.
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4.2.3 Dynamic Light Scattering (DLS) Measurement

DLS measurement was carried out in the same manner as described in Chapter 3.

The solvent IL [C2mIm][TFSA] was passed through a PTFE filter (pore size: 0.5 µm)

prior to use. The temperature was changed at the average rate of approximately 0.5

K min−1, and the solutions were stabilized for at least 5 min before DLS measure-

ment. In a previous report, Kodama et al. reported a sharp transmittance change of

PPhEtMA in [C2mIm][TFSA] solution at its LCST through increasing temperature

by 1 K min−1. It indicates that the rate of temperature change is slow enough for

equilibration of the system.10 The rate of temperature change in this study is slower

than the previous study, and assumed to be valid for measurement of equilibrated

solution state.

The time correlation function of scattering intensity, g(2)(τ)− 1 is related to the

distribution function of decay late, G(Γ) as follows:

g(2)(τ)− 1 = β

[∫ ∞

0
G(Γ) exp (−Γτ)

]2
(4.1)

Here, β is the coherence factor. The decay late, Γ is the inverse of decay time and

related to the diffusion coefficient,D and scattering vector, q as Γ = Dq2. G(Γ) can be

obtained by inverse Laplace transformation to g(2)(τ)− 1, using the well-established

CONTIN program.25 G(Γ) was transformed into the distribution function of the

hydrodynamic radius G(Rh) by using the following Stokes-Einstein equation.

Rh =
kBT

6πηD
=
kBTq

2

6πηΓ
(4.2)

Here, the temperature dependence of the viscosity of [C2mIm][TFSA] was determined

using the Vogel-Tammann-Fulcher (VTF) equation as previously reported.26 The

refractive index of [C2mIm][TFSA] at each temperature was obtained from a previous

report.27

4.2.4 Cloud Point Observation

PPhEtMA in [C2mIm][TFSA] and d8-[C2mIm][TFSA] solutions were poured into test

tubes immersed in a water bath. Temperature of the water bath was increased at

the rate slower than 0.2 K min−1, and the cloud point was determined by a rather

primitive visual observation. I observed the highest temperature at which sample

solution was transparent (T1) and one at which it became opaque (T2). I determined

the cloud point (Tc) as the middle between T1 and T2, i.e., Tc = (T1 + T2)/2. The

uncertainty of Tc (∆Tc) was also estimated as ∆Tc = (T2 − T1)/2. Kodama et al.
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determined cloud points of various polymers in ILs as the temperature at which

transmittance of polymer solution becomes smaller than 0.5.10 In their report, the

variation of transmittance at the cloud points was extremely sharp. I thus decided

that this rather primitive visual observation is feasible for determination of the cloud

points in the present system.

4.2.5 SANS Measurement

PPhEtMA in d8-[C2mIm][TFSA] solutions of polymer concentration, c = 8 - 29 mg

mL−1 were injected into 2 mm thick spectroscopic grade quartz “banjo” cells, each

containing 700 µl of sample. The temperature was changed from 288 K to 310 K

at the rate of 0.5 K min−1; the SANS measurements were performed at each tem-

perature after stabilization for 20 min. The SANS measurements were conducted

at the CG-2 General Purpose SANS instrument in the High Flux Isotope Reactor

(HFIR) facility in Oak Ridge National Laboratory (ORNL, USA). Two instrument

configurations were used to yield a q-range from 0.0028 Å−1 – 0.46 Å−1 where q

is the magnitude of the scattering vector defined as q = (4π/λ) sin θ and 2θ is the

scattering angle. The configurations were (i) source-to-sample distance (SSD) = 17.3

m, sample-to-detector distance (SDD) = 19.3 m and (ii) SSD = 5.1 m and SDD =

2.8 m. Both configurations used an average wavelength of λ = 4.72 Å. The obtained

scattering intensity profiles were corrected for background scattering, transmission

and detector efficiency according to standard protocol using the Igor Pro based soft-

ware provided by ORNL. The corrected scattering profiles were scaled to absolute

units using a calibrated attenuated direct-beam measurement. Incoherent scatter-

ing intensity was calculated from chemical composition and sample thickness.28 The

coherent scattering intensities of the sample solutions were obtained by subtraction

of the incoherent scattering from experimental scattering intensity. Finally, I sub-

tracted the coherent scattering intensity of the neat d8-[C2mIm][TFSA] from those

of PPhEtMA/d8-[C2mIm][TFSA] solution to obtain the coherent scattering inten-

sity of the PPhEtMA chains in d8-[C2mIm][TFSA], referred to hereafter as I(q). The

mass densities of [C2mIm][TFSA], d8-[C2mIm][TFSA] and PhEtMA (monomer) were

measured at 298.00 K using a digital density meter (DMA 4500, Anton Paar, Aus-

tria) to provide the values used for analysis; the results of density measurement are

summarized in Table 4.1.
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Table 4.1: Density values of [C2mIm][TFSA], d8-[C2mIm][TFSA], and PhEtMA
(monomer) at 298.00 K.

Component Density [g cm−3]

[C2mIm][TFSA] 1.5180
d8-[C2mIm][TFSA] 1.5512

PhEtMA 1.0174

4.3 Cloud Points Observation

First of all, the cloud points Tc of the PPhEtMA in [C2mIm][TFSA] and in d8-

[C2mIm][TFSA] solutions were determined by visual observation.

Figure 4.2: The cloud points of PPhEtMA in [C2mIm][TFSA] (black squares) and d8-
[C2mIm][TFSA] (red circles) solution at various polymer concentration. The broken
lines are guides to eye. The error bars represent the uncertainty of the cloud points,
∆Tc

Figure 4.2 shows the concentration dependence of Tc. As Figure 4.2 indicates,

the Tc of PPhEtMA was in the range of 306 K - 310 K in d8-[C2mIm][TFSA] which

is significantly lower than in hydrogenated [C2mIm][TFSA] (315 K - 320 K). Such an

isotope effect on cloud point has been reported for aqueous polymer solutions,29–31 a

polymer in an organic solvent solution,32 and also for a polymer in an IL solution.33

For example, the Tc of PNIPAm in D2O is 0.6 - 0.8 K higher than in H2O. The origin

of the isotope effect in aqueous PNIPAm solutions has been ascribed to the more
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stable formation of hydration shell in D2O than in H2O.30,31 In general, the effect

of deuteration on Tc originates mainly from differences in molecular interactions in

deuterated and hydrogenated solvents.30,31,33

Thus, It is expected that the observed isotope effect on Tc of PPhEtMA in

[C2mIm][TFSA] solutions similarly originates from the isotope effect on molecular in-

teractions. I conjecture that the lowering Tc of PPhEtMA in d8-[C2mIm][TFSA] com-

pared with in hydrogenated [C2mIm][TFSA] can be ascribed to the slightly stronger

cohesive interactions between deuterated IL ions.

4.4 Viscosity Measurement

Figure 4.3: Shear-rate dependence of viscosity of PPhEtMA/[C2mIm][TFSA] solu-
tions, η.

Figure 4.3 shows shear-rate dependence of viscosity of

PPhEtMA/[C2mIm][TFSA] solutions, η. The viscosity of the solutions was

independent of shear rate, indicating that the entanglement effect of the polymers is

not significant in this concentrations.

It is well established that viscosity of polymer dilute solution can be written as a

function of polymer mass concentration, c:34

η = ηs

(
1 + [η] c+ kH [η]2 c2 + . . .

)
(4.3)

where [η] and kH are the intrinsic viscosity and the Huggins coefficient. ηs is viscosity
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of the solvent. From eq. (4.3), the following equations can be derived straightfor-

wardly.

η − ηs
ηsc

≡ ηsp
c

= [η] + kH[η]
2c+ . . . (4.4)

ln (η/ηs)

c
=

1

c
ln
(
1 + [η]c+ kH[η]

2c2 . . .
)

= [η] +

(
kH − 1

2

)
[η]2c+ . . . (4.5)

Here, ηsp was defined as ηsp = (η − ηs)/ηs. One can determine the intrinsic viscosity

from the intercept at c = 0 of a plot of ηspc
−1 or ln(η/ηs)c

−1 vs c. When both plots of

ηspc
−1 and ln(η/ηs)c

−1 give the same intercept, the higher-order terms can be safely

ignored. Figure 4.4 shows c-dependence of ηspc
−1 and ln(η/ηs)c

−1 of PPhEtMA

Figure 4.4: c - dependence of ηspc
−1 and ln(η/ηs)c

−1 of PPhEtMA in [C2mIm][TFSA]
solutions. The intrinsic viscosity ([η]) was obtained by extrapolating the two plots
to c = 0 (solid lines).

in [C2mIm][TFSA] solutions. Here, viscosity values of PPhEtMA/[C2mIm][TFSA]

solutions at the shear rate of 100 s−1 are used in the calculation. As can be seen from

the Figure 4.4, the extrapolation lines for two plots gave the almost same intercept,

[η] = 0.0094 mg−1 mL. Furthermore, the chain-overlapping concentration (c⋆) can be

estimated by the following equation;35

c⋆ =
1

[η]
(4.6)
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According to the eq. (4.6), the c⋆ value was estimated to be approximately 1.1

× 102 mg mL−1 for PPhEtMA in [C2mIm][TFSA]. In this study, DLS and SANS

measurements for the PPhEtMA in [C2mIm][TFSA] solution systems were performed

at the condition of c≪ c⋆.

4.5 DLS Measurement

Figure 4.5: (a) g(2)(τ)− 1 and (b) G(Rh) obtained for PPhEtMA in [C2mIm][TFSA]
solution of c = 15 mg mL−1 at various temperatures. The plots in (a) and (b) are
vertically shifted for visiblity.

Figures 4.5(a) and (b) show the time-correlation function g(2)(τ)− 1 and the cor-

responding Rh distribution functions G(Rh) observed for 15 mg mL−1 PPhEtMA in

[C2mIm][TFSA] solution at various temperatures, respectively. All the measurement

were carried out at temperatures below the cloud point temperature. The G(Rh)

data at T < 303 K showed a single sharp peak at around Rh ≈ 45 − 50 Å. In con-

trast, at higher temperature than 303 K, a small peak (corresponding to slow-mode

in g(2)(τ) − 1) appeared at Rh > 1000 Å whereas the peak at Rh ≈ 45 − 50 Å was

still dominant. This slow-mode peak was also observed in the previous study of PB-

nMA in [C2mIm][TFSA] system.20 This result suggests that the dispersed PPhEtMA

chains coexist with a small amount of aggregates in the vicinity of the cloud point.

Figure 4.6 shows the temperature dependence of Rh of PPhEtMA chains esti-

mated from the peak position of the fast mode in G(Rh). Rh did not show variation

on temperature change. It means that molecular conformation of solvated PPhEtMA
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Figure 4.6: The temperature dependence of the Rh values obtained for the PPhEtMA
in [C2mIm][TFSA] solution of c = 15 mg mL−1.

chains remained essentially unchanged in the examined temperature range.

4.6 SANS Measurement

I conducted SANS measurement for PPhEtMA in d8-[C2mIm][TFSA] solution to eval-

uate solvated structure of PPhEtMA, including chain conformation and thermody-

namic parameters. The SANS curves observed for PPhEtMA in d8-[C2mIm][TFSA]

solution (c = 16 mg mL−1) at various temperatures are shown in Figure 4.7. As

shown in Figure 4.7, the scattering intensity slightly increased with increasing tem-

perature, but then showed a steep upturn in the data at temperatures higher than

Tc (≈ 309 K, see Figure 4.2). Here, the upturn in low-q region (q < 0.006 Å−1)

and the slope in middle-q region (0.03 Å−1 < q < 0.13 Å−1) exhibited a power-law

behavior of I(q) ≈ q−4 and I(q) ≈ q−2, respectively. For quantitative evaluation of

structural parameters, curve fitting analysis by the following scattering function was

performed;36,37

I(q) =
(∆ρ)2

NA

V2ϕPD(q)

1 + (1− 2χeff)

(
V2
V1

)
ϕPD(q)

(4.7)

PD(q) =
2

x2
[exp(−x)− 1 + x]

(
x ≡ R2

gq
2
)
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Figure 4.7: SANS profiles, I(q) of PPhEtMA chains dissolved in d8 - [C2mIm][TFSA]
solution (c = 16 mg mL−1) at various temperatures shown in the form of double
logarithmic plot. The black solid lines show the fitting lines with eq. (4.7) for I(q)s
at T < 306 K or eq. (4.9) function for I(q) at T = 310 K. The SANS profiles are
also shown in the form of the semi-logarithmic plot in the inset.
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where, ϕ, χeff, V1 and V2 are the volume fraction of PPhEtMA, the effective in-

teraction parameter, and the molar volumes of the solvent and solute components,

respectively. Here, NA is the Avogadro number, Rg is the radius of gyration, and

∆ρ is the difference in the scattering length density between the solute and solvent.

The scattering function describes Gaussian chains dispersed in a dilute solution with

a “single-contact” interchain interference. The solid lines in Figure 4.7 are the re-

sults of curve fitting by eq. (4.7). The scattering profiles at temperatures below the

cloud point are successfully reproduced by eq. (4.7) except for a deviation in the

low-q region of q < 0.006 Å−1 and in the high-q region of q > 0.2 Å−1. The slight

upturn in the low-q region can be attributed to the emergence of small amounts of

cluster, as also observed in DLS (see Figure 4.5). Similar upturn was often observed

in polymer solutions.38,39 As indicated in DLS experiments (Figure 4.5), fraction of

the cluster to the dispersed chains is negligible. I thus neglected this upturn in the

curve fitting. In the high-q region, there were deviations of experimental I(q)s from

the theoretical lines which show power-law behavior of I(q) ∝ q−2 in the q-range.

It indicates PPhEtMA chains do not behave as Gaussian chains in the microscopic

scale; PPhEtMA has relatively rigid conformation. I do not dwell further on such a

microscopic chain characteristics because the main purpose in this study is to evalu-

ate the mesoscopic structure and the phase separation process of the system. In the

curve fitting analysis, Rg and χeff were obtained as fitting paramters. The obtained

Rg was almost constant at temperatures below Tc (Figure 4.8), being consistent with

DLS results (see Figure 4.6). χeff is discussed later. For the scattering profiles at

T > 309 K, I performed curve fitting by using a sum of eq. (4.7) and Debye-Bueche

functions,

I(q) =
I(0)

(1 + Ξ2q2)2
≈ I(0)

q4
(q ≫ Ξ) (4.8)

where Ξ is the characteristic size of inhomogeneities in the phase separated struc-

ture.40 It is impossible to estimate Ξ from the present SANS profiles because of the

limited q-range. I thus employed an approximated form of the Debye-Bueche function

as follows;

I(q) =
(∆ρ)2

NA

V2ϕPD(q)

1 + (1− 2χeff)

(
V2
V1

)
ϕPD(q)

+Aq−4 (4.9)

where A is a constant. The scattering profile at T = 310 K was successfully repro-

duced by the eq. (4.9). The result shows that PPhEtMA chains are homogeneously
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Figure 4.8: Temperature dependence of the radius of gyration (Rg) of dispersed
PPhEtMA chains in d8-[C2mIm][TFSA] solution (c = 16 mg mL−1) obtained from a
curve fitting for SANS profiles at various temperature. I used eq. (4.7) at T < 307
K and eq. (4.9) at T = 310 K as a fitting function.

dispersed as the Gaussian chains before the phase separation, and that they suddenly

form large aggregates at the cloud point.

Large parts of scattering studies on the phase separation of polymer solutions

have been performed on semi-dilute solution.12,20,29,33,38,41–43 Regardless of the sol-

vent species, small-angle scattering profiles of semi-dilute polymer solution showed

characteristic behavior of the spinodal decomposition: divergence of both scattering

intensity and the correlation length as the critical point is approached. In contrast,

a recent study showed that the SANS profiles of PNIPAm dilute solution exhibited a

discontinuous change at the cloud point.44 In addition, the steepness of the change of

SANS profiles decreased with increasing fraction of meso-diad in the PNIPAm chain,

corresponding to decreasing of the cooperativity of hydration.12,44,45 It means that

the steepness of phase separation is strongly related to the cooperativity of solvation.

In the present study, SANS profiles of PPhEtMA in d8-[C2mIm][TFSA] solutions

suddenly changed at the cloud points, as in the case of the PNIPAm dilute aqueous

solution. I conjecture that the discontinuous change in SANS profiles observed for

PPhEtMA in d8-[C2mIm][TFSA] originates from cooperative dissociation of IL ions

at Tc.

Furthermore, I carried out an analysis by Zimm plot. It is well established that
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scattering intensity from a polymer solution I(q) can be approximated as the following

eq. (4.10) at the limit of low-c and low-q:

Kc

I(q)
=M−1

w

(
1 +

R2
g,0

3
q2

)
+ 2A2c (4.10)

where K = ∆ρ2/NAd
2
polymer is the contrast factor. Here, dpolymer, Rg,0 and A2 are

the mass density of PPhEtMA, the radius of gyration as c→ 0, and the second virial

coefficient, respectively. I used the mass density of PhEtMA monomer (see Table 4.1)

instead of the corresponding value of PPhEtMA in the analysis, because the mass

density of PPhEtMA in solution is unknown.

Figure 4.9: Zimm plots for the PPhEtMA in d8-[C2mIm][TFSA] solutions at (a) T
= 288 K, (b) T = 293 K, (c) T = 298 K, and (d) T = 303 K.

Figure 4.9 shows Zimm plots at various temperatures (288, 293, 298, and 303 K)

below Tc. Here, the SANS profiles of c = 8–29 mg mL−1 in the range of 0.011 < q <

0.033 were used for Zimm plot. Reasonable values of Mw were successfully obtained

(Mw: 32 - 34 kDa) from the intercept to c→ 0 and q → 0 in the plot ofKc/I(q) vs q2+
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Figure 4.10: Temperature dependence of (a) A2 and (b) Rg,0 obtained from Zimm
plots at various tempreature (Figure 4.9).

0.1c, confirming the validity of the experiment and the analysis. Figure 4.10 shows the

temperature dependence of (a) A2 and (b) Rg,0 obtained from the Zimm plot analysis.

As Figure 4.10(a) illustrates, A2 decreased with increasing temperature and then

changed its sign at T = 301 K, corresponding to the Θ temperature. It quantitatively

shows that the compatibility of PPhEtMA in d8-[C2mIm][TFSA] decreases gradually

with increasing temperature. As Figure 4.10(b) demonstrates, Rg,0 was independent

of temperature within its error, similar to the results of the DLS experiments (see

Figure 4.6).

4.7 Comparison between PPhEtMA and PBnMA

In the former sections, I performed precise characterization of PPhEtMA chains in d8-

[C2mIm][TFSA] solution. Here, to explore the origin of the drastic effect of structural

modification on Tc, I compare the obtained structural parameters of PPhEtMA with

those of PBnMA in [C2mIm][TFSA] solutions. There is a previous SANS study

on PBnMA in deuterated [C2mIm][TFSA] system in which the effective interaction

parameter χeff in the dilute region was estimated in completely the same manner as

the present study: the curve fitting by eq. (4.7).20

Figure 4.11 shows the comparison of the temperature dependence of χeff obtained

for PPhEtMA and PBnMA in [C2mIm][TFSA] solution systems. It is established

that temperature dependence of χeff can be approximated as the following equation

in the vicinity of the cloud point;

χeff = χS +
χH

T
(4.11)

where χS and χH are the entropic and enthalpic contributions to χeff, respec-

tively.12,46 The value of |χH| obtained for PPhEtMA (= 65 ± 7 K−1) was slightly
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Figure 4.11: The temperature dependence of the effective interaction parameter
χeff of the PPhEtMA in [C2mIm][TFSA] solution (red circles). Previously reported
values for PBnMA in [C2mIm][TFSA] solution20(blue squares) and PNIPAm aque-
ous soluiton44(black diamonds) are also shown. The solid lines are linear fits to
χeff = χS + χH/T .

smaller than that for PBnMA (= 84 ± 7 K−1) whereas almost the same values of |χS|

were obtained for PPhEtMA (χS= 0.72 ± 0.02) and PBnMA (χS = 0.73 ± 0.02).

The observed difference among |χH| of PPhEtMA and PBnMA implies that the in-

sertion of a methylene group into PBnMA side chains lowers the mixing enthalpy,

resulting in the decrease of Tc. As pointed out in a previous study,16 the dominant

interaction between PBnMA and [C2mIm][TFSA] is cation-π interactions between

[C2mIm]+ and phenyl groups in PBnMA side chains. Thus, alkyl groups in the side

chains of PBnMA or PPhEtMA do not contribute to the polymer-IL interactions.

Hence, I conclude that the lower |χH| value of PPhEtMA than that of PBnMA orig-

inates from an increase of unfavorable interactions by the insertion of the methylene

group.

Furthermore, the values of χS and χH between in the IL systems are compared

with that of PNIPAm in aqueous solution system. χS and χH values for PNIPAm

dilute aqueous solution system were estimated by using a previously reported value of

χeff .
44 As a result, the obtained values of both |χS| and |χH| for PNIPAm in aqueous

solution (|χS| = 1.15 ± 0.07, |χH| = 203 ± 22 K−1) were significantly larger than

that of PPhEtMA and PBnMA in [C2mIm][TFSA] solution. The smaller |χS| and
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|χH| in IL systems indicates that the phase equilibrium of the IL system is controlled

by the smaller change in the free energy on mixing than in aqueous system. It is

the consistent result with the DSC study on the system by Ueki et al.19 That is the

reason why the Tcs of the PBnMA derivatives in IL solution are sensitively affected

by chemical modification to the polymer or IL which corresponds to a slight change

in |χS| or |χH|.

4.8 Conclusions

Solvated structure and phase behavior of PPhEtMA in [C2mIm][TFSA] was in-

vestigated by utilizing DLS and SANS experiment. To explore physical origin of

the drastic effect of chemical modification on Tc of the IL systems, structural pa-

rameters obtained for PPhEtMA in [C2mIm][TFSA] solution were compared with

a previously reported values for PBnMA in [C2mIm][TFSA] solution and further

with PNIPAm aqueous solution. At first, precise structural characterization on

PPhEtMA in [C2mIm][TFSA] solution was conducted. SANS profiles of PPhEtMA

in [C2mIm][TFSA] solution showed a discontinuous change at cloud point tempera-

ture, indicative of structural change from dispersed Gaussian chains to large aggre-

gates. The second virial coefficient A2 was successfully evaluated by Zimm plot. The

results showed that the compatibility of PPhEtMA in [C2mIm][TFSA] gradually de-

creases with increasing temperature. Subsequently, χH and χS values were obtained

from temperature dependence of χeff estimated from SANS profiles of PPhEtMA

in [C2mIm][TFSA] solution. The absolute value of χH obtained for PPhEtMA was

smaller than that for PBnMA. This difference in χH reflects an increase of unfavor-

able interaction between the polymer and the IL by the insertion of the solvo-phobic

methylene group. Furthermore, the obtained |χS| and |χH| values of both PPhEtMA

and PBnMA in [C2mIm][TFSA] systems were significantly smaller than those of PNI-

PAm aqueous solution system. It was pointed out the phase equilibrium of the IL

system is controlled by smaller change in the free energy on mixing. That is the

origin of the drastic effect of structural modification on the phase equilibrium of

thermo-responsive polymers in ILs.
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Appendix: Accurate Determination of the Parameters
Used in the Analysis of SANS Profiles

In the analysis of SANS profiles of PPhEtMA in d8-[C2mIm][TFSA] solution, I used

the density of PhEtMA monomer and d8-[C2mIm][TFSA] at 298.00 K. It means that

I neglected temperature dependence of density and the difference between the den-

sity of PPhEtMA and PhEtMA monomer. Furthermore, I compared the structural

parameters of PPhEtMA in d8-[C2mIm][TFSA] solution with that of PBnMA in d11-

[C2mIm][TFSA] solution which was reported by other authors.20 To improve the

reliability of the result, I performed additional experiments and re-analysis of SANS

profiles.

Density Measurement

2.5 wt% solutions of PPhEtMA in [C2mIm][TFSA] and PBnMA in [C2mIm][TFSA]

were prepared by the cosolvent evaporation method with THF as a good solvent.

The number averaged molecular weight of the polymers are listed in Table 4.2. Tem-

perature dependence of the density of the solutions, neat [C2mIm][TFSA], and neat

d8-[C2mIm][TFSA] was measured by using a density meter (DMA-5000, Anton Paar,

Austria) with an accuracy of 1 × 10−5 g cm−3. Temperature of the samples was

increased at the rate of 0.4 K min−1 and density was simultaneously measured at

lower temperature than the cloud points.

Figure 4.12 shows temperature dependence of the density of neat [C2mIm][TFSA],

neat d8-[C2mIm][TFSA], PPhEtMA in [C2mIm][TFSA] solution, and PBnMA in

[C2mIm][TFSA] solution. The density of the neat ILs (ρ∗s (T )s) and the polymer

solutions (ρSoln(T )s) showed a monotonic decrease with increasing temperature. In

general, the density of polymer solution are given as

ρSoln(T ) =
Mp +Ms

Vp(T ) + Vs(T )
(4.12)

Table 4.2: The number averaged molecular weight, Mn of PPhEtMA and PBnMA
used in the density measurements and the SANS experiments in this section. The
ratio of the weight averaged molecular weight, Mw and Mn is also shown.

Polymer Mn Mw/Mn

PPhEtMA 29 kDa 1.49
PBnMA 31 kDa 1.17
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Figure 4.12: Temperature dependence of the density of neat [C2mIm][TFSA] (black
circles), neat d8-[C2mIm][TFSA] (grey circles), 2.5 wt% PBnMA in [C2mIm][TFSA]
(blue squares), and 2.5 wt% PPhEtMA in [C2mIm][TFSA] solution (red triangles),
repectively. The solid lines are guides to eyes.

Figure 4.13: The apparent density, ρp,app(T ) of PBnMA (blue squares) and
PPhEtMA (red triangles) in [C2mIm][TFSA] solution. Solid lines are the fitting
lines by the second-order polynomials.
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where Vp(T ) and Vs(T ) are the volume which is occupied by the polymer and the

solvent, respectively. Mp and Ms are the mass of the polymer and the solvent in the

total volume, V (T ) = Vp(T )+Vs(T ). Let ρp(T ) ≡Mp/Vp(T ) and ρs(T ) ≡Ms/Vs(T )

represent the density of the polymer and the solvent in solution, respectively, eq.

(4.12) becomes

ρSoln(T ) =
Mp +Ms

Mpρp(T )−1 +Msρs(T )−1
(4.13)

Assuming ρs(T ) = ρ∗s (T ) in eq. (4.13), the following relationship is obtained for the

apparent density of the polymers in solution, ρp,app(T ):

cp
ρp,app(T )

=
1

ρSoln(T )
− 1− cp
ρ∗s (T )

(4.14)

Figure 4.13 shows ρp,app(T ) of PPhEtMA and PBnMA in [C2mIm][TFSA] so-

lution. The temperature dependence of ρp,app(T ) of PBnMA and PPhEtMA

in [C2mIm][TFSA] could be described by an empirical second-order polynomi-

als: ρp,app(T ) = a + bT + cT 2.47 The obtained coeffients for PBnMA and

PPhEtMA in [C2mIm][TFSA] were tabulated in Table 4.3. The coefficients for neat

[C2mIm][TFSA] and neat d8-[C2mIm][TFSA] were also shown. These coefficients

were used for the estimation of the density at various temperature, as mentioned

later.

Table 4.3: The coefficients a, b, c of the second-order polynomials describing temper-
ature dependence of ρ(T ) = a+ bT + cT 2.

Component a [g cm−3] b [10−4 g cm−3 K−1] c [10−7g cm−3 K−2]

d8-[C2mIm][TFSA] 1.89±0.00 -12.6±0.0 3.80±0.06
[C2mIm][TFSA] 1.85±0.00 -12.3±0.0 3.63±0.03

PBnMA 1.33±0.02 -1.91±1.35 6.43±2.05
PPhEtMA 1.19±0.05 -4.61±3.62 16.7±6.1

SANS Experiment

I prepared 2.5 wt% solutions of PPhEtMA in d8-[C2mIm][TFSA] and PBnMA in

d8-[C2mIm][TFSA] as sample. The cloud points of the solutions were determined

by transmittance measurements to be 307 K for PPhEtMA in d8-[C2mIm][TFSA]

solution and 377 K for PBnMA in d8-[C2mIm][TFSA] solution. SANS experiments

were performed using QUOKKA installed at OPAL reactor, Australian Nuclear Sci-

ence and Technology Organisation (ANSTO), Australia. We employed instrument
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configurations with different SDDs of 1.3 and 8 m for PBnMA in d8-[C2mIm][TFSA]

solution and 1.3, 8, and 20 m for PPhEtMA in d8-[C2mIm][TFSA] solution, respec-

tively. Wavelength of the incident beam was 5.0 Å with the resolution of 10 %. The

sample solutions were injected in 2 mm thickness quartz cells. Temperature was

raised stepwise during the experiment at the temperatures lower than cloud points.

Figure 4.14: SANS profiles of (a) 2.5 wt% PBnMA in d8-[C2mIm][TFSA] and (b)
PPhEtMA in d8-[C2mIm][TFSA] solutions. The solid lines are the fitting lines by eq.
(4.7).

Figure 4.14 shows SANS profiles of 2.5 wt% PBnMA in d8-[C2mIm][TFSA] and

PPhEtMA in d8-[C2mIm][TFSA] solutions at various temperatures. The scatter-

ing profiles showed the increase of scattering intensity with increasing temperature,

which is the same tendency as Figure 4.7. Subsequently, I performed the curve fit-

ting analysis using eq. (4.7) for the SANS profiles. Here, the parameters, ∆ρ, V1,

V2, and ϕ were calculated by using the density of d8-[C2mIm][TFSA], PBnMA, and

PPhEtMA at each temperature. The density at each temperature was estimated by

the coefficients listed in Table 4.1.

The obtained effective interaction parameter, χeff for PPhEtMA and PBnMA in

d8-[C2mIm][TFSA] solutions were shown in Figure 4.15. The entropic contribu-

tion, χS and the enthalpic contribution, χH was estimated through linear fits to

χeff = χS + χH/T . The obtained values of χS and χH were larger than the values

obtained in the previous analysis in section 4.7. It is mainly because I took into

account the temperature dependence of the density values in this section. However,

the qualitative tendency of the results in section 4.7 was not altered by the difference

in the values of χS and χH: χH of PPhEtMA is smaller than that of PBnMA, and
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Figure 4.15: The temperature dependence of the effective interaction parameter χeff

of the PPhEtMA (red squares) and PBnMA (blue circles) in d8-[C2mIm][TFSA]
solution. The solid lines are linear fits to χeff = χS + χH/T . The obtained values of
χS and χH are also shown in the figure.

the values of both χH and χS is much smaller than in the case of aqueous PNIPAm

solution.
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Chapter 5

Pressure Responce of a
Thermoresponsive Polymer in
an Ionic Liquid

Reproduced with permission from “Hirosawa, K.; Fujii, K.; Ueki, T.; Ki-

tazawa, Y.; Watanabe, M.; Shibayama, M. Pressure Response of a Thermore-

sponsive Polymer in an Ionic Liquid., Macromolecules 2016, 49, 8249”. Copy-

right 2016 American Chemical Society. The publication is available at ACS via

https://doi.org/10.1021/acs.macromol.6b01987

5.1 Introduction

Several kinds of polymers exhibit LCST-type phase separation in aqueous solution;

they are soluble in water at low temperature but insoluble at high temperature.

From a thermodynamic viewpoint, the LCST-type phase behavior is characterized by

negative change in both enthalpy and entropy upon mixing; ∆Hm < 0 and ∆Sm < 0,

respectively. In the case of aqueous polymer solutions, the origin of negative ∆Sm is

formation of the hydration shell around hydrophobic side chains of polymers.1–4 As

already mentioned in Chapter 4, LCST-type phase behavior is commonly observed

also for IL systems, for example, poly(benzyl methacrylate) (PBnMA) derivatives in

[C2mIm][TFSA] solutions. For the PBnMA in [C2mIm][TFSA] system, it is reported

that [C2mIm]+ orderly locates above and below the phenyl groups of PBnMA to

form cation-π interaction.5 Formation of the liquid-clathlate-like structure around

the polymer side chains is assumed to be the origin of negative ∆Sm in the IL system.

Both in IL and aqueous system, demixing by heating is driven by collapse of a

partially ordered solvation structure of solvent components around solutes. However,

there is a fundamental difference in mechanism of the structural ordering among
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them. In aqueous polymer solutions, formation of the hydration shell is caused by

hydrogen bonding interactions between water molecules: “solvent-solvent” interac-

tions. In contrast, in the case of PBnMA derivatives in IL solutions, the ordered

solvation structure is formed by cation-π interactions between polymer and IL ions:

“solvent-solute” interactions. To characterize the difference in the structural order-

ing mechanism, we utilized pressure as an experimental variable. Until now, pressure

effects on the miscibility of linear polymers6–8 and proteins4,9,10 in aqueous solu-

tions have been investigated. Miscibility of solutes in solutions are often drastically

varied by pressurization because pressure directly affects molecular volumes and in-

termolecular distance.11 Therefore, pressure response of miscibility of solutes in solu-

tions contains rich structural information such as packing of molecules and volumetric

properties. There are several reports about pressure effects on phase transition of

neat ILs,12,13 miscibility of monomeric solutes in ILs,14,15 and also polymer-IL inter-

actions.16,17 However, to the best of my knowledge, pressure effects on phase behavior

of polymers in IL solution have not yet been observed directly. In this study, I inves-

tigated pressure dependence of the miscibility and solvated structure of a polymer

in IL solution. Here, PPhEtMA in [C2mIm][TFSA] solution was chosen as a typical

thermo-responsive polymer in IL system. In comparison with aqueous polymer solu-

tions, characteristics of polymer solvation by ILs are discussed based on the pressure

responce.

5.2 Experimental

5.2.1 Materials.

[C2mIm][TFSA] was synthesized according to previously reported procedures.18

PPhEtMA was prepared by Dr. Yuzo Kitazawa in Prof. Masayoshi Watanabe group

(Yokohama National University, Japan); it was synthesized by reversible addition-

fragmentation chain transfer (RAFT) polymerization following the scheme in a pre-

vious work.19 The synthesized PPhEtMA was characterized using 1H NMR spec-

troscopy and size exclusion chromatography (SEC). The number-average molecular

weight (Mn) was calculated from the monomer conversion in reaction solution de-

termined by 1H NMR to be Mn = 29 kDa. The polydispersity D (Mw/Mn, where

Mw is the weight-average molecular weight) was determined to be D = 1.49 by SEC

calibrated with PMMA standards using tetrahydrofuran (THF) as the eluent. The

synthesized PPhEtMA was dissolved in [C2mIm][TFSA] at concentration of 3 wt%

using the co-solvent evaporation method with THF as the good solvent.20 The pre-
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pared solution was used as sample solution. The cloud point temperature of the

sample solution at atmospheric pressure (Tc0) was measured to be Tc0 = 43 ◦C by

visual observation.

5.2.2 Cloud Point Measurement and Dynamic Light Scattering Ex-
periment.

Figure 5.1: (a) A pressure cell for DLS measurement and cloud point measurement
and (b) a quartz inner-cell with rubber tube.

DLS measurement and cloud point measurement were carried out under elevated

pressure using a pressure cell having a set of sapphire optical windows (PCI-400,

Syn. Co. Ltd., Kyoto, Japan, Figure 5.1(a)). The basic concept of the pressure

cell is described elsewhere.21 Sample solution was injected into an quartz inner-cell

with rubber tube (Figure 5.1(b)). Hydrostatic pressure was applied to the pressure

cell by a hand pump (HP-500, Syn. Co. Ltd., Kyoto, Japan) and the pressure

was transfered to the sample solution via the rubber tube attached to the quartz

inner-cell. A He-Ne laser with a power of 22 mW (wavelength, λ = 632.8 nm) was

used as the incident beam in the measurements. The time correlation function of

light scattering intensity, g(2)(τ)−1 was acquired by using a static/dynamic compact

goniometer (SLS/DLS-5000, ALV, Langen, Germany). The scattering angle 2θ was

fixed to 90◦. Each measurement required 30 s. Sample solution was passed through

a PTFE filter (pore size: 0.2 µm) prior to use. The intensity of transmitted beam

was monitored by power and energy analyzer (FieldMaster GS, Coherent Inc., USA)

for the estimation of transmittance of sample solution.

Measurement of pressure dependence of transmittance was conducted as follows.

Firstly, sample solution was pressurized at ambient temperature. Secondly, temper-

ature was increased up to the desired value at isocoric condition; pressure of the
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system increased simultaneously with temperature in this process. After tempera-

ture and pressure stabilization, the hydrostatic pressure was decreased stepwise under

isothermal condition, and transmittance was measured at various pressures, P . Here,

transmittance is defined as Itr/I0 where Itr and I0 denote the transmitted light inten-

sities from the sample solution and from an empty cell, respectively. Sample solution

was stabilized for 3 min after changing pressure at each P before the measurements.

DLS measurements at elevated pressure was also conducted under the same pressure

hysterisis as above.

5.3 Cloud Point Measurements and a P -T Phase Dia-
gram

Figure 5.2: Pressure dependence of the transmittance of 3 wt%
PPhEtMA/[C2mIm][TFSA] solution at various temperatures.

Figure 5.2 shows the P -dependence of the transmittance of 3 wt%

PPhEtMA/[C2mIm][TFSA] solution at various temperatures of T > Tc0. As men-

tioned in the previous section, transmittance was measured under de-compression

process. As a result, the transmittance of the solution suddenly decreased at cer-

tain cloud point pressures (Pc) for all the temperature examined here. It means that

PPhEtMA is soluble at P > Pc but undergoes phase separation at Pc. Here, reversibil-

ity of the P -induced phase transition was confirmed as following. At first, P was

decreased stepwise under isothermal condition and the transmittance was measured
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at each P . After observing the decrease in the transmittance (corresponding to the

P -induced phase separation), P was subsequently increased and the transmittance

was measured again. The transmittance of 3 wt% PPhEtMA in [C2mIm][TFSA])

solution in both of the de-compression and the re-compression process was shown in

Figure 5.3. Although there was large hysteresis, transmittance increased with P in the

re-pressurizing process at certain pressure. It indicates that the P -induced phase sep-

aration is reversible. According to a previous report, PPhEtMA in [C2mIm][TFSA]

solution exhibits the hysteresis also in T -induced phase separation.22 The observed

hysteresis can be ascribed to the metastable aggregation structure of PPhEtMA after

the P -induced phase separation.

Figure 5.3: The transmittance of 3 wt% PPhEtMA in [C2mIm][TFSA] solution in the
depressurizing process (blue circles) and in the re-pressurizing process (red squares)
after phase separation at T = 44 ◦C.

Figure 5.2 also indicates that Pc monotonically increased with increasing T . Al-

though I also measured trasmittances at higher P (140 MPa < P < 364 MPa),

any significant variation in transmittances was not observed. It suggests that the

PPhEtMA/[C2mIm][TFSA] system has only one Pc in the examined range of T and

P (T : 44 – 77 ◦C, P : 0.1 MPa – 364 MPa). Defining Pc as the pressure at which the

transmittance value becomes lower than 0.5, I constructed a P - T phase diagram

which represents the pressure dependence of the cloud point temperature (Tc).

Figure 5.4 shows the P - T phase diagram obtained for the 3 wt%
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Figure 5.4: P - T phase diagram of 3 wt% PPhEtMA/[C2mIm][TFSA] solution (red
circles) constructed from the transmittance measurements (Figure 5.2. A previously
reported phase diagram for aqueous 8 wt% PNIPAm solution (black squares) is also
shown.7

PPhEtMA/[C2mIm][TFSA] solution, together with that of the aqueous PNIPAm

solution reported previously.7 PNIPAm in aqueous solution exhibits a convex-

upward P -dependence; it is commonly observed for aqueous solutions containing

hydrophobic solutes, such as alkylbenzenes,23,24 hydrophobic polymers,8,25 and pro-

teins.4,9,10 In contrast, the Tc of the PPhEtMA/[C2mIm][TFSA] system increased

monotonically with increasing P . In addition, the pressure dependence of Tc of the

PPhEtMA/[C2mIm][TFSA] solution was much larger than that of the aqueous PNI-

PAm solution. The observed difference in pressure responce can be ascribed to the

difference in solvation environments of the IL and the aqueous system.

In general, phase boundary line in the P - T phase diagram is given by the

following Clapeyron-type equation:11

dT

dP
=
T∆Vm(P )

∆Hm(P )
(5.1)

where ∆Hm(P ) and ∆Vm(P ) denote the changes in the enthalpy and volume by

mixing, respectively. It is established in Chpater 4 that |∆Hm| of the PPhEtMA

in [C2mIm][TFSA] solution at ambient pressure is smaller than that of the aqueous

PNIPAm solution. Although there is no report about ∆Vm(P ) in the IL system, it is

conjectured that the larger |dT/dP | observed for the IL solution originates from the
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smaller |∆Hm(P )| in the IL solution than the aqueous solution (Figure 5.4), based

on eq. (5.1).

As can be seen from eq. (5.1), the sign of dT/dP is determined by that of ∆Vm(P ).

As ∆Hm(P ) must be negative for the system to exhibit LCST phase behavior, a neg-

ative ∆Vm(P ) results in a positive dT/dP and vice versa.11 Here, ∆Vm(P ) contains

two contributions: the release of free volume upon ideal mixing (∆Vm,f(P )) and the

formation of solvation shell around polymer side chains (∆Vm,s(P )), as illustrated

in Figure 5.5(a). In the case of polymer solutions, the sign of ∆Vm,f(P ) is gener-

ally negative because a large free volume of polymer chains is released upon mixing

into solvent.23,24 The characteristics of polymer solvation is rather reflected in the

magnitude and P -dependence of ∆Vm,s(P ) term.

The pressure response of the PPhEtMA/[C2mIm][TFSA] solution and that of the

aqueous PNIPAm solution can be characterized based on |∆Vm,s(P )| in each sys-

tem. Figure 5.5(b) shows schematic models illustrating the solvation structure be-

fore and after pressurization for the aqueous PNIPAm solution and the PPhEtMA in

[C2mIm][TFSA] solution. In aqueous polymer solutions, the polymer is solubilized by

a hydration shell formation around hydrophobic side chains; the structural ordering of

water molecules are driven by hydrogen bonding interations between water molecules

themselves. The formation of hydration shell causes expansion of the system upon

mixing, leading to a positive ∆Vm,s(P ) in the aqueous system. As |∆Vm,f(P )| is a

decreasing function of P ,23,24 a positive contribution from the ∆Vm,s(P ) overwhelms

a negative contribution from the ∆Vm,f(P ) in the high-P region. Therefore, the sign

of ∆Vm(P ) (= ∆Vm,s(P ) + ∆Vm,f(P )) changes from negative to positive at a certain

pressure. Then, dT/dP also changes its sign from positive to negative. This is the

origin of the convex-upward P - T phase diagram in the aqueous polymer system.23,26

On the other hand, in the PPhEtMA in [C2mIm][TFSA] solution, the polymer

is mainly solubilized by direct cation-π interactions between [C2mIm]+ and phenyl

groups in PPhEtMA side chains. In this case, there does not exist cavities between

the polymer and the solvent. It indicates that the |∆Vm,s(P )| is negligible compared

with |∆Vm,f(P )|. Thus, ∆Vm,s(P ) does not cause a significant positive contribution to

∆Vm(P ), and the sign of ∆Vm(P ) remains negative even in the high-P region. Such

a picture is consitent with the observed results that the sign of dT/dP remained

positive even under the highest examined value of P .

Through the above discussion, the observed difference in P -T phase diagram

among the PPhEtMA in [C2mIm][TFSA] solution and aqueous polymer solutions was
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Figure 5.5: (a) Illustration of the volume change in the mixing process of polymer and
solvent. (b) Schematic models showing the solvation structure of aqueous PNIPAm
solution (above) and PPhEtMA/[C2mIm][TFSA] solution (below) before and after
pressurization.
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successfully explained from a viewpoint of solvation environment in each systems.

5.4 Light Scattering Experiments under High Pressure

To obtain microscopic insight into the pressure effects, I performed DLS experiments

on PPhEtMA in [C2mIm][TFSA] solution at elevated pressure. Figure 5.6 shows

(a) pressure dependence of g(2)(τ) − 1 and (b) the distribution function, G(Γ−1) of

decay time (Γ−1) of 3 wt% PPhEtMA/[C2mIm][TFSA] solution at T = 44 ◦C. Here,

G(Γ−1) was obtained by inverse Laplace transformation of g(2)(τ)− 1 using the well-

established CONTIN program.27 Pressure of the system was varied in the range of

P = 4–12 MPa where Pc at T = 44 ◦C was determined to be 3 MPa (Figure 5.2). As

observed from Figure 5.6, a single decay mode was observed at P > 7 MPa. Here, the

hydrodynamic radius (Rh) was estimated to be 7 nm from the decay time (refractive

index28 and viscosity29 of the IL at T = 317 K and P = 0.1 MPa were used). The

estimated value of Rh = 7 nm is reasonable as the size of a single polymer chains.

It indicates that the decay mode observed in g(2)(τ)− 1 at P > 7 MPa corresponds

to translational diffusion mode of dispersed PPhEtMA chains. In the vicinity of

Pc (P ≤ 5 MPa), an additional slow mode was observed and its intensity increased

with decreasing pressure. In addition, as shown in Figure 5.6(c), the time-averaged

scattering intensity ⟨I⟩T diverged in the vicinity of Pc. These results indicate that

aggregates of PPhEtMA are formed at P ≈ Pc, resulting in the pressure-induced

phase separation. This behavior was also observed in the temperature-induced phase

separation of this system at ambient pressure (Chapter 4).

5.5 Conclusions

In conclusion, I observed a specific pressure effect on the LCST-type phase behavior

of PPhEtMA in [C2mIm][TFSA] solution. Compression of the solution resulted in a

monotonic increase of the cloud point temperature in the IL system. It was a quite

different pressure response from that of aqueous polymer solutions. The observed

differences in the pressure response among aqueous polymer solutions and the poly-

mer in IL solution reflected the characteristics of polymer solvation in each system;

polymers are solubilized by hydration shell formation by hydrogen bonding interac-

tions between water molecules in aqueous solution, but the polymer is solubilized

by direct “solvent-polymer” interaction in the IL solution. Furthermore, dynamics

of PPhEtMA in [C2mIm][TFSA] solution was investigated by DLS experiments at
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Figure 5.6: (a) Time correlation functions of scattering intensity, g(2)(τ)−1, measured
at various pressures. The temperature is fixed at T = 44 ◦C. (b) The distribution
function, G(Γ−1) of decay time (Γ−1) obtained from the inversed Laplace transfor-
mation procedure for g(2)(τ)− 1. (c) The time-averaged scattering intensity of light,
⟨I⟩T at various pressures.
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elevated pressure. The appearance of a slow-mode in g(2)(τ)−1, as well as the diver-

gence of time-averaged scattering intensity, were observed in the vicinity of the cloud

point pressure, indicating the formation of aggregates.
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Summary

I performed structural investigation on cellulose and a thermo-reponsive polymer

in IL solutions by complemetary utilizing X-ray, neutron, and light scattering tech-

niques. I characterized their macroscopic solution property from viewpoints of micro-

scopic molecular interactions and mesoscopic solvated structure of polymer chains.

Furthermore, I investigated pressure response of a thermo-responsive polymer in an

IL solution. The pressure response of the IL was discussed in comparison with conven-

tional aqueous polymer solutions. The physicochemical characterizations of polymer

in IL solutions is essential for futher development of novel composite systems of poly-

mer and IL. The details of the respective chapters are summarized below.

In Chapters 2 and 3, I focused on the structure of cellulose in a phosphonate-

type IL, [C2mIm][CH3HPO3]. Glucose and cellobiose are used as model molecules to

approximate microscopic structure of cellulose in Chapter 2 and 3, respectively.

Chapter 2

Liquid structure of neat [C2mIm][CH3HPO3] and solvation structure of glu-

cose in [C2mIm][CH3HPO3] were investigated by high-energy X-ray toral scattering

(HEXTS) experiments and all-atom molecular dynamics (MD) simulations. The ex-

perimental radial distribution functions were well reproduced by the MD simulations

for all the glucose concentration examined. With regard to liquid structure of neat

[C2mIm][CH3HPO3], I pointed out that hydrogen bond between negatively charged

oxygens (OA) within [CH3HPO3]
− and acidic proton (H2) on C2 position of [C2mIm]+

is predominant in the cation-anion interaction. As for solvation structure of glucose in

[C2mIm][CH3HPO3], it is found that the glucose molecules are preferentially solvated

by [CH3HPO3]
− rather than [C2mIm]+. From the atom-atom pair correlation func-

tion, it is clarified that the glucose molecule is hydrogen bonded with [CH3HPO3]
− to

form O-H (glucose)—OA (anion) interaction. It was also found that the intramolec-

ular hydrogen bond within glucose still remains even in [C2mIm][CH3HPO3]. Such
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intramolecular hydrogen bonds compete with the intermolecular hydrogen bonds be-

tween glucose and [CH3HPO3]
−.

Chapter 3

The microscopic intramolecular structure of cellulose was investigated using

HEXTS experiments and MD simulations. Here, cellobiose was used as a model

molecule. It was clarified that intramolecular hydrogen bonds between the ad-

jacent glucose segments within cellulose molecules exist even when dissolved in

[C2mIm][CH3HPO3]. Furthermore, the mesoscopic structure of cellulose chains in

[C2mIm][CH3HPO3] was investigated by SAXS and light scattering experiments. It

was found that intermolecular hydrogen bonds between cellulose molecules are dis-

rupted in [C2mIm][CH3HPO3] solutions; thus, cellulose molecules are dispersed at the

molecular level. In addition, cellulose molecules exist as rod-like polymers because

of the intramolecular hydrogen bonds within cellulose chains in [C2mIm][CH3HPO3].

Furthermore, in concentrated regions, rod-like cellulose molecules are strongly entan-

gled and cellulose in [C2mIm][CH3HPO3] solutions have frozen inhomogeneities that

arise from pseudo cross-links between cellulose molecules.

In Chapters 4 and 5, I extended the structural study to the stimuli-responsive

phase transition of polymers in ILs. I particularly studied thermo- and pressure-

responsive phase separation of poly(2-phenylethylmethacrylate), (PPhEtMA) in

[C2mIm][TFSA].

Chapter 4

One of the characteristics of the phase behavior of polymers in ILs is that their

phase transition temperatures (Tcs) are strongly affected by slight chemical modi-

fication on polymer side chain or IL ions. In Chapter 4, I focused on the drastic

effect of structural modification on the phase equilibrium of thermo-responsive poly-

mers in ILs. I selected PPhEtMA, having slightly different side chain structure from

PBnMA, in [C2mIm][TFSA] solution as a model system. Solvated structure and

phase behavior of PPhEtMA in [C2mIm][TFSA] was investigated by utilizing DLS

and SANS experiment. To explore physical origin of the drastic effect of chemical

modification on Tc of the IL systems, structural parameters obtained for PPhEtMA

in [C2mIm][TFSA] solution were compared with a previously reported values for PB-
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nMA in [C2mIm][TFSA] solution and further with PNIPAm aqueous solution. At

first, precise structural characterization on PPhEtMA in [C2mIm][TFSA] solution

was conducted. SANS profiles of PPhEtMA in [C2mIm][TFSA] solution showed a

discontinuous change at cloud point temperature, indicative of structural change from

dispersed Gaussian chains to large aggregates. The second virial coefficient A2 was

successfully evaluated by Zimm plot. The results showed that the compatibility of

PPhEtMA in [C2mIm][TFSA] gradually decreases with increasing temperature. Sub-

sequently, the enthalpic and entropic contribution (χH and χS, respectively) to χeff

were estimated from SANS profiles of PPhEtMA in [C2mIm][TFSA] solution. The

absolute value of χH obtained for PPhEtMA was smaller than that for PBnMA. This

difference in χH reflects an increase of unfavorable interaction between the polymer

and the IL by the insertion of the solvo-phobic methylene group. Furthermore, the

obtained |χS| and |χH| values of both PPhEtMA and PBnMA in [C2mIm][TFSA]

systems were significantly smaller than those of PNIPAm aqueous solution system.

It was pointed out the phase equilibrium of the IL system is controlled by smaller

change in the free energy on mixing. That is the origin of the drastic effect of struc-

tural modification on the phase equilibrium of thermo-responsive polymers in ILs.

Chapter 5

Pressure response of solutions contains rich structural information such as packing

of molecules and volumetric properties. In Chapter 5, I utilized hydrostatic pressure

as an experimental variable to investigate characteristics of solvation for polymers

by ILs. I observed a specific pressure effect on the LCST-type phase behavior of

PPhEtMA in [C2mIm][TFSA] solution. Compression of the solution resulted in a

monotonic increase of the cloud point temperature in the IL system. It was a quite

different pressure response from that of aqueous polymer solutions. The observed

differences in the pressure response among aqueous polymer solutions and the poly-

mer in IL solution reflected the characteristics of polymer solvation in each system;

polymers are solubilized by hydration shell formation by hydrogen bonding interac-

tions between water molecules in aqueous solution, but the polymer is solubilized

by direct “solvent-polymer” interaction in the IL solution. Furthermore, dynamics

of PPhEtMA in [C2mIm][TFSA] solution was investigated by DLS experiments at

elevated pressure. The appearance of a slow-mode in the time-correlation function,

as well as the divergence of time-averaged scattering intensity, were observed in the

vicinity of the cloud point pressure. It indicates that aggregates were suddenly formed
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at the cloud point pressure.

I succeeded in the physicochemical characterization of solvated structure and

phase behavior of polymers in ILs. It was found that microscopic solvation of poly-

mers by ILs significantly affects the macroscopic physical properties of the solutions.

Such knowledge allows us to systematically develop superior polymer-IL composite

systems based on the design of molecular structures of ILs and polymers. For exam-

ple, in the case of cellulose in IL systems, I found that the rigidity of cellulose chains

is strongly correlated to the existence of intramolecular hydrogen bonds within cel-

lulose molecules. Thus, the chain conformation of cellulose in ILs can be controlled

by appropriately designing the molecular structures of IL ions. It means that we can

optimize the properties of cellulose in IL solution for our purpose, such as biomass

processing of cellulose and the production of cellulose fiber. In addition, through

the precise investigation of the phase behavior of polymers in ILs in response to

temperature and pressure, I elucidated the relationship between phase-behavior and

microscopic interactions. Especially, pressure response of polymers in IL solutions is

an unexplored research field. This work would become an important opportunity for

the application of ILs under extreme pressure, for example development of a pressure-

responsive iongel which is applicable to an electrolyte of lithium ion batteries and a

CO2 separation membrane.

Eventually, I conclude that this work contributes to not only the fundamental

understanding but also the systematic design of the physical properties of polymer-

IL composite systems.
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Appendix: Theoretical
Background

Basic Theory of Scattering

Structure of materials are reflected in scattering profiles via interference of scattered

waves from atomic nuclei or electrons. In the case of amorphous materials, the

amount of structural information included in scattering profiles is limited because

of lacks of the sharp diffraction peaks. Nevertheless, scattering experiments are still

principal method to resolve structure of amorphous such as liquids, solutions, and

glasses. In this Chapter, I introduce principles of scattering analysis for amorphous

and polymeric materials.1

Figure 5.7: Illustration for a typical geometry of scattering experiment including the
incident plane wave, the sample, the scattered spherical wave, and the detector. 2θ,
Ω is the scattering angle and the solid angle.

Figure 5.7 shows a typical geometry of scattering experiment. The incident beam

can be regarded as a plane wave when it is appropriately collimated. Intensity of

plane waves is represented by the amount of energy (or particles) transmitted per

unit area per unit of time. On the other hand, scattering wave from a sample is

generally regarded as a spherical wave whose intensity is expressed by the amount

of energy (or particles) transmitted through a unit solid angle per unit of time. One

needs to evaluate the flux, J of the scattered wave as a function of scattering direction.
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The ratio of J to the flux of incident beam, J0 is generally used as a measure of the

intensity of the scattering wave from the sample. The ratio, J/J0 as a function of

scattering direction is often called “the differencial scattering cross section” or “the

absolute intensity”, which have a unit of area. J/J0 means the probability that a

photon or neutron is scattered into a unit solid angle in a given direction. J/J0 can

be directly related to the structure of sample as described below.

Figure 5.8: The path length difference between scatteirng waves from scattering
points, O and P. S0 and S are the unit vectors of the incident beam and the scattered
waves, respectively.

Both of neutron beam and X-ray are frequently used as a probe in scattering

experiments. A primary scattering event of neutrons and X-ray by atomic nuclei and

electrons should be discussed separately. Nevertheless, the interference effects of the

scattered waves can be discussed in the same manner. At first, for a simplicity, I

discuss the interference between scattering waves from only two scattering points, O

and P as illustrated in Figure 5.8. Here, S0 and S denote the unit vectors of the

incident beam and the scattered waves. Now, I assume the elastic scattering in which

wavelength of the scattered wave is the same as that of the incident beam. If there

is no phase change on scattering, the phase difference ∆ϕ between the two scattering

waves is given as

∆ϕ =
2π

λ
(S0 · r − S · r)

= −q · r (5.2)

where λ is the wavelength of the incident beam and q ≡ 2π(S−S0)/λ is the scattering

vector. The magnitude of the scattering vector is

|q| = q =
4π sin θ

λ
(5.3)

Considering the phase difference, the scattering waves from O and P (A1(x, t) and
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A2(x, t), respectively) are written as follows:

A1(x, t) = A0b exp
[
2πi

(
νt− x

λ

)]
(5.4)

A2(x, t) = A0b exp
[
2πi

(
νt− x

λ

)]
exp[−iq · r] (5.5)

where A0 and ν are the amplitude of the incident beam and frequency of the waves.

b is the scattering length which represents the scattering ability of the scattering

points: it is independent of the energy of neutron or X-ray. Detector in the direction

of q detects a superposition of the scattering waves, A(q) = A1(x, t)+A2(x, t). Then,

the differencial scattering cross section is given as follows:

J(q)

J0
= A−2

0 |A(q)|2 = A−2
0 |A1(x, t) +A2(x, t)|2 (5.6)

= b2 (1 + exp[iq · r]) (1 + exp[−iq · r])

When there are a lot of scattering points, the scattering wave detected by the

detector is

A(q) = b
N∑
j=1

exp[−iq · rj ] (5.7)

As in eq. (5.7), A0 and the x- and t-dependent terms are omitted hereafter. N and

rj are the number of the scattering points in the irradiated volume and the position

of scattering points. Furthermore, the summation in eq. (5.7) is substituted by an

integral when the number of scattering points is sufficiently large. Introducing n(r)

as the number density of the scattering points in a volume element at r, eq. (5.7) is

rewritten as follows;

A(q) = b

∫
V
n(r) exp[−iq · r]dr (5.8)

=

∫
V
ρ(r) exp[−iq · r]dr (5.9)

where the scattering length distribution, ρ(r) is defined as ρ(r) ≡ bn(r). It means

that A(q) is related to ρ(r) via three-diensional Fourier transform. Then, the differ-

encial scattering cross section, I(q) is the following:

I(q) =

[∫
V
ρ(u) exp[iq · u]du

] [∫
V
ρ(u′) exp[−iq · u′]du′

]
=

∫
V

[∫
ρ(u)ρ(u+ r)du

]
exp[−iq · r]dr (r = u′ − u)

=

∫
V
Γρ(r) exp[−iq · r]dr (5.10)
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Γρ(r) is the autocorrelation function for ρ(r) defined

Γρ(r) =

∫
V
ρ(u)ρ(u+ r)du (5.11)

Here, Γρ(r) is related to the ensemble average of ρ(u)ρ(u+ r) as follows:

⟨ρ(u)ρ(u+ r)⟩ =
∫
V ρ(u)ρ(u+ r)du∫

V du
=

Γρ(r)

V
(5.12)

Introducing η(r) ≡ ρ(r)− ⟨ρ⟩ as a deviation of ρ(r) from averaged scattering length

density, ⟨ρ⟩, the following relationship can be derived:

Γρ(r) =

∫
V
[η(u) + ⟨ρ⟩] [η(u+ r) + ⟨ρ⟩] du

=

∫
V
η(u)η(u+ r)du+ ⟨ρ⟩2

∫
V
du+ ⟨ρ⟩

∫
V
η(u)du+ ⟨ρ⟩

∫
V
η(u+ r)du

= Γη(r) + ⟨ρ⟩2 V (5.13)

Using eq. (5.13), (5.10) becomes

I(q) =

∫
V
Γη(r) exp [−iq · r]dr + ⟨ρ⟩2 V δ(q) (5.14)

The second term in eq. (5.14) is not observable because it overlaps with the trans-

mitted incident beam. Hence, I(q) is directly related to Γη(r) which represents the

real-space structure.

Zero Angle Scattering2

Scattering intensity at the limit of q → 0 is detemined by thermodynamic properties

of the materials. In this section, I summarize the classical theory of simple liquid and

derive the relationship between scattering intensity and a thermodynamic parameter,

the isothermal compressibility. Consider an isolated, macroscopic system consisting

of N idential, spherical particles of mass m in volume V . The dynamical state of the

system is completely specified by 3N coordinates rN = r1, . . . , rN and 3N momenta

pN = p1, . . . ,pN of the particles. The hamiltonian of the system, H is

H = KN (pN ) + VN (rN ) + ΦN (rN ) (5.15)

where KN , VN , and ΦN are the kinetic energy, the interatomic potential energy, and

the potential energy arising from an external field. In this section, I discuss the

properties of liquid or solutions under no external field: ΦN (rN ) = 0. KN is given as

KN =

N∑
i=1

|pi|2

2m
(5.16)
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The distribution of phase points of systems of the ensembles is represented by a

phase space probability density f |N |(rN ,pN ; t). Here, f |N |(rN ,pN ; t)drNdpN is the

probability that the system is in a macroscopic state represented by a phase point

lying in the infinitesimal 6N -dimensional phase space element drNdpN . Then, the

integral of f |N | over phase space is∫∫
f |N |(rN ,pN ; t)drNdpN = 1 (5.17)

for all t. Normally we are interested only in the behavior of a subset of particles of

size N ′. Then, unnecessary information can be eliminated by performing integration

of f |N | over the coordinates and the momenta of (N −N ′) particles. Then, a reduced

phase space distribution function f (N
′)(rN

′
,pN ′

; t) is defined as

f (N
′)(rN

′
,pN ′

; t) ≡ N !

(N −N ′)!

∫∫
f |N |(rN ,pN ; t)drN−N ′

dpN−N ′
(5.18)

where rN
′ ≡ r1, . . . , rN ′ and r(N−N ′) ≡ rN ′+1, . . . , rN , etc. f (N

′)drN
′
dp is the

probability of finding subset of N ′ particles in the reduced phase element drN
′
dpN ′

,

irrespective of r(N−N ′) and p(N−N ′). N !/(N − N ′)! is the conbinatorial factor that

corresonds to the number of ways of choosing a subset of size N ′.

Canonical Ensemble

A canonical ensemble is a collection of systems characterised by the same values of

N , V , and temperature T . It corresponds to a system immesed in a heat bath.

According to classical statistical mechanics, the equilibrium probability density for a

system is

f
|N |
0 (rN ,pN ) =

1

h3NN !

exp(−βH)

QN
(5.19)

where h is Planck’s constant and β = T−1. QN is the canonical partition function,

given by

QN =
1

h3NN !

∫∫
exp(−βH)drNdpN (5.20)

The thermodynamic potential which is appropriate to describe properties of the

canonical ensemble is the Helmholtz energy, F : it is obtained by Legendre trans-

formation for the internal energy U with respect to entropy S. F becomes

F = U − TS (5.21)

in thermodynamics. The equilibrium state at constant N , V , and T is reached

when F is a minimum with respect to variations in any internal constraint. The
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link between thermodynamic property and statistical mechanics is established by the

following relationship.

F = −kBT lnQN (5.22)

When there is no external force, the change in the Helmholtz arising from infinitesimal

changes in N , V , and T is

dF = −SdT − PdV + µdN (5.23)

and thus

S = −
(
∂F

∂T

)
V,N

P = −
(
∂F

∂V

)
T,N

µ =

(
∂F

∂N

)
T,V

(5.24)

Themodynamic parameters can be calculated from the partition function. For exam-

ple, internal energy U is given as

U =
1

h3NN !QN

∫∫
H exp(−βH)drNdpN = −

(
∂ lnQN

∂β

)
V

(5.25)

where eq. (5.20) was used. Then, using eq. (5.22) and eq. (5.24),

P = kBT

(
∂ lnQN

∂V

)
T,N

(5.26)

The partition function QN can be rewritten as follows:

QN =
1

h3NN !

∫∫
exp(−βH)drNdpN

=
1

h3NN !

∫
exp(−βKN (pN ))dpN

∫
exp(−βVN (rN ))drN

=
1

h3NN !
(2mπkBT )

3
2
N

∫
exp(−βVN (rN ))drN

=
1

N !

ZN

Λ3N
(5.27)

Here, Λ = (2πβℏ2/m)1/2 is the de Broglie wavelength. ZN is defined as follows:

ZN =

∫
exp(−βVN (rN ))drN (5.28)

When VN = 0 (ideal gas), Z id
N = V N and the corresponding partition function Qid

N

becomes

Qid
N =

1

N !

V N

Λ3N
(5.29)

Then, using Stirling’s approximation for lnN !,

F id

N
= − 1

N
kBT lnQid

N

= kBT (lnΛ
3n− 1) (5.30)
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where n is the number density of particles. The chemical potential µid is given as

µid =

(
∂F id

∂N

)
T,V

= kBT lnΛ3n (5.31)

A similar factrization can be made of f
(N ′)
0 (rN

′
,pN ′

):

f (N
′)(rN

′
,pN ′

; t) =
N !

(N −N ′)!

∫∫
1

h3NN !

exp(−βH)

QN
drN−N ′

dpN−N ′

=
N !

(N −N ′)!

exp
[
−β
∑N ′

i=1(|pi|2/2m)
]

(2πmkBT )
3
2
N ′

∫∫
1

h3NN !

exp(−βH)

QN
drN−N ′

dpN

=
N !

(N −N ′)!

exp
[
−β
∑N ′

i=1(|pi|2/2m)
]

(2πmkBT )
3
2
N ′

1

ZN

∫∫
exp(−βVN )drN−N ′

= n
(N ′)
N (rN

′
)f

(N ′)
M (pN ′

) (5.32)

where f
(N ′)
M is defined as

f
(N ′)
M (pN ′

) =
1

(2πmkBT )
3
2
N

exp

[
−β

N ′∑
i=1

(
|pi|2

2m

)]
(5.33)

The equilibrium N ′-particle number density n
(N ′)
N (rN

′
) is

n
(N ′)
N (rN

′
) =

N !

(N −N ′)!

1

ZN

∫∫
exp(−βVN )drN−N ′

(5.34)

The quantity n
(N ′)
N (rN

′
)drN

′
determines the probability of finding N ′ perticles of

the system with coordinates in the volume element drN
′
irrespective of the positions

and momenta of other N − N ′ particles. The low-order particle density function,

especially the pair distribution function n
(N ′)
N (r1, r2), is important for calculation of

the scattering intensity. From its definition in eq. (5.34),∫
n
(N ′)
N (r1, r2)dr

N ′
=

N !

(N −N ′)!
(5.35)

In particular for N ′ = 1, ∫
n
(1)
N (r)dr = N (5.36)

Therefore, the single particle density n
(1)
N (r) is therefore equal to the overall number

density:

n
(1)
N (r) =

N

V
= n (5.37)

121



The N ′-particle distribution function gN
′

N (rN
′
) is defined as follows:

g
(N ′)
N (rN

′
) =

n
(N ′)
N (r1, . . . , rN ′)

ΠN ′
i=1n

(1)
N (ri)

= n−N ′
n
(N ′)
N (rN

′
) (for homogeneous systems) (5.38)

When the system is isotropic, the pair distribution function g
(2)
N (r1, r2) is a only

function of r = |r2 − r1| and written as g(r): it is so-called radial distribution

function. It is convenient to use an expression by δ-function for n-particle density

functions. From its definition,

⟨δ(r − r1)⟩ =
∫∫

δ(r − r1)f
|N |
0 (rN ,pN )drNpN

=
1

ZN

∫
δ(r − r1) exp

[
−βVN (r1, r2, . . . , r

N )
]
drN

=
1

ZN

∫
exp[−βVN (r, r2, . . . , rN )]drN−1 (5.39)

Since the value of is independent on the particle label (taken to be 1 here), the

summation for all of the particles is simply N times the RHS. In comparison with

eq. (5.34), we obtain

n
(1)
N (r) = N

1

ZN

∫
exp [−βVN ] drN−1

=

⟨
N∑
i=1

δ(r − ri)

⟩
(5.40)

Similarly, for a product of two δ-functions,⟨
δ(r − r1)δ(r

′ − r2)
⟩
=

1

ZN

∫
exp

[
−βVN (r, r′, r3 . . . , rN )

]
drN−2 (5.41)

and then

n
(2)
N (r, r′) = N(N − 1)

1

ZN

∫
exp [−βVN ] dr(N−2)

=

⟨
N∑
i=1

N∑
j ̸=i

δ(r − ri)δ(r
′ − rj)

⟩
(5.42)

Furthermore, the following δ-function is correlated to the radial distribution function:⟨
1

N

N∑
i=1

N∑
j ̸=i

δ(r − rj + ri)

⟩
=

⟨
1

N

∫ N∑
i=1

N∑
j ̸=i

δ(r′ + r − rj)δ(r
′ − ri)dr

′

⟩

=
1

N

∫
n
(2)
N (r′ + r, r′)dr′

=
1

N

∫
n2g

(2)
N (r′ + r, r′)dr′

= ng(r) (5.43)
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Grand Canonical Ensemble

The discussion of canonical ensemble is restricted to uniform systems containing

a fixed number of particles. We now extend the argument to situations in which

the number of particles varies by interchange with surroundings. The macroscopic

state of such system is represented by the chemical potential, µ, V and T and the

corresponding thermodynamic potential is the grand potential, Ω. Ω is obtained by

Legendre transformation for the Helmholtz free energy F with respect to the number

of particle N as follows:

Ω = F −Nµ (5.44)

The differential form of Ω and the relationship with thermodynamic parameters is

dΩ = −SdT − PdV −Ndµ (5.45)

S = −
(
∂Ω

∂T

)
V,µ

P = −
(
∂Ω

∂V

)
T,µ

N = −
(
∂Ω

∂µ

)
T,V

(5.46)

An ensemble of systems having the same values of µ, V and T is called a grand

canonical ensemble. The phase space of the grand canonical ensemble is the union

of phase spaces including all value of the variable N for given V and T . Thus, the

equilibrium ensemble probability density is a function of N given as

f0(r
N ,pN ;N) =

exp[−β(H−Nµ)]

Ξ
(5.47)

where the grand partition function Ξ is

Ξ =
∞∑

N=0

exp(Nβµ)

h3NN !

∫∫
exp(−βH)drNdpN =

∞∑
N=0

zN

N !
ZN (5.48)

where z = exp(βµ)/Λ3 is the activity. The definition of f0 in the grand canonical

ensemble means that f0 is normalized as following:

∞∑
N=0

1

h3NN !

∫∫
f0(r

N ,pN ;N)drNdpN = 1 (5.49)

Here, the link between Ω and Ξ is established by

Ω = −kBT ln Ξ (5.50)

Let p(N) represents the probability that a system of the ensemble contains N parti-

cles, irrespective of their coordinates and momenta,

p(N) =
1

h3NN !

∫∫
f0(r

N ,pN ;N)drNdqN =
1

Ξ

zN

N !
ZN (5.51)
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Then, the average number of particles in the system is

⟨N⟩ =
∞∑

N=0

Np(N) =
1

Ξ

∞∑
N=0

N
zN

N !
ZN =

z

Ξ

∂Ξ

∂z
=
∂ ln Ξ

∂ ln z
(5.52)

A measure of the fluctuation in the number of particles about its average value is

the mean-square deviation
⟨
∆N2

⟩
.
⟨
∆N2

⟩
can be calculated by differenciating eq.

(5.52) with respect to ln z as follows:

∂ ⟨N⟩
∂ ln z

= z
∂

∂z

(
1

Ξ

∞∑
N=0

N
zN

N !
ZN

)

=
1

Ξ

( ∞∑
N=0

N2 z
N

N !
ZN

)
−

(
1

Ξ

∞∑
N=0

N
zN

N !
ZN

)2

=
⟨
N2
⟩
− ⟨N⟩2 =

⟨
∆N2

⟩
(5.53)

Using ln z = βµ− 3 lnΛ, eq. (5.53) becomes⟨
∆N2

⟩
⟨N⟩

=
kBT

⟨N⟩
∂ ⟨N⟩
∂µ

(5.54)

The ratio shown in eq. (5.54) is related to the isothermal compresibility χT defined

as follows:

χT = − 1

V

(
∂V

∂P

)
(5.55)

To show this, I express the Helmholtz free energy using the free energy par particle,

ϕ(n, T ) in the form

F = Nϕ(n, T ) (5.56)

where the number density n = N/V . Using eq. (5.24),

µ = ϕ(n, T ) + n

(
∂ϕ

∂n

)
T

(5.57)(
∂µ

∂n

)
T

= 2

(
∂ϕ

∂n

)
T

+ n

(
∂2ϕ

∂n2

)
T

(5.58)

On the other hand,

P = n2
(
∂ϕ

∂n

)
T

(5.59)(
∂P

∂n

)
T

=
1

nχT

= 2n

(
∂ϕ

∂n

)
+ n2

(
∂2ϕ

∂n2

)
T

= n

(
∂µ

∂n

)
T

= N

(
∂µ

∂N

)
V,T

(5.60)
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From eq. (5.54),
⟨
∆N2

⟩
is related to χT as follows:⟨

∆N2
⟩

⟨N⟩
= nkBTχT (5.61)

In the grand canonical ensemble, the equilibrium N ′-particle number density

nN
′
(rN

′
) is defined in terms of its canonical ensemble counterparts nN

′
N (rN

′
) (de-

fined in eq. (5.34) as

nN
′
(rN

′
) ≡

∞∑
N≥N ′

p(N)ρN
′

N (rN
′
)

=
1

Ξ

∞∑
N≥n

zN

(N − n)!

∫
exp(−βVN )drN−N ′

(5.62)

Integrating eq. (5.62) over r1, r2, . . . , rN ′∫
n(N

′)(rN
′
)drN

′
=

∞∑
N≥n

p(N)

∫
nN

′
N (rN

′
)drN

′

=

⟨
N !

(N −N ′)!

⟩
(5.63)

and in particular for N ′ = 1 and N ′ = 2,∫
n(1)(r)dr = ⟨N⟩∫

n(2)(r1, r2)dr1dr2 =
⟨
N2
⟩
− ⟨N⟩ (5.64)

The relation between the grand canonical N ′-particle distribution function g(N
′)(rN

′
)

and the corresponding N ′-particle density is the same as that introduced in the

canonical ensemble:

g(N
′)(rN

′
) ≡ n(N

′)(r1, r2, . . . , rN ′)

ΠN ′
i=1n

(1)(ri)

=
n(N

′)(rN
′
)

nN ′ (for homogeneous system) (5.65)

In the case of N ′ = 2, from eq. (5.62) and eq. (5.65),

g(2)(r1, r2) =
1

n2
1

Ξ

[
z2 exp[−βVN (r1, r2)] + z3

∫
exp[−βVN (r1, r2, r3)dr3 + · · · ]

]
(5.66)

As n → 0, the chemical potential µ can be approximated by µid (eq. (5.31)) and

then z ≈ n → 0 and Ξ → 0. Then we find that the low-density limit of the radial

distribution function is equal to the Boltzmann factor of the pair potential v(r):

lim
n→0

g(r) = exp [−βv(r)] (5.67)
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In the grand canonical ensemble, the compressibility equation which expresses χT

as an integral over g(r) can be derived. The normalizations of eq. (5.64) show that∫∫
[n(2)(r1, r2)− n(1)(r1)n

(2)(r2)]dr1dr2 =
⟨
N2
⟩
− ⟨N⟩ − ⟨N⟩2 (5.68)

For the homogeneous system it follows that

1 + n

∫
[g(r)− 1] dr =

⟨N⟩2 − ⟨N⟩2

⟨N⟩
= nkBTχT (5.69)

Now, let n(r) represents the microscopic particle density which is defined as a

sum of δ-function.

n(r) =
N∑
i=1

δ(r − ri) (5.70)

The average microscopic density at a point r corresponds to the single-particle density

n(r):

⟨n(r)⟩ = n(1)(r) (5.71)

Then, similarly to eq. (5.11), the autocorrelation function of n(r)− n(1)(r), Γn(r) is

calculated as follows:

Γn(r) =

∫
V
[n(r′)− n(1)(r′)][n(r + r′)− n(1)(r + r′)]dr′

= V
⟨[
n(r′)− n(1)(r′)

] [
n(r + r′)− n(1)(r + r′)

]⟩
= V

⟨ N∑
i=1

N∑
j=1

δ(r′ − ri)δ(r + r′ − rj)

⟩
− n(1)(r′)n(1)(r + r′)


= V

⟨ N∑
i=1

N∑
j ̸=i

δ(r′ − ri)δ(r + r′ − rj)

⟩
+ δ(r)

⟨
N∑
i=1

δ(r′ − ri)

⟩
− n(1)(r′)n(1)(r + r′)


= V

[
n(2)(r′, r + r′) + n(1)(r′)δ(r)− n(1)(r′)n(1)(r + r′)

]
= V

[
n2(g(r)− 1) + nδ(r)

]
(for isotropic and homogeneous systems.)

(5.72)

where r = |r|. I already showed that scattering intensity of a system is given by

Fourier transform of the autocorrelation function of ρ(r)−⟨ρ⟩ where ρ(r) and ⟨ρ⟩ are

the scattering length density profile and the averaged scattering length density. From

eq. (5.14), and eq. (5.72), we can derive the scattering intensity par unit volume,
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Iu(q) as follows:

Iu(q) =
1

V

∫
V
Γη(r) exp(−iq · r)dr

=
1

V
b2
∫
V
Γn(r) exp(−iq · r)dr

= b2n2
∫
V
(g(r)− 1)4πr2

sin qr

qr
dr + nb2

(5.73)

Where b is the scattering length of a particle. At the limit of q → 0, the scattering

intensity is related to the isothermal compressibility by using eq. (5.69).

lim
q→0

Iu(q) = b2n2
∫ ∞

0
(g(r)− 1)4πr2dr + nb2

= b2n2kBTχT (5.74)

X-ray Structural Analysis for Short Range Order in
Amorphous Materials

Amorphous materials, such as liquids and solutions, do not have long-range order.

Therefore, scattering spectra from amorphous look almost featureless compared with

that from crystalline materials. Nevertheless, the scattering profiles from amorphous

contain rich information about short-range order, for example concentration fluctua-

tion, packing of molecules, and solvation structure. In this section, I summarize the

method of X-ray scattering analysis on amorphous.

In the Case of Single Atomic Species

Based on eq. (5.7), scattering intensity of X-ray from amorphous is given as

I(q) =

b Ne∑
j=1

exp[−iq · rj ]

[b Ne∑
k=1

exp[iq · rk]

]
(5.75)

where rj and rk denote the positions of electrons. Ne and b are the number of

electrons in the irradiated volume and the scattering length of an electron, respec-

tively. When rj and rk are regarded as the positions of atomic center, the equation

is rewritten as follows:

I(q) =

f(q) N∑
j=1

exp[−iq · rj ]

[f(q) N∑
k=1

exp[iq · rk]

]
(5.76)

Here, N is the number of atoms in the irradiated volume. f(q) is the atomic scattering

factor which represents the scattering ability of atoms. f(q) reflects the distribution
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of electrons around the atomic center and thus it is q-dependent. Splitting the terms

with j = k, we can write eq. (5.76) as

I(q) = Nf(q)2 + f(q)2
N∑
j=1

∑
k ̸=j

exp[−iq · rjk] (5.77)

where rjk = rj − rk. The first term is the independent scattering intensity from

N atoms. Introducing the two-particle number density n(2)(r) that represents the

average number of atoms included in a volume element dr which is displaced by r

from an atom. Then eq. (5.77) is written as

I(q) = Nf(q)2 +Nf(q)2
∫
V
n2(r) exp[−iq · r]dr (5.78)

where the summation is replaced by the integral. n(2)(r) is related to the pair distri-

bution function g(2)(r) as follows:

g(2)(r) =
n(2)(r)

⟨n⟩
(5.79)

Then, eq. (5.78) can be further transformed as

I(q) = Nf(q)2 +Nf(q)2
∫
V

(
n(2)(r)− ⟨n⟩

)
exp[−iq · r]dr +Nf(q)2 ⟨n⟩ δ(q)

= Nf(q)2 +Nf(q)2 ⟨n⟩
∫
V

(
g(2)(r)− 1

)
exp[−iq · r]dr (q ̸= 0) (5.80)

The interference function between atoms is defined as follows:

i(q) ≡ I(q)−Nf(q)2

Nf(q)2
= ⟨n⟩

∫
V

(
g(2)(r)− 1

)
exp[−iq · r]dr (5.81)

Eq. (5.81) means that the radial distribution function of atoms, g(r) can be evaluated

by three-dimensional inverse Fourier transform of i(q):

g(2)(r)− 1 =
1

(2π)3 ⟨n⟩

∫
V
i(q) exp[iq · r]dq (5.82)

For isotropic systems, g(2)(r) is simply equal to the radial distribution function g(r)

which is evaluated as follows:

g(r)− 1 =
1

2π2 ⟨n⟩ r

∫ ∞

0
qi(q) sin qrdq (5.83)

In the Case of Polyatomic Species

When the system is composed of more than one atomic species, the relation between

X-ray scattering profiles and radial distribution functions is more complicated than in

the case of single atomic systems. For description of the structure of the polyatomic
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system, one needs to introduce the partial pair distribution functions, g
(2)
αβ (r) between

α atoms and β atoms, for example, α is carbons and β is hydrogens. g
(2)
αβ (r) is defined

as follows:

g
(2)
αβ (r) ≡

n
(2)
αβ(r)

⟨nβ⟩
(5.84)

n
(2)
αβ(r)dr denotes the number of β atoms in the volume element dr displaced from

an arbitrary α atom by r. Here, n
(2)
αβ(r) is averaged for each α atoms in the system.

⟨nβ⟩ is the average number density of β atoms. Obviously, g
(2)
αβ (r) = g

(2)
βα(r). By

using n
(2)
αβ(r) and g

(2)
αβ (r), eq. (5.76) is generalized as

I(q) =

 N∑
j=1

fj(q) exp[−iq · rj ]

[ N∑
k=1

fk(q) exp[−iq · rk]

]

=

N∑
j=1

Njfj(q)
2 +

N∑
j=1

∑
j ̸=k

fj(q)fk(q) exp[−iq · rjk]

=
m∑

α=1

Nαfα(q)
2 +

N∑
α=1

fα(q)

Nα∑
j=1

∑
j ̸=k

fk(q) exp[−iq · rjk]

=
m∑

α=1

Nαfα(q)
2 +

m∑
α=1

Nαfα(q)
m∑

β=1

fβ(q)

∫
V
n
(2)
αβ(r) exp[−iq · r]dr

=

m∑
α=1

Nαfα(q)
2 +

m∑
α=1

Nαfα(q)

m∑
β=1

fβ(q) ⟨nβ⟩
∫
V

(
g
(2)
αβ (r)− 1

)
exp[−iq · r]dr

= N

m∑
α=1

xαfα(q)
2 +N ⟨n⟩

m∑
α=1

m∑
β=1

xαxβfα(q)fβ(q)

∫
V

(
g
(2)
αβ (r)− 1

)
exp[−iq · r]dr

(5.85)

where fα(q) and Nα are the atomic scattering factor of α atoms and the number of α

atoms in the irradiated volume. m is the number of atomic species in the system. xα

is the atomic number fraction of α atoms. The null scattering terms were neglected

in eq. (5.85). In the case of the polyatomic system, the interference factor i(q) is

often defined as follows:3

i(q) ≡
I(q)/N −

∑m
α=1 xαfα(q)

2

[
∑m

α=1 xαfα(q)]
2 (5.86)

Assuming isotropic systems, the following equation can be derived.

i(q) = ⟨n⟩
m∑

α=1

m∑
β=1

xαxβfα(q)fβ(q)

[
∑m

α=1 xαfα(q)]
2

∫
V

(
g
(2)
αβ (r)− 1

)
exp[−iq · r]dr

= ⟨n⟩
m∑

α=1

m∑
β=1

xαxβfα(q)fβ(q)

[
∑m

α=1 xαfα(q)]
2

∫ ∞

0
4πr2 (gαβ(r)− 1)

sin qr

qr
dr (5.87)

129



In the case of single atomic systems, inverse Fourier transformation of i(q) is directly

related to the radial distribution function of atoms (see eq. (5.83)). As can be seen

from eq. (5.87), the situation is rather complicated in the polyatomic systems. Eq.

(5.87) is rewritten as

i(q) =

m∑
α=1

m∑
β=1

xαxβFαβ(q)iαβ(q) (5.88)

by introducing the weighting factor Fαβ(q) and the partial interference factor iαβ(q)

defined as follows:

Fαβ(q) ≡
fα(q)fβ(q)

[
∑m

α=1 xαfα(q)]
2 (5.89)

iαβ(q) = ⟨n⟩
∫ ∞

0
4πr2 (gαβ(r)− 1)

sin qr

qr
dr (5.90)

Now, we define the apparent radial distribution function G(r) as the three-

dimensional inverse Fourier transform of i(q).

G(r)− 1 ≡ 1

2π2 ⟨n⟩ r

∫ ∞

0
qi(q) sin qrdq (5.91)

Introducing jαβ(r) as the one-dimensional Fourier transform of Fαβ(q) and using eq.

(5.90), G(r) − 1 can be expressed as an weighed summation of convolution product

of r(gαβ(r)− 1) and jαβ(r) as follows:

G(r)− 1 =
1

2π2 ⟨n⟩ r

m∑
α=1

m∑
β=1

xαxβ

∫ ∞

0
qFαβ(q)iαβ(q) sin qrdq

=
1

r

m∑
α=1

m∑
β=1

xαxβjαβ(r) ∗ [r(gαβ(r)− 1)] (5.92)

By assuming an approximation for the individual atomic scattering factors of

each atom, one can simplify the interpretation of G(r). For example, the following

approximation is often utilized

fα(q) = Kαfe(q) (5.93)

where Kα is a constant coefficient whose value is close to the atomic number of α

atom, Zα. fe(q) is an average scattering factor per electron, typically estiamted as

follows:

fe(q) =

∑
fα(q)∑
Zα

(5.94)
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The summation are taken over a stoichiometric unit. Under the approximation as eq.

(5.93), Fαβ(q) becomes independent of q and thus jαβ(r) becomes equal to a delta

function. Then, eq. (5.92) can be simplified as follows:

G(r)− 1 =

m∑
α=1

m∑
β=1

xαxβ
KαKβ

[
∑
xαKα]

2 (gαβ(r)− 1) (5.95)

Here, G(r) is obtained as an appropriately weighed summation of the true partial

radial distribution functions, gαβ(r)s without convolution product terms. Hence, eq.

(5.86) is a convenient definition of the interference factor for polyatomic systems.

Experimental Determination of the Interference Factor

In actual experiments, the X-ray scattering intensity profiles is measured in arbitrary

units. Thus, one needs to perform appropriate correction for the scattering profiles

to obtain structural information. The observed X-ray scattering intensity Iobs(q) can

be expressed by

Iobs(q) = P (θ)A(θ)L(θ) [Icoh(q) + IComp(q) + Icell(q)] (5.96)

where P (θ) and A(θ) are the polarization factor and the absorption factor, respec-

tively.4 L(θ) is the geometric factor which depends on the experimental geometries of

sample, detector, and the incident beam. When the detector moves on the concentric

circles around sample, L(θ) becomes θ-independent. Icoh(q) is the coherent scattering

intensity per stoichiometric volume which corresponds to a normalized form of eq.

(5.85). IComp(q) is the Compton scattering intensity from the sample and Icell(q) is

the scattering intensity of the sample cell.

Polarization Factor

Suppose a free electron is placed at position O and irradiated with polarized X-ray

propagating in the direction of the X-axis, as in Figure 5.9. The detector is at the

position P at a distance of R in the XY plane. According to classical electromagnetic

theory, Y and Z component of the scattered wave (Ey and Ez, respectively) at P is

proportional to those of incident beam (E0y and E0z) as follows:

Ez = E0z
e2

mc2
1

R
(5.97)

Ey = E0y
e2

mc2
cos 2θ

R
(5.98)
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Figure 5.9: Scattering of X-ray by a single free electron at the origin, O.

where e and m are the electronic charge and mass. c is the speed of light. Let p

represents the direction of the polarization on Y Z plane,

E2
0 = E2

0y + E2
0z (5.99)

E2
0y = (1− p)E2

0 , E
2
0z = pE2

0 (5.100)

Then, the intensity of the scattered wave becomes

E2 = E2
y + E2

z (5.101)

= E2
0

(
e2

mc2

)2 [
1 + (p− 1) sin2 2θ

]
(5.102)

It is convenient to adopt eq. (5.102)-type θ-dependence as P (θ) for the incident beam

from a synchrotron radiation.

P (θ) = 1 + (p− 1) sin2 2θ (5.103)

Absorption Factor

Figure 5.10 shows a typical geometries of sample cell and the incident beam in the case

of a symmetrical transmission technique, so-called θ−2θ scan. As shown, the effective

irradiated volume by a beam of cross-sectional area Φ is equal to Φdx/ cos θ in the

layer of thickness dx at depth x. The length of X-ray path (l) is l = (ts + 2tc) / cos θ

where ts and tc are the thickness of the sample and the cell. Then, the following

proportion relationship can be derived for the intensity of scattering (dI(2θ, x)) due
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Figure 5.10: Illustration of the path of X-ray that passes through the sample filled
in a planar-type sample cell. A symmetric scattering geometry is assumed here.

to the layer dx:

dI(2θ, x) ∝


P (θ) (Icoh(2θ) + IComp(2θ))

Φdx

cos θ
exp

[
−µsts + 2µctc

cos θ

]
(tc ≤ x ≤ ts + tc)

P (θ)Icell(2θ)
Φdx

cos θ
exp

[
−µsts + 2µctc

cos θ

]
(0 ≤ x < tc, ts + tc < x ≤ tc + 2tc)

(5.104)

where µs and µc are the linear absorption coefficient of the sample and the cell. µs

can be calculated by using the number density of α atoms in the sample, nα and the

absorption cross section of an α atom, σα,abs.

µs =
∑
α

σα,absnα (5.105)

Here, σα,abs is defined as the number of photons absorbed per unit of time by an atom,

devided by the flux of the incident beam, and it is listed in literature.5 Integrating

eq. (5.104) from x = 0 to x = ts + 2tc,

I(2θ) ∝ P (θ)
Φ

cos θ
exp

[
−µsts + 2µctc

cos θ

]
[tsIcoh(q) + tsIComp(q) + 2tcIcell(q)] (5.106)

and thus the absorption factor A(θ) is given as

A(θ) =
1

cos θ
exp

[
−µsts + 2µctc

cos θ

]
(5.107)

Similarly, a measurement of the empty cell gives an attenuated scattering intensity

of the sample cell, Iobscell (q) as

Iobscell (q) ∝ P (θ)
2tc
cos θ

exp

[
−2µctc

cos θ

]
Icell(q) (5.108)
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When the energy of the incident beam is high and tc is sufficiently small, the µctc

term becomes negligible and thus

I(2θ) ∝ P (θ)A(θ) [tsIcoh(q) + tsIComp(q) + 2tcIcell(q)] (5.109)

A(θ) ≈ 1

cos θ
exp

[
− µsts
cos θ

]
(5.110)

2tcIcell(q) ≈
cos θ

P (θ)
Iobscell (q) (5.111)

Calculation of the Interference Factor and the Radial Distribution Func-
tion

After the correction for P (θ), A(θ), and Icell, one obtain a corrected scattering inten-

sity as follows;

Icor(q) = k [Icoh(q) + IComp(q)] (5.112)

where k is a q-independent scaling factor. Icoh(q) should converge to the independent

scattering of atoms (the first term in eq. (5.85)) at high-q where the interference

between scattering waves from different atoms are smeared out.

Icor(q) ≈ k

[
N s

m∑
α=1

xαfα(q)
2 +N s

m∑
α=1

xαIα,Comp(q)

]
(5.113)

Here, N s is the averaged number of atoms in the stoichiometric volume. The theo-

retical values of the atomic scattering factor for atoms can be approximated by an

analytical form as

fα(q) =
∑
i=1

Ai,α exp

(
−Bi,α

( q

4π

)2)
+ Cα (5.114)

where the parameters Ai,α, Bi,α, and Cα are listed in literature, for example “Interna-

tional Tables for X-ray Crystallography Vol. C”.6 The compton scattering intensity

of atoms are also listed in literature7,8 and the following approximated form is avail-

able.1

Iα,comp(q) ≈ r2e

[
Zα − f(q)2

Zα

](
λ

λ′

)3

(5.115)

Here, re =
√
e2/mc2 is the classical radius of the electron. The factor (λ/λ′)3 is

called the Breit-Dirac recoil factor which arise from the change in the wavelength on

scattering. Thus, one can calculate the terms on the RHS of eq. (5.113) based on

chemical composition of the sample, and the normalization factor k can be estimated

by comparing the experimental Icor(q) and the calculated value at high-q. Eventually,
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Icoh(q) is scaled to the absolute scale and then the experimental interference factor

iexp(q) can be obtained as

iexp(q) =
Icoh(q)/N

s −
∑m

α=1 xαfα(q)
2

[
∑m

α=1 xαfα(q)]
2 (5.116)

Theoretically, the radial distrubution function is calculated by inverse Fourier

transform of i(q) which calls for i(q) values from q = 0 to q = ∞ (see eq. (5.91)).

However, there is the upper limit of q (= qmax) in the experimental determination

of iexp(q). Inverse Fourier transformation of iexp(q) at the limited q-range results

in unrealistic high frequency oscillation in the radial distribution function, which is

called truncation effect. Such truncation effect can be suppressed by an appropriate

modification of iexp(q) in high-q region. Then, the experimental radial distribution

function Gexp(r) is calculated as follows:

Gexp(r)− 1 =
1

2π2 ⟨n⟩ r

∫ qmax

0
qiexp(q) sin qrM(q)dq (5.117)

The modification functions, M(q) need to be equal to unity at q = 0 but smoothly

deceases to zero as q approches qmax. Several functional forms of M(q) have been

proposed, for example

M(q) =
sin(πq/qmax)

πq/qmax
(5.118)

which is called Lorch modification function.9

Comparison with Molecular Dynamics Simulations

For the discussion of the structure of polyatomic systems, the partial radial distribu-

tion function gαβ(r) is necessary. However, as described above, what we can obtain

from X-ray scattering experiment is only the apparent radial distribution function,

G(r). G(r) is a kind of weighed summation of gαβ(r)s and thus it is impossible to

evaluate an individual gαβ(r) from the experiments. Molecular dynamics (MD) sim-

ulation is one of the powerful tool to evaluate gαβ(r). gαβ(r) can be calculated from

MD trajectories of atoms as follows:

gMD
αβ (r) =



1

4πr2∆r

V

Nα (Nβ − 1)

⟨
Nα∑
m=1

∆Nαβ
m (r)

⟩
(α = β)

1

4πr2∆r

V

NαNβ

⟨
Nα∑
m=1

∆Nαβ
m (r)

⟩
(α ̸= β)

(5.119)
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Here, V denotes the volume of the MD cell. Nα is the number of α atoms in the MD

cell. ∆Nαβ
m (r) is the number of β-atoms in the spherical shell of radius r and thickness

∆r centered on a m th α-atom. For comparison with scattering experiments, the

interference factor iMD(q) can be calculated according to eq. (5.87).

iMD(q) = ⟨n⟩
∑

α

∑
β wαβ(q)

[
∑

α (Nαfα(q)/N)]2

∫ rmax

0
4πr2

(
gMD
αβ (r)− 1

) sin qr
qr

dr (5.120)

Here, the weighting factor wαβ(q) is defined as follows.

wαβ(q) ≡

{
Nα(Nβ − 1)fα(q)fβ(q)/N(N − 1) (α = β)

NαNβfα(q)fβ(q)/N
2 (α ̸= β)

(5.121)

The apparent radial distribution function GMD(r) is obtained by the same manner

as the experimental G(r) (eq. 5.117).

GMD(r)− 1 =
1

2π2r ⟨n⟩

∫ qmax

0
qiMD(q) sin (qr)M(q)dq (5.122)

As a first step, one need to check the validity of trajectories of atoms obtained from

MD simulation by comparing experimental scattering functions (iexp(q) and G(r)exp)

and calculated ones (iMD(q) and G(r)MD). After confirming that MD simulations

reproduce experimental scattering functions, detailed structure of the systems can

be analyzed based on the MD trajectories: for example, coordination distance, three

dimensional distribution of components, and orientation of the molecular interactions.
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Small-Angle Scattering1,10

Small-angle X-ray scattering (SAXS) and small-angle neutron scattering (SANS) ex-

periments allow as to evaluate mesoscopic (typically 1 – 1000 nm scale) structures

of materials. As the name indicates, scattering angle 2θ is very small in small-angle

scattering experiments; the typical value of 2θ is less than 2◦. Thus one can obtain

scattering profiles of materials at very low-q range which corresponds to large size

scale in real space. Although the basic principles discussed in the previous sections

are also applicable, there are theoretical results that have been developed specifically

for small-angle scattering. Large parts of the theories are based on common assump-

tions that are only appricable to small-angle scattering: for example, any structures

smaller than 1 nm are neglected. Thus, solvent molecules in polymer solutions or par-

ticle dispersion systems are regarded as continuous medium in small-angle scattering:

solvent properties are taken into account via intermolecular interference or excluded

volume of solutes. Furthermore, in the case of SAXS, we can neglect q-dependence

of the atomic scattering factor f(q), the absorption factor, the polarization factor,

and Compton scattering because q-range of SAXS is usually very narrow; typically q

= 10−3 – 10−1 Å−1. In this section, I will derive small-angle scattering functions of

several systems.

Independent Scattering

In sufficiently dilute solution, the positions of the solutes are uncorrelated so that

the scattered waves by different particles are incoherent. Then the overall scattering

intensity is simply the sum of the scattering from individual solutes. The independent

scattering functions are derived for solutes having various shapes.

Hard Sphere

The simplest example of the derivation is for a solid sphere. The scattering length

density ρ(r) of a solid sphere of radius R is given by

ρ(r) =

{
ρ0 (r ≤ R)

0 (r > R)
(5.123)
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Scattering wave from a solid sphere A(q) is then calculated as

A(q) =

∫
V
ρ(r) exp [−iq · r] dr

=

∫ ∞

0
ρ(r)4πr2

sin qr

qr
dr

= ρ0v
3 (sin qR− qR cos qR)

(qR)3

(
v ≡ 4

3
πR3

)
(5.124)

Therefore the scattering intensity I(q) is

I(q) = ρ20v
2 9 (sin qR− qR cos qR)2

(qR)6
(5.125)

Core-shell Cylinder

The similar calculation procedure is applicable for particles having more complicated

shape. Now we consider the scattering function of a “core-shell” cylinder.11 As shown

Figure 5.11: (a) Space fixed system of coordinates (z1 ∥ q), Ox1y1z1 and (b) cylindrical
coordinates system, Ox2y2z2 .

in Figure 5.11, we assume that the core-shell cylinder of length L is oriented to the

direction which is defined by Θ and γ: Θ is the angle formed by q and the orientation

vector of the cylinder, z2. The scattering wave Acyl(q,Θ, γ) from the cylinder is

Acyl(q,Θ, γ) =

∫
V
ρ(r) exp [−iq · r]dr

Now we consider a cartesian coordinates system Ox1y1z1 and a cylindrial coordinates

system Ox2y2z2 . Here, Ox1y1z1 and Ox2y2z2 have unit vectors i1, j1, k1, and i2, j2,
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k2, respectively. k1 is set to be parallel to q and thus the following relationship is

obtained

q = qk1 = q {−i2 sinΘ + k2 cosΘ} (5.126)

r = x2i2 + y2j2 + z2k2 (5.127)

x2 = u sinϕ, y2 = u cosϕ, z2 = z2 (5.128)

Therefore,

q · r = −uq sinϕ sinΘ + qz2 cosΘ (5.129)

For the core-shell cylinder of the core radius Rcore and the outer radius Rout, ρ(r) is

given as

ρ(r) =


ρ1 − ρ0 (0 < u ≤ Rcore, |z2| ≤ L

2 )

ρ2 − ρ0 (Rcore < u ≤ Rout, |z2| ≤ L
2 )

0 (u > b or |z2| > L
2 )

(5.130)

where ρ1, ρ2, and ρ0 are the scattering length density of the core layer, the shell layer

and solvent, respectively. Using the following equations, eq. (5.126) becomes

Acyl(q,Θ, γ) = (ρ1 − ρ0)

∫ L
2

−L
2

∫ 2π

0

∫ a

0
u exp [−iq · r]dudϕdz2

+ (ρ2 − ρ0)

∫ L
2

−L
2

∫ 2π

0

∫ b

a
u exp [−iq · r]dudϕdz2

= (ρ1 − ρ2)

∫ L
2

−L
2

∫ 2π

0

∫ a

0
u exp [−iq · r]dudϕdz2

+ (ρ2 − ρ0)

∫ L
2

−L
2

∫ 2π

0

∫ b

0
u exp [−iq · r]dudϕdz2

= (ρ1 − ρ2)

∫ L
2

−L
2

exp [−iqz2 cosΘ]dz2

∫ a

0

∫ 2π

0
u exp [iqu sinϕ sinΘ]dϕdu

+ (ρ2 − ρ0)

∫ L
2

−L
2

exp [−iqz2 cosΘ]dz2

∫ b

0

∫ 2π

0
u exp [iqu sinϕ sinΘ]dϕdu

= (ρ1 − ρ2)πR
2
coreLFz(q,Θ)FCS(Rcore, q,Θ)

+ (ρ2 − ρ0)πR
2
outLFz(q,Θ)FCS(Rout, q,Θ)

= LFz(q,Θ)[(ρ1 − ρ2)πR
2
coreFCS(Rcore, q,Θ)

+ (ρ2 − ρ0)πR
2
outFCS(Rout, q,Θ)]

(5.131)
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The contribution from longitudinal part and cross sectional one, Fz(q,Θ) and

FCS(R, q,Θ) respectively, is given as

Fz(q,Θ) ≡ 1

L

∫ L
2

−L
2

exp [−iqz cosΘ]dz

=
sin (qL cosΘ/2)

qL cosΘ/2
(5.132)

FCS(R, q,Θ) ≡ 1

πR2

∫ R

0

∫ 2π

0
u exp [iqu sinϕ sinΘ]dϕdu

=
2

R2

∫ R

0
uJ0 (qu sinΘ) du

=
2

R2

∫ 1

0
tJ0 (qRt sinΘ) dt

(
t ≡ r

R

)
=

2J1 (qR sinΘ)

qR sinΘ
(5.133)

J0(x) and J1(x) are the zeroth-order and the first order Bessel function defined as

follows:

J0(x) ≡
1

π

∫ π

0
exp [ix cosϕ]dϕ (5.134)

1

x
J1(x) ≡

∫ 1

0
tJ0(xt)dt (5.135)

When the orientation of the cylinder is isotropic, Icyl(q) is calculated by taking orenta-

tional average with respect to Θ and γ.

Icyl(q) =

∫ 2π

0

∫ π

0
|Acyl(q,Θ, γ)|2 sinΘdΘdγ∫ 2π

0

∫ π

0
sinΘdΘdγ

=
1

2

∫ π

0
|Acyl(q,Θ, γ)|2 sinΘdΘ (5.136)

For a particle with L≫ R, Fz(q,Θ) term only contributes when cosΘ is small (when

Θ = π/2) and we can approximate sinα by sin(π/2) = 1 in the cross sectional

contribution term. Then, eq. (5.136) becomes

Icyl(q) ≈
1

2
L2

∫ π

0
F 2
z (q,Θ) sinΘdΘ[(ρ1 − ρ2)πR

2
coreFCS(Rcore, q, π/2)

+ (ρ2 − ρ0)πR
2
outFCS(Rout, q, π/2)]

2

= L2 2

qL

[∫ qL

0

sinx

x
dx− 2 sin2(qL/2)

(qL)2

]
[
(ρ1 − ρ2)πR

2
core

2J1(qRcore)

qRcore
+ (ρ2 − ρ0)πR

2
out

2J1(qRout)

qRout

]2
(5.137)
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Gaussian Chain

First of all, I introduce the radius of gyration, Rg as a measure for the size of a

polymer chain. For the polymer chain consisting of z identical segments, Rg is given

by

R2
g =

1

z

z∑
j=1

⟨
(rj − rG)

2
⟩

(5.138)

where rG is the position of the center of mass of the polymer. ⟨. . . ⟩ means ensemble

average. As is clear from the definition of rG,

N∑
j=1

N∑
i=1

⟨
(ri − rj)

2
⟩
=

N∑
j=1

N∑
i=1

⟨
[(ri − rG)− (rj − rG)]

2
⟩

= 2z
N∑
i=1

⟨
(ri − rG)

2
⟩
− 2

N∑
j=1

N∑
i=1

⟨(ri − rG) · (ri − rG)⟩

= 2z

N∑
i=1

⟨
(ri − rG)

2
⟩

(5.139)

and thus

Rg =
1

2z2

N∑
j=1

N∑
i=1

⟨
(ri − rj)

2
⟩

(5.140)

When q ≪ R−1
g and the system is dilute, the following Guinier law can be used to

estimate Rg irrespective of the shape of the solutes.

I(q) ≈ ρ20v
2 exp

[
−1

3
q2R2

g

]
(5.141)

Here, ρ0 and v is the scattering length density and the volume of the solute.

One can calculate Rg of a Gaussian chain consisting of z segments as below.

When one end of the chain is at the origin, the probability density w(p, r) that the p

th segment is found at distance r is given by the Gaussian approximation

w(p, r) =

(
3

2πpl2

)3/2

exp

[
− 3r2

2pl2

]
(5.142)

where l is the length between each segment. Then, the mean square distance between

two monomers (r1, r2) separated by p2 segments is calculated as follows:⟨
(r1 − r2)

2
⟩
=

∫
(r1 − r2)

2w(p2, |r1 − r2|)d(r1 − r2)

= p2l
2 (5.143)

One can calculate Rg of the whole chain placing r1 at the p1 th segment and r2 at the
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Figure 5.12: Two points, r1 at p1 th segment and r2 at p1 + p2 th segment of a
Gaussian chain.

p1 + p2 segment on the chain, respectively and then taking average of
⟨
(r1 − r2)

2
⟩

with respect to p1 and p2 (Figure 5.12). Using eq. (5.140),

R2
g =

1

2z2
2

∫ z

0
dp1

∫ z−p1

0
dp2

⟨
(r1 − r2)

2
⟩
=
z2l

6
(5.144)

We now consider the scattering function of a Gaussian chain. Based on eq. (5.7),

the scattering intensity from a Gaussian chain I(q) is given by

I(q) = ρ20v
2
u

z∑
j=1

z∑
k=1

exp [−iq · rjk] (5.145)

where rjk = rj −rk and vu is the volume of each segment. Replacing the summation

by an integration,

I(q) = ρ20v
2
u

∫
V
N(r) exp [−iq · rjk] dr (5.146)

N(r) represents the number of bead pairs that have their members separated from

each other by r, and is related to w(p, r) as follows:

N(r) =
z∑

K=1

2(z −K)w(K, r) (5.147)

Here, the factor 2(z − K) denotes the number of pairs separated by K segments.

Substituting eq. (5.147) into eq. (5.146) and approximating the summation by an

integration,

I(q) = 2ρ20v
2
u

z∑
K=0

(z −K) exp

[
−Kq2l2

6

]

= 2ρ20v
2
uz

z∑
K=0

(1− u) exp

[
−uzq

2l2

6

] (
u ≡ K

z

)
= 2ρ20v

2
uz

2

∫ 1

0
(1− u) exp

[
−uzq

2l2

6

]
du

= ρ20v
2
uz

2D(x) (5.148)
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where D(x), so-called Debye function, is defined as

D(x) =
2

x2
[exp(−x) + x− 1]

(
x ≡ zq2l2

6
= q2R2

g

)
(5.149)

Scattering from Polymer Solutions

Scattering from polymer solutions can not be described by an simple summation of

independent scattering from polymer chains: it is affected by an interchain inter-

ference effects. As derived later, the interference effects reflects solvent quality for

polymer chains.

Thermodynamics of Polymer Solution

At first, I introduce a classical theory for the mixing of polymer and solvent, so-called

Flory-Huggins theory.12 Now we consider the mixing of flexible homopolymer chains

Figure 5.13: Illustration of flexible polymer chains and solvent molecules in a lattice.

in solvent. Figure 5.13 illustrates flexible polymer chains and solvent molecules in

a virtual two dimensional lattice. The volume of each cell, v0, is set to be equal to

the volume of a solvent molecule. In the lattice model, polymer chains are divided

into segments whose volume is equal to v0. The total number of cells in the lattice is

Ω = V/v0 where V is the total volume of the lattices. The configurational entropy,

S(N0, N1) of N0 solvent molecules and N1 polymer chains are related to the number
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of possible configuration W (N0, N1) as follows:

S(N0, N1) = kB lnW (N0, N1) (5.150)

Taking reference state as pure solvent and amorphous bulk polymer, the mixing

entropy change ∆Smix is defined by

∆Smix = S(N0, N1)− S(0, N1)− S(N0, 0) (5.151)

Let νj+1 represents the expected number of possible configuration of the j + 1

th polymer chain under the coexistence of j polymer chains. Then, W (N0, N1) is

calculated as

W (N0, N1) =
1

N1!2N1

N1−1∏
j=0

νj+1 (5.152)

The number of available cells for the first monomer of j + 1 th chain is equal to the

number of vacant cells, Ω− jz where z is the number of segments in a polymer chain.

For the second segment, s(1 − pj) cells are available where s denotes the number

of adjacent cell to the first segment. pj is the possibility that a cell is occupied

by a segment of other polymers and pj ≈ jz/Ω under a mean field approximation.

Similarly, (s − 1)(1 − pj) cells are available to the third segment because one of the

adjacent cells of the second segment is occupied by the first segment. Eventually,

νj+1 can be estimated as follows:

νj+1 = s(s− 1)z−2(Ω− jz)(1− pj)
z−1 (5.153)

Substituting eq. (5.152) and eq. (5.153) into eq. (5.150), the following equation is

obtained for S(N0, N1).

S(N0, N1) = kB

[
−N1 lnϕ1 −N0 lnϕ0 +N1 ln

(
zs(s− 1)z−2

2ez−1

)]
(5.154)

Here, Stirling’s approximation is used.1) ϕ0 = N0/Ω and ϕ1 = zN1/Ω are volume

fraction of solvent and polymer chains. The third term is equal to S(0, N1) rep-

resenting disorientation entropy of polymer chains: it corresponds to the entropy

change of bulk polymer chains during phase transition from virtual crystalline state

to amorphous state. Considering S(N0, 0) = 0, the mixing entropy change becomes

∆Smix = −kB [N0 lnϕ0 +N1 lnϕ1] (5.155)

1)lnn! ≈ n lnn− n for positive integer, n
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Figure 5.14: Illustration for contacts of a solvent molecule and a polymer segment in
the lattice model.

Next, we consider the mixing energy. Figure 5.14 illustrate the three kinds of

contacts of a solvent molecule and a polymer segment on the lattice model. Let ϵ00,

ϵ01(= ϵ10), and ϵ11 represent the interaction energy corresponding to solvent-solvent,

solvent-polymer, and polymer-polymer contacts, respectively. Under a mean-field

approximation, the number of solvent-polymer contacts for a given polymer segment

is estimated to be (s− 2)ϕ0. Therefore, the total number of solvent-polymer contact

N01 = N10 = zN1(s − 2)ϕ0. Similarly, N00 = N0sϕ0/2 and N11 = zN1(s − 2)ϕ1.

Approximating s− 2 by s, the mixing energy becomes

∆Umix =
[
szN1ϕ0ϵ01 +

s

2
N0ϕ0ϵ00 +

s

2
zN1ϕ1ϵ11

]
−
[s
2
zN1ϵ11 +

s

2
N0ϵ00

]
= kBTΩϕ0ϕ1χ(T ) (5.156)

Here, the defition of the interaction parameter χ(T ) is

χ(T ) ≡ s

kBT

[
ϵ01 −

1

2
(ϵ00 + ϵ11)

]
(5.157)

Eventually, the mixing free energy of polymer solution is given as

∆Fmix = [∆Umix − T∆Smix]

= kBT [N0 lnϕ0 +N1 lnϕ1 +Ωχ(T )ϕ0ϕ1] (5.158)

and then the mixing free energy per unit cell is

∆fmix = kBT

[
(1− ϕ) ln(1− ϕ) +

ϕ

z
lnϕ+ χ(T )ϕ(1− ϕ)

]
(5.159)

where ϕ1 is rewritten as ϕ. Chemical potential of solvent molecule is calculated based

on eq. (5.158).2)

∆µ0 ≡
∂∆Fmix

∂N0
= kBT

[
ln(1− ϕ) +

(
1− 1

z

)
ϕ+ χ(T )ϕ2

]
(5.160)

Here, The reference state of µ0 is pure solvent. Osmotic pressure π is therefore

π ≡ −∆µ0
v0

=
kBT

v0

[
ln(1− ϕ) +

(
1− 1

n

)
ϕ+ χ(T )ϕ2

]
=
kBT

v0

[
1

z
ϕ+

(
1

2
− χ(T )

)
ϕ2 +

1

3
ϕ3 + · · ·

]
(5.161)

2)Take care of the following partial differential:
∂ϕ0

∂N0
=

1− ϕ0

Ω
,
∂ϕ1

∂N0
= −ϕ1

Ω
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On the other hand, π can be generally represented in the form of virial expansion.

π = RT
[ c
M

+A2c
2 +A3c

3 + · · ·
]

(5.162)

Here, M , A2, and A3 are molecular weight of the polymer chain, the second virial

coefficient, and the third virial coefficient, respectively. c is the weight concentration

defined as c ≡ zmN1/NAV = ϕm/NAv0 (m: molecular weight of the segment, NA:

Avogadro constant). Comparing eq. (5.161) and eq. (5.162),

A2 =
NAv0
m2

[
1

2
− χ(T )

]
(5.163)

It indicates that Θ condition (A2 =0) is equivalent to χ(Θ) = 1/2 where Θ is so-

called theta temperature. For the temperature dependence of χ(T ), the following

expansion of 1/2 − χ(T ) around Θ with respect to temperature difference 1 − Θ/T

was proposed by Flory.12

1

2
− χ(T ) = ψ

(
1− Θ

T

)
(5.164)

As is clear from the derivation of eq. (5.158), χ(T ) contains only energetic term.

However, many experimental results have indicated that χ(T ) has significant entropic

contribution13 which is represented by ψ in eq. (5.164). The following expression for

χ(T ) is often used for description of experimental results.

χ(T ) = χS +
χH

T
(5.165)

Here, χS and χH respresents entropic and enthalpic contribution to χ(T ): χS can be

regarded as the effect of local ordering arising from contact of solvent and polymer.

Let us derive the relationship between χ(T ) or A2 and excluded volume Vex of a

polymer chain. Now we consider dilute solution in which N1 identical polymer chains

of excluded volume Vex are randomly distributed over a volume V . The first polymer

chain effectively excludes volume Vex and consequently the available space for the

second molecule becomes V − Vex. Then, the total number of configurations of N1

chains is written as

W = Const.×
N1−1∏
j=0

(V − jVex) (5.166)

Considering that energetic term is automatically contained in Vex, the mixing free

energy becomes

∆Fmix = −kBT lnW

= −kBT

N1 lnV +

N1−1∑
j=1

ln

(
1− jVex

V

)+Const. (5.167)
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Since jVex ≪ V in the sufficiently dilute solution, expansion of the second term in

the RHS gives

∆Fmix ≈ −kBT

N1 lnV − Vex
V

N1−1∑
j=1

j

+Const.

≈ −N1kBT

[
lnV − N1

2

Vex
V

]
+Const. (5.168)

Through the similar procedure to eq. (5.160) and eq. (5.161), we obtain osmotic

pressure as

π ≈ kBT

[
N1

V
+
N2

1

2

Vex
V 2

]
= RT

[
c

M
+
NAVex
2M2

c2
] (

c =
M

NA

N1

V

)
(5.169)

In comparison with eq. (5.162) and eq. (5.163), we can obtain the following relation-

ship.

Vex =
2M2

NA
A2 (5.170)

Vex = z2v0 [1− 2χ(T )] (5.171)

Single Contact Approximation14

Now we consider scattering function of dilute polymer solution. First of all, scattering

intensity of polymer solution per unit volume is given as

Iu(q) =
(∆ρv0)

2

V

∣∣∣∣∣∣
N∑

α=1

z∑
j=1

exp [−iq · rαj ]

∣∣∣∣∣∣
2

(5.172)

where N denotes total number of polymer chain in irradiated volume V and ∆ρ is

scattering length density of the polymer segment. rαj is the position of the j th seg-

ment on α th polymer chain. Separating the intramolecular from the intermolecular

term,

Iu(q) =
(∆ρv0)

2

V

N
∣∣∣∣∣∣

z∑
j=1

exp [−iq · rj ]

∣∣∣∣∣∣
2

+

N∑
α=1

N∑
β ̸=α

z∑
j=1

z∑
l=1

exp [−iq · rαjβl]


=

(∆ρv0)
2

V

Nz2D(x) +N(N − 1)

z∑
j=1

z∑
l=1

⟨exp [−iq · (r1j2l)]⟩

 (5.173)

Here, rαjβl ≡ rαj − rβl and ⟨. . . ⟩ denotes the ensemble average. The first term

corresponds to Debye function which is derived in eq. (5.148). Now we assume

that a polymer chain in the solution contacts other polymer chains at only single
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Figure 5.15: (a) Direct single contact interaction of chain 1 and chain 2. (b) Indirect
interaction between chain 1 and chain 2 through single contacts of chain 1-3 and
chain 3-2.

point, so-called single contact approximation. Assuming the condition that chain 1

directly contacts chain 2 as shown in Figure 5.15(a), r1j2l can be expressed to be

r1j2l = r1j1µ + r1µ2ν + r2ν2l. Then, the three vectors r1j1µ, r1µ2ν , and r2ν2l are

independent and the second term of eq. (5.173) can be decomposed as follows:

⟨exp [−iq · r1j2l]⟩ =
z∑

µ=1

z∑
ν=1

⟨exp [−iq · r1j1µ]⟩ ⟨exp [−iq · r1µ2ν ]⟩ ⟨exp [−iq · r2ν2l]⟩

(5.174)

For the second term,

⟨exp [−iq · r1µ2ν ]⟩ =
∫
V
w(r1µ2ν) exp [−iq · r1µ2ν ] dr1µ2ν (5.175)

where w(r1µ2ν) represents the probability distribution of r1µ2ν . Introducing the

excluded volume of a segment as vex ≡ Vex/z
2 ≡ 4πa3/3,3) interaction potential

U(r1µ2ν) can be written as

U(r1µ2ν) =

{
∞ (r1µ2ν ≤ a)

0 (r1µ2ν > a)
(5.176)

where a is the radius of the excluded volume. Then w(r1µ2ν) is given as follows:

w(r1µ2ν) =
1

V
exp

[
−U(r1µ2ν)

kBT

]
=

{
0 (r1µ2ν ≤ a)

V −1 (r1µ2ν > a)
(5.177)

3)For a polymer, there are z2 possibilities of contact with another polymer.
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and eq. (5.175) becomes

⟨exp [−iq · r1µ2ν ]⟩ =
(2π)3

V
δ(q)−

∫ ∞

0

(
1

V
− w(r1µ2ν)

)
4πr2

sin qr

qr
dr1µ2ν

= −vex
V

3 (sin qa− qa cos qa)

(qa)3
(q ̸= 0)

≈ −vex
V

(qa→ 0) (5.178)

Substituting eq. (5.174) and eq. (5.178) into eq. (5.173), we obtain

Iu(q) =
(∆ρv0)

2

V

Nz2D(x)−N2 vex
V

z∑
j=1

z∑
µ=1

⟨exp [−iq · r1j1µ]⟩
z∑

l=1

z∑
ν=1

⟨exp [−iq · r2µ2l]⟩


=

(∆ρv0)
2

V

[
Nz2D(x)−N2 vex

V
(z2D(x))2

]
(5.179)

where N(N − 1) is approximated by N2.

Next, let us consider another type of interaction which is illustrated in Figure

5.15(b): chain 1 and chain 2 interact through contacts with chain 3. Similarly to the

preceding discussion, r1j2l can be expressed as the sum of r1j1µ, r1µk′ , rk′p′ , rp′2p,

and r2p2l (see Figure 5.15). Assuming that the five vectors are independent, the

contribution term from the interaction of Figure 5.15(b) takes the form(vex
V

)2
N3[z2D(x)]3 (5.180)

More generally, the contribution term which corresponds to the interaction through

(p− 1) chains becomes (
−vex
V

)p
Np+1[z2D(x)]p+1 (5.181)

Considering the multi-chain interaction, we can obtain I(q) as follows:

Iu(q) =
(∆ρv0)

2

V

 ∞∑
p=0

(
−vex
V

)p
Np+1[z2D(x)]p+1

 (5.182)

When (vex/V )Nz2D(x) < 1, this series can be summed and we obtain eventually

Iu(q) =
(∆ρv0)

2

V

Nz2D(x)

1 + (vex/V )Nz2D(x)

= ∆ρ2
vpϕD(x)

1 + (1− 2χ)(vp/v0)ϕD(x)
(5.183)

where vp = zv0 is the volume of a polymer chain. Furthermore, using the Guinier

approximation for D(x), this equation can be rewritten as

Kc

Iu(q)
=

1

M
D(x)−1 + 2A2c

≈ 1

M

(
1 +

R2
g

3
q2

)
+ 2A2c (x→ 0) (5.184)
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Here, the contrast factorK is defined asK ≡ ∆ρ2/NAdpolymer (dpolymer: mass density

of the polymer in solution). The plot of Kc/I(q) against q2 + c is called Zimm plot.

The extrapolation of q → 0 and c→ 0 in Zimm plot allow as to evaluate the molecular

weight of polymer chain.
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Experimental Data Reduction and Absolute Scaling15

Small-angle scattering apparatus typically utilize two dimensional detectors to ob-

tain information about anisotropic structures in sample. Even for isotropic samples,

two dimensional detectors are advantageous because one can improve the statistical

accuracy of scattering intensity profile through a circular averaging. This section

summarize the data reduction procedure in small-angle scattering experiments with

a two-dimensional detector.

Figure 5.16: The path of X-ray that passes through the sample filled in a planar-type
sample cell. The scattering geometry is illustrated to be assymetric as is the case in
typical small-angle scattering experiments.

Now we consider the scattering intensity from a planar sample of thickness ts

injected into a planar-type sample cell of thickness tc (see Figure 5.16). In small-

angle scattering, θ-dependence of the absorption factor, the polarization factor, and

the irradiated volume can be neglected. Then, similarly to eq. (5.104), the scattering

intensity per solid angle dI(2θ, x) due to the layer dx can be calculated as follows:

dI(2θ, x) =


I0Φ

∂σs

∂Ω
(θ)dx exp [− (µsts + 2µctc)] (tc ≤ x ≤ ts + tc)

I0Φ
∂σc

∂Ω
(θ)dx exp [− (µsts + 2µctc)] (x < tc, x > ts + tc)

(5.185)

I0, Φ, µ, and ∂σ/∂Ω are the flux of incident beam, cross sectional area of the incident

beam, the linear attenuation coefficient,4) and the differencial scattering cross section

per unit volume, respectively. Hereafter, the indices “s” and “c” are used for the

physical properties of the sample and the cell. Then, let Is+c
i represents the number

4)Both scattering and absorption contribute to the beam attenuation in the sample. In the case
of X-ray, the effect of absorption is dominant and µ can be regarded as the linear “absorption”
coefficient.
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of photon or neutron which is detected on i th pixel of the two-dimensional detector

per unit of time,

Is+c
i = ηi∆Ωi

∫ ts+2tc

0
dI(2θ, x)dx+ Inoisei

= I0Φηi∆ΩiTs+c

[
ts
dσs

dΩ
(θ) + 2tc

dσc

dΩ
(θ)

]
+ Inoisei (5.186)

ηi and ∆Ωi is the detection efficiency of i th pixel and the solid angle incident on i th

pixel. Inoisei is the intensity arising from background noise. Ts+c = exp[−(µsts+2µcts)]

is the transmission of the sample with the cell. To obtain ∂σs(θ)/∂Ω, we need to do

corrections for the unnecessary prefactors, the scattering intensity of the cell, and

Inoisei .

Figure 5.17: Typical scattering geometry of a sample, a two-dimensional detector,
and the incident beam in small-angle scattering experiment.

Now we consider a pixel on the coordinates (x, y) in the two-dimensional detector

(Figure 5.17). The distance from beam center (x0, y0) to the pixel is

r =
√

(x− x0)2 + (y − y0)2 (5.187)

and the corresponding scattering angle θ and the scattering vector q is given as

θ =
1

2
arctan

( r
L

)
(5.188)

q =
4π

λ
sin

[
1

2
arctan

( r
L

)]
(5.189)
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Here, the solid angle incident on a pixel, ∆Ωi is given as

∆Ωi =
∆Si cos 2θ

L2
i

=
∆Si cos

3 2θ

L2
(Li cos 2θ = L) (5.190)

where ∆Si and Li is the area of the pixel and the distance from sample position to i

th pixel, respectively. L is the sample to detector distance. In additin, the intensity

of background noise, Inoisei can be easily measured by inserting a strongly absorbing

material into the sample position. Performing the correction for the solid angle and

the background noise, we obtain the corrected scattering intensity of the sample Is+c
i,cor

as follows:

Is+c
i,cor =

Is+c
i − Inoisei

cos3 2θ
(5.191)

Assuming that ∆Si and ηi are constant for each individual pixel, one-dimensional

scattering profile is obtained by the following circular averaging:

Is+c
cor (q) =

1

∆N

∑
r′≤r<r′+∆r

Is+c
icor

= I0ΦηiTs+c

[
ts
dσs

dΩ
(θ) + 2tc

dΣc

dΩ
(θ)

]
∆S

L2
(5.192)

Here, the summation is taken over ∆N pixels that exist in the area of r′ ≤ r < r′+∆r.

The q value corresponding to the area element is calculated as

q =
4π

λ
sin

[
1

2
arctan

(
r +∆r/2

L

)]
(5.193)

Is+c
cor (q) is the averaged scattering intensity among an iso-q circumference on the two-

dimensional detector. Thus, the standard deviation of Is+c
cor (q) is ∆N

1/2 times smaller

than that of individual Is+c
i,cor.

When we measure an empty sample cell, the one-dimensional scattering intensity

Iccor(q) becomes

Iccor = I0ΦηiTc

[
2tc

dσc

dΩ
(θ)

]
∆S

L2
(5.194)

where Tc = exp[−2µctc] is the transmission of an empty sample cell. According to

eq. (5.192) and eq. (5.194), the corrected scattering intensity of sample is obtained

as

Iscor(q) =

[
Is+c
cor (q)

Ts+c
− Iccor(q)

Tc

]
1

ts

= I0Φη
∆S

L2

dΣs

dΩ
(θ) (5.195)
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For the determination of the q-independent prefactors in eq. (5.195), we need a

measurement of a standard sample. As a secondary standard material, glassy carbon

is often used in small-angle scattering. The corrected scattering intensity of glassy

carbon is given as

IGC
cor (q) = I0Φη

∆S

L2

dσGC

dΩ
(θ) (5.196)

When the differencial scattering cross section per unit volume of glassy carbon is

already known, the normalization factor for absolute scaling, AGC can be estimated

by

AGC =

(
I0Φη

∆S

L2

)−1

=
dσGC

dΩ
(θ)

/
IGC
cor (q) (5.197)

Eventually, the differencial scattering cross section per unit volume of sample is ob-

tained as follows:

dσs

dΩ
(θ) = AGCI

s
cor(q) (5.198)
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