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## Chapter 1. Introduction

Animals move to search for resources (e.g., prey, mates, refuge) and escape stress sources (e.g., predator, interspecies competition, severe climate) (Jander 1975). Movements from place to place are closely related to all types of animal behavior such as foraging, breeding, and reducing the risk of predation and can be considered to be the underlying basis of their lives in general. Because the environmental and/or animals' internal conditions can change heterogeneously over time (Kronfeld-Schor \& Dayan 2003, Henderson 2006, Crystal 2009), the timing of the movements is essential for efficient use of resources and secure avoidance of unfavorable situations. For example, oystercatchers foraging in intertidal zones have been observed to time departures from their resting site such that arrivals at the foraging ground coincide with the time when the ground is exposed to ebb tides in order to increase foraging duration (Daan \& Koene 1981). On the other hand, limpets that forage exclusively during high waters have been shown to head home from their foraging areas before they were exposed to the falling tide (Hartnoll \& Wright 1977).

Including these examples, the onset of many types of movements is roughly fixed to a certain phase of the year, day, or tidal cycle. Many migratory birds move to their breeding sites and overwintering areas in the spring and autumn, respectively, every year (Gwinner 1996a); zooplanktons move vertically in the water column to shallow and deep water in the night and morning, respectively (e.g., Gabriel \& Thomas 1988). These movement patterns probably result from adaptation to the regularity and predictability of environmental changes associated with circadian, circannual, and tidal rhythms. Among these temporally fixed movements, the timing of the migrations has been studied intensively with regard to the associated environmental conditions (e.g., day length, food availability) and changes in the internal states responsible for the onset of movements (e.g., circannual clock, fat accumulation) (e.g., Gwinner 1996b, Prop et al. 2003, Lehikoinen et al. 2004, Studds \& Marra 2011). On the other hand, there has been little investigation on the timing of movements between variable sites that are not related to environmental periodicity, either changed or adjusted flexibly according to situations, and/or repeated with shorter temporal cycles than environmental ones. This is partly because, if the departure and arrival sites and times of movements are not fixed and can range beyond our observable area, examination of the timing is almost impossible.

Recent advances in electronics have produced rapid developments in bio-logging science, which is described as the study of using miniaturized animal-attached data loggers to
record and/or relay data about animal movements, behavior, physiology, and/or environment (Naito 2004, Rutz and Hays 2009). Nowadays, a variety of parameters can be recorded by data loggers, such as the ambient temperature, pressure (depth in water), speed, acceleration, global position, heart rate, and body temperature. In addition, data storage capacity is greatly increasing. These tools have dramatically advanced our knowledge of the physiology, biomechanics, and behavioral ecology of free-ranging animals in the wild even in the air and underwater. Since the history of bio-logging techniques started with depth recorders deployed on diving seals (DeVries \& Wohlschlag 1964, Kooyman 1966, Kooyman 1968), the spatial positions of animals have always been regarded as important. Horizontal, vertical, and three-dimensional moving paths can be reconstructed in various temporal and spatial scales from seconds to days and from meters to global, respectively (e.g., Davis et al. 1999, Weimerskirch et al. 2002, Block et al. 2011). These movement data can make it possible to investigate flexible movements of wide-ranging animals and the timing of these movements in detail.

Seabirds are one animal group with high mobility for seasonal migration and daily foraging. They spend most of their lifetime at sea and are thus difficult to observe directly and continuously. Highly miniaturized and lightweight animal-borne data loggers have improved this situation and provided a great deal of knowledge on their spatial distribution and movements at sea (Burger \& Shaffer 2008, Wakefield et al. 2009). During breeding season, they perform "central place foraging", which is defined as a set of movements: departure from a place ("central place", e.g., nest and roost), foraging at distant sites, and a return to the same place again (Orians \& Pearson 1979; Fig. 1-1a). Various species obtain prey in different ways at sea: some feed sitting on the surface, others perform plunge dives, and others dive several tens to hundreds of meters (Ashmole 1971). For such divers, descending to depths and returning to the surface can also be considered as central place foraging (Houston \& McNamara 1985; Fig. 1-1b). Because the distribution of their prey at sea is often dynamic, seabirds' movements to search for prey and the consequent foraging sites are also variable. The need to return may constrain their behavioral range and trip duration (Houston \& Carbone 1992, Lewis et al. 2004), but the central place provides benefits exceeding the cost; for example, increased breeding success and safe resting sites. Considering the tradeoff between the requirements of foraging and returning, when to start returning to the central place appears to be a fundamental decision in the coordination of their trips. However, the timing of their return has not received much attention so far. On the contrary, diurnal rhythms of departure from and arrival to the central
place, how seabirds search for and where they obtain prey in a vast ocean, and how they can find their way to the nesting colonies in a featureless environment have been well investigated with the help of bio-logging techniques. This thesis used fine-scale movement paths of seabirds recorded by animal-borne loggers to investigate when they start returning to the central place for two different types of central place foraging-diving under the water and flying over the sea. Diving emperor penguins Aptenodytes forsteri and flying streaked shearwaters Calonectris leucomelas were selected as the model species. Both species were considered to be suitable for this research because they present variable movement patterns and experimental fields and methods have already been established.

Emperor penguins are the largest species in the family Spheniscidae. They breed in the austral winter on the fast ice around the Antarctic continent and make foraging trips to the sea (Jouventin 1995). During the trips, they repeatedly dive to forage and travel horizontally. Their main prey are fish, squid, krill, amphipods, and isopods (Piatkowski \& Putz 1994, Robertson et al. 1994, Cherel \& Kooyman 1998). Emperor penguins have the greatest diving ability among birds; their deepest recorded diving depth is 564 m (Wienecke et al. 2007), and the longest dive duration is 27.6 min (Sato et al. 2011). For deep and/or long divers like this species, when to start returning to the water surface may be essential because there is an inevitably long time lag between the onset of return and the arrival at the surface. Their inability to take oxygen underwater is likely to act as strong selective pressure to not mistime the decision to return. Chapter 2 examines the onset of return to the surface during dives of emperor penguins in relation to their physiological capacity. Three-dimensional dive paths were reconstructed on a time scale of seconds to investigate their decision time to return; this is the first data of this sort for avian species. This chapter consists of the results published in the Journal of Experimental Biology (Shiomi et al. 2012a).

Streaked shearwaters are pelagic birds in the family Procellariidae. They breed in East and Southeast Asia, mainly on the islands in Japan (Oka 2004), and nest underground. They are typical central place foragers; during the chick-rearing period from late August to November, they repeatedly commute to the sea for foraging, traveling up to several hundred kilometers, and return to their island to feed their chicks (Matsumoto 2008). They prey mainly on pelagic fish such as anchovy and saury probably using shallow dives or pecking at the water surface (Matsumoto 2008). Their departure from the colony is usually within a few hours before sunrise, and their return is within several hours after sunset (Yoshida 1962). Chapter 3 examines their decision of when to start returning from wide-ranging trips in relation to the apparent
constraint on arrival times at their breeding colonies by analyzing fine-scale movement paths at sea. The contents of this chapter were published in Animal Behaviour (Shiomi et al. 2012b).

Chapter 4 integrates the results from the penguin and shearwater studies. First, methods used to reconstruct animal movements are discussed in terms of the differences between the cases for diving and flying animals. Then, the common characteristics of the movements of the two species are described, and their decision rules for the timing to start returning are compared and summarized. Factors shaping their timing behaviors are also discussed. Finally, future perspectives in this line of research and the potential significance of the present studies are presented.
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Fig. 1-1. Diagrams of two types of central place foraging performed by seabirds: (a) foraging trips and (b) foraging dives. As presented by red color, the central place is a nesting colony or roost in (a) and the water surface in (b).

## Chapter 2. Timing of the decision to return the surface in diving emperor penguins

## 2-1. Background

Breath-holding divers are always in a dilemma during submergence: while they benefit by exploring and traveling underwater, they must return to the water surface to replenish oxygen stores and to remove accumulated carbon dioxide. Longer dives could allow foragers to exploit more prey or increase distance traveled, but more oxygen consumption might require longer recovery times at the surface as well (Kooyman et al., 1980, Kooyman \& Kooyman, 1995). Therefore, deciding when to end a dive may not be straightforward. For a variety of animals, factors affecting the decision have been investigated both theoretically and empirically in terms of foraging ecology and behavioral physiology (Houston \& Carbone, 1992, Thompson \& Fedak, 2001, Mori et al., 2002). In these studies, dive duration was almost always used as a temporal parameter, which is important to estimate optimal time budgets and to examine physiological capacities. However, given that divers must decide to return the surface well before the end of a dive, the start time to return may also be worth investigating in this context.

In deep dives, the time lag between the decision to return the surface and the end of a dive is inevitably long, and therefore, examination of dive duration alone may not be sufficient to understand their timing strategies. In this chapter about emperor penguins, the decision time defined as the time into a dive at which the animal began to return to the surface was investigated. As the major constraints on diving behaviors are likely to be physiological ones (Butler \& Jones, 1997, Kooyman \& Ponganis, 1998) and locomotor cost is the main cause of oxygen consumption (Williams et al. 2004), it was hypothesized that cumulative muscle work, and not elapsed time per se, determined the time limit of the decision to return to the surface. Based on previous reports that the number of swim strokes during dives related strongly to oxygen consumption and muscle stroke effort (Williams et al., 2004, Williams et al., 2011), the number of strokes at the decision time was investigated as a reasonable index of muscle workload.

## 2-2. Materials and methods

## 2-2-1. field experiments

The data sets of dives were obtained under two different conditions; during foraging trips at sea and at the artificial isolated dive hole (hereafter, experiment A and B , respectively).

Experiment A was conducted at a breeding colony of emperor penguins near Cape Washington, Antarctica $\left(74^{\circ} 39^{\prime}\right.$ S, $165^{\circ} 24^{\prime}$ E; Fig. 2-1a), during the period from 28 October to 17 November 2005. Ten breeding birds were captured at the edge of the colony when they were leaving for foraging trips at sea. Then, either of two types of data logger was attached to the lower central back feathers using waterproof tape (Tesa tape, Beiersdorf AG, Hamburg, Germany; Wilson et al. 1997), instant glue (Loctite epoxy, Henkel, Westlake, OH, USA), and stainless steel cable ties (Metal tie, HellermannTyton Co. Ltd.) (Fig. 2-1b). One type recorded swim speed $(1 \mathrm{~Hz})$, depth $(1 \mathrm{~Hz})$, and two-axis acceleration $(16 \mathrm{~Hz})(\mathrm{W} 1000-\mathrm{PD} 2 \mathrm{GT}$ or W1000L- PD2GT; 122 or 128 mm in length, 22 or 27 mm in diameter, 73 or 127 g in air, Little Leonardo Ltd., Tokyo, Japan). The other type recorded swim speed (1 Hz), depth (1 Hz), three-axis acceleration $(8 \mathrm{~Hz})$, and three-axis magnetism $(1 \mathrm{~Hz})(\mathrm{W} 1000 \mathrm{~L}-3 \mathrm{MPD} 3 \mathrm{GT} ; 174 \mathrm{~mm}$ in length, 26 mm in diameter, 140 g in air, Little Leonardo Ltd., Tokyo, Japan). Using a data set recorded by W1000L-3MPD3GT, three dimensional (3-D) dive paths can be reconstructed (see the section 2-2-3). VHF transmitters (Model MM130, ATS, Isanti, MIN, USA) were also deployed on all the birds to locate them when they returned to the dense colony. The birds were recaptured at the colony 7.9-19.7 days after the deployment, and the instruments were retrieved (Table 2-1).

Experiment B was conducted from 15 November to 4 December 2004 at 'Penguin Ranch' artificially set up on the fast sea ice in McMurdo Sound, Antarctica ( $77^{\circ} 43^{\prime} \mathrm{S}, 166^{\circ} 07^{\prime} \mathrm{E}$; Fig. 2-1a, c) (Kooyman et al., 1992, Sato et al. 2005). Sixteen non-breeding emperor penguins were caught when they were wandering on the ice between a breeding colony and the sea. Then, they were enclosed within an isolated corral on the sea ice (about 25 m and 20 m in long and short spans, respectively). Artificial dive holes were drilled through the 2.3 to 2.5 m thick ice inside the corral, through which the birds were allowed to dive freely. The ice hole was 1.2 m diameter wide and 8 m apart. They foraged daily beneath the sea ice through the isolated dive holes (Ponganis et al. 2000). Loggers, W1000L-3MPD3GT (see above), were attached to three penguins. Three-axis accelerations were recorded at 16 or 32 Hz , and other parameters at 1 Hz . One to three deployments were done for each penguin, and the loggers were retrieved 1.6 to 2.5 days after attachment (Table 2-1).

## 2-2-2. acceleration and speed data

The acceleration sensor of the data logger measured both specific accelerations by propulsive activity and gravity-based accelerations by gravity (Tanaka et al. 2001, Sato et al. 2003). The
former was used for stroke analyses, and the latter for calculations of animals' postures. Following an assumption that fluctuations in acceleration data caused by changes in animals' posture occurs at the lower frequencies than those by propulsive activities, gravity-based acceleration data were extracted from the acceleration data with a low-pass filter (IFDL Version 4.0; WaveMetrics, Lake Oswego, OR, USA) (Tanaka et al. 2001). To determine a cut-off value of the low-pass filter, the power spectral density (PSD; Fig. 2-2a) of the entire acceleration data set was calculated for each individual by fast Fourier transformation using the function in IGOR Pro version 6.04 (WaveMetrics, Lake Oswego, OR, USA). Considering the frequency with the peak of the PSD as the dominant stroke frequency of each individual, the low-pass finite impulse response (FIR) filters were set to remove the high-frequency components caused by strokes (Sato et al. 2007; Fig. 2-2b). The cut-off values for the filters used for each individual ranged from 1.06 to 1.63 Hz . The specific acceleration data were obtained by subtracting the low-frequency components from the acceleration data.

The speed sensor of the logger consisted of an external propeller and a propeller rotation counter. It has been verified experimentally that the rotations of the propeller per second (rps) are proportional to swimming speeds relative to water with a high coefficient of determination ( $>0.9$ ) (Tanaka et al. 2001, Sato et al. 2007). To estimate the constant of proportion, $b$, for converting the number of propeller rotations to the swimming speed, the data of the number of propeller rotations per second, longitudinal accelerations, and depths were used. First, the estimated vertical moving rate, $R_{t}$, at a given time, $t$, is described using equation (2-1):
$R_{t}=b N_{t} \sin \left(p_{t}\right)$
where $N_{t}$ is the number of propeller rotations per second, and $p_{t}$ is the angle of the penguins' longitudinal axis relative to the horizontal plane (pitch angle). Since usually the loggers cannot be deployed to be parallel to the longitudinal axis of animals, the attachment angle of the logger, $a$, i.e. angle between the longitudinal axis of the logger and of the animal should be considered in calculation of pitch angles (Sato et al. 2003):
$p=-\arcsin \left(A_{\text {long }} / 9.8\right)-a$
where $A_{\text {long }}$ is the longitudinal gravity-based acceleration data. The estimated depth profile was then calculated by adding $R_{t}$ sequentially from the starting time to the ending time of a dive. Because $a$ is usually a positive value in penguin studies, when it is set as zero, the calculated depth at the end of the dive largely deviate from zero (at the surface) (Sato et al. 2003). The appropriate attachment angle of the logger, $a$, was obtained by repeating the calculation of depth profiles with different values of $a$, so that the estimated depth at the end of a dive become zero (Sato et al. 2003). Then, the optimal value of the conversion coefficient, $b$, was determined by repeating the calculation of the estimated dive profile with different values of $b$. With the optimal value, the estimated depth profile fitted the depth profile measured with the depth sensor well (Fig. 2-3). Those procedures to calculate the attachment angle, $a$, and the constant, $b$, were conducted for all dives of each deployment using a customized macro. Selecting dives for which the estimated dive profile was consistent with the measured one, the average values were obtained. They were used for calculating actual swimming speeds $\left(=b N_{t}\right)$. The stall speed of the logger was determined experimentally to be $0.3 \mathrm{~m} \mathrm{~s}^{-1}$ when the sampling frequency is set as 1 Hz (Tanaka et al. 2001). Speeds below this value were considered indistinguishable from zero.

Mean swim speed was calculated from the swim speeds in a dive, and an averaged value was obtained for each bird. To test the difference of swim speeds between the two experiments, two types of linear mixed models (LMM) were fitted to the pooled data of mean swim speed during a dive for all birds. The LMM takes the effect of dependence among data points on estimation of parameters into account by including those factors as random effects. In the present study, 'bird identity' was considered as a random effect. One model included 'experiment' (during foraging trips or at the isolated ice hole) as a fixed effect, and the other did not. To judge whether inclusion of 'experiment' improve the model, Akaike Information Criteria (AIC) were compared between the two fitted models. AIC is calculated with log likelihood and the number of parameters: the model with the smallest value of AIC can be considered as the most parsimonious one. For the model fitting, R 2.10 (R Development Core Team, 2009) was used with lmer function in R package lme4 (Bates \& Maechler, 2009).

## 2-2-3. reconstruction of 3-D dive paths

Using data recorded by the logger W1000L-3MPD3GT, 3-D dive paths of one bird (CW13) in experiment A and of three birds in experiment B were calculated using a customized macro (Narazaki \& Shiomi, 2010) compliant with IGOR Pro. The heading on the horizontal plane, $h_{t,}$ at each time point was determined from the rotation angles of the longitudinal and lateral axes
(pitch, roll) and the data of three-axis geomagnetism (Johnson \& Tyack 2003). The extracted low-frequency components of acceleration were used as gravity-based ones to calculate pitch ( $p$; see equation (2-2)) and roll ( $r$ ) with equations introduced by Johnson \& Tyack (2003):

$$
r= \begin{cases}\arctan \left(A_{l a t} / A_{d v}\right) & \left(A_{d v}<0\right) \\ \arctan \left(A_{l a t} / A_{d v}\right)+\pi & \left(A_{l a t} \leq 0 \text { and } A_{d v}>0\right)  \tag{2-3}\\ \arctan \left(A_{l a t} / A_{d v}\right)-\pi & \left(A_{l a t}>0 \text { and } A_{d v}>0\right) \\ \pi / 2 & \left(A_{l a t}<0 \text { and } A_{d v}=0\right) \\ -\pi / 2 & \left(A_{l a t}>0 \text { and } A_{d v}=0\right)\end{cases}
$$

where $A_{\text {lat }}$ is lateral gravity-based acceleration, and $A_{\mathrm{dv}}$ is dorso-ventral gravity-based acceleration. Then, the locomotion vector in a given period from $t-1$ to $t$ with reference to the fixed frame $\left(x_{t}, y_{t}, z_{t}\right)$ was calculated with the data on heading, $h_{t-1}$, pitch, $p_{t-1}$, depth change, $\left(D_{t}\right.$ $-D_{t-1}$ ), and swimming speed, $U_{t}$, using equation (2-4). The $x$-axis is northward, the $y$-axis is westward, and the $z$-axis is upward (depth presented as negative):

$$
\left\{\begin{array}{l}
x_{t}=U_{t} \cos \left(p_{t-1}\right) \cos \left(h_{t-1}+d\right)  \tag{2-4}\\
y_{t}=-U_{t} \cos \left(p_{t-1}\right) \sin \left(h_{t-1}+d\right) \\
z_{t}=D_{t}-D_{t-1}
\end{array}\right.
$$

where $d$ is the declination of earth's magnetism in the experimental fields, $133.2^{\circ}$ for bird CW13 and $144.8^{\circ}$ for birds in experiment B, respectively (Maus et al. 2005). Finally, the dive path was reconstructed by adding the locomotion vectors during a dive in chronological order (dead-reckoning principle; Wilson \& Wilson 1988, Mitani et al. 2003)(Fig. 2-4).

## 2-2-4. decision-to-return time

A dive was defined as any submersion deeper than 2 m and longer than 3 seconds. As the interest in this study was in the time at which the bird decided to return to the water surface, the elapsed time after the start of a dive until a continuous final ascent started was analyzed (Fig. 2-5a). The ascent start time (AST) was obtained from time-series depth data as the elapsed time until the last positive change of depth occurred. To avoid detecting instantaneous changes of depth during final ascent, the AST was defined to occur at a depth deeper than half of the maximum depth of a dive.

In dive path analyses, only dives in which mean swim speed was greater than $1 \mathrm{~m} \mathrm{~s}^{-1}$ were considered as reliable data. This is because cruising swim speed of emperor penguins is relatively constant with the mean speed of around $2 \mathrm{~m} \mathrm{~s}^{-1}$ (Sato et al., 2010). In dives with swim speeds less than $1 \mathrm{~m} \mathrm{~s}^{-1}$, it is highly possible that rotation of the propellers, which is used for measuring swim speeds, probably stopped or slowed as a result of ice accumulation around the propeller. To describe property of horizontal movements, the farthest horizontal distance (FHD) from the starting point of a dive and the elapsed time (farthest horizontal time; FHT) until the bird reached the farthest horizontal point were calculated for each dive path (Fig. 2-5b).

## 2-2-5. number of strokes

Emperor penguins perform stroke and glide swimming, in which they stroke intermittently with a glide phase between consecutive strokes (van Dam et al., 2002). As an index of muscle workload until the decision to return, the number of strokes during the period from the start of a dive to the decision-to-return time was calculated using the longitudinal specific acceleration data, which reflect stroking activities as regular peaks (van Dam et al., 2002; Fig. 2-2b). A set of up- and down- beats was recognized as one stroke. Stroke rate (the number of strokes per second) of each bird was estimated as a slope of a linear regression line, in which a number of strokes was a response variable, and the decision-to-return time an explanatory variable. To determine a difference of stroke rates between the two experiments (during foraging trips or at the artificial dive hole), two types of generalized linear mixed models (GLMM) were fitted to the pooled data with Poisson error distribution and logarithm link function, in which a number of strokes was a response variable with logarithm of the decision time as an offset term, and 'bird identity within an experiment' as a random effect. One model included 'experiment' (during foraging trips or at the isolated ice hole) as a fixed effect, and the other did not. Akaike Information Criteria (AIC) were compared between the two fitted models. For the model fitting, R 2.10 ( R Development Core Team, 2009) was used with glmer function in R package lme 4 (Bates \& Maechler, 2009).

## 2-3. Results

## 2-3-1. dives during foraging trips (experiment A)

In total, 15,978 dives were recorded from ten free-ranging birds breeding near Cape Washington. Dive depths (maximum depth in a dive) ranged from less than 10 m to more than 500 m (Fig.

2-6a). A histogram of mean swim speed in a dive for each bird was bell-shaped (Fig. 2-7), and the average value for a bird ranged from 2.0 to $2.3 \mathrm{~m} \mathrm{~s}^{-1}$ (Table 2-1). Note that as mean swim speeds were largely variable for shallow dives, which could result from short dive durations, only dives deeper than 50 m were used to describe characteristics of their swim speeds ( $N=$ 4,251 dives).

On visual examination of the plot of the ascent start time (AST) against dive depth, the upper boundary of the AST conditional on dive depth seemed asymptotic (Fig. 2-6a). Therefore, nonlinear quantile regression (Koenker \& Park, 1996) was applied to estimate the asymptotes. A similar approach was adopted in a previous study to estimate the asymptotes of dive duration in leatherback turtles (Bradshaw et al., 2007). Quantile regression gives a functional relationship between variables for a certain portion of a probability distribution of responses (Cade \& Noon, 2003, Koenker \& Bassett, 1978). It is useful for investigating limiting factors by providing an estimate of the upper boundary of the conditional distribution of responses (Cade \& Noon 2003). Because this method is robust to the presence of outliers (Cade et al., 1999), it seemed suitable to the present data, which had some exceptional data points (large AST) in relatively shallow dives (Fig. 2-6a). An exponential-rise model
$Y=a\{1-\exp (-b X)\}$
was fitted on the 95 th percentile of the $\operatorname{AST}(Y$, in min) against dive depth ( $X$, in m) (Fig. 2-6a). For the model fitting, R 2.10 (R Development Core Team, 2009) was used with nlrq function in R package quantreg (Koenker, 2009). The regression coefficient (a) for each bird, which corresponded to an estimated asymptote value of the AST, was $5.7 \pm 0.56 \mathrm{~min}$ (mean $\pm$ s.d., range 4.9-6.7 min; Table 2-2). Of dives in which the AST exceeded the asymptote of each bird, $42.2 \pm 25.4 \%$ (mean $\pm$ s.d., range 14.3-100\%) were shallower than 100 m (Fig. 2-6a).

For one bird CW13 deployed with W1000L-3MPD3GT, three-dimensional (3-D) dive paths of 2411 dives were reconstructed. Dives appeared to be divided roughly into two groups; in group I, the farthest horizontal times (FHT) nearly equaled the end times of the dive (i.e. dive duration), and those of group II were less than the dive duration. A histogram of the ratio of the FHT to the dive duration had a prominent peak just below 1.0 and a low peak between 0.4 and 0.75 , corresponding with group I and II respectively (Fig. 2-8a). That is, the dive paths of group II indicated that the bird began to return toward the starting point around at the middle of the dive (see Fig. 2-5b). For these U-turn dives, the FHT should be more indicative of the timing of
the decision to return than the AST. If U-turn dives are defined as dives in which the ratio of the FHT to dive duration was between 0.4 and 0.75 and in which the farthest horizontal distance (FHD) was greater than the dive depth, the FHT of these U-turn dives positively correlated with the FHD (Pearson's correlation coefficient $r_{c}=0.96, P<0.0001, N=217$ dives; green circles in Fig. 2-8b). The maximum FHT and FHD were 9.5 min and 865.2 m , respectively. The outliers of shallow dives in the plot of the AST against dive depth disappeared when replacing the AST and dive depth with the FHT and the FHD for the U-turn dives, respectively (compare Figs. $2-6 a$ and $2-8 b)$.

## 2-3-2. dives at the isolated ice hole (experiment B)

In experiment B, 3-D paths of 495 dives were reconstructed for three birds. All the dives were U-turn dives because there was neither another ice hole nor an ice crack through which to exit within several kilometers around the artificial hole. For comparison with dive paths of the bird CW13 in experiment A, the ratio of the FHT to dive duration in dives in which birds clearly performed U-turns (FHD $>100 \mathrm{~m}$ ) was calculated. The histogram had a peak around 0.5 , similar to the U-turn dives of bird CW13 (Fig. 2-8a). Mean swim speed in a dive ranged from 1.6 to $1.9 \mathrm{~m} \mathrm{~s}^{-1}$ on average for each bird (Table 2-1 and Fig. 2-7). Note that for the same reason as that in experiment A , only dives reaching farther than 50 m from the starting point of a dive were used for calculations ( $N=321$ dives). The mean swim speeds were significantly smaller than those in experiment A: AIC of the LMM with and without 'experiment' as a fixed effect was 1021 and 1009, respectively, and swim speeds estimated by the LMM were $2.2 \mathrm{~m} \mathrm{~s}^{-1}$ for birds in experiment A and $1.8 \mathrm{~m} \mathrm{~s}^{-1}$ for birds in experiment B . The difference of swim speeds between during foraging trips at sea and in dives at the isolated ice hole has been reported in a previous study (Sato et al. 2010), although the reason remains unknown. While dive depth did not exceed 100 m , the maximum value of the FHD in each bird was $1047.8 \pm 108.6 \mathrm{~m}$ (mean $\pm$ s.d.) in experiment B. The FHT correlated with the FHD for all birds (Pearson's correlation coefficient $r_{c}=0.96$ to $0.98, P<0.0001$, Fig. 2-6b). In $23.7 \pm 7.7 \%$ (mean $\pm$ s.d., range $18.4-$ $32.5 \%$ ) of the dives in each bird, the FHT exceeded the average upper limit of the AST (5.7 min) in birds in experiment A (Fig. 2-6b).

## 2-3-3. number of strokes

The following results of stroke analyses do not include data from bird CW13, because acceleration was recorded at the lower sampling frequency $(8 \mathrm{~Hz})$, and the algorithm to detect
strokes did not appear to work well when using the same threshold as for the other data sampled at 16 or 32 Hz . In all the other twelve birds from both experiment A and B , the number of strokes significantly increased with the decision time, i.e. the AST and the FHT (linear regression: $r^{2}=0.89$ to 0.97 for each bird, $P<0.0001$ ). AIC of the model with 'experiment' as a fixed effect, which was fitted on the number of strokes with the decision time as a fixed effect, was smaller than the one not considering 'experiment' (AIC: 35,556 and 35,575 respectively). This means that the number of strokes for dives of similar duration was different between experiments. The estimated slope (i.e. stroke rate until the decision time) was smaller for birds in experiment B than in experiment A ( 0.45 and 0.79 beats $\mathrm{s}^{-1}$ respectively), which is consistent with a previous report that stroke rates were higher in dives during foraging trips than in dives through the artificial ice hole (Sato et al., 2011). Stroke rate of individual birds estimated as a slope of the linear regression line ranged from 0.34 to 0.83 beats $^{-1}$ (Table 2-2 and 2-3) and was inversely related with the upper limit of the decision time (hereafter, decision time limit) obtained by the 95 th percentile regression on the AST against dive depth in experiment A and by the maximum FHT multiplied by 0.95 in experiment B, respectively (linear regression using reciprocals of stroke rate: $r^{2}=0.995, P<0.0001, N=12$ birds, decision time limit $=$ $3.97 \times$ (1/stroke rate); Fig. 2-9a).

In experiment A , the number of strokes at the AST appeared asymptotic conditional on dive depth (Fig. 2-9b) as the AST did. Fitting an exponential model (equation (2-5)) to estimate the 95 th percentile conditional on dive depth, the estimated upper limit of the number of strokes at the AST was $255 \pm 31$ beats (range: 196-295 beats) in each bird (Table 2-2). The number of strokes at the FHT in experiment B was $237 \pm 27$ beats at maximum (Table 2-3), which distributed within a similar range to that of birds in experiment A (Fig. 2-9b).

## 2-4. Discussion

## 2-4-1. decision rule to return the surface

The AST in experiment A was largely variable for a given dive depth (Fig. 2-6a). This may have resulted from differences in prey patch conditions, social interaction, and/or the degree of satiety, although it cannot be discussed with the present data set. Despite of the variation, there appeared to be both lower and upper boundaries in the plot of the AST. While the linear increase in the lower limit with dive depth reflected V-shaped dives with no apparent foraging times, the asymptotic distribution of the upper limit suggested that there was a decision time
limit independent of dive depth. There were some shallow dives (dive depth $<100 \mathrm{~m}$ ) in which the AST largely exceeded the decision time limit estimated by percentile regression (Fig. 2-6a), but fine-scale 3-D dive paths of bird CW13 yielded the possible explanation. In most of those shallow dives, the bird traveled horizontally a far distance and then returned toward the starting point of the dive (see Fig. 2-5b). This shape of the dive paths was similar to those of birds diving at the isolated dive hole in experiment B , where they dived shallower than 100 m , probably for foraging fish beneath the surface of the sea ice (Ponganis et al., 2000), and always returned to the ice hole because the fast sea ice prevented them from surfacing at other places. Also in shallow and long dives during foraging trips at sea, birds might dive under the sea ice and explore not vertically but horizontally, as has been suggested in previous studies (Kooyman \& Kooyman, 1995, Watanuki et al., 1997, Wienecke et al., 2007). Under such circumstances, they might decide to return toward the starting point of a dive unless another exit is found. Considering that replacing the AST with the FHT for the U-turn dives of bird CW13 eliminated the outliers among shallow dives in the plot of AST against dive depth (Fig. 2-8b), there appeared to be a decision rule irrespective of whether dives were vertical or horizontal. Those inferences from the results in the bird CW13 are likely applicable to shallow and long dives of the other nine birds in experiment A as well, although their dive paths were unknown.

However, it was found that the FHT of birds in experiment B often exceeded the decision time limit, avg. 5.7 min , obtained in experiment A (Fig. 2-6b). This did not fit the inference above that there is a common decision time limit to return. Stroke analyses helped to address this inconsistency. In experiment B , the combination of the lower stroke rate and the higher value of the maximum FHT than in experiment A resulted in the maximum number of strokes on the FHT for each bird, ranging from 218 to 267 beats, which were within the range of the upper limit of the number of strokes at the AST in experiment A obtained by the 95 th percentile regression, 196-295 beats (Fig. 2-9b). These results suggest that the accumulated number of strokes, but not the elapsed time, was related to their decision time limit to return. This concept was also supported by the decision time limits of individual birds, which were longer for birds with the lower stroke rate (Fig. 2-9a). The limit of the number of strokes expected from the regression line, decision time limit $=3.97$ ( $1 /$ stroke rate), is 238 beats ( $=$ $3.97 \times 60$ ), which is consistent with the empirical values for each bird presented in Tables 2-2 and 2-3.

## 2-4-2. difference of stroke rates

One remaining question is why the stroke rates were so different between birds in experiment A and B. I try to explain it from biomechanical aspects.

Swimming pattern in stroke-glide mode of emperor penguins is constant as a set of gliding phase following one stroke (Fig. 2-10), while some other aquatic animals such as seals swim with several consecutive strokes followed by prolonged gliding (e.g. Watanabe et al. 2006; Fig. 2-10). Whichever a stroke pattern is, their average swim speeds keep relatively constant during cruising (Sato et al. 2007), while instantaneous swim speeds increase and decrease accompanied by strokes and glides, respectively (Watanabe et al. 2006). Aquatic animals also have relatively constant stroke frequencies (reciprocal of stroke cycle duration) expected from their body size (Sato et al. 2007), with which the acceleration (output force) by one stroke is probably within a narrow range. It is implied that, in order to keep the average swim speed constant, they have to stroke when the instantaneous speed decreases by the same amount as the increase with the previous stroke(s); this can be seen in the empirical data (Fig. 2-10).

Stroke rate is nearly equal to a reciprocal of glide duration. And from the prediction above, the glide duration is the time taken for deceleration to a given swim speed after the preceding stroke. The deceleration rate, $d U / d t$, is affected by drag and buoyancy parallel to swimming direction (Fig. 2-11) and presented as

$$
\begin{equation*}
m \frac{d U}{d t}=\{D-(B-m g) \sin \beta\} \tag{2-6}
\end{equation*}
$$

where $m$ is body mass, $U$ is swimming speed, $t$ is time, $D$ is drag, $B$ is buoyancy, $g$ is gravity, and $\beta$ is pitch angle. Integrating both sides of the equation about $t$ during the glide duration $G$ taken for instantaneous speed to decrease by the same amount as the acceleration by one stroke, the equation (2-7) is obtained:

$$
\begin{equation*}
m\left(U_{G}-U_{0}\right)=\int_{0}^{G}\{D-(B-m g) \sin \beta\} d t \tag{2-7}
\end{equation*}
$$

As drag and buoyancy are dependent of speed and depth (ambient pressure), respectively, these parameters change during a glide in a strict sense. But for simplification, I assume here that drag
and buoyancy is constant during one period of gliding, which leads to the relationship (2-8) from the equation (2-7):
$m\left(U_{G}-U_{0}\right) \cong\{D-(B-m g) \sin \beta\} G$

And duration of gliding, $G$, is expressed as
$G \cong \frac{m\left(U_{G}-U_{0}\right)}{\{D-(B-m g) \sin \beta\}}$

Drag and buoyancy are obtained with the below equations:
$D=\frac{1}{2} S C_{d} \rho_{w} U_{\text {avg }}{ }^{2}$
$B-m g=\left\{\left(\frac{A_{0}}{v / 10+1}+\frac{m}{\rho_{t}}\right) \rho_{w}-m\right\} g$
where $U_{\text {avg }}$ is calculated as $\left(U_{G}+U_{0}\right) / 2, S$ is wetted surface area of the body, $C_{d}$ is drag coefficient, $\rho_{w}$ is the density of sea water, $\rho_{t}$ is the density of the body tissue of a penguin, $A_{0}$ is air volume inside of the penguin body, and $v$ is current depth. Among the parameters affecting $G$, air volume has been suggested to be smaller in shallower dives even when those were extremely long dives (Sato et al. 2011), which implies that air volume $A_{0}$ was smaller in experiment B than experiment A. Additionally, swim speeds and pitch angles were also smaller in experiment B: the latter is because of their horizontal swimming, which means that pitch angles kept around zero unlike birds swimming mainly vertically during foraging trips at sea. By setting the parameters required in equation (2-7) as showed in Table 2-4, stroke rates when a penguin achieves 240 beats (according to the empirical upper limit) underwater are calculated with variable air volume, swim speed, and pitch angles (Fig. 2-12). The model estimations suggest that birds in experiment B with smaller air volumes, lower swim speeds, and shallower pitch angles would flap their wings at the lower rate than birds in experiment A. Thus, biomechanical factors are likely to explain, at least qualitatively, the difference of stroke rates in experiment A and B.

## 2-4-3. conclusion

In the present study, it was found in experiment $A$ that emperor penguins at sea had a decision time limit to return the water surface, which was independent of the distance to the surface (vertical or horizontal). However, in combination with the results from experiment B at the isolated dive hole, it is suggested that the decision was constrained not by elapsed time, but by the number of strokes.

The cost of diving consists of basal metabolic cost and locomotor cost, and the number of strokes is a reasonable index of the latter, i.e. muscle workload (Williams et al., 2004, Williams et al., 2011). The results of the present study suggest that the cumulative work in muscle triggered the onset of the return to the surface. Comparison between experiments A and $B$ and among individuals indicated that a decrease in stroke rate prolonged the decision time limit, which increased the maximum distance traveled by the time of the decision (up to more than 1 km in experiment B). Intermittent stroking of aquatic animals has been elucidated as a swimming strategy to save locomotor cost (Weihs, 1974, Williams, 2001). In emperor penguins, this locomotion pattern was reported as a potential energy conservation mechanism to achieve long dives (van Dam et al., 2002) in addition to physiological adaptations, such as bradycardia and peripheral vasoconstriction, reducing the basal metabolic rate of diving (Meir et al., 2008, Ponganis et al., 2003). It was shown here that stroking patterns may affect the decision to end a dive and consequently the dive duration.

These new insights were revealed by focusing on the start time to return to the surface, reconstructing fine-scale dive paths, and analyzing stroking activities with acceleration data. Although previous studies on diving animals postulated that total oxygen stores and oxygen consumption rate constrain dive duration (Hansen \& Ricklefs, 2004, Hays et al., 2000), the duration of a dive should be a consequence of the prior decision to return to the surface. Therefore, it may be important to investigate the timing of the initiation of the return as well to fully understand diving strategies.
Table 2-1. Basic information for each experimental bird.

| Bird | experiment | Body mass (kg) | Type of loggers | Data length (days) | Mean swim speed during a dive ( $\mathrm{m} \mathrm{s}^{-1}$ ) |  | Number of dives for speed analyses |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | mean | s.d. |  |
| CW1 | A | 29.0 | W1000-PD2GT | 4.0 | 2.1 | 0.23 | 124 |
| CW2 | A | 23.0 | W1000-PD2GT | 4.1 | 2.2 | 0.30 | 359 |
| CW3 | A | 21.5 | W1000-PD2GT | 4.1 | 2.2 | 0.28 | 314 |
| CW4 | A | 23.5 | W1000-PD2GT | 3.9 | 2.3 | 0.30 | 294 |
| CW7 | A | 24.0 | W1000-PD2GT | 4.0 | 2.2 | 0.30 | 300 |
| CW8 | A | 27.5 | W1000-PD2GT | 3.9 | 2.0 | 0.22 | 232 |
| CW9 | A | 24.0 | W1000-PD2GT | 4.0 | 2.1 | 0.25 | 345 |
| CW10 | A | 25.5 | W1000L-PD2GT | 14.3 | 2.2 | 0.29 | 513 |
| CW11 | A | 22.0 | W1000L-PD2GT | 14.5 | 2.2 | 0.25 | 1196 |
| CW13 | A | 26.0 | W1000L-3MPD3GT | 11.5 | 2.2 | 0.24 | 574 |
| PR 1 | B | 27.4 | W1000L-3MPD3GT | 4.1 | 1.9 | 0.29 | 116 |
| PR2 | B | 24.7 | W1000L-3MPD3GT | 6.3 | 1.9 | 0.28 | 147 |
| PR3 | B | 24.4 | W1000L-3MPD3GT | 2.3 | 1.6 | 0.27 | 58 |

[^0]Table 2-2. Results of the 95th percentile regression analyses on the ascent start time (AST) and the cumulative number of strokes at the AST against dive
depth for birds in experiment A .
Table 2-3. Upper limit of the FHT (decision-to-return time) and results of stroke analyses for birds in experiment B.

|  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bird | Number of dives | Maximum FHT <br> $(\min )$ | Maximum number of strokes <br> at the FHT | Stroke rate <br> $\left(\right.$ beats s $\left.^{-1}\right)$ | s.e. |
| PR1 | 158 | 10.8 | 218 | 0.39 | 0.009 |
| PR2 | 254 | 9.8 | 267 | 0.46 | 0.006 |
| PR3 | 83 | 11.7 | 225 | 0.34 | 0.008 |
| mean |  | 10.8 | 237 | 0.40 |  |
| s.d. | 1.0 | 27 | 0.06 |  |  |

Table 2-4. List of parameters for stroke and glide swimming model (see Section 2-4-2).

| symbol | parameter | value (unit) |  |  |
| :---: | :--- | :--- | :--- | :--- |
| $m$ | body mass | 25 | $(\mathrm{~kg})$ |  |
| $U_{G}-U_{0}$ | increase of speed by one stroke | 0.4 | $\left(\mathrm{~m} \mathrm{~s}^{-1}\right)$ |  |
| $S$ | wetted surface area | 0.68 | $\left(\mathrm{~m}^{2}\right)$ | Clark \& Bemis (1979) |
| $g$ | gravitational acceleration | 9.8 | $\left(\mathrm{~m} \mathrm{~s}^{-2}\right)$ |  |
| $C_{d}$ | drag coefficient | 0.003 |  | Clark \& Bemis (1979) |
| $\rho_{w}$ | density of water | 1027 | $\left(\mathrm{~kg} \mathrm{~m}^{-3}\right)$ |  |
| $\rho_{t}$ | density of body tissue | 1020 | $\left(\mathrm{~kg} \mathrm{~m}^{-3}\right)$ | Wilson et al. (1992) |

(a)

(b)

(c)


Fig. 2-1. (a) Map of Antarctica and the enlarged part near the sites for experiments A (site A: near Cape Washington, $74^{\circ} 39^{\prime} \mathrm{S}, 165^{\circ} 24^{\prime} \mathrm{E}$ ) and B (site B: McMurdo Sound, $77^{\circ} 43^{\prime} \mathrm{S}, 166^{\circ} 07^{\prime} \mathrm{E}$ ). The map was made by modifying the image obtained from Google earth (http://www.earth.google.com). Pictures of (b) a penguin with a data logger, W1000L-3MPD3GT, on the lower central back and (c) the experimental site B ('Penguin Ranch'), where penguins stand near isolated dive holes inside the artificial corral on the fast sea ice (Photos by Kozue Shiomi).


Fig. 2-2. (a) Power spectral densities of longitudinal acceleration data calculated by fast Fourier transformation. An arrow indicates the trough providing a threshold of the low-pass filter to extract gravity-based acceleration components (see the section 2-2-2). (b) Time-series data of longitudinal acceleration. Double-headed arrows show a stroke cycle (a set of up- and down strokes) detected as regular peaks. Stroke frequency is a reciprocal of stroke cycle duration.


Fig. 2-3. Comparison of depth profiles to deteremine the constant $b$ for converting the number of propeller rotations per second to the swimming speed. Gray line presents that recorded by a data logger, and dashed lines those calculated with recorded pitch angles, the number of propeller rotations, and several assumed values of $b$. For this dive, 0.03 is appropriate.


Fig. 2-4. Example of reconstructed three-dimensional dive path of an emperor penguin. Dashed arrows indicate the direction of travel.


Fig. 2-5. Illustration of the point of decision to return the surface in non-U-turn dives (a; time-series depth data) and in U-turn dives (b; an aerial view of a dive path). The onset of ascent and U-turn were considered as the decision point in (a) and (b), respectively.


Fig. 2-6. Relationships between the decision-to-return time and vertical or horizontal distance from the starting point of the dive. (a) Plots of ascent start time (AST) against dive depth obtained from birds diving during foraging trips (experiment $\mathrm{A} ; N=15,978$ dives from 10 birds) and (b) those of farthest horizontal time (FHT) against the farthest horizontal distance (FHD) obtained from birds diving at the isolated dive hole (experiment $\mathrm{B} ; N=495$ dives from three birds). A red line represents the 95 th percentile regression line, $\mathrm{AST}=a\{1-\exp [-b$ (dive depth) $]\}$, using average regression coefficients from 10 birds in experiment A; dashed lines represent an average asymptote ( 5.7 min ) estimated as coefficient $a$ in experiment A (see Table 1).


Fig. 2-7. Histograms of mean swim speed in a dive of birds diving during foraging trips (expetiment A ; black line) and of birds diving at the artificial dive hole (experiment B ; blue line).


Fig. 2-8. Classification of U-turn dives using dive paths of bird CW13 in experiment A. (a) Histogram of the ratio of the farthest horizontal time (FHT) to dive duration (top). For reference, a histogram obtained from bird PR3 in experiment B, where birds always returned to the starting point of a dive, is presented (bottom). (b) Relationship between decision-to-return time (i.e. AST for non-U-turn dives, FHT for U-turn dives) and dive depth for non-U-turn dives (black) and farthest horizontal distance (FHD) for U-turn dives (green). The red line presents the 95th percentile regression line, $\mathrm{AST}=a\{1-\exp [-b($ dive depth $)]\}$, obtained from bird CW13.


Fig. 2-9. Results of stroke analyses. (a) Relationship between the upper limit of the decision-to-return time (decision time limit) and stroke rate in each bird in experiment A (black) and B (blue). The decision time limit was estimated by the 95th percentile regression on AST in experiment A, and as the maximum FHT multiplied by 0.95 in experiment B. The red line indicates the regression line: decision time limit=3.97/stroke rate. (b) Relationship between the number of strokes at the decision to return and the dive depth and farthest horizontal distance (FHD)(black, dives in experiment A; blue, dives in experiment B). The red line presents the 95 th percentile regression line averaged for birds in experiment A (see Table 2-2).


Fig. 2-10. Time-series data of swim speed and dorso-ventral acceleration. Regular peaks in the acceleration reflect up- and down strokes of flippers. Instantaneous increase and decrease in the speed reflect stroke and glide, respectively.


Fig. 2-11. Diagram of hydrodynamic and mechanical forces on a swimming penguin. $D$ is drag, $B$ is buoyancy, $m$ is body mass, $g$ is gravity acceleration, $T$ is thrust, and $\beta$ is pitch angle relative to horizontal plane. During gliding phase, thrust component parallel to swim direction is expected to be smaller than drag and buoyancy component, and therefore, a bird would gradually decelerate.


Fig. 2-12. Model calculation of stroke rates of emperor penguins, based on estimation of glide duration with (a) different pitch angles, (b) air volumes, and (c) swim speed. In (a), air volume is set as 4 L , in (b), pitch angle is set as 45 degree, and in (c), air volume is set as 2 L and pitch angle as 45 degree.

## Chapter 3. Timing of the decision to start homing in streaked shearwaters

## 3-1. Background

Previous studies have reported that a variety of traveling animals from invertebrates to mammals arrive at their goal sites including nests and foraging areas within a narrow time window of the day, such as in the twilight hours (e.g. Davis et al. 1962, Hobson 1972, Rodway \& Cooke 2001, Bijlsma \& van den Brink 2005, Narendra et al. 2010). These temporal patterns require the ability to time movements between distant places accurately so as to reach destinations at the appropriate time, neither too late nor too early.

Some seabird species of the families Procellariidae and Alcidae have also been observed to return to their breeding colonies within a specific time window at the end of their foraging trips (e.g. Matthews 1953, Warham 1958, Miyazaki 1996). This has been interpreted as an adaptation for avoidance of predators or kleptoparasitism (Miyazaki 1996, Riou \& Hamer 2008). On the other hand, their foraging areas often distributed over more than several hundred kilometers (e.g. Kato et al. 2003; Guilford et al. 2008; Thalmann et al. 2009), which means that homeward distances to the colony can vary to a large extent for each trip. The timing of arrivals over widely variable distances is conceivably a major challenge in breeding ecology, but so far no study has investigated it. This may be partly because behaviors after departure and before arrival are difficult to observe in highly mobile animals.

Miniaturized and lightweight GPS data loggers provide us with fine-scale movement paths of free-ranging animals, including flying seabirds (von Hünerbein et al. 2000, Steiner et al. 2000). GPS is a satellite-based navigation system. Twenty-five stationary US satellites are placed in four orbits around the Earth and send a particular signal. The position of a receiver is calculated based on measurements of the signal delay, i.e., the distance between the receiver and the satellites. Since the satellite positions are known, the receiver can calculate its position by solving a set of simultaneous equations. Three-dimensional positioning requires the solution of four equations with four unknowns: three spatial coordinates plus the clock bias (Sisak 1998). Since May 1, 2000, when selective availability-degradation of the GPS signal to prevent foreign military use- was turned off, the accuracy of the positions has increased (Steiner et al. 2000).

In the present study, GPS data loggers were deployed on streaked shearwaters (Calonectris leucomelas) breeding on islands in northern Japan to record their at-sea homing paths associated with arrival times. Although they perform foraging dives at sea, those are
shallow in depth and short in duration (Matsumoto 2008). Therefore, the lack of positional data while submergence seems negligible. Fine-scale movement data allowed to investigate the relationships between the timing of homing flights, homeward distance, travel speed, and arrival time at the colony.

## 3-2. Materials and methods

## 3-2-1. field experiments

Experiments were carried out during chick-rearing period of streaked shearwaters at breeding colonies on two islands (ca. 11 km apart; Fig. 3-1), Sanganjima Island ( $39^{\circ} 18^{\prime} \mathrm{N}, 141^{\circ} 59^{\prime} \mathrm{E}$; September 2008; $N=11$ birds; Table 3-1) and Funakoshi-Ohshima Island ( $39^{\circ} 24{ }^{\prime} \mathrm{N}, 141^{\circ} 59^{\prime} \mathrm{E}$; September 2009; $N=10$ birds; Table 3-1), Japan. The study birds were caught by hand when present in their nest burrow. GPS loggers (TechnoSmArt, Guidonia Monteceilo, Italy) packed with heat-shrinking tube for waterproof (deployment mass ca. 25 g ) were attached on birs' back feathers using waterproof tape (Tesa, Hamburg, Germany) and instant glue (Loctite, Henkel, Dusseldorf, USA) in the same manner as for penguins in Chapter 2. The mass of the loggers was $4.5 \%$ of the birds' body mass on average (range 3.8-5.3\%; Table 3-1). Loggers were set to take one positional fix every 20 s or 1 min . About one week after the deployments, recapture of the birds for retrieving the loggers was started. There appeared to be no damage to their feathers from the attachments of the loggers. Experimental periods lasted 16 days and 3 weeks, respectively and no birds abandoned their chicks during the experiments. The procedures of the field study were approved by the Animal Experimental Committee of the University of Tokyo, and this work was conducted with permission from the Ministry of the Environment and Agency for Cultural Affairs, Japan.

## 3-2-2. definition of homing start

For analyses of the data obtained with GPS data loggers, MATLAB (Mathworks) software was used. All positional fixes were mapped using the Universal Transverse Mercator coordinate system. Horizontal ground speed was calculated from consecutive positional fixes. The frequency distribution of speeds was bimodal (Fig. 3-2), as has previously been found in other seabird species (Guilford et al. 2008, Weimerskirch et al. 2002, Zavalaga et al. 2010). The lower values were considered to relate to drifting on the sea surface, while higher values were interpreted as flight (Guilford et al. 2008, Weimerskirch et al. 2002, Zavalaga et al. 2010).

Because intermediate values are difficult to separate flight from drifting, a conservative value, $15 \mathrm{~km} \mathrm{~h}^{-1}$, was used as the threshold of flight to reduce pseudo flights, based on the histogram (Fig. 3-2).

For each positional fix, distance to the island was calculated, and the rate of change in distance over the following one-hour period (i.e. average approach speed for the hour) was used to estimate the speed with which shearwaters approached their nesting colonies. The values were negative during outward journeys and positive during homeward ones. Considering the last phase, during which average approach speeds remained positive, the start of homing for each trip was defined as the first point when average approach speed was $>15 \mathrm{~km} \mathrm{~h}^{-1}$ (for the criterion of horizontal ground speed relating to flight, see Fig. 3-2). Following this procedure, the homing start time (in hours relative to sunset) and the distance ( km ) from the island at that point were obtained (Fig. 3-3).

## 3-2-3. model fitting

Linear mixed models were used to estimate the associations between homing start distance, $D$ and (i) homing start time, $T$, (ii) trip-end (arrival) time, (iii) mean flight speed during homing and (iv) percentage of flight time during homing. Although 'colony identity (and/or year)' was included as a random effect in the model, there was no significant improvement compared to the model without it. Therefore, only 'bird identity' was considered as a random effect in the present analysis. For model fitting, R 2.10 (R Development Core Team 2009) was used with the lmer function in R package lme4 (Bates \& Maechler 2009), and $95 \%$ confidence intervals and $P$ values of each parameter were obtained from 100,000 Markov Chain Monte Carlo runs using the pvals.fnc function in R package languageR (Baayen 2009).

## 3-3. Results

According to movement paths obtained using GPS data loggers, streaked shearwaters ( $N=21$ birds) breeding on the two islands commuted between their nesting colonies and foraging areas at sea (Fig. 3-1), similar to most seabird species during their breeding seasons (Gaston 2004). During deployment of the loggers, they performed a total of 68 foraging trips lasting 0.6 to 7.8 days. The maximum distance from the colony during a trip (hereafter, 'trip range') varied between 17.6 and 526.9 km . None of the tagged birds spent time on the islands during daylight hours, and birds arrived at their nesting colonies mostly during several hours after sunset as
reported previously (Yoshida 1962) (Fig. 3-4a). Using this data set, I discussed their homing behaviors at sea to arrive within an appropriate daily time window despite substantial variation in their trip ranges.

Analysis of consecutive GPS locations during a trip indicated that birds initiated their homeward journeys at a well-defined point in time, from when the distance of positional fixes to the island started decreasing markedly (Fig. 3-3, see the section 3-2-2). In some short-range trips ( $<100 \mathrm{~km}$ ), however, the changes in the distances to the birds' colony were continuously gentle or irregular, and the homing initiation was not well defined. The decision to start homing may be more flexible when returning over shorter distances because the time constraint is expected to be weaker than when returning from much more distant places. Although it cannot be elucidated at present, considering the purpose of the present study, that is, to investigate homing behaviors from distant places, the focus was placed on long-range trips ( $>100 \mathrm{~km}, N=$ 26 trips by 17 birds), which all exhibited a distinctive homing phase. In these trips, the distance from the island $(D)$ at the onset of homing varied from 96.6 to 457.2 km ; note that the 'homing start distance' was not identical to, and less than, the trip range which was used when subsampling for homing analyses. 'Homing start time' $(T)$ varied from 19.9 to 1.9 h before sunset and was strongly negatively correlated with $D$ (Fig. 3-5a, Table 3-2). Thus, birds initiated homing earlier in the day when they were farther away from their nesting colonies: a linear mixed model estimated $T=-0.036 D+0.84$. In $69.2 \%$ of the $>100 \mathrm{~km}$ trips, birds arrived at the colonies within 3 h after sunset (Fig. 3-4a) and arrival times did not correlate with the homing start distance $D$ (Fig. 3-5c, Table 3-2).

The mean value $\pm$ s.d. of the flight speeds during homing was $34.7 \pm 5.3 \mathrm{~km} \mathrm{~h}^{-1}$. On the basis of the definition of flight, birds did not fly continuously to the islands from the homing start but sometimes landed on the water. The average percentage $\pm$ s.d. of flight time after the start of homing to trip end was $80.9 \% \pm 11.5 \%$. Neither the mean flight speed nor the percentage of time spent flying during homing correlated with the homing start distance $D$ (Table 3-2).

## 3-4. Discussion

In the present study, streaked shearwaters were present at the colony exclusively at night. Comparison between histograms of trip end times and times of arrival within a 3 km radius of the islands indicated that diurnal colony attendance was strictly avoided. On some trips,
shearwaters arrived near the island before sunset (Fig. 3-4b), but they never entered the colony during daylight hours (Fig. 3-4a). This may reflect diurnal predator (such as raptor) avoidance on the island (Yoshida 1981).

For long-range trips, the wide-ranging homeward distance $D$ seems to make it difficult to arrive at the island within a specific time window. Although one possible solution would be to change movement speeds according to travel distance, faster from the farther place, neither the flight speeds nor the percentage of flight time of the shearwaters correlated with the homeward distance (Table 3-2). Another solution can be to time the onset of the homeward journey by leaving earlier from farther locations, as observed in the present study. For birds flying at $34.7 \mathrm{~km} \mathrm{~h}^{-1}$ with a percentage of flight time of $80.9 \%$ (see the section $3-3$ ), homeward travel time would increase by 0.036 h per km of travel distance. This expected value is identical to the absolute value of the slope of the empirical model for $T$ against $D,-0.036(95 \% \mathrm{CI}$ : -0.046 to -0.024 ). In the present data set, seven of 17 individuals performed more than one (two or three) long-range trips ( $>100 \mathrm{~km}$ ) during deployment of the loggers. The data points from each bird, showed that individuals distinctly changed the homing start times depending on the distances (Fig. 3-5b). Thus, streaked shearwaters adjusted the onset of homing to the difference in the travel time, as expected from their flight performance. This temporal tuning strategy could maximize foraging time for each location and ensure an appropriate arrival time. Although why they preferred to arrive within several hours after sunset remained to elucidate, it may associate with their navigational mechanisms in addition to avoidance of diurnal predators. A previous study on Manx shearwaters suggested that shearwaters have to finish homeward journeys until around sunset because their navigation depends on diurnal cues such as sun (Matthews 1953). This may be the case also for streaked shearwaters and result in the concentration of arrival times at the beginning of night.

Anticipatory movements associated with arrival times have been well known mainly in seasonal migrants and intertidal foragers (e.g. Daan \& Koene 1981, Hartnoll \& Wright 1977). However, no study has investigated the quantitative relationship between travel distances, movement speeds, and timing of the movements associated with arrival times. Additionally, in most of those studies, animals did not need to adjust the onset of the movement on each trip because the distances between departure and arrival sites were mostly fixed. This study of streaked shearwaters is, to my knowledge, the first to show the temporal tuning of movements to travel time to achieve arrivals within a specific time window. It was clearly demonstrated that the requirement for constant arrival times at home sites affected the at-sea decision about when
to leave. Although what mechanism(s) underlie(s) the observed tuning behavior is still an open question, departure was timed as if they knew the travel time from the foraging areas to the island and the time of day. They may have learned what time they should start homing trips from each foraging area in previous trips or indeed recognized the required time to the islands from travel time during the outward journey and/or distance from the island obtained by path integration or an internal map sense, which are also possible mechanisms for navigation (Wiltschko \& Wiltschko 2003). The strong correlation between $T$ and $D$ and the striking agreement of expected and empirical relationships imply that tuning the onset of homing is an ecologically important biological phenomenon. This kind of timing ability may be found in other animal species from phylogenetically diverse taxa achieving punctual homing.

Table 3-1. Basic information of experimental birds.

| ID | Field | Sex | Body mass (g) | Proportion of logger mass to body mass (\%) |
| :---: | :---: | :---: | :---: | :---: |
| S1 | Sanganjima | female | 473 | 5.29 |
| S2 | Sanganjima | female | 485 | 5.15 |
| S3 | Sanganjima | male | 650 | 3.85 |
| S4 | Sanganjima | male | 639 | 3.91 |
| S5 | Sanganjima | female | 581 | 4.30 |
| S6 | Sanganjima | male | 592 | 4.22 |
| S7 | Sanganjima | male | 538 | 4.65 |
| S8 | Sanganjima | male | 558 | 4.48 |
| S9 | Sanganjima | female | 533 | 4.69 |
| S10 | Sanganjima | female | 520 | 4.81 |
| S11 | Sanganjima | male | 550 | 4.55 |
| T1 | Funakoshi-Oshima | female | 580 | 4.31 |
| T2 | Funakoshi-Oshima | female | 510 | 4.90 |
| T3 | Funakoshi-Oshima | malc | 640 | 3.91 |
| T4 | Funakoshi-Oshima | female | 635 | 3.94 |
| T5 | Funakoshi-Oshima | male | 625 | 4.00 |
| T6 | Funakoshi-Oshima | female | 635 | 3.94 |
| T7 | Funakoshi-Oshima | unknown | 555 | 4.50 |
| T8 | Funakoshi-Oshima | female | 565 | 4.42 |
| T9 | Funakoshi-Oshima | male | 665 | 3.76 |
| T10 | Funakoshi-Oshima | male | 585 | 4.27 |
|  |  |  | mean | 4.37 |
|  |  |  | s.d. | 0.44 |

* Sex was determined with voice: calls of males are high pitched, whereas those of females are low pitched (Arima \& Sugawa 2004).

Table 3-2. Results of fitting of linear mixed models for shearwaters' homing behavior. AIC of the models with, and without, a fixed effect of homing start distance are compared to detect the effect of homing start distance on each dependent variable. For all the dependent variables, except for homing start time, the $95 \%$ CI of the estimated slope included zero.

| Dependent variables | Fixed effect |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | None |  | 'Homing start distance' |  |  |  |
|  | AIC |  | AIC | 95\% CI for a slope |  | $P$ value |
|  |  |  |  | Lower | Upper |  |
| Homing start time | 156.1 | > | 138.8 | -0.0461 | -0.0242 | $<0.0001$ |
| Average flight speed during homing | 163.7 | $<$ | 169.4 | -0.0006 | 0.0396 | 0.062 |
| Proportion of flight time during homing | -27.7 | $<$ | -11.1 | -0.0004 | 0.0006 | 0.64 |
| Arrival time | 106.4 | $<$ | 118 | -0.007 | 0.0067 | 0.96 |



Fig. 3-1. Three examples of tracks of shearwaters recorded by GPS loggers. The maximum distance from the colony during the respective foraging trips was 179.7 km (green), 360.7 km (blue) and 526.9 km (black; these are the same trips as shown in Fig. 3-3). Arrows indicate travel directions, and a yellow circle and triangle show the positions of the breeding colonies on Sanganjima and Funakoshi-Ohshima Islands, respectively. Yellow stars show the homing start point for each trip.


Fig. 3-2. Histogram of horizontal ground speeds during homing of shearwaters. Data are pooled for the homing phases of all analysed foraging trips ( $N=26$ trips by 17 birds). The black arrow indicates the cut-off value of $15 \mathrm{~km} \mathrm{~h}^{-1}$, which was used for the threshold of 'flight'.


Fig. 3-3. Time-series data of the distance from the island during three sample foraging trips (cf. Fig.
3-1). Red circles indicate homing start points determined with approaching speed to the island.


Fig. 3-4. Histograms of times of departure from and arrival at the shearwaters' nesting islands ( $N=$ 68 trips by 21 birds). (a) Trip start and end times and (b) times when exiting and entering a 3 km radius from the islands. Times are presented relative to sunrise and sunset, respectively. White bars indicate short-range ( $<100 \mathrm{~km}$ ) trips, grey ones long-range ( $>100 \mathrm{~km}$ ) trips.


Fig. 3-5. Results of the analysis of homing start and arrival time in relation with distance at the start of homing ( $N=26$ trips by 17 birds). (a, b) Relationships between homing start time, $T$, and homing start distance, $D$, and (c) between trip end time and $D$ (circle: Sanganjima birds; triangle: Funakoshi-Ohshima birds). The solid line in (a) is a best fit estimated by a linear mixed model, with the dashed lines giving $95 \%$ confidence intervals. For (b) I used the data points of individuals performing more than one trip during deployment of the loggers ( $N=16$ trips by seven birds). The data from each bird are shown in the same colour and are connected with lines. Light-grey zones indicate night, and the dark-grey zones represent the range of sunrise time (dependent on date).

## Chapter 4. General discussion

Central place foraging is performed by many species from diverse taxa, ranging from invertebrates to primates, and is thus considered primitive behavior in the animal kingdom. This thesis investigated the timing to start returning for two model species of central place foragers-diving emperor penguins and flying streaked shearwaters-by analyzing fine-scale movement data collected during their trips. The decision could be a fundamental part of central place foraging because it affects their physiological condition, arrival times at the central place, and foraging efficiency. In this final chapter, the methods to obtain fine-scale movement data of diving and flying animals are compared, and the properties of the paths obtained with each method are presented. Next, the moving speeds in fluid are examined because this is one of the main parameters characterizing animal movements. Insights into the decision time to return by seabirds are summarized based on a comparison of the results for the penguin and shearwater studies. Future perspectives on this line of research are also presented.

## 4-1. Methodology

Irrespective of whether the subject species is aquatic or terrestrial, it is impossible for us to follow free-ranging animals for a long period and record their movements accurately and continuously. This limited the investigation of the behavior of wide-ranging central place foragers after departure and before arrival; thus far, the timing of their movements has only been described for their departure and arrival as observed at the central place. The novel bio-logging technique allows us to "observe" the undisturbed movements of those animals remotely (Naito 2004, Rutz \& Hays 2009). In the present study, the fine-scale movement data of penguins and shearwaters were analyzed to find rules for the timing of their decision to return to the central places, which has never been examined before. Although the present results indicate the usefulness of the data obtained with animal-borne loggers, there are still some constraints to recording the movements of free-ranging animals. The dive paths of emperor penguins were reconstructed by the dead-reckoning method, where locomotion vectors relative to the water were added in chorological order (Fig. 4-1a), and flight paths of streaked shearwaters were constructed by connecting consecutive positional fixes recorded by GPS loggers (Fig. 4-1b). Here, the opposite characteristics of the two methods to reconstruct the movement paths from locomotion vectors and positional fixes are discussed.

## 4-1-1. dive paths

For diving animals, records of vertical movements, i.e. dive depth, have been available using pressure sensors since the beginning of bio-logging science (DeVries \& Wohlschlag 1964, Kooyman 1966, Kooyman 1968). Nowadays, we can obtain the depth profile at spatial and temporal scales of centimeters and seconds, respectively. In contrast, the reconstruction of horizontal movements and consequently the 3-D dive paths underwater had been difficult until recently, especially for wide-ranging animals. As diving animals move and forage in 3-D environments, investigations of their movements in 3-D should be helpful to better understand their behavioral ecology and the physiology of diving.

Currently, there are two methods for reconstructing the 3-D movements of aquatic animals (Wilson et al. 2007): acoustic telemetry (Lagardère et al. 1990, Hindell et al. 2002) and dead-reckoning (Wilson \& Wilson 1988). Acoustic telemetry necessitates that receivers are within a few hundred meters of the animal to be tracked; hence, data on fast and wide-ranging species are difficult to obtain with this method (Wilson et al. 2007). The dead-reckoning technique used in the penguin study overcomes this problem; it requires data on speed, heading, and change in depth (or pitch angle), with which the locomotion vectors per measurement interval are calculated. By integrating those vectors, 3-D movements of the animals can be reconstructed. With data sets sampled at the second scale, temporally finely resolved, dive paths can be obtained without the constraint of the measuring range.

In the penguin study in Chapter 2, three-dimensional (3-D) movements of emperor penguins were reconstructed by dead-reckoning to deepen the understanding of their decision rule to return to the surface. The study was the first to report fine-scale dive paths for avian divers. Their foraging trips range up to several hundred kilometers from their breeding colonies (Ancel et al. 1992), although one dive is performed within several hundred meters from the starting point of the dive. Therefore, dead-reckoning is helpful to investigate their underwater movements and the decision to return to the surface.

However, in dead-reckoning, errors accumulate in positional fixes over time due to the lack of reference when estimating the absolute positions relative to the ground (Mitani et al. 2003, Wilson et al. 2007; Fig. 4-1 a). Error accumulation due to ocean current drift and data processing artifacts occurred in the estimated dive paths of emperor penguins (see Appendix 1). This situation when acquiring the movement paths of aquatic animals is different from that for terrestrial animals, for which the positions at each time instant can be recorded by GPS loggers with high accuracy. Nevertheless, when investigating decisions made during animal movements,
movement paths excluding passive transports by fluids (water and air) may be more helpful because they can purely present the body's locomotion. In the penguin study, the decision time of emperor penguins was defined as the moment when the birds changed their heading to go toward the surface, which is likely to be clearly shown in the path obtained by dead-reckoning. Additionally, when considering the cost of traveling, moving speeds relative to water are more important than those relative to the ground for calculation of the energy required for swimming.

## 4-1-2. flight paths

Horizontal movement paths of animals including volant birds can be reconstructed from positional data obtained by geolocation, satellite telemetry, and global positioning system (GPS). There are trade-offs of the spatiotemporal scales and accuracy of positional data, costs of the devices and running costs, and volume and weight of the devices. GPS data loggers, which provide most accurate positional data (error $< \pm 2.5 \mathrm{~m}$ for the GPS logger made by TechnoSmArt, Italy), have made it possible to know in detail how animals get to a specific place after departure from another place.

Animal-borne GPS loggers do not have a long history: after global full-time coverage for GPS was achieved in 1993 (Sisak 1998), GPS units were developed and deployed on some terrestrial and aquatic species (e.g. Sisak 1998, Schofield 2007). In the early period, the use of GPS loggers had been limited to only relatively large animals because of its volume and mass (e.g. several kilogram for marine mammals). Especially for flying birds, the effect of additional mass could be serious (e.g. Passos et al. 2010) because they have evolved as light as possible within physical and physiological constraints to adapt to flight behaviors. However, since von Hünerbein et al. (2000) and Steiner et al. (2000) developed a miniaturized one (total mass of around 30 g ) for pigeon, the size and weight were rapidly becoming smaller and lighter. Now, the lightest GPS is less than 10 g , which can be deployed small mammals and flying birds (Wikelski et al. 2007). Because there are no obstacles to interrupt satellite signals in pelagic zones, the flight paths of seabirds during foraging trips can be recorded with excellent quality.

Considering that animals move interactively with their environments (e.g., topographical features, physical conditions) and probably update their courses according to the information (Nathan et al. 2008), data on where they passed through are very useful to investigate the mechanisms of animal movements. However, when we are interested in what direction they intend to move in and the energy cost of traveling, movement paths obtained from GPS loggers should be interpreted carefully. Movements of air or water can change the
moving directions and speeds of animals in the fluid, and we get the positional data from GPS loggers as the sum of the animal and fluid movements (Fig. 4-1b). This is also the case for other positional systems that estimate absolute positions, such as satellite telemetry. One of the major purposes of obtaining time-series positional fixes of animals is to investigate their orientation and navigation mechanisms. In those studies, the directions that individuals head toward are especially important; therefore, we need to take both movements of animals and fluids into account when analyzing tracks. For example, Girard et al. (2006) considered ocean currents as a factor that causes drift in the movements of sea turtles tracked by satellite telemetry. After examining the turtles' orientation ability, they concluded that the turtles could not compensate for the deflecting actions of ocean currents.

In our study on shearwaters, birds appeared to experience wind drift during homing (see Appendix 2). The differences between moving vectors relative to the ground obtained from GPS loggers and those relative to the air after considering wind drift are unlikely to affect the analysis results for the timing to start homing because relative changes in the approaching speeds to the nesting islands were used as indices to determine the onset of homeward flights. However, the differences may be a limitation when discussing flight speeds in terms of energy efficiency of movements (see below) and orientation strategies.

## 4-1-3. future perspective about record of movement paths

Dead-reckoning can reconstruct movements faithful to animals' body orientations, and positional data obtained from GPS loggers can be used to investigate the interactions between animal movements and environmental conditions. Applying both methods to the same individuals, which can reveal movements relative to both the fluid and the ground, may be a significant step toward a comprehensive understanding of their decisions in terms of moving directions and speeds when traveling. Because the spatial and temporal scales of ocean current and wind data provided by satellite systems are sparse compared to the movement data from the animal-borne data loggers, it is difficult to estimate the effect of drift on movements using those data sets. Then, deployment of two types of devices, which allow reconstructing movement paths by both dead-reckoning and connecting absolute positions, may be plausible. Although absolute positional data cannot be obtained underwater, the positional information at the surface as obtained from a GPS logger can be used to compensate for errors that accumulate during positional estimation by dead-reckoning (Wilson et al. 2007, Matsumura et al. 2011). The combination of dead-reckoning and GPS can help reveal more about the animals' orientation
strategies and the energy aspect of their movements in fluids.

## 4-2. Moving speeds

The histograms of the swimming and flight speeds showed peaks for both the penguins and shearwaters, and the moving speeds seemed to be constrained to a specific range for each species. This common feature of movements underwater and in the air is discussed here from a physical aspect using biomechanical models.

## 4-2-1. swimming speeds

Recently, Sato et al. (2010) suggested a biomechanical model to estimate the swim speed that minimizes the cost of transport. The model incorporates work against mechanical forces (drag and buoyancy), the pitch angle, and the metabolic rate of diving penguins. The cost of transport during diving consists of the mechanical cost and basal metabolic cost. The former can be estimated by integrating the sum of the drag and buoyancy parallel to the swimming direction; the latter is the product of the basal metabolic rate and time. While drag increases with the square of speed, the time to travel a given distance inversely decreases; therefore, there is a tradeoff in swimming speed between the mechanical and basal metabolic costs.

Sato et al. (2010) calculated the most energy-efficient speed assuming that a penguin aims to reach a given depth; however, as shown in Chapter 2, emperor penguins swim not only vertically but also horizontally. Therefore, their model was slightly modified for this study to deal with the case where a penguin travels a given 3-D distance irrespective of whether it is vertically or horizontally. However, the main results of the model estimation were not affected by these changes.

Assuming that the swim speed and pitch angle of a penguin remain constant, the relationship of the thrust $T$, $\operatorname{drag} D$, and buoyancy $B$ is

$$
\begin{equation*}
T \cos (\alpha-\beta)=D-(B-m g) \sin \beta \tag{4-1}
\end{equation*}
$$

where $\alpha$ is the angle of thrust, $\beta$ is the pitch angle of the swimming direction relative to the horizontal plane, $m$ is the body mass $(\mathrm{kg})$, and $g$ is the gravitational acceleration $\left(=9.8 \mathrm{~m} \mathrm{~s}^{-2}\right)$ (Fig. 4-2). The cost to travel a unit distance $C_{t}\left(\mathrm{~J} \mathrm{~m}^{-1}\right)$ is described as:
$C_{t}=T \cos (\alpha-\beta)$

From equations (4-1) and (4-2), the following equation is obtained:
$C_{t}=D-(B-m g) \sin \beta$

The required energy $E_{t}(\mathrm{~J})$ to travel a distance $I(\mathrm{~m})$ is calculated by integrating the cost per unit distance $C_{t}$ :
$E_{t}=\int_{0}^{I}\{D-(B-m g) \sin \beta\} d i$
where $i$ is the current traveled distance (m). Thus, $E_{t}$ is determined by the drag $(D)$, buoyancy ( $B-m g$ ), and pitch angle $(\beta)$. The drag and buoyancy are
$D=\frac{1}{2} \rho_{w} \lambda C_{d} S U^{2}$
$B-m g=\left\{\left(\frac{m}{\rho_{t}}+\frac{A_{0}}{i \sin |\beta| / 10+1}\right) \rho_{w}-m\right\} g$
where $\rho_{w}$ is the density of seawater $\left(1027 \mathrm{~kg} \mathrm{~m}^{-3}\right), \lambda$ is the ratio of the drag of an active swimmer to that of a passive object (Hind \& Gurney 1997), $C_{d}$ is the drag coefficient, $S$ is the wetted surface area $\left(\mathrm{m}^{2}\right), U$ is the swimming speed $\left(\mathrm{m} \mathrm{s}^{-1}\right), \rho_{t}$ is the density of the penguin body tissue (1020 $\mathrm{kg} \mathrm{m}^{-3}$; Wilson et al. 1992), and $A_{0}$ is the air volume in the body at sea surface. From equations (4-4), (4-5), and (4-6),

$$
\begin{equation*}
E_{t}=10 A_{0} \rho_{w} g\left(\ln \left|\frac{I \sin |\beta|}{10}+1\right|\right)+\left\{\frac{\rho_{w} \lambda C_{d} S U^{2}}{2}-\left(\frac{\rho_{w}}{\rho_{t}}-1\right) m g \sin \beta\right\} I \tag{4-7}
\end{equation*}
$$

The basal metabolic cost $M_{t}(\mathrm{~J})$ is the product of the basal metabolic rate $M_{b}\left(\mathrm{~J} \mathrm{~s}^{-1}\right)$ and time (s) taken to travel a given distance:

$$
\begin{equation*}
M_{t}=M_{b} \frac{I}{U} \tag{4-8}
\end{equation*}
$$

$M_{b}$ was obtained from an allometric relationship for avian groups (McKechnie et al. 2006):

$$
\begin{equation*}
M_{b}=3.65 m^{0.744} \tag{4-9}
\end{equation*}
$$

The energy invested for muscle contractions is partly lost through translation into thrust. Therefore, the actual mechanical energy required to generate thrust is considered to be $E_{t} /\left(\varepsilon_{p} \varepsilon_{A}\right)$, where $\varepsilon_{A}$ presents the efficiency with which chemical energy is translated into muscle work and $\varepsilon_{p}$ is the propeller efficiency with which muscular movements are translated into thrust. The total energetic cost $E$ to travel a distance $I$ is

$$
\frac{E_{t}}{\varepsilon_{p} \varepsilon_{A}}+M_{t}=\frac{10 A_{0} \rho_{w} g}{\varepsilon_{p} \varepsilon_{A}}\left(\ln \left|\frac{I \sin |\beta|}{10}+1\right|\right)+\left\{\frac{\rho_{w} \lambda C_{d} S U^{2}}{2}-\left(\frac{\rho_{w}}{\rho_{t}}-1\right) m g \sin \beta\right\} \frac{I}{\varepsilon_{p} \varepsilon_{A}}+\frac{M_{b} I}{U}
$$

By substituting assumed values into each parameter of equation (4-10) as shown in Table 4-1, the relationship between the swim speed $U$ and the total cost of transport $E$ is obtained (Fig.

4-3a). At the swim speed $U_{\text {opt }}$ that minimizes the cost of transport, $\frac{d E}{d U}=0$. From the equation (4-10),
$\frac{d\left(E_{t} / \varepsilon_{A} \varepsilon_{p}+M_{t}\right)}{d U}=\frac{\rho_{w} \lambda C_{d} S I}{\varepsilon_{A} \varepsilon_{p}} U-M_{b} I U=0$

Then, $U_{\text {opt }}$ is presented as

$$
\begin{equation*}
U_{o p t}=\left(M_{b} \varepsilon_{p} \varepsilon_{A} / \rho_{w} \lambda C_{d} S\right)^{1 / 3} \tag{4-12}
\end{equation*}
$$

As estimated by the previous model (Sato et al. 2010), $U_{\text {opt }}$ is $1.8 \mathrm{~m} \mathrm{~s}^{-1}$ for emperor penguins.

According to equation (4-11), the optimal swim speed is independent of the traveled distance $I$. Although some theoretical models have indicated that swim speeds should be changed depending on the situation such as the prey patch condition and dive depth (e.g., Thompson et al. 1993), the cost of transport is also considered to be a basic constraint in those models. The empirical values for the swim speed of emperor penguins (1.0-3.2 $\mathrm{m} \mathrm{s}^{-1}$ ) appear to be consistent with the range of estimated speeds to achieve a low cost of transport (Fig. 4-3a). Although the biomechanical model above only considers swim speeds during descent for a given distance, penguins seem to avoid changing swim speeds, largely due to energy efficiency.

## 4-2-2. flight speeds

Theoretical models to estimate energy-efficient air speeds have also been suggested for avian flight. The aerodynamic power $P_{\text {aero }}$ required for forward flight has been modeled in several ways (e.g., Norberg 1990, Pennycuick 2008). The general prediction common to all the models is that $P_{\text {aero }}$ should vary with flight air speed according to a U-shaped curve (Tobalske 2007). As performed in a previous study on flight speeds of cormorants (Watanabe et al. 2011), the cost of flight was estimated for streaked shearwaters, based on the Pennycuick (2008) and Norberg (1990) models. These models estimate the cost of traveling for a unit of time; they were modified to calculate the speed to minimize the cost of traveling a given distance. The estimated flight speeds with the minimum cost of transport were compared with the empirical data.

The power $P_{\text {aero }}$ is the sum of induced power $P_{\text {ind }}$ to produce lift, parasite power $P_{p a r}$ to overcome drag on the body, and profile power $P_{p r o}$ to overcome drag on the wings:

$$
\begin{equation*}
P_{\text {aero }}=P_{\text {ind }}+P_{\text {pro }}+P_{\text {par }} \tag{4-13}
\end{equation*}
$$

Each component-i.e. $P_{i n d}, P_{p r o,}$ and $P_{p a r}$-is described as below. The only difference between the Pennycuick and Norberg models is the equation to estimate the profile power $P_{\text {pro }}$; the latter assumes that it depends on speeds, while the former does not.

$$
\begin{align*}
& P_{i n d}=2 k m^{2} g^{2} / U \pi L_{w}^{2} \rho_{a}  \tag{4-14}\\
& P_{p a r}=\frac{1}{2} \rho_{a} S_{b} C_{d} U^{3} \tag{4-15}
\end{align*}
$$

$$
\begin{cases}P_{p r o}=\left(4 \mathrm{~km}^{2} g^{2} / 3 \pi L_{w}^{2} \rho_{a}^{2} S_{b} C_{d}\right)^{1 / 4} C_{p r o} S_{w} / L_{w}^{2} & \text { for Pennycuick model }  \tag{4-16}\\ P_{p r o}=\frac{1}{2} \rho_{a} S_{w} C_{p r o}^{\prime} U^{3} & \text { for Norberg model }\end{cases}
$$

where $k$ is the induced power factor, $m$ is the body mass, $g$ is gravitational acceleration, $U$ is the flight air speed, $L_{w}$ is the wingspan, $\rho_{a}$ is the air density, $S_{b}$ is the frontal area of the body, $C_{d}$ is the body drag coefficient, $C_{p r o}$ is the profile power coefficient for Pennycuick model, $S_{w}$ is the wing area, and $C_{p r o}^{\prime}$ is the profile power coefficient for the Norberg model. Then, the total metabolic cost of flight $M$ at a given flight speed is obtained as
$M=R\left(P_{\text {aero }} / \varepsilon+M_{b}\right)$
where $R$ is the respiration factor, $M_{b}$ is the basal metabolic rate, and $\varepsilon$ is the efficiency of converting metabolic power into mechanical power. While $P_{\text {ind }}$ decreases with flight speed, $P_{\text {par }}$ in both models and $P_{p a r}$ in the Norberg model increase. The tradeoff results in the U-shape curve of power required for flight over a range of air speeds (Fig. 4-3b). This relationship has been supported by the measurement of the mass-specific power of pectoralis muscles in doves, cockatiels, and magpies and the oxygen consumption in cockatiels (index of metabolic power output) over a range of flight speeds; all of these were also U-shaped (Tobalske 2003, Bundle et al. 2007). Based on the models, the energy cost $E$ to travel a given distance $I$ with flight speed $U$ can be calculated as

$$
\begin{equation*}
E=\frac{M I}{U} \tag{4-19}
\end{equation*}
$$

By setting the parameters for streaked shearwaters to be those given in Table 4-2, the speed minimizing $E$, which is called the maximum range flight speed $U_{m r}$, is estimated to be 22.0 and $10.3 \mathrm{~m} \mathrm{~s}^{-1}$ by the Pennycuick and Norberg models, respectively (Fig. 4-3b).

Guilford et al. (2008) reported that in Manx shearwaters, a related species of streaked shearwater, the ground speeds during flight are distributed close to the $U_{m r}$ obtained from the Pennycuick model. In the present study, the empirical average ground speed in each
homeward flight of streaked shearwaters was $9.6 \pm 1.5 \mathrm{~m} \mathrm{~s}^{-1}$ (mean $\pm$ s.d., $N=26$ trips by 17 birds; Fig. 4-3b), which is close to the $U_{m r}$ estimated by the Norberg model while being much less than the value estimated by the Pennycuick model. At present, the model, which is more plausible, is unknown, but the U-shaped models implies that the flight speeds of the shearwaters may be constrained to a narrow range for cost-efficient traveling.

It should be noted that the ground speeds are affected by wind drift and differ from air speed, which is the parameter considered in the biomechanical models presented above. When using air speeds calculated for the shearwaters with wind data obtained from satellites (see Appendix 2), the peak of the histogram shifts to a slightly larger value (Fig. 4-3c), although the spatiotemporal resolution of the wind data was insufficient to discuss the obtained air speeds in detail. Watanabe et al. (2011) were the first to report the air speeds of flying birds directly measured by an external propeller and discussed their moving speeds in terms of energy cost for flight. In future studies, the air speeds of shearwaters should also be measured. In addition, streaked shearwaters, which have wings with a high aspect ratio, not only flap their wings while flying but also continuously soar in the air, as do other species in Procellariiformes (Sato et al. 2009). Optimal flight speeds for the flap-gliding mode have not yet been modeled (Videler 2005). Despite the present imperfect data, it can be assumed that shearwaters have probably not evolved to adjust moving speeds for various ranges of traveling distances because one component-air speed-is highly likely to be constrained by mechanical and physiological factors, and the other-wind speed-cannot be controlled.

## 4-3. Decision time of seabirds to return

## 4-3-1. results from the two model species

To achieve energy-efficient movements in relation to the mechanical cost and basal metabolic cost, the species appeared to keep their moving speeds in fluids at a moderate level. Therefore, it seems unrealistic for them to drastically change swimming and flying speeds according to the situation. Given this prediction, the importance of the timing to start moving becomes increasingly evident to be at the right place at the right time.

In both emperor penguins and streaked shearwaters, a variation was found in the onset time of returning to their central places-in emperor penguins, the decision times strongly varied for a given dive depth (Fig. 2-6a); in the shearwater study, a difference of several hours was found in the timing to start homeward flights from similar distances (Fig.

4-4a). If we assume that animals always make the appropriate decision for each situation, the empirical variations in the decision time indicate variable conditions-physical, physiological, and ecological-that they experienced in the wild. For example, weather, foraging success, and interactions with conspecific individuals may alter the optimal time to move and/or the performance of their timing ability. Thus, simultaneous and sometimes conflicting requirements may affect their decision-making.

Even in the apparently complicated situations, however, some tendencies in the timing to start returning to the central place were found for each species. These are likely to reflect internal and/or external factors that dominate others. Streaked shearwaters adjusted the onset time of homeward flights to the distance to their breeding islands by leaving earlier from the further place (Fig. 4-4a). This pattern of movements appeared to anticipate the inward travel time to arrive at the island within the appropriate time of day. This flexible timing ability probably resulted from a combination of the adaptations to dynamic prey distributions at sea, which forces them to travel variable distances in each trip, and the narrow time window available for arrival at the colony, which may be due to the presence of diurnal predators and their poor navigational ability at night. Thus, for the shearwaters, ecological and cognitive factors appear to dominate their timing of the decision to return. The combination of wide-ranging foraging areas and narrow time window for arrivals is not unique to streaked shearwaters, but has also been observed for some other seabirds. And species from diverse taxa arrive punctually at their central places. Therefore, the timing ability found in streaked shearwaters may be shared among a variety of species.

In the penguin study, the upper limit of the time to start returning to the surface did not correlate to the distance from the surface and was inversely proportional to the stroke rate (Fig. 4-4b). In other words, muscle workload appeared to be responsible for their decision time limit to return. Unlike shearwaters, in dives at the upper boundaries, the penguins' decision to return seemed reactive rather than anticipatory. In breath-holding divers, there must be strong selective pressure to not mistime the return to the surface by leaving the depth too late because failure directly leads to death by asphyxia. It appears reasonable for emperor penguins to have a decision rule associated with their physiological capacity. However, most studies on penguins diving in open water have reported that the dive duration is generally proportional to the dive depth (e.g., Sato et al. 2004), and a relatively asymptotic distribution like that of emperor penguins has only been found in Adélie penguins diving under the sea ice (Watanuki et al. 1997). This fact suggests the possibility that not only the need to breath at the surface but
also the sea ice, which can prevent them from surfacing, can affect the asymptotic upper limit of the decision time to return in relation to the distance.

Emperor penguins and streaked shearwaters range widely underwater and over the sea, respectively, and movements between their foraging areas and central place (i.e., water surface and breeding colony) for each dive and trip are highly variable. The flexible behaviors greatly contributed to the present findings on the decision rule for the onset of returning to the central place; while moving speeds were kept relatively constant, timing was adjusted according to internal and/or external conditions. If the birds used specific areas, i.e., movement patterns were relatively constant, it would be difficult to detect the dominant factors in the wild and the abilities of animals that could meet several different requirements at the same time. In addition, by using the two species in largely different situations-i.e., diving and flight- that return to a central place to breathe and to feed their chicks, this study revealed that different types of factors can affect the timing of movements. As a general condition of central place foraging, there is a tradeoff between continuing to forage and returning to the central place. Additionally, ecological and cognitive factors appear to affect the timing of homeward trips in shearwaters, while the physiological capacity and physical environment affect the onset of returning to the water surface in dives of emperor penguins. Their anticipatory or reactive timing mechanisms likely evolved under a combination of these constraints.

## 4-3-2. future studies

In both studies on diving and flying seabirds, internal mechanisms associated with their decision to return and why they present such timing behaviors still need to be clarified, although some hypotheses have been suggested. For the penguins, physiological measurements such as oxygen depletion in the muscle and blood with recording of the animal movements may help uncover the proximate mechanisms responsible for the timing behaviors found in this study. For the shearwaters, experiments during seasons when the sun set at different times from those in the present study and experimental approaches involving translocation experiments and circadian clock resetting will be required to clarify the mechanisms involved with the timing of homeward journeys. For both penguins and shearwaters, comparative analyses with species presenting similar and/or different behavioral characteristics should also be helpful to determine the ultimate mechanisms of timing behaviors.

In this thesis, the focus was mainly on the timing of the onset of seabirds' returning journeys as a temporal aspect, and only a one-dimensional spatial parameter (i.e.,
distance) was used. Fine-scale movement data can provide more spatial information on the birds' movements, and sophisticated spatial analyses of movement paths have been performed in studies on foraging and homing behaviors as separate subjects (e.g., Bonadonna et al. 2005, Weimerskirch et al. 2007, Bailleul et al. 2010). Considering that when and how to arrive at the goal sites can be determined by the timing of the onset of movements, moving speeds, and navigational capacities and that the timing of movements can be affected by preceding behaviors such as the outward journeys and foraging, more comprehensive analyses of both temporal and spatial data may help in understanding the birds' decision rules related to their movements.

## 4-4. Concluding remarks

Since the dawn of ethology, many insights into the decision rules of wild or captive animals have been obtained by carefully observing their behaviors and investigating which conditions trigger changes in behavior and what constraints exist (McFarland 1977). "Observing" the fine-scale movement data recorded by animal-attached loggers makes it possible to access animals' decision-making in the wild, which we cannot see directly. Investigating the movements in space and time as a consequence of the animals' decision process can be a powerful approach to revealing the manner in which animals interact with their internal and external environments and the parameters that are significant for their life. To the best of my knowledge, the studies presented in this thesis are the first reports on the flexible timing of the decision by central place foragers to return to their central. Novel analyses of fine-scale movement data indicated that seabirds timed their inward movements to solve variable constraints in addition to the tradeoff between foraging and returning. The decision rules on when to return were presented by free-ranging seabirds, even though the internal and external conditions can vary for each trip under natural conditions. The timing ability for the onset of return is thus expected to be the key to central place foraging. Mistiming may lead to fatal effects, and the timing behavior has a great significance to the birds' survival. I believe that the present studies can be the beginning of growth in research on the timing of decision-making by free-ranging wild animals.

Table 4-1. List of parameters used in the model to estimate swim speed minimizing cost of traveling.

| symbol | parameter | value (unit) |  | citation |
| :---: | :--- | :--- | :--- | :--- |
| $A_{0}$ | air volume in the body at the water surface | 0.004 | $\left(\mathrm{~m}^{3}\right)$ |  |
| $\rho_{w}$ | density of water | 1027 | $\left(\mathrm{~kg} \mathrm{~m}^{3}\right)$ |  |
| $g$ | gravitational acceleration | 9.8 | $\left(\mathrm{~m} \mathrm{~s}^{-2}\right)$ |  |
| $I$ | travclcd distance | 500 | $(\mathrm{~m})$ |  |
| $\beta$ | pitch angle | 45 | $($ degree $)$ |  |
| $\rho_{t}$ | density of body tissue | 1020 | $\left(\mathrm{~kg} \mathrm{~m}^{-3}\right)$ | Wilson et al. (1992) |
| $m$ | body mass | 30 | $\left(\mathrm{~kg}^{2}\right)$ | Clark \& Bemis (1979) |
| $\lambda$ | ratio of the drag of an active object to | 0.58 |  | Hind \& Gurney (1997) |
|  |  |  |  |  |
| $C_{d}$ | drag coefficient of a passive one | 0.003 | Clark \& Bemis (1979) |  |
| $S$ | wetted surface area | 0.68 | $\left(\mathrm{~m}^{2}\right)$ | Clark \& Bemis (1979) |
| $\varepsilon_{p}$ | propeller efficiency | 0.85 |  | Ilind \& Gurney (1997) |
| $\varepsilon_{A}$ | chamical efficiency | 0.17 |  | Hind \& Gurney (1997) |
| $M_{b}$ | basal metabolic rate | 45.8 | $\left(\mathrm{~J} \mathrm{~s} \mathrm{~s}^{-1}\right)$ | McKechnie et al. (2006) |

Table 4-2. List of parameters used in the model to estimate flight speed minimizing cost of traveling. Parameters presented as "measured" values were obtained from breeding birds caught at Funakoshi Ohshima Island in 2011 ( $N=11$ birds for $m, L_{w}$, and $S_{w}$ and 4 birds for $S_{b}$ ).

| symbol | parameter | value (unit) |  | citation |
| :---: | :--- | :--- | :--- | :--- |
| $k$ |  | 1.2 |  | Pennycuick (2008) |
| $m$ | body mass | 0.58 | $(\mathrm{~kg})$ | measured |
| $g$ | gravitational acceleration | 9.8 | $\left(\mathrm{~m} \mathrm{~s}^{-2}\right)$ |  |
| $L_{w}$ | wing span | 1.09 | $\left(\mathrm{~m}^{2}\right)$ | measured |
| $\rho_{a}$ | density of air | 1.26 | $\left(\mathrm{~kg} \mathrm{~m}^{-3}\right)$ |  |
| $S_{b}$ | frontal area | 0.0077 | $\left(\mathrm{~m}^{2}\right)$ | measured |
| $C_{d}$ | drag coefficient | 0.1 |  | Pennycuick (1996) |
|  | profile coefficient |  |  |  |
| $C_{p r o}$ | $\quad$ for Pennycuick model | 8.4 |  | Pennycuick (2008) |
|  | profile coefficient |  |  |  |
| $C_{p r o}^{\prime}$ | $\quad$ for Norberg model | 0.02 |  | Rayner (1979) |
| $S_{w}$ | wing area | 0.11 | $\left(\mathrm{~m}^{2}\right)$ | measured |
| $R$ | respiration factor | 1.1 |  | Pennycuick (2008) |
| $\varepsilon$ | efficiency of energy convertion | 0.23 |  | Pcnnycuick (2008) |
| $M_{b}$ | basal metabolic rate | 3.67 | $(\mathrm{~J} \mathrm{~s}$ |  |
| $I$ | traveled distance | Ellis \& Gabrielsen (2002) |  |  |

(a)

(b)


Fig. 4-1. Diagrams of the difference between two methods to obtain moving paths: (a) dead-reckoning and (b) GPS logger. Red circles represent positional data obtained by each method. Measured vectors are represented by black arrows, and unknown vectors by white arrows. While dead-reckoning reconstructs movements relative to the fluid (water and air), connecting positional fixes recorded by the GPS loggers results in movements relative to the ground.


Fig. 4-2. Diagram of hydrodynamic and mechanical forces on a descending penguin (cited from Sato et al. 2010). $D$ is drag, $B$ is buoyancy, $m$ is body mass, $g$ is gravitational acceleration, $T$ is thrust force produced by flapping, $\beta$ is pitch angle, and $\alpha$ is the angle of thrust force relative to the horizontal plane.
(a)

(b)

(c)


Fig. 4-3. Comparisons of moving speeds to minimize the cost of traveling as estimated by the biomechanical models (curve lines) with empirical values (histograms) of (a) swimming emperor penguins and (b, c) flying streaked shearwaters. To estimate optimal swim speeds that minimize the cost (black circles), the model suggested by Sato et al. (2010) was used with minor modifications. For flight speeds, models by Pennycuick (2008) (dashed line) and Norberg (1990) (solid line) were applied. Each histogram was made (a) with mean swim speeds during the return to the surface in a dive, (b) with mean ground speeds during a homeward flight, and (c) with mean air speeds during a homeward flight (c). See Table 4-1 and 4-2 for parameter values used in the estimations.


Fig. 4-4. Relationships between the decision time to return (vertical axes) and the factor affecting the decision (abscissa axes) for (a) streaked shearwaters and (b) emperor penguins.

## Appendices

## Appendix 1: Evaluation of dive paths obtained by dead-reckoning

Positional data obtained by dead-reckoning necessarily include an accumulative error, due to the lack of reference points underwater (Mitani et al. 2003, Wilson et al. 2007). It is important to understand the limitation of the method in interpreting diving behaviors appropriately with the dive paths. Here, the dominant cause of the error is first tested, and next, another cause which can affect estimation of dive paths at a fine-scale. The contents of Appendix 1 were published in Aquatic Biology (Shiomi et al. 2008, Shiomi et al. 2010).

## A1-1. Dominant cause of errors: ocean current

## A1-1-1. hypotheses

The dead-reckoning method is based on the assumption that animals are always moving in a direction parallel to their longitudinal body axis. This assumption is not always true, especially for animals in moving fluids. Any movements not meeting this assumption, such as passive transport by water currents, are not included in the calculation and can cause errors in estimated positions (Fig. A1-1). Based on this fact, Wilson et al. (1991) described that positional fixes estimated by dead-reckoning become more inaccurate with time and that the greatest source of inaccuracy is ocean current.

If ocean current actually affects the dive paths, it is hypothesized that the directions of the estimated points relative to the real positions (error direction) will not be uniformly distributed, but will be opposite to the direction of the prevailing current. The aims of the section A1-1 are: (1) to confirm whether the error directions of the dive paths estimated by dead-reckoning are distributed in a certain direction, and, if so, (2) to examine the relationship between the error directions and the current direction using the data of dive paths obtained in experiment B (at the artificial dive hole) in Chapter 2.

## A1-1-2. test of the hypotheses

The hypotheses above were tested in the unique condition, Penguin Ranch, where emperor penguins dive through a fixed artificial dive hole and return to the same hole at the end of dives. Under this condition, where the start and end points of dives were known, the errors in positional estimation by dead-reckoning can be evaluated quantitatively. The net error was
calculated as the difference between the starting and ending points of reconstructed dive paths (Mitani et al. 2003, Wilson et al. 2007, Fig. A1-2). In addition, the direction of the estimated ending point relative to the starting point was calculated as the error direction (Mitani 2002), to test whether the directions were distributed opposite to the ocean current direction. A southward-flowing current was found to predominate near the site for experiment $\mathrm{B}\left(77^{\circ} 49^{\prime} \mathrm{S}\right.$, $166^{\circ} 07^{\prime}$ E) by Barry \& Dayton (1988). The uniformity of the distribution of the error directions during each deployment was examined using a Rayleigh test, and the mean error directions were compared among all deployments using the Watson-Williams test (Zar 1999, Chap. 27). Only dives in which the dive depth was $>25 \mathrm{~m}$ and the farthest horizontal distance (FHD) was $>100$ $m$ were used for the error analysis. The other dives were not considered to be suitable for the analysis, because the penguins swam tortuously and irregularly near the dive holes during those dives. Results are presented as means ( $\pm$ s.d.), and the results of tests were assumed to be significant at $P<0.05$.

## A1-1-3. results and discussion

The calculated ending points of the dive paths were always inconsistent with the known starting point as shown in Fig. A1-2. The mean net error of a dive in each deployment ranged from $113.3 \pm 79.8$ to $215.1 \pm 190.2 \mathrm{~m}$, and the net error correlated positively with the dive duration (Pearson's correlation coefficient; $r_{\mathrm{c}}=0.64$ to $0.82, P<0.01$; Fig. A1-3, Table A1-1). The net error divided by the dive duration, i.e. the error-per-second of a dive, varied between $0.18 \pm$ 0.09 and $0.37 \pm 0.15 \mathrm{~m} \mathrm{~s}^{-1}$ for six deployments. In all deployments, the directions of the ending points relative to the starting point were biased significantly (Fig. A1-4; Rayleigh test; $P<$ 0.001 , length of mean vector $R_{r}=0.53$ to 0.84 ). Although the mean angles were different between deployments (Watson-Williams test; $P<0.001$ ), most of the estimated ending points were north relative to the starting points (Fig. A1-4).

In a previous study, a positive correlation was found between the dive duration of Weddell seals Leptonychotes weddellii and the distance between the starting and ending points of their dive paths as calculated by dead-reckoning (Mitani et al. 2003). In addition, the distributions of the estimated ending points of the dive paths in each deployment were significantly biased relative to the starting point (Mitani 2002). However, it could not be confirmed that the directions of the estimated ending points represented the error directions, because the free-ranging seals did not necessarily use the same ice hole at the start and end of their dives. In view of this problem, Penguin Ranch, where the animals absolutely returned to
the same place, was chosen for the test of hypotheses. The calculated ending points of the emperor penguin dive paths were always inconsistent with the starting point, as shown in Fig. A1-2, and the longer the birds dived, the larger the net errors became (Fig. A1-3, Table A1-1), as Wilson et al. (1991) suspected. Thus, the error was incurred in a time-based cumulative manner. Additionally, in all six deployments, the distribution of the estimated ending points was biased significantly, and the error directions tended to be north relative to the starting point (Fig. A1-4). A southward-flowing current was predominate near Penguin Ranch (Barry \& Dayton 1988), and the mean angles of the error directions were close to the major axis of the current identified by principle component analysis (see Fig. 3a in Barry \& Dayton 1988). Those results verified the hypothesis that the positions estimated by dead-reckoning deviate towards the opposite of the ocean current direction relative to the real ones. However, it should be noted that the error-per-second values (Table A1-1) were much larger than the mean current speed $(0.076$ $\mathrm{m} \mathrm{s}^{-1}$; Barry \& Dayton 1988). In the present study, the difference could be explained only by the possibility that the current speed in the experimental period was faster than that studied by Barry \& Dayton (1988). In future studies, the current speed and direction should be measured in the experimental site. Other potential factors that may have caused error include the drift secondary to the centrifugal force when the penguins veered, the inaccuracy of the data used for calculating the dive paths, and the difference between the headings of the attached data logger and the penguins' longitude axis (Wilson et al. 2007). But the direction of the error deriving from those factors is probably variable, depending on the direction of the penguins' movement. Considering that the penguins swam in various directions (Shiomi et al. 2009) and that the error direction was biased significantly in all deployments, it seems highly unlikely that those factors were the main cause of accumulative errors.

Finally, it is concluded that the ocean current affected the dive paths calculated by dead-reckoning. In order to correct the estimated positional data, the net error is divided by the time elapsed between the subsequent known positions, and the fraction is applied to each estimated position (Mitani et al. 2003, Wilson et al. 2007). This method assumes a constant linear drift, accumulating the error in amplitude and direction over time. The results in this study showed that the method generally used for error compensation could realistically be viable, assuming the effect of the current does not change significantly depending on depth, the animal's body angle, and heading. In free-ranging animals, GPS loggers would be helpful to check and correct the error (Wilson et al. 2007, Matsumura et al. 2011). If the animal moves across different layers of current, or if the distances between the subsequent known points are
relatively long, obtaining the direction and speed of the dominant current in each area is advantageous in order to correct the positional data as accurately as possible.

## A1-2. Another cause of errors: data processing artifacts

## A1-2-1. unrealistic movements in estimated dive paths

As described above, in dead-reckoning, locomotion vectors per measurement interval are integrated from the start to the end of a dive to reconstruct paths (Wilson \& Wilson 1988). The vectors can be obtained with animal-borne recorders, such as gimbaled compass loggers (e.g. Davis et al. 1999) and tri-axis magnetic and acceleration loggers (e.g. Johnson \& Tyack 2003). It is suspected that other sources of error additional to ocean current arise when the direction of locomotion vectors are obtained using magnetic and acceleration data loggers. In this method, the heading at each measurement interval is not recorded directly, but is calculated indirectly from tri-axis magnetic and acceleration data. The process of the calculations with a combination of multiple parameters can include some factors that cause errors in the estimated paths.

When looking at the dive paths of emperor penguins closely, apparently unrealistic movements were found. In the headings, infrequent abrupt changes were observed (Fig. A1-5). The abrupt heading changes occurred by several tens of degrees during stroke cycles (Fig. A1-6). At the abrupt changes, penguins changed their headings drastically twice within a single stroke (Fig. A1-6), which appears to be physically difficult. The loggers used in the present study provide up to 1 Hz of parameters except for accelerations; consequently, headings were calculated at 1 Hz . Based on sampling theory, the calculated headings allow us to discuss only fluctuations derived from body posture changes at less than 0.5 Hz (Nyquist frequency). Changes at frequencies higher than 0.5 Hz caused aliasing in the data sampled at 1 Hz . Considering the mobility of penguins, a sampling frequency of magnetism ( 1 Hz ) might be insufficient to record their movements thoroughly. It is possible that the loggers recorded just one segment of the series of actual movements during the sampling interval of 1 s , and that the incomplete data record due to sampling intervals caused unrealistic changes in the calculated headings. From this perspective, tri-axis accelerations that were sampled at a higher frequency of 16 or 32 Hz were checked visually. If penguins changed their swimming direction so rapidly, then the sharp turns must be detected as acceleration signals, such as prominent peaks on some or all of the 3-axis. However, no specific signals were detected in the vicinity of the abrupt
changes of the calculated heading. Therefore, the abrupt heading changes in the penguins' paths seemed to be artifacts.

When penguins stroke, their pitch changes slightly in the vertical plane with up- and down-beat motions, respectively (Clark \& Bemis 1979). That is, the frequency of changes in gravity-based acceleration and magnetism data during stroke cycles is the same as that of strokes. A problem possibly occurred on combining the magnetism with the low-pass filtered acceleration data. The acceleration sensors in the data loggers record both specific accelerations and gravity-based accelerations, although only the latter, which reflect body posture, are required for heading calculations. Currently, frequency-based filters or running mean procedures are used to separate specific and gravity-based acceleration (e.g. Tanaka et al. 2001, Wilson et al. 2006). The low-frequency components of acceleration and smoothed acceleration obtained using each method are thought to be derived from changes in body posture relative to gravitational acceleration (Tanaka et al. 2001, Wilson et al. 2006). With both methods, however, accurately extracting true gravity-based acceleration is impossible in principle because, as mentioned above, some movements such as strokes can cause concurrent changes in both specific and gravity-based accelerations (Shepard et al. 2008, Shiomi et al. 2008). Dominant stroke frequencies of emperor penguins were larger than 0.5 Hz (Fig. 2-2a), and therefore, pitch angles could also change at a frequency higher than the Nyquist frequency. While low-pass filters naturally had eliminated high-frequency components of the gravity-based acceleration from such movements, the sampling rate of magnetism $(1 \mathrm{~Hz})$ did not allow the application of the same filter. As a result, aliasing was found in the magnetism data (Fig. A1-6), which seemed to lead to unrealistic changes in the calculated headings.

## A1-2-2. simulation tests

Simulations with artificial data sets of tri-axis magnetism and gravity-based acceleration at 32 Hz examined the inferences about the source of the artifacts. The simulation data assumed that a penguin swim horizontally toward north, east, south, or west, at constant speeds of $2.0 \mathrm{~m} \mathrm{~s}^{-1}$, which is similar with empirical values (see Chapter 2). Pitches and rolls of the animals were set to 0 degree except during stroke cycles, when pitches change down ( -20 degree) and up (20 degree) corresponding with up- and down-beat motions, respectively. Based on the real values recorded for birds swimming horizontally, stroke cycle durations and stroke rate were set as 0.5 s and 0.4 Hz . Then, headings were estimated with the simulated magnetism and gravity-based acceleration data after any one of the three patterns of data processing below.

Simulation A: original magnetism and gravity-based acceleration. Magnetism and gravity-based acceleration of 32 Hz were down-sampled to 1 Hz by picking up data points at 1 s intervals. The data were then used for the heading calculation without any filtering.

Simulation B: filtered magnetism and filtered gravity- based acceleration. Magnetism and gravity-based acceleration data were processed by the same lowpass filter. Headings were then estimated with filtered magnetism and filtered acceleration after being downsampled to 1 Hz .

Simulation C: original magnetism and filtered gravity-based acceleration. Magnetism data were downsampled to 1 Hz without any filtering. Gravity-based acceleration data were processed by low-pass filters and down-sampled to 1 Hz . Headings were estimated with the magnetism and filtered acceleration. That is, this simulation followed the same data process used for the field experimental data.

As a result, headings calculated in Simulations A and B were always consistent with the 'true' headings $(0,90,180$, or 270 degree), providing the smooth straight paths (Figs. A1-7a and b). Although the baselines of the calculated headings in Simulation C showed the 'true' values, abrupt changes occurred in calculated headings during stroke cycles. As a consequence, the estimated path was similar to the paths obtained from the real penguin data (compare Figs. A1-5 and A1-7c). Results of these simulations supported the speculation that unrealistic movements in the estimated paths are attributed mainly to the changes in body postures concurrent with strokes and the combination of filtered acceleration with non-filtered magnetism in the heading calculation. Because it is practically impossible to obtain true gravity-based acceleration data like in Simulation A, magnetism data should be processed, if possible, by the same filter as applied to the acceleration data, like in Simulation B. It should be noted, however, that both filtered magnetism and filtered acceleration data do not reflect changes in body posture at frequencies higher than the cut-off value of low-pass filters.

## A1-3. Conclusion

The reconstruction of 3-D dive paths undoubtedly provides useful information for examining the behavioral, ecological, and physiological significance of underwater activities such as
foraging (e.g. Davis et al. 1999, Mitani et al. 2004) and orientation (e.g. Davis et al. 2001, Narazaki et al. 2009). User-friendly programs for IGOR Pro and MATLAB (MathWorks) provided at http://bre.soc.i.kyoto-u.ac.jp/bls/index.php?3D_path (Narazaki \& Shiomi 2010) enable one to easily apply the method used in the present study to various diving animals. Unfortunately, however, the 3-D dive paths estimated by dead-reckoning with multiple parameters were elucidated to be susceptible to errors derived from passive transport by ocean current (section A1-1) and data processing for the calculation (section A1-2). In order to avoid misinterpretation of estimated dive paths, it is necessary to understand the assumptions and inherent problems of the method being used as well as the behavioral characteristics of study animals. In the analyses in Chapter 2, the FHD may be affected by accumulated errors in positional estimation. However, the conclusion can be robust that the upper limit of the decision to return is related with the number of strokes because the FHT is determined based on the relative shape of dive paths and is unlikely to change even if taking linear drift into account.

Table A1-1. Results of error analyses for estimated dive paths of emperor penguins.

| Deployment | Net error (m) |  | Error-per-second ( $\mathrm{m} \mathrm{s}^{-1}$ ) |  | Correlation coefficient | Significance |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | mean | s.d. | mean | s.d. |  |  |
| PR1-1 | 117.5 | 102.5 | 0.24 | 0.14 | 0.64 | ** |
| PR1-2 | 113.3 | 79.8 | 0.18 | 0.09 | 0.73 | ** |
| PR2-1 | 179.4 | 96.4 | 0.31 | 0.13 | 0.62 | ** |
| PR2-2 | 197.7 | 122.6 | 0.32 | 0.1 | 0.81 | ** |
| PR2-3 | 180.0 | 135.9 | 0.37 | 0.15 | 0.82 | ** |
| PR3 | 215.1 | 190.2 | 0.28 | 0.15 | 0.81 | ** |



Fig. A1-1. Diagram of ocean current drift. Red circles present positional fixes at the times, $t$ and $t+1$, estimated by dead-reckoning. A brack arrow presents the measured vector, and white arrows unknown vectors. $\theta$ is the angle between movements relative to the water and to the ground.


Fig. A1-2. Overhead view of a dive path calculated by dead-reckoning. Open circle: the coordinate $(0,0)$ presents the starting point of the dive; open triangle: the estimated ending point of the dive. Note that the $x$-axis is eastward and the $y$-axis is northward. The amplitude of net error in this dive path is displayed by a two-headed arrow.


Fig. A1-3. Relationship between dive duration and net error in a deployment (PR3; $n=47$ dives). The correlation coefficient, $r_{\mathrm{c}}$, was 0.82 . Note that only the data of dives in which dive depth was $>25 \mathrm{~m}$ and the FHD was $>100 \mathrm{~m}$ are displayed.


Fig. A1-4. Distribution of estimated ending point directions for each dive, relative to the starting point. The dashed arrows present the mean vectors; $R_{r}$ is the length of the mean vector and $a$ is the mean angle. The length of the vector is drawn proportional to the radius of the circle $=1$. The confidence limit for the mean angle was marked by dashed lines.


Fig. A1-5. Enlarged part of an overhead view of a dive path of an emperor penguin. Dashed arrows indicate the direction of travel. Note that there are some abrupt heading changes in the path.


Fig. A1-6. Time-series data of longitudinal acceleration, calculated pitch, longitudinal magnetism, and calculated heading. Red lines indicate low-frequency components of longitudinal acceleration, which were extracted with frequency-based low-pass filter. Emperor penguins stroked intermittently, and gray zones indicate stroke cycles of the penguin.


Fig. A1-7. Enlarged sections of the overhead views of an emperor penguin's paths obtained by the simulations. Dashed arrows indicate the direction of travel assumed to be western $\left(270^{\circ}\right)$ in these examples.

## Appendix 2: Evaluation of flight paths obtained with GPS

Appendix 1 discusses the problems with positional estimation by dead-reckoning. Unlike for diving penguins, the positions of shearwaters can be accurately recorded by GPS data loggers. GPS technology has facilitated detailed investigations of prey-searching strategies (Weimerskirch et al. 2007), navigational mechanisms (Biro et al. 2004), and collective movements (Nagy et al. 2010) of flying birds. However, for animals moving in fluids such as the air and water, locomotion vectors calculated from consecutive GPS positions are the sum of animal movements relative to the fluid and movements of the fluid itself (Fig. A2-1). Therefore, those directions and speeds may differ from the animals' active movements. At sea, the ocean wind is likely to alter the locomotion vectors of seabirds. Here, the wind experienced by streaked shearwaters is examined, and the degree to which the wind can affect their movement paths is inferred.

## A2-1. Wind data

Wind speeds and directions (hereafter, wing vector) along the homing paths of each shearwater were obtained using MATLAB (Mathworks) with the xtractomatic_bdap function; the data are released by National Oceanic and Atmospheric Administration (NOAA). For the procedure, the same data set of movement paths as that presented in Chapter 3 was used ( $N=26$ long-range trips by 17 birds). The sets of wind data were created based on data from the National Aeronautics and Space Administration (NASA) SeaWinds scatterometer aboard the QuikSCAT satellite platform. Wind vector fields arranged over a $0.125^{\circ}$-gridded ocean surface were averaged in 24 h ("TQSux101day" for zonal winds and "TQSuy101day" for meridional winds: http://coastwatch.pfel.noaa.gov/coastwatch/CWBrowserWW360.jsp? get=griddata). These data are intended for science-quality research applications.

## A2-2. Data analyses

Moving vectors relative to the ground (hereafter, ground vector; $\left(x_{g}, y_{g}\right)$ ) during flight were calculated from consecutive positions recorded by GPS loggers. The ground vectors and wind vectors $\left(x_{\text {wind }}, y_{\text {wind }}\right)$ were then used to estimate moving vectors relative to the air (hereafter, air vector; $\left(x_{\text {air }}, y_{\text {air }}\right)$ ) (Fig. A2-1).

$$
\left\{\begin{array}{l}
x_{\text {air }}=x_{g}-x_{\text {wind }}  \tag{A2-1}\\
y_{\text {air }}=y_{g}-y_{w i n d}
\end{array}\right.
$$

The angle between the two moving vectors $\theta$ was calculated based on the cosine law as an index of the difference between the ground vectors and air vectors,:
$\theta=\arccos \left[\left(U_{\text {air }}{ }^{2}+U_{g}{ }^{2}-U_{\text {wind }}{ }^{2}\right) / 2 U_{\text {air }} U_{g}\right]$
where $U_{\text {air }}, U_{g}$, and $U_{\text {wind }}$ are the lengths of the air, ground, and wind vectors, respectively.

## A2-3. Results and discussion

For some portions of the trips, the program to obtain wind data returned null values because there were no data of wind vectors in the area near land. According to calculations with the available data, the wind mainly came from south-southeast to west-northeast (Fig. A2-2). The mean deviation angle $\theta$ between the ground and air vectors for each trip was from 3.4 to 45.1 degree $\mathrm{s}^{-1}$, with an average of 17.8 degree $\mathrm{s}^{-1}$ (Fig. A2-3a). The mean distance between the end points of the two vectors (equal to wind speeds) for each trip was from 1.7 to $7.4 \mathrm{~m} \mathrm{~s}^{-1}$, with an average of $4.3 \mathrm{~m} \mathrm{~s}^{-1}$ (Fig. A2-3b). The mean ground speeds during flight for each homeward trip was from 6.9 to $13.3 \mathrm{~m} \mathrm{~s}^{-1}$, with an average of $9.6 \mathrm{~m} \mathrm{~s}^{-1}$. If shearwaters have no reference to compensate for wind drift, which is highly possible at sea far from coast, accumulative deviation may occur between birds' aimed movements and actual ones due to wind along the way. How they manage wind at sea is worth investigating in future studies.

While the deviation between moving vectors relative to the ground and to the air could be a limitation when discussing flight speeds in terms of energy efficiency and orientation strategies for homing, the results for the timing to start homing presented in Chapter 3 should be robust irrespective of whether moving vectors relative to the ground or to the air were used because the average approaching speed to the birds' nesting islands that was used to extract the homing start time was a relative index during the trip.


Fig. A2-1. Diagram of wind drift. Red circles represent positional fixes at times $t$ and $t+1$ recorded by a GPS logger. The brack arrow represents the measured vector, and the white arrows are unknown vectors. $\theta$ is the angle between movements relative to the air and to the ground.


Fig. A2-2. Histogram of wind directions (i.e., direction that winds come from). All data obtained for each positional fix in homeward flights ( $N=26$ long range trips by 17 birds) were included.


Fig. A2-3. Histograms of (a) deviation angles between moving vectors relative to the ground and to the air ( $\theta$ in Fig. A2-1) and (b) deviation distances between the end points of the two vectors (= wind speed).
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[^0]:    * Body mass was measured before deploying the logger
    * Data length for birds PR1 and PR2 was presented as the sum of two and three deployments, respectively.

