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Abstract

The motivation of this research is to enhance the user experience by offering better depth
interpretations in augmented reality systems. The thesis focuses on how to use blur effect to
enhance the depth interpretations since the blur effect has been proved to be an independent
depth cue to human visual system and the proper blur in the virtual scene could increase the
consistency in augmented reality. In this thesis, the perceptual problems in video see-through
augmented reality applications such as how to generate a consistent perception between virtual
and real parts, how the blur effect act as a depth cue are addressed. The whole thesis is structured
to solve three main problems: 1. how to determine the degree of blur which should be rendered
on the virtual objects; 2. how to render the certain degree of blur onto the virtual objects; 3.
how the users would perceive the blurred virtual contents as a depth cue.

To solve the first problem, a new depth cue method based on blur effect is proposed. Different
from the previous approaches, the proposed method offers an algorithm which estimates the blur
effect in the whole scene based on the spatial information in the real world and the intrinsic
parameters of the camera. To solve the second problem, a prototype AR system was designed
and implemented. The prototype system realized the proposed depth cue method and the system
design and implementation details are introduced in this thesis. The algorithm of the blur shader
is discussed.

Three user tests were conducted to solve the problem how the users would perceive the blur
effect rendered by different blurring methods. The user tests results are discussed in this thesis.
It could be confirmed from the user test results that the proposed depth cue method could help
the user to gain a better depth interpretation in AR system. In the user tests, a comparison
between the proposed method (which estimates the blur effect in the whole scene based on the
measured blur radius of some known position) and previous method (which only renders blur
effect on the position whose blur radius is measured) is addressed. However, the test results
could not confirm which method is better.

In the future work, three aspects are considered: 1. for the proposed depth cue method,
besides the blur effect caused by defocusing of the camera lens, the motion blur should also be
investigated; 2. for the prototype system implementation, a moving camera should be introduced
and the real-time detecting and rendering should also be discussed. The camera view of the
prototype system will no longer be limited to a desk but expanded to various situations; 3. for
the user tests, more researches should be addressed to investigate on how the blur effect would
match depth interpretation in quantity.
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Chapter 1
INTRODUCTION

1.1 Background and Motivation

Augmented reality (AR) is a realtime, direct or indirect, view of a real-world environmen-

t whose elements are augmented by computer-generated sensory input such as sound, video,

graphics, GPS data, smell or even haptic.“Augmented reality” is not a new concept. The first

application of AR appeared in the late 1960s and 1970s. This AR application is a motorcycle

simulator called Sensorama with visuals, sound, vibration and smell[36]. In the past, augmented

reality (AR) was always regarded as a variation of virtual reality (VR). Virtual reality is the

technologies that immerse a user inside a synthetic environment and the users cannot see the

real world around him. In contrast, AR allows the user to see the real world, with virtual ob-

jects superimposed upon or composed with the real world. AR supplements reality, rather than

completely replacing it[3].

In recent years, with the development of hardware components, graphic processors, HD and

3D displays, sensors and input devices, AR technologies are enjoying a growing popularity in a

variety of applications. Especially after the commercialization of head-mounted display (HMD)

(invented in 1968 by Ivan Sutherland[43]; the wearable device is not widely used until recent

years), smart phone and projection glasses, the researches or developments on new platforms for

AR technology keep being a hot topic. Now augmented reality is regarded as a wider concept.

It is also considered as a part of “mixed reality”. In Figure 1.1, the relationship between the AR

technology, VR technology and MR technology is showed. The biggest figure of augmented reality

technology is that it shows a strong connection with the reality world. Following the definitions

given in [3] and [2], the following aspects should be noticed when discussing augmented reality:

1. AR combines real and virtual objects in a real environment. The combination is not limited

to the sense of vision, but also contents sense of sound, smell, touch and so on. This thesis

only focuses on the sense of vision. There are normally two kinds of display screen in

AR system, the video see-through screen and the optical see-through screen. The optical
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Figure 1.1: Simplified representation of the Reality- Virtuality Continuum[8]. The stereo graphics
(SG) are also known as computer graphics (CG). These are the virtual contents appearing on
the screen. The real world is presented by direct view (DV) though optical see-though displays
or by stereo view (SV) though video see-through displays.

see-through screen indicates the see-through screen or projection glasses and the video see-

through screen is the normal display often used in daily life such as the computer screen

or the smart phone screen. All the discussions made in this thesis are based on the visual

see-through screen.

2. AR registers (aligns) real and virtual objects with each other. The registration makes AR

different from computer graphics. Computer graphics (CG) technology focuses more on

the rendering method in computer systems. However, AR technology also discuss tracking

technologies which are also the main topics in computer vision (CV).

3. AR technology runs interactively. In recent applications, moving-cameras, HD cameras and

depth cameras are often used in AR application. On the other hand, with the progress in 3D

computer graphics, 3D virtual objects became the main contents in AR applications. In the

same time, whether the registration of the real world and the rendering of virtual contents

could be conducted in real time become one of the biggest challenges in AR applications.

Besides products in entertainment and gaming industry, the AR applications are now widely

used in all kinds of industries. In education, LEGO, the Denmark toy maker began to make

toys with augmented realty app. In training industry, driving classes using AR equipment help

many people practice their driving skills. Training AR systems are especially popular in military

training. Using a HMD helmet, the soldiers could have a better sense of reality even when there

is no live ammunition. In medical care industry, augmented reality technologies are sometimes

used in the rehabilitation for patients. In construction industry, augmented reality models are

becoming a popular way to present the architecture plan. However, although the researches and

developments of AR technology are fruitful in the last few years, the fundamental problems in

the design of effective AR still remain.

The fundamental problems could be categorized into three aspects: 1. how to combine the

real and virtual world; 2. how to render the virtual contents; 3. how to interact in real-time.

One of the popular way to solve the first problem is to introduce markers into AR applications.

Nowadays, markers are the main stream for most of the practical AR applications. Only a small
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Figure 1.2: A typical marker in AR application. This is one of the sample markers in ARToolkit.
ARToolkit is one of the first project in using the marker to make the easy registration for AR
applications[17].

amount of AR applications keep using marker-less registration method. A typical maker used in

AR application is a black-white square marker with some pattern inside it, as shown in Figure

1.2. The shape of square makes it easy to track the corners and construct the three-dimension

coordinate. The inside pattern makes it easy to recognize the difference between the markers. The

second problem is a common problem in VR technology or computer graphics (CG) technology.

The third problem is highly related with the tracking and rendering algorithms. Sometimes it is

also limited by the performance of the hardware.

On the other hand, how to help the users to percept the correct information in AR is a

big and complex problem. Some of the problems in perceptually correct augmentation could be

traced to issues with depth and illumination that are often interconnected, or by issues related

to the display of the direct view such as viewing angle offset. These problems may cause scene

and depth distortions, and visibility issues, which can potentially lead to poor user experience

in AR application. Some of these issues claimed above result from technological limitations, for

example, the graphic card can hardly render photorealistic 3D virtual objects in real time[7]; or

the HMD limited the users’ view of scene. However, many are caused by limited understanding

or by inadequate methods on how to display information in AR system properly.

Among the perceptual issues, the incorrect depth interpretations degrade users experience

significantly[22]. The depth interpretations in augmented reality refer to egocentric depth per-

ception and exocentric depth interpretation, as shown in Figure 1.3. The egocentric depth per-
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Figure 1.3: Spatial relationship in Augmented Reality. The depth interpretations in augmented
reality refer to egocentric depth perception and exocentric depth interpretation. The egocentric
depth perception includes the user’s first-person perspective and the depth perception of the
contents in view.

ception includes the user’s first-person perspective and the depth perception of the contents in

view. The exocentric depth interpretation refers to the depth consistence between the real scene

and the virtual objects (overlaid computer graphic contents). In many AR applications, such

as medical AR systems (see the book Medicine Meets Virtual Reality [47]), architectural AR

systems or AR navigation systems, there is a need for the users to understand the depth relation

between the virtual object and the real view or at least understand the display order of the

objects. On the other hand, with the popularity of hand-hold or wearable display devices such

as the HD camera attached smart phone or projection glasses, the users would pursue a more

comfortable experience with less perceptual errors. Therefore, the depth misinterpretation has

become one of the biggest problems among the perceptual issues and reduces the user experience

in AR technology.

Table 1.1: Categories of depth cue methods.

Pictorial Depth Cues Occlusion
Linear perspective
Texture perspective
Relative brightness

Kinetic Depth Cues Motion parallax
Physiological Depth Cues Binocular disparity

Binocular convergence
Accommodation focus

In order to improve the depth interpretation for general users, many methods have been
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Figure 1.4: Augmented reality technology used in medical professionals[12]. AR technologies,
such as AR x-ray vision are now quite popular in practical use as well as education. The depth
interpretation in these applications shows important influence on users’ perception.

Figure 1.5: IPad-based augmented 3D-printing models. The 3D-printing model is used as a
marker. The whole AR system was invented as a new way to show architectural plans[14].
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Figure 1.6: Navigation AR smart phone application[15].

invented basing on the perceptive characters of human. Table 1.1 shows the basic depth cue

methods usually concerned in computer graphics. Occlusion and Linear perspective are often

used in augmented reality systems in order to indicate the order of the virtual object and the

real object([6][10][41][39]). However, it is not always possible to insert the virtual object into the

real view. Indicating depth ordering based on the contours or the size of the virtual object (linear

perspective cue) sometimes lead the observer a misunderstanding of the depth because the linear

perspective is affect greatly by the reference scene and can hardly act as an individual depth cue.

In virtual reality, relative brightness, shading and shadowing have been well investigated [42],

however, some researches, such as [35] showed that the high fidelity of the virtual object could

hardly help the observer to have a better performance. Binocular stereo parallax and motion

parallax become popular recently [24] [16] [49]. However, the extra need of hardware makes it

still far from practical application. Texture perspective means changing the visual information

on the texture by blurring it, decreasing the contrast or other methods. The researches in

biology and psychology have proved that the texture perspective could act as the depth cue

independently[1][45].

In video see-through augmented reality, the seamlessness of the real and virtual worlds is

affected by the differences in image quality between the superimposed virtual objects and the

real background. This problem is caused by the difference between real and virtual camera model.

The ideal camera model in which the image quality is not degraded by the defocus or motion

blur is used when rendering virtual objects in AR applications. If the virtual objects could be

rendered considering the real camera model, the AR application might be able to provide a more



7

Figure 1.7: Previous research: Sketchy AR. Equipped with a handheld visor, visitors can see the
real environment overlaid with virtual objects with both the real and virtual content rendered in
a non-photorealistic style[11].

correct depth cue. Blur effect is one of the methods to rendering texture perspective in computer

graphics. It is a common sense that cameras and eyes have limited depth of focus, so images

of objects nearer or farther than the point of focus or fixation are blurred. The limitation of

frame frequency also causes blur. This kind of blur is called motion blur. Actually, in augmented

reality, the moving camera or the moving virtual contents are both the reason for motion blur.

Several previous researches have been conducted based on applying blur effect or changing the

quality of texture to the stereo view so as to provide the users a better depth interpretation. One

of the methods is to render the real view as well as the virtual object to a cartoon like view [9][11].

In this approach, the consistency of the real view and the virtual object was increased while the

egocentric depth judgment might be largely affected because the stereo view’s quality was also

decreased. Another approach is to capture the blur level of the real object in the stereo view

first and then render the same level of blur to the virtual object[30]. However, one important

drawback of this proposed AR system is that the blur effect could only be rendered on the marker

where the blur in the real scene is measured. This limits the practicality of the system since in

many applications the virtual contents are out of the marker’s region or even moving.

The motivation of this research is to enhance the user experience by offering better depth

interpretations in augmented reality systems. The thesis focuses on how to use blur effect to

enhance the depth interpretations since the blur effect has been proved to be an independent

depth cue to human visual system and the proper blur in the virtual scene could increase the

consistency in augmented reality. In this thesis, the perceptual problems in video see-through

augmented reality applications such as how to generate a consistent perception between virtual

and real parts, how the blur effect act as a depth cue are addressed.
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Figure 1.8: Previous research: Stylized AR. The research attempts to create similar levels of
realism in both the camera image and the virtual objects with the help of artistic or illustrative
rendering and image filtering[9].

Figure 1.9: Previous research: Detecting-blurring AR. The blur level of the real object in the
stereo view is first detected and then the same level of blur is rendered to the virtual object[30].

1.2 Goal, Purpose and Contribution of the Research

The purpose of this thesis is to conduct further discussion on how to use the blur effect as a

depth cue to enhance the user experience in AR applications. The whole thesis is structured to

solve three main problems:

1. how to determine the degree of blur which should be rendered on the virtual objects;

2. how to render the certain degree of blur onto the virtual objects;

3. how the users would perceive the blurred virtual contents as a depth cue.

In this thesis, the solutions of the three problems listed above are discussed. A new method to

estimate the degree of blur that based on estimating the Point Spread Function (PSF) parameter

all over the scene of view is proposed. Referring to the thin lens camera model and the intrinsic
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parameters of the camera, such as the focus length and the size of CCD (Charge-coupled Device,

the image sensor for digital imaging), the method makes it possible to estimate the degree of

blur that varies spatially with the scene, and to render the degree of blur to virtual objects. To

solve the second problem, a prototype AR system was designed and implemented. The prototype

system realized the proposed depth cue method and the system design and implementation details

are introduces in this thesis. The algorithm of the blur shader is discussed. The thesis focuses on

the users perception issue. User tests were conducted to figure out how the users would perceive

the blurred virtual contents as a depth cue. It could be confirmed from the user test results

that the proposed depth cue method could help the user to gain a better depth interpretation in

AR system. In the user tests, a comparison between the proposed method (which estimates the

blur effect in the whole scene based on the measured blur radius of some known position) and

previous method (which only renders blur effect on the position whose blur radius is measured)

is addressed. However, the test results could not confirm which method is better.

1.3 Organization of This Thesis

This thesis is divided into six chapters. In Chapter 2, the related works is introduced. The

related technology topics are covered. The technical concepts in AR applications are listed up

and the researches related to our proposed method are introduced. The proposed depth cue

method based on blur effect is introduced in Chapter 3. In this chapter the algorithm of the blur

estimation method is presented. Chapter 4 introduces how the prototype system of the proposed

method is designed and implemented. Based on the prototype system, the user study is carried

on in Chapter 5. In the end, the conclusion and future work of the research are discussed in

Chapter 6.



Chapter 2
RELATED WORKS

2.1 Overview

In the previous researches on augmented reality, researchers have studied on how the depth

cues would affect the perception of users. The approaches are mainly in three kinds of depth

cues: 1. pictorial depth cues, including occlusion, linear perspective, texture perspective and

relative brightness; 2. kinetic depth cues, including motion parallax; 3. physiological depth cues,

including binocular disparity, binocular convergence and accommodation focus. The blur effect

is one of the factors in texture perspective. Although, the blur effect was not regarded as the

main factor of the depth cues in augmented reality, in the studies of perceptual science, the blur

effect has been proved to be among one of the strongest depth cues in human visual perception

system.

There were several researches on using depth cue to increase the consistency of the visual

objects and the real scene in the field of augmented reality. However, none of them gave a

convincing study on how the blur effect could be induced as a depth cue. In this chapter, I would

introduce several related researches in other research fields. First, I will go through what role

the blur effect plays in human’s depth perception. Secondly, I will introduce how the blur effect

is used in computer graphics and virtual reality. Thirdly, I will introduce the main researches

related to blur effect in the field of augmented reality. In the end, I will discuss how the anti-blur

technology in computer vision could become an inspiration to solve the problem of how to decide

the degree of depth cue in augmented reality.

2.2 Blur Effect as A Depth Cue in Human Perception

When asking about why the blur effect could be used as a depth cue, it is a common answer

that the object in the farther places is blurred and the object in the nearer places is clearer.

The answer comes from our common experience. In fact, this common sense comes from our
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Figure 2.1: Band-pass approximation to a human contrast-sensitivity function for a low-contrast,
high luminance, static scene[25].

characteristic in perception.

In human visual system, the image formed on our retina could be regarded as the serious

information in terms of spatial frequencies. A clear texture in our perception is the one which

contents a larger amount of high spatial frequency. The manifestation of it is that there are

many edges and corners in the texture. On the contrary, a blurred texture in our perception

is the one which contents a larger amount of low spatial frequency. If we make the images

formed on our retina all in frequency domain, we will find that each image is found of both the

so-called “high spatial frequency” and the “low spatial frequency” contents. However, unlike

the computer vision, we human could not percept each channel of the spacial frequency in the

same way. The researches in visual perception sensitivity have found that human have different

sensibility to visual contents in different spatial frequency. This characteristic even makes it

possible for human to perceive the same virtual contents differently in various situations. Figure

2.1 shows a typical contrast sensitivity function. The higher the contrast sensitivity is, the more

sensitive human is to this channel of spatial frequency. If a user is given a test of an image setting

from near to far, it is easy to find that in the near distance, the channels in the high frequency

region hold the main role in perception, while in the far distance region, the channels in the low

spatial frequency hold the leading role in the perception. Based on this perception difference,

blur effect, emphasizing on the low spatial frequency, shows a potential of acting as depth cue.

In Dhanraj’s research[45] and Georeg Mather’s study[26] on the blur effect, the blur effect was

proved to have an obvious effect on depth perception. Mather indicated that the blur variation

acts as an effective cue to depth: if one image region contains sharply focused texture, and

another contains blurred texture, then the two regions may be perceived at different depths,

even in the absence of other depth cues. In Figure 2.1, the blurred black rectangle seems farther

in depth. In some other researches, the blur effect also shows an effect for reducing eye strain in
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Figure 2.2: A 2D image shows the 3D perception of depth. The lower black rectangle appears
nearer than the upper rectangle, because it has sharply defined edges[26].

stereoscopic displays[23] and directing attention in visual displays[44]. These perception issues

all show the great potential of inducing blur effect as a depth cue in augmented reality.

However, the blur effect generally comes with two effects. The first is the contrast reduction

and the other is the edge blur. O’Shea’s research[32] proved that blur can act as a depth cue

independently from contrast[27]. The researches on edge blur[28] show that the edge blur plays

an important role in rendering blur as the depth cue. These two points will be later discussed in

the implementation part.

2.3 Blur Effect in Computer Graphics

In the field of computer graphics, it has been a long history studying on the topics of rendering

blur effect to virtual contents. It is a common sense that cameras and eyes have limited depth

of focus, so images of objects nearer or farther than the point of focus or fixation are blurred.

In the moving scene, the limitation of frame frequency also causes blur. Rendering the blurring

effect to an image means eliminating the high space frequency part of the image and keep or

emphasis on the low space frequency part.

In the previous researches in computer graphics, it has been proved that in order to make

a virtual object consistent to the real scene, it is necessary to consider the relative brightness,

shading, shadowing and other factors. The blur effect is also one of the factors. However, with

only the blur effect, it is impossible to make the virtual object seem real. In fact, selective

image blurring is very commonly used in photographic and video for establishing the impression

of depth. Although blur effect is not regarded as the key factor in rendering a virtual object.
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It actually can act as a monocular depth cue even when all other cues are removed[32]. Some

researches, such as [45] and [46], on how the blur effect affect the perception of egocentric distance

provided psychophysical evidence of the role of blur gradients in distance perception. Some

experiences in [45] show that when extra blur gradient is rendered to normal images, the viewer

will get illusion of the depth perception.

Although the blur effect keeps a hot topic in computer graphics, in augmented reality we

should concern not only on how to create a fantastic image but also on how to merge the virtual

world into the real world. The first question we should ask is that will the blur effect on the screen

represent the certain distance in the real world? In Harley’s research[25], a distance-as-filtering

hypothesis was raised. Experiments were conducted and the results showed that blurring the

image will mimic its spatial-frequency composition at certain distance of the real world. This

result shows that by applying blur effect in a right way, the user could get the same depth

perception they have to the real objects in the real world. This research shows the potential of

using blur effect as depth cue in augmented reality systems.

2.4 Related Researches in Augmented Reality

In Fischer’s research[9], a cartoon like view was rendered so as to take advantage of the blur

effect to increase the consistency. In Haller’s research[11], a loose and sketchy view was rendered

for the same purpose. In these approaches, the consistency of the real view and the virtual object

was increased while the egocentric depth judgment might be largely affected because the stereo

view’s quality was decreased. Therefore, in order to make a better depth perception, it is better

not to affect the quality of the real scene.

From 2006 to 2008, Okumura Bunyo’s group had conducted deep research on how to use

the blur effect to render seamless augmented reality scene. In his research of Geometric and

Photometric Registration Considering Image Quality for Augmented Reality, the photometric

registration is regarded as important as geometric registration. He supposed that the difference

in image quality between a real image and virtual objects decreases the seamlessness for users

because the real image is degraded in quality by blur effect caused by the imperfect optical

system of a camera. To increase the seamlessness for users in AR application, his group proposed

a method to correct the difference in image quality between the real and virtual objects using

image markers.

The proposed method focus on the augmented reality systems in which virtual objects are

composed around image markers in the real world. They assumed that the blur effect of virtual

objects is represented by the degree of blur at the marker because the point spread function

(PSF) is related to the depth of the target object and the change of depth is not large around

the marker in most case[31]. Their proposed method can be divided into 4 steps.

(A) Detect the marker. A square marker with known shape and color is used. By fitting straight

line, each edge of the marker is detected. The corners of marker are estimated by calculating

intersections of detected lines.
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Figure 2.3: Experiment scene of the prototype system in Okumura’s research.

(B) Estimate the blur parameter from captured image. The size of blur is estimated from the

change of intensities along the direction orthogonal to the edge of image marker.

(C) Estimate the camera position and orientation in consideration of blur effects. The camera

position and orientation are estimated from position of corners of the marker and the

restoration of the geometrical features of maker edges is used so that the process are not

influenced by the blur effects.

(D) Render virtual objects with blur effect. The rendering and simulation of blur effects are

carried out using graphic hardware.

Figure 2.3 and Figure 2.4 show the prototype system and the rendering result of Okumura’s

research. The result shows that the proposed method could improve the seamlessness of the

scene. By rendering a certain degree of blur on the virtual object, the over-clear virtual object

turns to seem fit into the real scene.

In Okumura’s research, the blur effect caused by defocus as well as motion blur are considered.

The other aspects in photometric registration such as lighting and shading are not considered

during the rendering process. The limitation of the research is that the blur effect could only be
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Figure 2.4: The rendering result of Okumura’s prototype system.

rendered to the virtual objects which were composed around the image marker. In many of the

AR application now, the virtual objects are rendered out of the marker region and sometimes

the virtual objects are moving around in the whole scene. In the evaluation, Okumura’s group

offered plenty of data to evaluate the estimation method of camera position and orientation. He

also conducted a comparison between real and virtual objects by comparing the difference in the

size of defocus as well as in the size of motion blur.

2.5 Depth and Defocusing

In the previous paragraphs, the blur effect and the related works in computer graphics and

augmented reality have been discussed. In the normal camera optic systems, the blur effect is

mainly caused by two reasons: 1. defocus of the camera and 2. motion blur during the shoot. In

this research, I will only discuss the blur caused by defocusing.

There are two branches in computer vision which share strong connection with the defocusing

problem: 1. autofocus and 2. image recovery. Autofocus systems have become the main trend in

the camera systems these days. The autofocus systems rely on one or more sensors to determine

correct focus. During the autofocus process, the system analysis the defocus and estimate the

depth for the focus zooming[48]. Many method to do the estimation has been raised. In Masashi’s

research[4], a new camera model accounting for both effects of defocus and lens center translation
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by zooming is introduced. In fact, the thin lens model for optical systems is often used. In

Pentland’s research[33], a depth-from-convergence model was raised. In this model, the camera

parameters are changed to measure depth at a single point, whereas the error signal (blur and

disparity) is utilized to estimate depth. Most biological lens systems are exactly focused at only

one distance along each radius from the lens into the scene. The locus of exactly focused points

forms a doubly curved, approximately spherical surface in three-dimensional space. Only when

objects in the scene intersect this surface is their image exactly in focus, objects distant from

this surface of exact focus are blurred, an effect familiar to photographers as depth of field. The

amount of defocus or blurring depends solely on the distance to the surface of exact focus and

the characteristics of the lens system; as the distance between the imaged point and the surface

of exact focus increases, the imaged objects become progressively more defocused[33]. In this

way, if the amount of blur at a given point in the image could be measured, it seems possible

to use the parameters of the lens system to compute the distance to the corresponding point in

the scene. The model derived from this idea is called smooth gradient of focus as a function of

depth which is showed below.

D =
Fv0

v0 − F − σf
(2.1)

where v0 is the distance between the lens and the image plane, f the f-number of the lens system,

F the focal length of the lens system., and σ the spatial constant of the point spread function

(i.e., the radius of the imaged point’s “blur circle”) which describes how an image point is blurred

by the imaging optics.

Since the defocus and depth share a linear relation, it is possible to use the depth information

to estimate the defocus too. The details about this algorithm and the derivation from the thin

lens model will be discussed in Chapter 3.

2.6 Discussion and Conclusions

The previous researches proved that blur effect is more than a factor to improve the consis-

tency of the virtual object and real scene. The blur effect could be used as a depth cue in AR

applications. These research results show the feasibility on making an AR system using blur

effect as a depth cue. Okumura’s researches on how to make a seamless scene in AR application

show a good reference on the system design. If the limitation of the position to render the blur

effect in Okumura’s research could be eliminated, the depth cue method would become practical

in real applications. In this thesis, a new method to estimate the blur effect from the scene is

proposed. In this method, as long as the blur parameter of a single point in the real world is

known, the blur effect of other point in the scene can be estimated. In this way, the system could

render the blur effect not only on the virtual object which is composed on the marker but also

on the virtual object away from the marker. In previous researches about the human perception,

many user tests have been done to figure out how the viewer would percept blur effect as a depth
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cue. In this research, user tests are also conducted to solve the problem on how the users would

perceive the blurred virtual contents as a depth cue.



Chapter 3
PRE-RESEARCH AND PROPOSED

METHOD

3.1 Overview

The chapter focus on discussing the blur effect caused by defocus of a camera lens. Based on

the thin lens model of a camera lens, a method is proposed to estimate the blur parameter (i.e.,

the radius of the imaged point’s “blur circle”) of any point in the whole screen referring to its

spatial information in the real world coordinate. In the proposed method, point spread function

(PSF) is introduced to evaluate the blur of a point.

In Chapter 2, the potential of making blur effect as a depth cue is introduced. However,

some problems remain. One of the biggest problems is that would the observers simply prefer

the clear virtual contents instead of the blurred virtual contents because the clear ones seem to

provide more information in sharpness, colour or lighting condition. To figure out the answer

of this problem, a pre-research user test was conducted and introduced in the beginning of this

chapter.

3.2 Pre-research: the Influence of Blur Effect on Egocen-

tric Distance

In this pre-research, user tests are raised to discuss whether the blur effect would lead the

user a better understanding of the egocentric distance to the virtual object or not. In the test,

users were given the same content (a picture of human face) in two different ways at the same

time. One image was a printed photo and the photo was pasted on a thing board putting in the

real scene. The other image was the same photo but a digital content on the computer screen.

In the experiment, the real photo was moved from near region to far region and the digital photo
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Figure 3.1: Illustration of the pre-research system. The observers were invited to sit facing the
AR system. The track for moving the real objects was behind the screen and the camera was set
at the back of the screen so that although we used a see-through screen in the experiment, the
observers were still able to perceive the egocentric depth in an appropriate way.

Figure 3.2: Stereo view of the experiments for pre-research. In the real scene, the image of face
was pasted on a thing board. The thing board was put at a certain distance and was showed in
the lower half of the screen. On the upper half of the screen, the image rendered by low pass
filter was showed. When the observers click the window, the images would change. There were
22 images could be selected in one trial. The observers were asked on which image appeared in
the upper half of the screen seems have the same depth with the real image showed in the lower
half of the screen. In this figure, the photo of the face in the real scene was put on the position
80cm from the observer and the the cut-off frequency of the virtual image is 20Hz.

was filtered by low pass filters with different cut-off frequency. The observers were asked to

match the images between the ones in the real scene and the ones blurred to different extend.

The observers were asked to choose the one of the digital images which they thought could make

them feel that it was at the same depth with the real photo. In this pre-research, the user tests

focused on near field and medium field AR perception from 0.4m to 4m.

3.2.1 Test Settings

Figure 3.1 shows the illustration of the experiment system. 7 observers were invited to sit in

front of the AR system. The track for moving the real objects was behind the screen and the
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camera was set at the back of the screen so that although the observers were using a see-through

screen in the experiment, they were still able to perceive the egocentric depth in an appropriate

way.

In order to eliminate the influence from other depth cues, such as occlusion and three-

dimension perception, only a 2D image was used in the experiment. The real object was a

thing board with a human face pasted on it. The face is about 12cm high and 8cm wide, and

window size of the augmented reality application is 960*720 pixels with 30f/s frame rate. The

camera used in the research was a Logitech 2MP autofocus web camera with the Carl Zeiss Tessar

lens with the maximum aperture of 2.0 and a focal length of 3.7 mm.

In Figure 3.2, the upper half of the window was blocked and virtual object, which is the

same 2D image of the real object, was overlaid on the gray background. The setting of the

monochrome background was to avoid the influence of linear perception. When the real thin

board was moved away in distance, the size of the real objects became smaller. The size of the

virtual images was always kept the same with the real photo so that the observers needed only

to focus on the perceptual difference the blurring effect brought. When the observers click the

window, the images would change in a random order.

In this test, the virtual object was rendered by a second order Butterworth filter[40]. By

changing the cut-off frequency, the original image has been rendered into 22 different level of

blur effect. In the real scene, experiment track started from 0.4m to 4m and is divided into 26

sections. In each trail, observers were asked to test on the whole 27 points of the distance.

3.2.2 Task

Observers were asked to sit in front of the screen and face experiment system. By clicking

the mouse, the 22 blurring images was showed in turn. The observer was asked to choose one

image which they think they could accept that the real object and the virtual object seemed to

be on the same vertical plane. The virtual objects randomly ordered by their blurring level and

the 27 distance points also appeared randomly by manual moving.

3.2.3 Test Results

The result of the pre-research was showed in Figure 3.3. The results show that when the

egocentric distance increased, the observers prefer to see more blurred texture on the virtual

object. There were two pieces of feedback need to be noticed here. First, although the observers

figured out quickly that the difference between the sample virtual images was the blur effect,

they paid much time on comparing the difference between the virtual images from times to times

in one trial. After comparing the blur of the real photo on the thing board and the virtual image,

they chose the one with the certain blur which could match the depth in the real scene. From this

process, I made an assumption that the blur effect, in the near region AR, could play a role as a

depth interpretation. However, the users are not very sensitive to the degree of blur. The details

of their sensitivity should be discussed later in the research. Second, some of observers thought
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Figure 3.3: Result of the pre-research. The x axis shows the egocentric distance from observer
and the y axis shows the cut-off frequency of the low pass filter used to blur the virtual image.
7 observers were interviewed in this test.

that it was difficult to make a choice because the real photo and the virtual image blurred in

different ways. At some distance, the real object showed blur at the eyes while a clear contour of

the cheek. However, some of the virtual images showed blurred in both the eyes and the cheek.

The most plausible explanation for this might be that the second order Butterworth filter was

not a proper filter to render the blur effect in augmented reality. In the later part of this thesis,

I will continue the discussion on how to render the blur in a proper way.

3.3 Proposed Method Based on Blur Effect in Augmented

Reality

Inspired by the autofocus researches mentioned in Chapter 2, a new model to estimate blur

effect in augmented reality is proposed. The model is derived from the thin lens model. The

blur parameter r should be referred to the definition of point spread function(PSF)[37]. In this

section, the point spread function and thin lens model are first introduced. Then, the proposed

blur estimation model is discussed.

3.3.1 Point Spread Function

The point spread function (PSF) describes the response of an optical imaging system to a

point source or point object. The PSF is the impulse response of a focused optical system. The

degree of spreading (blurring) of a point is a measurement for the quality of an imaging system

and is quite useful in field such as electron microscopy or lens performance testing. Due to

the linearity property of optical imaging system, the image of an object can be computed by
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expressing the object-plane field as a weighted sum over point of spread functions. The image of

a complex object can be regarded as a convolution of the true object and the PSF as shown in

Function (3.1).

I ′(x, y) = I(x, y) ∗ P (x, y) (3.1)

In Function (3.1), I(x, y) is the input function of the ideal image and If(x, y) is the output

function of the blurred Image. P (x, y) is the point spread function which causes the blur in the

optical system. x and y is the position in the image coordinate. The PSF of blur is generally

defined as an impulse function.

P (x, y, r) =

⎧⎨
⎩

1
r2 , x2 + y2 ≤ r2

0 , otherwise
(3.2)

where x and y are the 2D position of the corresponding point on the image, r is the blur radius.

In Function (3.2), PSF is presented as an ideal impulse function. The r in Function (3.2)

could be regarded as the radius of the blur circle or the blur parameter. For any point on

the image, the blur circle should be ideally symmetrical in all directions. However, in practice,

due to the imperfection of the optical system, the blur circle is not perfectly symmetrical too.

The advantage of introducing the point spread function (PSF) is that in the rendering process

afterward, the blur of virtual contents could be rendered by simply convoluting with the PSF.

3.3.2 Thin Lens Model

The thin lens camera model[4] is a general used model when discussing problems on zooming

and focusing. The model is described below,

1

u
+

1

v
=

1

f
(3.3)

where u is the distance between a point in the scene and the lens, v the distance between the

lens and the image plane (the plane where the images form on in optical systems), and f the focal

length of the lens.

In Chapter 2, Function (2.1) is also derived from the thin lens model. There is one thing

should be noticed here. The lens used in the implementation is not a typical thin lens but a

compound lens. A compound lens is an array of simple lenses (elements) with a common axis;

the use of multiple elements allows more optical aberrations to be corrected than is possible with

a single element. The model for a compound lens is very complex. In approximate cases, it is

possible to apply the thin lens model[4].

3.3.3 Proposed Blur Estimation Model

In Figure 3.1, when two points in the scene are considered, their blur parameters are indicated

as R1 and R2 on the image plane. If the point is in focus, the R equals to zero. Suppose that D
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Figure 3.4: Illustration of the thin lens camera model.

is the diameters of the thin lens (aperture diameter) and v0, u0 are the standard distances when

a point is exact focused. According to the principle of similar triangles, it is easy to derive,

2R1

D
=

v0 − v1
v1

(3.4)

So,
2R1 +D

2R1 +D
=

v2
v1

=
u2(u1 − f)

u1(u2 − f)
(3.5)

R2 =
[u1(u2 − f)

u2(u1 − f)
· (2R1 +D)−D]/2 (3.6)

r2 = R2/σ =
[u1(u2 − f)

u2(u1 − f)
· (2r1σ +D)−D]/2σ (3.7)

Since f and D are the intrinsic parameter of the lens, u1 could be measured and u2 is known

as the position of the estimating point. As long as R1 is known, R2 could be easily estimated.

The unit of R requires special attention. In the previous section, the unit of r is pixel which is

easy to understand from the computer vision point of view while the unit of R should be the

same as u and v. Thus, a parameter σ is introduced to correct the unit problem. σ could be

calculated by the CCD sensor size divided by the image resolution as mm/pixel. After correction,

Function (3.7) could be derived as shown.

3.4 Discussion and Conclusions

In this chapter, a pre-research user test is discussed. The user test shows that when the

egocentric distance increased, the observers preferred to see more blurred texture on the virtual

object in AR systems. The result of the user test confirmed the feasibility of using blur effect

as a depth cue in AR applications. In the later half of this chapter, an blur estimation method

based on the thin lens model is derived. The new blur estimation model would be used in the

prototype implementation in Chapter 4.



Chapter 4
PROTOTYPE SYSTEM DESIGN

AND IMPLEMENTATION

4.1 Overview

In Chapter 3, the proposed blur estimation model is proposed. This chapter focuses on how to

implement the blur estimation model into the a prototype system. Figure 4.1 shows the flowchart

of the prototype system. The processing flow is divided into five steps: 1. detect the marker; 2.

register the intrinsic and extrinsic parameters of the camera; 3. measure the defocusing (blur)

parameters on the marker; 4. estimate the blur parameters in the whole view; 5. render the

virtual objects with blur effect. In the prototype system, a checkerboard calibration process

is also induced so that the blur parameter in the scene could be measured. Although in the

estimation section, only parts of the measured data would be used, the measured blur parameter

in the whole region on the checkerboard would be saved for future evaluation.

4.2 Checkerboard Detection and Registration

In order to detect the blur parameters in a larger region, a checkerboard calibration method

is introduced. Checkerboard is widely used in computer vision to calibrate the intrinsic and

extrinsic parameters of the camera and fix the image distortion [34]. In this research, apart from

the camera calibration and registration, checkerboard is also used to provide adequate linear

edge information, which helps to calculate the defocusing parameter. Once parts of the defocus

parameters on the checkerboard are measured, the model could be used to estimate the blur

parameter out of the checkerboard based on the linear feature of defocusing. It should be noted

here that in real application, since only part of the blur parameters need to be measured, it is

proper to measure the blur parameter of the marker instead of using a checkerboard.

In order to measure the degree of blur in the real scene, it is important to have a texture in
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Figure 4.1: Process flow of the prototype system.

the real scene which is regarded as “clear”. In general, it is more easy to measure the degree

of blur on an edge. Although there are plenty of edges in the real scene, it is difficult to figure

out which edge is originally blurred and which is not. The most reliable way is to induce the

black and white edges on a checkerboard or a marker as a reference. In this implementation,

a checkerboard is used. In the practical application, blur measurement could be conducted by

detecting the edges on the AR marker.

The checkerboard used in our implementation is showed in Figure 4.2. It is a 7× 10 checker-

board. In the detection part, the openCV library[5] is used to do the checkerboard detection

and the checkerboard have to be an even number times an odd number checkerboard. The

checkerboard is printed on a A4 paper card. The checker is 25 × 25 mm2 in size. The classi-

cal black-white checkerboard could be used as a typical calibration tool for camera calibration

in OpenCV. Camera calibration involves the estimation of both extrinsic and intrinsic camera

parameters.

The first stage of the camera calibration procedure is to establish correspondences between

2D points in the image and 3D points on the checkerboard, so-called point-correspondences.

If the checker size of the checkerboard is known, it is easy to calculate the camera pose and

relative position by using the released API[13]. In this prototype implementation, the intrinsic

parameters of the camera, the focal length f and the aperture diameter D are pre-stored in the

system. How to estimate the camera pose in real-time will not be discussed in this thesis.
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Figure 4.2: The checkerboard pattern.

4.3 Blur Parameter Measurement

After the registration process of the camera, the checkerboard has already been calibrated

and the 3D position of the corners and edges could be known. By setting the black-white edge

as field of interest (sub-image or block in the whole image [21]), the analysis on certain edge

in the particular space could be conducted as shown in Figure 4.3. The PSF is calculated by

measuring the intensity of pixels perpendicular to the linear edged. According to Figure 4.4, the

intensity of pixels perpendicular to the edge is shown. In Figure 4.5, the gradient of the intensity

curve is shown. The curve well describes the spreading (blurring) of the optic system. If the

optic system is ideal and there is no blur in the measured area, the gradient of pixel intensity

perpendicular to an edge should be an impulse instead of a distribution curve. The position of

the peak of the gradient curve is supposed to represent position of the linear edge. However,

due to the imperfection of the optic system, the gradient value is asymmetric around the peak

position. In the measurement method, the exact position of the edge is not necessary since the

radius of the blur could be estimated by measuring the diameter of the spreading (blurring) on

the edge.

A threshold of 1 intensity/pixel is set in order to reduce the influence of the noise. The pixels

whose intensity gradient is over the threshold are counted into the blur diameter. The discrete

stars show the pixels included in the blur diameter. The r could then be calculated by simply

dividing the blur diameter by two.

The high resolution of the image background used in the prototype AR provides adequate

intensity data on the edge. For each of the field of edge, the intensity of around 200 pixels is

measured. In Figure 4.6, a set of data analysis of one section of the edge is shown. A Simple

Moving Average (SMA) filter is used to smooth the raw data as shown in Function (4.1). The

average of every n pixels is calculated and shown in the red line. The gradient curve shows the
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Figure 4.3: The checkerboard and a detected edge.

Figure 4.4: Intensity of pixels perpendicular to an edge.

asymmetry resulting from measurement error or a lack of accuracy of the checker.

SmoothedData =
IM + IM−1 + · · ·+ IM−(n−1)

n
, (4.1)

where I is the intensity of pixels, M the position of the pixel.
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Figure 4.5: Gradient of pixel intensity perpendicular to an edge.

Figure 4.6: A set of sample data of the pixel intensity in the prototype AR system.

4.4 Blur Parameter Estimation

In Chapter 3, the blur parameter estimation method can be summarized as Function (3.7) .

Note thatF u1, u2 are distance between a point in the scene and the lens; f the focal length; D

the aperture diameter; r1, r2 the blur radius.

r2 = R2/σ =
[u1(u2 − f)

u2(u1 − f)
· (2r1σ +D)−D]/2σ (4.2)
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In the implementation of the estimation method, the nearest parallel edge on the checkerboard

is chosen as the reference edge. The blur radius of the edge on the image plane is measured.

The u1 is the distance from the nearest edge (Edge 1) to the image plane. r1 is the blur radius

of the points on Edge 1. Using the blur parameter measurement method introduced above, the

r1 could be measured. The focus length f and the aperture diameter D was stored in advance

in the registration process. In the implementation of the prototype system, the camera view is

fixed which makes it much easier to register the camera parameters. In the practical application,

the focal lens and aperture registration of a video stream might be more complicated. For the

camera whose focus and aperture are auto adjusted, the registration method might should be

adjusted in some way.

In order to know r2, I also need to know u2. u2 is the distance from the estimating point

to the image plane. After the checkerboard calibration, a perspective of the real scene is built.

Since the size of the checkerboard and the marker in the real scene is known, the relation between

the position in the real scene and the position in the virtual 3D coordinate could be built. In

this way, r2 could be estimated.

4.5 Virtual Object Rendering in the Scene

In the implementation, ARToolkit[18] is used to build up the graphic coordinate. All the

computer graphics in this implementation are drawn using OpenGL[38][29]. The blur effect

is rendered by filtering the high frequency information in the image. A shader is often used to

change the information in the image. In the implementation, a blur shader was written instead of

using a packaged shader. The advantage of writing a new shader is that the detailed parameters

such as the blur radius, the color of pixels and the point spread function can be adjusted freely.

On the other hand, the blur shader is a high cost calculation in rendering. By writing a shader,

the blur rendering could be accelerated by providing a low cost algorithm. In this section, an

instruction of GLSL (OpenGL Shading Language) is given first and then how to render the blur

effect in the prototype system is discussed.

4.5.1 Introduction of GLSL

There are several languages that can be used to write shaders, such as Cg, HLSL and GLSL.

OpenGL Shading Language (GLSL)[19], is a high-level shading language based on the syntax of

the C programming language. It was created by the OpenGL ARB ithe OpenGL Architecture

Review Board is an industry consortium that governed the OpenGL specification) to give devel-

opers more direct control of the graphics pipeline without having to use ARB assembly language

or hardware-specific languages. GLSL code is similar to C code, but with a strong emphasis on

computation.

There are two types of graphics pipelines, the programmable pipeline and the fixed function

pipeline. The ”fixed function” pipeline refers to the older generation pipeline used in GPUs
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(graphics processing unit) that was not really controllable – the exact method in which the

geometry was transformed, and how fragments (pixels) acquired depth and color values were

built-in to the hardware and couldn’t be changed by the developers. These fixed methods allowed

the programmer to display many basic lighting models and effects, like light mapping, reflections,

and shadows (always on a per-vertex basis) using multi-texturing and multiple passes. This

was done by essentially multiplying the number of vertices sent to the graphic card. With the

programmable function pipeline, the limits of the fixed function pipeline were removed. All fixed

per-vertex and per-fragment computations could be replaced by custom computations, allowing

developers to do vertex displacement mapping, morphing, particle systems, and such all within

the vertex stage. Per-pixel lighting, toon shading, parallax mapping, bump mapping, custom

texture filtering, color kernel applications, and the like could now be controlled at the pixel stage.

Figure 4.7 shows the programmable pipeline function scheme. The OpenGL Shading Language

is actually two closely related languages. The specific languages will be referred to by the name

of the processor they target: vertex or fragment. The vertex processor is a programmable unit

that operates on incoming vertex values and their associated data.

Programs written in the OpenGL Shading Language that are intended to run on the processor

are called vertex shaders. Vertex shaders can be used to specify a completely general sequence

of operations to be applied to each vertex and its associated data. Programs written in the

OpenGL Shading Language that are intended to run on this processor are called fragment shaders.

Fragment shaders can be used to specify a completely general sequence of operations to be applied

to each fragment. Fragment shaders that perform some of the computations from the list above

must perform all desired functionality from the list above[20].

4.5.2 Blur Shader Implementation

The shader is based on Gaussian Function. First, the virtual contents are drawn into a frame

buffer. Then, the whole buffer is shaded with the blur shader. The shader parameter is based

on the blur radius estimated by the blur estimation method. The shader algorithm is discussed

below. The vertex shader implemented in the prototype is shown in Appendix-A.

4.5.2.1 Gaussian Function As Blur Model

Gaussian blur is a widely used effect in graphics software, typically to reduce image noise and

reduce detail. Pentland’s research[34] indicates that the sum of the various function obtained at

different wavelengths has the general shape of a two-dimensional Gaussian, as shown in Function

(4.3). The graph of the Gaussian function is a characteristic symmetric “bell curve”. Gaussian

blur is done by convolving each point in the input array with a Gaussian kernel and summing

them all to produce the blurred image. The two dimensional gaussian function is showed in

Function 4.8. This Gaussian distribution function could be used to simulate the point spread

function mentioned in the previous chapters.
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Figure 4.7: Graph of the two dimensional Gaussian distribution. The graph of the Gaussian
function is a characteristic symmetric “bell curve”. The Gaussian distribution could used to
approximate to the point spread function.

G(x, y) =
1

2πσ
exp

{
− (x2 + y2)

2σ2

}
, (4.3)

where x is the distance from the origin in the horizontal axis, y is the distance from the origin

in the vertical axis, and σ is the standard deviation of the Gaussian distribution.

4.5.2.2 Blur Shader Implementation in GLSL

In implementation, the Gaussian blur shader is divided to process into two passes based on

its separable property. In the first pass, a one-dimensional kernel is used to blur the image in

only the horizontal or vertical direction. In the second pass, another one-dimensional kernel is

used to blur in the remaining direction. The resulting effect is the same as convolving with a

two-dimensional kernel in a single pass, but requires fewer calculations. When converting the

Gaussianfs continuous values into the discrete values needed for a kernel, the sum of the values

will be different from 1. This will cause a darkening or brightening of the image. To remedy this,

the values can be normalized by dividing each term in the kernel by the sum of all terms in the

kernel. The Gaussian function was changed into: ( The code of this implementation in GLSL
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could be referred to Appendix-A.)

Gx(x, y; r) =

⎧⎨
⎩

1
Mx

exp(− x2

2σ2 ) , ify = 0, x ≤ r

0, otherwise
(4.4)

Gx(x, y; r) =

⎧⎨
⎩

1
Mx

exp(− x2

2σ2 ) , ifx = 0, x ≤ r

0, otherwise
(4.5)

where,

Mx = My =

r∑
i=−r

exp(− i2

2σ2
). (4.6)

4.6 Prototype System Implementation

In order to verify the feasibility of the algorithm mentioned in the previous section and the

practicality of the proposed method in augmented reality, a prototype AR system based on the

proposed processing flow is constructed as showed in Figure 4.8. In this prototype system, a high

resolution digital camera is used instead of a general web camera and the augmented scene is

composed of static pictures taken by the camera other than a video stream. The high resolution

picture helps to achieve clearer evaluation of the algorithms proposed and the easy manipulation

of the aperture and focus of a digital camera helps to make the experiment more accurate. In

Table 4.1, the specs of the prototype system are shown.

In Figure 4.9, we can see the three main elements in the system: 1. a digital camera; 2.

an AR marker; 3. the 7 × 10 checkerboard. The image plane and lens axis are also marked in

Figure 4.9. All the distances mentioned in last chapter, for example v0, v1, v2, u0, u1, u2 have

to be perpendicular to the lens axis and parallel to the image plane. In the implementation, the

tilting angle of the camera, the vertical distance and the horizontal distance are necessary for

the calculation of v0, v1, v2, u0, u1, u2.

Figure 4.10 is an image of the camera view. This image shows a stronger blur effect in the

farther region than the normal video in the general AR applications. This is because the focus

point was focused on the middle of the first edge of the checkerboard(the nearest parallel edge

to us in the scene). And a quite small depth of focus is used so that the blurring effect caused

by defocusing seems stronger than the normal situation.

4.7 Evaluation of the System Implementation

The key part in the proposed process is the blur radius estimation method of the whole

camera view. On supposing the blur radius measurement method is reasonable, an experiment

is conducted to evaluate the blur radius estimation method.
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Figure 4.8: Implemented process flow chart.

Figure 4.9: Implemented prototype AR system.

Table 4.1: Prototype AR system specs.

Computer HP Pavilion dv4
Processor: Intel Core i5 2.40Hz
Installed memory: 4.00 GB

Graphic Card AMD Radeon HD 6750M 1GB
Camera SONY NEX-5N

Image Dimensions: 4912× 3264pixels2

Size of CCD sensor: 23.4× 15.6mm2

Lens SONY Optical SteadyShot
D/f : 3.5− 5.6/18− 55mm

Checkerboard Number of checkers: 7 10
Size of checkers: 25× 25mm2
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Figure 4.10: Camera view in the prototype AR system. The scene is divided into checker-sized
sections. Each row and column is labeled with a number or an alphabet.

Table 4.2: Calibration Parameters for the experiment.

Aperture diameter (D) f/5.6mm
Focus Length (f) 21mm
Image resolution 4, 592× 3, 056pixels2

5.1× 10 exp(−3)mm/pixel
Tilting Angle) 38
Vertical distance 0mm
Horizontal distance 17mm

4.7.1 Experiment Setup

The 7× 10 checkerboard contains 11 linear edges which represent 11 discrete light planes in

the imaging system parallel to the image plane (Edge 1 to Edge 11 in Figure 4.10). From one

shot, the blur parameter on the 11 edges could be measured respectively. Based on the blur

parameter of one of the edges, the blur parameter of the other edges could be estimated using

Function (3.7). By comparing the measured blur parameter and the estimated blur parameter

inside the area of checkerboard, an evaluation of the estimation algorithm could be conducted.

According to the prototype system in Figure 4.9, the focus is manually set to the nearest edge

in the scene (Edge 1 in Figure 4.10). The blur parameter of this edge is brought into Function

(3.7) as r1. The necessary parameters for calculation are listed in Table 4.2 and Table 4.3. The

tilting angle is the angle between the image plane and the vertical plane. The blur on any point

in the camera scene (if the position is known) could be calculated now.

4.7.2 Results and Analysis

In Figure 4.11, the estimated blur parameter r and the measured blur parameter r is com-

pared. The measured blur parameter is the average value of the 7 sections on an edge (each edge
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Table 4.3: Distance from measured edges to the image plane.

Edge 1 2 3 4 5 6
u/mm 34.23 35.96 37.70 39.43 41.17 42.90
Edge 7 8 9 10 11 /
u/mm 44.63 46.37 48.10 49.83 52.73 /

Figure 4.11: A set of comparison of the measured blur parameter and the estimated blur param-
eter

from Edge 1 to 11 is divided to 7 sections by Edge a to h). Although the estimated r remains

larger than the measured r, the measured data shows an ascending trend that is similar to the

estimated data. The imperfection of the imaging system is most plausible reason to explain the

difference of the data. In Figure 4.12, the 3D graph shows the raw blur parameter data measured

in the area of checkerboard. Figure 4.13 shows the blur parameter estimated on the space of

checkerboard. The x-y plane of the 3D charts indicates the position of the black-white edge

sections. With only the blur parameter of the first edge, the blur circle radius of the whole scene

could be estimated by extending the value of u2 to the red-colored region in Figure 4.14.

With the increasing distance to the focus plane, the difference of the value increases. Com-

paring to the calculated method, the estimated method is 25% over on the farthest edge (Edge

11) of the checkerboard, which is nearly 4-pixel difference in blur radius. The imperfection of the

imaging system is the most plausible reason to explain this difference. Although 25% is pretty

big as the error rate, we wondered whether the 4-pixel difference in blur radius would affect the

user perception of blur effect for a high resolution image. To figure out the answer, we conducted

three user tests shown in next section.

In Figure 4.15, there is an abnormal data on Edge 2 between the Edge b and Edge c. This

data is caused by some dark spots on the checkerboard image which is circled in red. The effect

of the dark spots is clearly seen on both the raw data and the gradient curve. Since there is
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Figure 4.12: Raw data measured on the space of checkerboard.

Figure 4.13: Blur parameter estimated on the space of checkerboard.

no algorithm to eliminate the abnormal data, the dark spots led to a bigger PSF radius. It is

most likely that the dark spots are printing flaws of the checkerboard. Two possible solutions

to this problem can be: 1) to improve the algorithm by incorporating abnormality-handling

functionalities; 2) to use a more accurate checkerboard in experiment. In this thesis, a more

accurate checkerboard is used in the later implementations.
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Figure 4.14: The relation of the estimated blur parameter and the spatial information.

Figure 4.15: Analysis of the abnormal data in estimation. The abnormal parts are marked in
red in the intensity chart (the left image) and the edge image (the right image).

4.8 Discussion and Conclusions

In this chapter, the prototype system design and implementation is introduced. The proto-

type system implemented is based on the blur estimation model proposed in Chapter 3. The

implementation of the prototype system attempts to give an answer to the question: how to

render the certain degree of blur onto the virtual objects. The evaluation of the prototype sys-

tem shows some problem in accuracy. The imperfection of the optic system makes the ideal blur

estimation model different from the practice one. Whether the difference between the estimated

blur radius and the measured blur radius would affect the users’ perception and how the users
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would perceive the blurred virtual contents as a depth cue would be discussed in Chapter 5.



Chapter 5
USER STUDY

5.1 Overview

In the previous chapter, a prototype system based on the blur estimation model is imple-

mented. In this chapter, several user tests are conducted using the prototype system in order to

solve the three questions listed below.

1. Would the user prefer a clearer virtual contents or a seamless virtual-real scene?

2. Will the difference between the blur estimation method and the blur measurement method

affect user perception?

3. Is the rendering method able to make the virtual object blur in a way natural to user

perception?

The tests would be conducted in various conditions especially when there are moving virtual

objects. The test results are discussed after each test.

5.2 User Test 1: Static 2D Virtual Contents

5.2.1 Test Settings

The augmented reality would is made up of a real scene image as the background and a

2D virtual content. The real scene composes a 7 × 10 checkerboard, an AR marker and some

randomly placed objects such as an oscilloscope meter and wiring boards. The AR marker is

used to coordinate the perspective using ARToolkit. The checkerboard and other objects are

used to help the user understand the depth in the real scene (see Figure 5.1). As discussed in

the previous chapter, there are many factors which might affect the depth interpretation of the

virtual content. Therefore, in this test, a 2D virtual content is used so that the lighting, shading
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Figure 5.1: Virtual contents pattern for user test 1. A group of two images with virtual contents
rendered by different methods were given to the observers. The virtual contents were placed
outside the checkerboard aligning one of the edges. The observers were asked to choose the more
natural one out of the two.

or other 3D rendering factors will hardly affect the users perception. The 2D virtual content is

a 5× 5 grid board. The sharpness of the grid pattern is easy for the observers to observe.

The virtual contents were placed outside the checkerboard aligning one of the edges. Since

there were 11 parallel edges on the checker, 11 groups of rendered images from edge 1 to edge

11 (edge IDs could be referred to Figure 4.10) as the reference groups were set. In each group,

there are two images. The virtual contents were set on the same position but rendered using the

measured method and the estimated method separately.

5.2.2 Task

The observers were required to compare the two images and choose which one of the virtual

contents seems more natural and fit into the scene. The observers could also indicate that they

cannot tell the difference of the two virtual contents. The observers were not informed of the

difference between the two images. The number of the observations were collected for each test

pattern.

5.2.3 Observers

17 observers between 20 and 30 years old were selected for the test. 85% of the observers

were male. The observers all came from unrelated background other than computer vision and

computer graphics and had little knowledge in image processing or rendering. Visual impair-

ments such as myopia or astigmatism were not considered since the observers were wearing their

corrective devices (glasses or lenses).
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Figure 5.2: Test result of user test 1: with the increasing distance to the focus plane, the
population who found the difference between the measured method and the estimated method
increased. In the father region (from Edge 9 to Edge 11), the observers were more likely to feel
that the virtual contents rendered with the estimated blur radius fit into the background better.

5.2.4 Test Results

In Figure 5.2, the result of user test 1 is shown. The graph showed that with the increasing

distance to the focus plane, the population who found the difference between the measured

method and the estimated method increased. In the father region (from Edge 9 to Edge 11),

the observers were more likely to feel that the virtual contents rendered with the estimated blur

radius fit into the background better. During the experiment process, some observers used such

kind of words, like “farther in depth” or “consistent” to describe their perception and explain

why they made the choice.

5.2.5 Discussion

In Figure 5.2, the result of observers’ perception can be divided into 3 parts. Part 1: from

Edge 1 to Edge 3. In this part, the observers are more likely to choose the “Cannot tell the

difference”. This is because the difference of the blur radius was quite small and the observers

could hardly figure it out. In the same time, the background of the image still keeps quite sharp.

The observers seemed to be confused by the motivation of the user test since they found little
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Figure 5.3: Test pattern in the farthest region. The virtual contents in this image is rendered by
estimated blur. During the test, many observers reported that they like to compare the virtual
contents with the oscilloscope which was in the farthest place in the scene instead of comparing
the pattern to the checkerboard around it.

difference in a reference group. Part 2: from Edge 4 to Edge 7. In this part, the population

chose “no difference” decreased. Most of the observers claimed that they begin to understand

that the virtual contents are gradually blurred but they could still hard to find the difference

between the two rendering methods. The number of the observers who choose the “estimated

blur radius” were almost the same with the the number who choose the “calculated blur radius”.

The observers chose either side claimed that the other side was either too blur or too clear. Part

3: from Edge 8 to Edge 11. The observers who choose the “Estimated blur radius” increased.

Most of the observers claimed that they feel the more blurred ones seem better consistent to the

background.

In Part 1 and Part 2, most of the observers reported that they compared the virtual pattern

with the checkerboard to figure out which virtual pattern was more consistent or fit into the

scene. However, in Part 3, many observers reported that they were more likely to compare the

virtual contents with the oscilloscope which was in the farthest place in the scene (as shown

in Figure 5.3). That might be the reason why many of the observers would like to choose the

estimation method (a little more blurred) instead of the measurement method in the farther

region.

The observers also found that the brightness of the virtual texture (the contrast and relative

brightness of the virtual texture changed after blurring) affected their perception to some extent.

It has to be noticed that the contrast of the virtual contents will decrease while the blur radius

increases. Since the test virtual pattern was a black and white pattern, the change of the contrast
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Table 5.1: Experiment patterns used in user test 2. The left numbers refer to the pattern IDs.

Speed(cm/s) Rendering method 1 Rendering method 2
1 3 Measured No- blur
2 1.8 Measured No- blur
3 3 Estimated No- blur
4 1.8 Estimated No- blur
5 3 Measured Estimated
6 1.8 Measured Estimated

seemed to affect observers’ perception more obviously. In the later user tests, the contrast of the

virtual pattern should be adjusted so that the affect of decreased the brightness will not affect

the test results much.

It should be noticed that, since the white grid board is not a nature pattern in the image, it

was a little hard to convince the users that the board is consistent to the scene. In the later user

tests, some more natural virtual contents would be used.

5.3 User Test 2: Moving Virtual Objects

This test focuses on how the observers might perceive the blur effect rendered to a moving

virtual object in AR system. Two tasks were conducted using the same test settings.

5.3.1 Test Settings

In user test 2, two moving 3D ball were placed in real image background. The radius of the

virtual balls is 10mm and the size of the ball is a little bit smaller than the checker (25mm in

length) on the checkerboard. The texture of the balls is a soccer pattern. Two balls lining side

by side were moving from Edge 1 to Edge 11 on the checkerboard. As shown in Table 1, the

experiments were divided into 6 patterns. Besides the different rendering methods, the speed of

the moving object was also taken into consideration. Two different speeds were set for the balls:

1.8 cm/s and 3 cm/s (nearly two times of the previous one, the speed is calculated based on the

frame rate). The balls seemed rolling quite fast when the speed was set to 3 cm/s and rolling

much slower when the speed is set to 1.8 cm/s. It was supposed that the observers might be

easier to compare the virtual contents with the checkerboard in the background while the fast

rolling ball could make the observers gave an answer more intrinsically. To eliminate the bias

in the experiment, the positions of the virtual balls, the content of the texture pattern and the

contrast and relative brightness of the texture pattern were considered.

5.3.1.1 Prejudice of the positions

In the previous user tests, some observers show a prejudice on the positions of the balls. For

example, some observers thought that the left balls were always more blurred than the right
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balls. In other to eliminate the possible prejudice on the position, the test pattern is doubled by

inverting the left-right positions of the balls. In this way, 20 answers (20 observations as shown

in the graphs) for each of the six patterns were collected.

5.3.1.2 Texture pattern of the virtual objects

Two patterns were chosen as the texture for the virtual ball. One is a wood texture pattern as

shown in Figure 5.4. The other is the soccer pattern (after color balanced). Patterns other than

the two might also be reasonable. In this study, patterns were chosen from the available high

quality patterns in the laboratory. 10 observers were asked to conduct a pre-test to see whether

the texture of the virtual object were set reasonably. 5 observers were given the “wooden”

virtual ball and 5 observers were given the “soccer” ball. The test process was similar to test

1. Besides the general questions, the observers were asked to answer one more question. The

question was what factor on the rendering of the virtual ball affects their choice of “which ball

is more natural” most. Three factors which might affect the observers choice were listed up and

the observers could offer their own answer too. The first factor is the blur of the texture pattern.

The second is the contrast of the texture pattern. The third is the blur of the edge. These three

factors were all the main factors which might affect the observers’ perception as introduced in

the previous sections. In test 2, it would be ideal that the observers perceive the blur of the

texture pattern as the main factor affect their choice in the test.

When the observers were tested with the ball textured with the wood texture pattern, four

out of five claimed that the blur of the edge of the ball was the main reason that made them think

whether the virtual ball was “natural”. When the observers were tested with the ball textured

with the soccer pattern, four out of five claimed that the blur of the texture pattern was the main

reason that affect their choice on which ball was more nature. The observers claimed that it was

hard to tell whether the wood texture pattern was clear or blurred since there was no standard

for a clear wood pattern. They also claimed that comparing to the wood pattern, the soccer

ball was easy to tell when it was clear or when it was blurred. On the other hand, the observers

thought that the “wooden” ball was more convincing (easy to believe that it was a real object

in the scene) than the “soccer” ball since the size of the “soccer” ball is somehow unreasonable.

In order to ruling out the other perceptual factors, the soccer pattern was chosen as the texture

pattern of the moving virtual ball in test 2.

5.3.1.3 Contrast and relative brightness

In order to eliminate the influence from the inconsistency of the contrast and relative bright-

ness of the virtual object, the contrast and relative brightness should be adjusted. The relative

brightness of the virtual ball was adjusted by the blur shader. By changing the variable, coef-

ficientSum in the blur shader (see Appendix-A), the relative brightness of the virtual ball was

adjusted.

The contrast of the virtual texture pattern should also be adjusted, especially the “white
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(a) Wood texture pattern (b) Virtual ball rendered with wood pattern

Figure 5.4: Moving ball textured with wood texture pattern.

(a) Before contrast adjustment (b) After contrast adjustment

Figure 5.5: Moving ball textured with soccer texture pattern.

balance”. Figure 5.4 shows the virtual ball before and after contrast adjustment. The test

environment was set an uniform distribution of light, so the contrast and relative brightness

affected by lighting could be ignored.

5.3.2 Task 1

The observers were required to compare the two balls and choose which one of the virtual balls

seemed more natural and fit into the scene. The observers could also indicate that they cannot

tell the difference of the two virtual balls. The observers were not informed of the difference

between the two balls. The number of the observations were collected for each test pattern.

Figure 5.6: Screen shot of moving virtual balls in near region.



46

Figure 5.7: Screen shot of moving virtual balls in middle region.

Figure 5.8: Screen shot of moving virtual balls in far region.

5.3.2.1 Observers

10 observers between 20 and 30 years old were selected for the test. 85% of the observers

were male. The observers all came from unrelated background other than computer vision and

computer graphics and had little knowledge in image processing or rendering. Visual impair-

ments such as myopia or astigmatism were not considered since the observers were wearing their

corrective devices (glasses or lenses). 20 observations were collected for each test pattern.

5.3.2.2 Test results

Figure 5.8 showed the result of user test 2. The results of the same group of rendering methods

with different speed did not vary a lot (see the odd pattern ID results and the even pattern ID

results). In the first four patterns, the observers claimed that they could easily tell which of the

two ball was blurred even the ball was rolling in a fast speed. From the feedback, the observers

preferred the blurred balls because the no-blur ball made them fill that the ball was “floating”

on the screen. In the later two patterns, the observers were hardly able to tell the difference

between the balls rendered by the measured blur method and the estimated blur method.

5.3.3 Task 2

The observers were asked to compare the details in the test pattern 2, 4, 6 listed in Table

1. The moving process in task 1 were separated to 10 moving sections: Section 1: virtual ball

moves from Edge 1 to Edge 2; Section 2: virtual ball moves from Edge 2 to Edge 3 cSection 10:

virtual ball moves from Edge 10 to Edge 11. When the balls reached one of the edge, the moving

process was stopped and the balls were wiped off. The observers were required to focus on the

moving process and do not compare the texture on the ball with the background checkerboard



47

Figure 5.9: Test result of task 1. The pattern IDs and its contents could be referred in Table 1.

when the ball is stopped. The observers were asked which one of the virtual contents seems

more natural and fit into the scene. The observers could also indicate that they cannot tell the

difference of the two virtual contents. Three groups of tests were conducted for test pattern 2

(the measured blur radius and no-blur effect), 4 (the estimated blur radius and no-blur effect),

and 6 (the measured blur radius and the estimated blur radius).

5.3.3.1 Observers

12 observers between 20 and 30 years old were selected for the test. 85% of the observers

were male. The observers all came from unrelated background other than computer vision and

computer graphics and had little knowledge in image processing or rendering. Visual impair-

ments such as myopia or astigmatism were not considered since the observers were wearing their

corrective devices (glasses or lenses). 12 observations were collected for each test pattern.

5.3.3.2 Test results

Figure 5.10 and Figure 5.11 show that in the nearer region in the scene, such as the area from

Section 1 to Section 3, observers could hardly tell the difference between the blurred ball and

the no-blur ball (see the blue columns in the graphs). This might because the blur parameter

still kept small at this region. In farther region, most of the observers preferred the blurred balls
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Figure 5.10: Test result of test pattern 2: the measured blur radius and no-blur effect. The
observers compared balls rendered by the measured blur radius and no-blur effect. (Section 1
means moving process from Edge 1 to Edge 2cSection 10 means moving process from Edge 10 to
Edge 11).

since they thought that the blurred ball seems to fit into the scene better. There were some of

the observers chose the no-blur balls before Edge 6 (see the green columns in the graphs). These

observers indicated that although they felt the blur could make the scene more consistent, they

thought that the blur at the nearer part might be over and they expected to see clearer virtual

objects.

In Figure 5.10, in the near region of the scene, the blue columns are high because the measured

method and the estimated method were in nearly the same value. From edge 4, the number of

the observers who chose the ball rendered by estimated method increased. From the feedback of

the observers, some of them claimed that they chose the more blurred ball because they expected

that it should be more blurred in the farther region.

5.3.4 Discussion

Three points could be concluded from this test. First, the moving speed would not affect

the observers’ perception. Comparing to the user test 1, it could be confirmed that no matter
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Figure 5.11: Test result of test pattern 4: the estimated blur radius and no-blur effect. The
observers compared balls rendered by the estimated blur radius and no-blur effect.

the virtual object was static or moving, the test results did not change much. Second, the test

results showed that the estimated blur method could help the observers to feel a better depth

interpretation. The result of test pattern 1 to test pattern 4 showed that the estimated blur

method made the observers feel the consistency between the virtual objects and the real scene.

The result of test pattern 5 and 6 showed that in farther region, the observers could found the

difference between the measured blur method and the estimated blur method. However, they

showed no strong preference to either of the methods. The observers might make their choice

due to personal perceptual habits.

5.4 User Test 3: Moving Virtual Objects with No Checker-

board Background

5.4.1 Test Settings

In user test 3, two moving 3D ball were placed in real image background. The radius of the

virtual ball is 10mm, the same as the one in test 2. The texture of the balls is a soccer pattern.

Two balls lining side by side were rolling from near region to far region. This time, there is no
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Figure 5.12: Test result of test pattern 6: the measured blur radius and the estimated blur
radius. The observers compared balls rendered by the measured blur radius and the estimated
blur radius.

checkerboard in the background. The track of the virtual balls is covered with black paper. The

test patterns and other settings are all the same as the ones in test 2.

5.4.2 Task

The observers were required to compare the two balls and choose which one of the virtual

balls seemed more natural and fit into the scene. The observers were told that the virtual balls

were desired to move far away from them. The observers could also indicate that they cannot

tell the difference of the two virtual contents. The number of the observations were collected for

each test pattern.

5.4.3 Observers

6 observers between 20 and 30 years old were selected for the test. 85% of the observers

were male. The observers all came from unrelated background other than computer vision and

computer graphics and had little knowledge in image processing or rendering. Visual impair-

ments such as myopia or astigmatism were not considered since the observers were wearing their

corrective devices (glasses or lenses). 12 observations were collected for each test pattern.
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Figure 5.13: Test result of user test 3. The pattern IDs and its contents could be referred in
Table 1.

5.4.4 Test Results

The test result showed that in the first four test patterns, most of the observers prefer the

virtual balls rendered with the blur effect. In test pattern 5 and 6, many observers claimed they

could tell the difference of the two rendering methods while the number of the observations show

that they did not have a strong preference for either of the method.

5.4.5 Discussion

The test results show that even when the checkerboard was moved away, the estimated blur

method still made the observers feel a better depth interpretation comparing to rendering no-

blur to the virtual objects. The test results of test pattern 5 and 6 show that the number of the

observations who chose the estimated method is larger than the number of the observations who

chose the measured method. This might because that the observers expect motion blur in the

moving process of the virtual ball.
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5.5 Discussion and Conclusions

In this chapter, three user tests were conducted for different situations: 1. static 2D virtual

contents with checkerboard background; 2. moving 3D virtual objects with checkerboard back-

ground; 3. moving 3D virtual objects without checkerboard in the background. From the test

results, it could be confirmed that the user would prefer the more seamless scene created by blur

effect. Although there is a difference between the value of the estimated blur and the measured

blur, both blur method could help the user to feel a better depth interpretation in augmented

reality systems.

The test results could not show which of the blur methods is more natural to user perception.

In the original assumption, the more accurate the estimated method is, the more seamless scene

could be rendered; the more seamless scene is rendered, the better depth interpretation the

observers would perceive. However, the test results show that the observers sometimes prefer a

more blurred virtual contents or a less blurred virtual contents comparing to the image quality of

the real scene. This might because in certain situations, the observers would expect motion blur or

just expect more detailed information. In order to know how to build up a blur estimation model

natural to human perception, further tests on how the blur effect match the depth interpretation

in quantity should be conducted.



Chapter 6
CONCLUSIONS AND FUTURE

WORK

6.1 Conclusions

In this thesis, a further discussion is conducted on how to use blur effect as depth cue in

augmented reality applications. A new depth cue method is proposed. In the proposed method,

the blur parameter of any point on the whole screen could be estimated according to its spatial

information in the real world coordinate. The proposed method works by estimating the degree

of blur based on the point spread function (PSF) parameter all over the scene of view. The

proposed method also need to refer to the thin lens camera model and the intrinsic parameters of

the camera, such as the focal length, the aperture diameter and the size of CCD sensor (Charge-

coupled Device, the image sensor for digital imaging). The evaluation of the proposed method

showed that the method could determine the degree of blur which should be rendered on the

virtual objects in AR applications.

A prototype AR system was designed and implemented in order to solve the problem, how

to render a proper degree of blur onto the virtual objects. The processing flow of the prototype

system is divided into five steps: 1. detect the marker; 2. register the intrinsic and extrinsic

parameters of the camera; 3. measure the defocusing (blur) parameters on the marker; 4. estimate

the blur parameters in the whole view; 5. render the virtual objects with blur effect. The

algorithm of the blur shader is also discussed.

Three user tests were conducted to solve the problem how the users would perceive the blur

effect rendered by different blurring methods. The user tests confirmed that the proposed depth

cue method could help the user to gain a better depth interpretation in AR system. In the

user tests, a comparison between the estimated blur method (the proposed method) and the

measured blur method (render blur effect on the position whose blur radius is measured) is

addressed. However, the test results could not confirm which method is more natural to user
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perception.

6.2 Future Work

In the future work, three aspects should be considered. First of all, the proposed depth cue

method should be improved by taking the motion blur into account. Besides the blur effect

caused by defocusing of the camera lens, the motion blur is also the key factor to cause the blur

effect in augmented reality. The moving virtual object in a static scene might also cause some

extent of motion blur. Therefore, the motion blur caused by the moving camera as well as the

motion blur caused by the moving virtual object should both be studied.

For the prototype system implementation, a moving camera should be introduced and the

real-time detecting and rendering should also be discussed. The camera view of the prototype

system should no longer be limited to a desk but expanded to a broader view, for example, a

ego-centric distance of 1.5m to 4.0m to the user. For the desk-top AR system (the prototype

system in this thesis), it is hard to measure the observers’ perception quantitatively. This is

because the blur in the real scene of the desk-top AR system is not natural to human perception.

The focal length of the prototype system is short and the focus depth is small. This made the

camera view seem more blurred in farther region while the user could actually focus on anything

on the desk. If the prototype could be expanded to a broader view, observers might feel a more

natural depth perception both on the screen and out of the screen. In this situation, it is easier

to require the observers to conduct tasks to match the blur effect and depth interpretation in

quantity.

Last but not least, more user tests should be addressed to investigate on how the blur effect

would match depth interpretation in quantity. In this thesis, the problem of how the users would

perceive the blurred virtual contents as a depth cue is only partially solved. To solve this problem,

more statistics should be collected. It is also possible to build up a blur model based on user

tests results to see whether the user prefer a seamless blur or maybe other more contrastive blur.

Meanwhile, whether the Gausssian blur shader is the best shader model or not should also be

discussed by doing further user studies.



Appendix A
Blur Shader in GLSL

#ifdef GL_ES

precision mediump float;

precision mediump int;

#endif

#define PROCESSING_TEXTURE_SHADER

uniform sampler2D texture;

uniform vec2 texOffset;

varying vec4 vertColor;

varying vec4 vertTexCoord;

uniform int blurSize;

uniform int horizontalPass; // 0 or 1 to indicate vertical or horizontal pass

uniform float sigma;

const float pi = 3.14159265;

void main() {

float numBlurPixelsPerSide = float(blurSize / 2);

vec2 blurMultiplyVec = 0 < horizontalPass ? vec2(1.0, 0.0) : vec2(0.0, 1.0);

vec3 incrementalGaussian;

incrementalGaussian.x = 1.0 / (sqrt(2.0 * pi) * sigma);

incrementalGaussian.y = exp(-0.5 / (sigma * sigma));

incrementalGaussian.z = incrementalGaussian.y * incrementalGaussian.y;

vec4 avgValue = vec4(0.0, 0.0, 0.0, 0.0);

float coefficientSum = 0.0;

// Take the central sample first
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avgValue += texture2D(texture, vertTexCoord.st) * incrementalGaussian.x;

if( avgValue.a == 0.0 ){

gl_FragColor = vec4(0.0, 0.0, 0.0, 0.0);

}else{

coefficientSum += incrementalGaussian.x;

incrementalGaussian.xy *= incrementalGaussian.yz;

for (float i = 1.0; i <= numBlurPixelsPerSide; i++) {

avgValue += texture2D(texture, vertTexCoord.st - i * texOffset *

blurMultiplyVec) * incrementalGaussian.x;

avgValue += texture2D(texture, vertTexCoord.st + i * texOffset *

blurMultiplyVec) * incrementalGaussian.x;

coefficientSum += 2.0 * incrementalGaussian.x;

incrementalGaussian.xy *= incrementalGaussian.yz;

}

gl_FragColor = avgValue / coefficientSum;

}
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