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Abstract

Superconducting machines have been proposed to solve the problem of

upscaling wind turbine generators. In order to design such machines,

since prototyping would be very expensive, it is crucial to be able

to simulate the interactions between them and the external systems.

Within this framework, this thesis addresses the problem of modeling

and simulating grid-connected superconducting wind turbine genera-

tors.

The adopted method is a multiscale simulation constituted by three

models with unidirectional couplings: the wind energy conversion sys-

tem model, the machine model and the HTS tape model. The mul-

tiscale simulation allows us to obtain the desired level of accuracy,

while the unidirectional couplings bring high efficiency. The models

are implemented in a flexible way using commercial softwares (Mat-

lab/Simulink and Comsol Multiphysics), a key to bringing develop-

ment of superconducting machines from the laboratory scale to the

industrial level.

The wind energy conversion systems model includes the direct-drive

superconducting generator, the power converter, the external mechan-

ical systems, the external electrical circuits and associated control

strategies. Considering special requirements of offshore superconduct-

ing machines, we adopt a back-to-back converter, and summarize the

equations for its dimensioning and systematic control.

To model the superconducting machine, we use a nonlinear coupled

finite element phase-domain model. Its main advantage is to provide

a reasonable simulation speed with the same accuracy as a full finite

element model. On the one hand, the machine is represented by a



nonlinear phase-domain model that can naturally include both space

harmonics and saturation, two important features of multi-MW super-

conducting wind turbine generators. On the other hand, the machine

parameters are obtained from static nonlinear finite element analy-

sis. We present and validate a novel general derivation and flexible

implementation of this model using N-dimensional lookup tables.

The HTS tape model is a finite element model of only one tape with

H-formulation and edge elements. It takes into consideration the

properties and the real thickness of the tape.

Finally, we demonstrate the versatility of the adopted method by

simulating 10 MW class grid-connected superconducting wind turbine

generators. The analysis focuses on estimating critical parameters for

the design of the machine such as resulting torque, transient current

margins, and steady-state AC losses. The estimations include effects

linked to the turbine inertia, the shaft stiffness, the generator space

harmonics and saturation, the exciter control, and the AC/DC/AC

converter PWM and control.
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Chapter 1

Introduction

1.1 Motivation

Although wind energy had an average growth rate of 25% between 2006 and 2011

and a production of around 583 TWh in 2011, it still represents only 3.5% of

the world electricity supply. Reference scenarios estimate that the wind energy

production should reach 4264 TWh to 12651 TWh by 2050 according to policies

adopted by the governments to regulate their release of CO2 (Fig.1.1). Therefore,

even the lowest estimation, corresponding to the IEA’s ”New Policies Scenario”,

predicts the need to multiply wind energy production by 7.3 by 2050 [1; 2].

Against this background, offshore wind farms have recently drawn the at-

tention because of their numerous advantages: constant winds, location in large

deserted areas, and insignificant visual impact. Those farms currently under con-

struction have an average turbine size of 3.2 MW with a significant number of

5 MW turbines [3]. Following the UpWind project [4], multi-MW wind turbine

generators are especially desirable as the cost of the wind turbine is only about

one quarter of the wind farm lifecycle cost, with installation and yearly operation

and maintenance being the other major costs (Fig.1.2).

The most popular configurations for variable speed multi-MW wind energy

conversion systems (WECS) are partial-scale power converter with doubly-fed in-

duction generator (DFIG), and full-scale power converter with direct-drive syn-

chronous generator (DDSG). DFIG is currently the mainstream technology in the

1



Figure 1.1: World wind electricity production [1; 2].

Figure 1.2: Lifecycle cost breakdown of the 500 MW DOWEC reference offshore
windfarm [5].

2



Figure 1.3: Yearly operation & Maintenance cost breakdown of the 500 MW
DOWEC reference offshore windfarm [6].

market for large wind turbine generators (WTG), largely thanks to the fact that

the power converter rating is only about 25% of that of the generator. However,

its use may be limited in the future due to difficulties to comply with grid-fault

ride-through requirements and reliability problems associated with the gearbox

(Fig.1.3) [19]. DDSG is considered as a promising technology for multi-MW off-

shore WECSs. It has no gearbox, and thus it has high efficiency, high reliability,

as well as low installation and maintenance costs. In addition, the full-scale con-

verter provides satisfactory low-voltage ride-through capability. On the other

hand, multi-MW DDSGs tend to be large and heavy (Fig.1.4) [19]. This can

be problematic if planning to install them on floating foundations in deep water

areas [56].

High temperature superconducting (HTS) machines have been proposed to

solve this problem [47; 56; 68]. Indeed the high magnetic field density produced

by superconducting coils can provide a more lightweight and compact design

than what can be done with copper coils, permanent magnets and magnetic iron

[69; 76].

3



Figure 1.4: Size comparison of 10 MW class permanent magnet and HTS DDSG
[76].

Within this framework, distinctive aspects of superconducting wind turbine

generators design should be emphasized:

Lack of experience: The designer might face a lack of experience when con-

sidering superconducting machines design. First, such machines have par-

ticular designs and highly nonlinear materials [81; 82]. As a consequence,

one cannot always rely on conventional machines design methods or em-

pirical values. Secondly, because of the cost of HTS machine prototype

development, there is a lack of experimental data [83]. It is then difficult

for designers to estimate critical parameters such as resulting torque, tran-

sient current margins, or steady-state AC losses. But advanced simulations

could provide some guidelines.

Integrated design: Various superconducting wind turbine generator designs

have been proposed [47; 48; 55; 56]. But these studies mainly focus on

the electromagnetic properties of the machine. They do not consider the

external mechanical systems (blades, shaft), the external electrical systems

(exciter, power converter), the control strategies, or the operating conditions

(wind turbulence, grid fault). Therefore the generator is always designed

4



as an isolated system, operating under ideal conditions. But in reality, the

machine interacts with external systems. It is integrated to the rest of the

power network. And only few efforts have been made to study the grid

integration of superconducting wind turbine generators, or more generally

superconducting machines. Lewis and Mueller [47] mentioned of a grid-

connected superconducting wind turbine generator simulation to study the

influence of wind turbulence on rotor losses. Kim et al. [48] simulated a

grid-connected 10 MW class superconducting wind turbine generator under

slow wind variations only. Sivasubramaniam et al. [57] investigated losses

of a 100 MVA HTS generator field coil resulting among others from the AC

ripple from the exciter. Mijatovic et al. [49] addressed on a general level

AC losses in wind turbines applications resulting from field PWM modula-

tion and wind turbulences. Sivasubramaniam et al. [50] analyzed the field

coil thermal transient response of a 100 MVA HTS generator connected to

the grid through a step up transformer. Hence, a model which studies the

interactions between superconducting machines and external electrical or

mechanical systems would be a precious tool for system designers.

1.2 Aim of the thesis

Considering the need for superconducting machine designers of an accurate, ef-

ficient and flexible tool to study the interactions between the machine and ex-

ternal systems, the objective of this thesis is to develop a numerical model for

the steady-state and transient analysis of grid-connected superconducting wind

turbine generators.

1.3 Issues

1.3.1 Multiscale system simulation

The modeling of grid-connected superconducting wind turbine generators is com-

plex because of its multiscale nature. On the one hand, the wind turbine of a

10 MW wind energy conversion system is 180 m in diameter, whereas the super-
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conducting tape is only several micrometers in thickness. On the other hand, the

time constant of the mechanical parts of the system is a few seconds, whereas

the switching frequency of the power converter is several kilohertz. A multiscale

simulation can provide an accurate yet efficient way to simulate such a complex

system. It would use multiple models at different scales with different level of

detail to describe the whole system.

Therefore, the system decomposition, the level of detail of each model and

their couplings should be defined depending on the simulation goals.

1.3.2 Superconducting coil model

HTS machine windings modeling is challenging because of the nonlinear char-

acteristics and high aspect ratio of the tapes used. But recent efforts made it

possible to simulate those materials under a wide range of operating conditions

in commercial FEM softwares [58; 59]. Another obstacle arises when consider-

ing that multi-MW machines require several thousand turns of superconducting

tapes. We underline that the computation of a stack of several hundreds of tapes

is to be avoided because of the prohibitively high number of element required and

because of the overlong computation time. Note that various promising mathe-

matical methods have been proposed to calculate AC losses of a stack of hundreds

of tapes [60; 61; 67]. But as they introduce additional assumptions, it should be

made clear whether they can be applied to an array of tapes. Therefore they are

not considered further.

Therefore, an effective way to simulate superconducting coil wound with sev-

eral thousand turns of HTS tapes should be introduced.

1.3.3 Superconducting offshore WECS design

Power electronics systems for the grid integration of conventional wind turbine

generators have been extensively discussed for both onshore and offshore appli-

cations [9; 14; 19; 24; 42; 43; 44; 62]. But, little effort has been made to our

knowledge to study if state-of-the-art conversion systems developed for conven-

tional wind turbines are suitable for multi-MW offshore superconducting wind

turbine generators.
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Therefore, power electronics for the grid integration of superconducting wind

turbine generators should be discussed.

1.3.4 Back-to-back converter design and control

Because of requirements for superconducting generators and offshore systems, we

will adopt a back-to-back power converter for the grid connection (see section

2.3.1). When considering the design and control of such a converter, one might

be confused by the absence of design guidelines and reference model. Indeed

detailed modeling, simulations and field tests of such a system have been reported

by various authors [14; 15] but no indication could be found on how to choose the

value of the converter components. Besides, many approaches have been proposed

for the design of voltage source converters [13; 16] but most of them have no direct

link to back-to-back converters, or wind energy conversion. Finally, we found only

sparse information on the systematic determination of the PI parameters for the

converter controller [18]. This makes it difficult to compare different systems,

especially as controller parameters can have a great influence on the dynamic of

the system.

Therefore, system designers can benefit from a step-by-step method for the

systematic design and control of back-to-back converter for direct-drive electrically-

excited synchronous generator-based WECS. It would directly contribute to speed

up the development process of superconducting wind turbine generators.

1.3.5 Superconducting machines modeling

When considering time domain transients simulation of grid-connected supercon-

ducting machines, a fundamental problem is the choice of the machine model. It

should notably be able to capture the machine characteristics with the required

precision.

Therefore, it should be clarified which machine model should be used in time

domain transients simulation to represent superconducting machines with accu-

racy.
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1.3.6 Nonlinear phase-domain model implementation

Because of superconducting machine design pecularities, we will model the super-

conducting generator with a nonlinear coupled finite element phase-domain model

(see section 2.3.4). The implementation of the phase-domain model can be quite

challenging because of the varying inductance matrix, as well as the preliminary

calculation, the storage and the handling of its parameters [32; 34; 35].

Therefore, there is the need to develop a simple nonlinear phase-domain model

that could represent naturally and accurately superconducting machines features.

1.4 Proposed method

The proposed method is a multiscale simulation constituted by three models with

unidirectional couplings as shown on Fig.1.5.

The first model is the wind energy conversion system (WECS) model. This is

a lumped-parameter model implemented in Matlab/Simulink with the SimPow-

erSystem toolbox. It includes the superconducting generator, the external me-

chanical systems, the external electrical circuits and associated control strategies.

We model the superconducting synchronous machine using a novel nonlinear cou-

pled finite element phase-domain model. The inputs of this model are the WECS

parameters and the operating conditions (wind, grid voltage, etc.).

The second model is the machine model. This is an A-formulation 2D finite

element model of the machine. It does not take into consideration the properties

or the geometry of the superconducting tapes. The inputs of this model are the

HTS machine parameters, the HTS machine geometry and the WECS model

simulation results.

The third model is a HTS tape model. This is an H-formulation 2D finite

element model of only one superconducting tape. It takes into consideration the

properties and the actual geometry of the superconducting tape. The inputs of

this model are the HTS tape properties, the HTS tape geometry and the machine

model simulation results.

These three models allow us to estimate the steady-state and transient re-

sponse for various operating conditions. We use them to determine operating
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Figure 1.5: Overview of multiscale simulation.

characteristics such as resulting torque, transient current margins, and steady-

state AC losses.

1.5 Outline of the thesis

This thesis is structured in four chapters. Chapter 2 introduces the adopted

multiscale simulation. We underline the key points for offshore superconducting

WECS design, and for superconducting machines modeling. We describe in detail

the three models of the multiscale simulation: the wind energy conversion system

model, the machine model, and the HTS tape model. And we discuss how they

are coupled. Chapter 3 summarizes equations for the dimensioning and control

of the adopted WECS. And we simulate a WECS using a 2 MW conventional

generator that will be used as a reference model. Chapter 4 describes the machine

nonlinear coupled finite element phase-domain model. We introduce the phase-
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domain model and we report on its implementation with N-dimensional lookup

tables. We build a coupled finite element phase-domain model. And we show

how to calculate the phase-domain model parameters by finite element analysis.

Finally, chapter 5 presents simulation and analysis of grid-connected 10 MW class

superconducting wind turbine generators. We estimate the machine resulting

torque, the transient current margins, and the steady-state AC losses.
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Chapter 2

Multiscale simulation

Objectives: Introduce a multiscale simulation for the steady-state and transient

analysis of grid-connected superconducting wind turbine generators.

Motivations: Need for an accurate, efficient and flexible tool aiming at studying

the interactions between superconducting machines and external systems

(see section 1.1 and 1.3.1). Lack of previous discussion about the power

electronics required for the correct operation and optimal grid integration

of offshore superconducting WECS (see section 1.3.3). Lack of previous

discussion about which machine model should be used to represent with

accuracy superconducting machines in time domain transient simulations

(see section 1.3.5). Need for an effective way to simulate superconducting

coils wound with a large number of tapes (see section 1.3.2).

Contributions: Development of a multiscale simulation for electrical machines

with unidirectional couplings. Discussion on the design of superconducting

offshore wind energy conversion systems. Discussion on the modeling of

superconducting machines.
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2.1 Overview

The proposed method is a multiscale simulation constituted by three models with

unidirectional couplings: the wind energy conversion system model, the machine

model, the HTS tape model. An overview of the multiscale simulation is shown

in Fig.1.5.

2.2 Key points for design and modeling

To be relevant, each model should be build keeping in mind the system main

characteristics. We detail bellow the key points for the design and modeling of

offshore superconducting wind turbine generators.

2.2.1 Key points for superconducting WECS design

2.2.1.1 Losses in the cold parts

Heat loads from AC currents and fields is an important factor for superconducting

electrical machines design and operation. Indeed losses in the cold parts are,

because of the efficiency of the cooling system, amplified by a factor from 50 up

to 1000 for temperatures in the 80 K-20 K range [51]. Because of AC losses in the

superconductors, superconductors are mainly used in synchronous generators for

the DC field winding. But even if the field winding carries nominally DC current,

significant AC currents and fields are introduced during steady-state operation.

This has been underlined by various authors. Lewis and Mueller [47] discussed AC

losses in superconducting wind turbine generators caused by wind turbulences.

Sivasubramaniam et al. [57] investigated losses of a 100 MVA HTS generator

field coil resulting among others from the AC ripple from the exciter. Mijatovic

et al. [49] addressed on a general level AC losses in wind turbines applications

resulting from field PWM modulation and wind turbulences.

To show the influence of the power converter on the field current, we simu-

late the steady-state operation of a conventional WECS. The system overview

is shown on Fig.2.1. The generator is a conventional 2 MW/60 Hz synchronous

machine (Appendix B). The AC/DC/AC converter has a diode bridge rectifier
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Figure 2.1: Conventional WECS with diode bridge rectifier.

in the generator side and a PWM inverter in the grid side [19]. Note that both

Enercon and Britannia 10 MW WECS have adopted this kind of converter. Be-

sides to guaranty the optimal conditions of operation, the field current of the

conventional machine is regulated so that the resultant airgap flux remains at

1 pu during normal operation with flux weakening for overspeed operation [54].

The control design implemented is similar to the one used for existing multi-MW

wind turbines [19]. Simulated field AC currents frequencies and magnitudes nor-

malized by its DC value are summarized in Table 2.1. We underline that AC fields

should be taken into account too for AC losses calculation, but they cannot be

estimated with the considered lumped parameter model. Nevertheless, this illus-

trates the importance of choosing an appropriate converter topology and control

strategy that can help to keep AC losses as low as possible in the superconductor

and cold parts of the generator.

2.2.1.2 Quench

During fast transients, the field coil peak current can be much higher than the

steady-state current. This could result in a coil quench and a thermal run away.

Sivasubramaniam et al. [50] underlined this point by analyzing the field coil

thermal transient response of a 100 MVA HTS generator connected to the grid

through a step-up transformer. But variable-speed synchronous machine-based

WECS are connected to the grid through full-scale converters. Therefore, we

simulate here again the system introduced in section 2.2.1.1 during a grid voltage

drop from 1 pu to 0 pu during 0.5 s. The field current variation is shown on

Fig.2.2. It is observed that field current is not tightly kept to its nominal value. To
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Table 2.1: Field winding AC currents of conventional wind turbine generator

Source Frequency / Magnitude

360 Hz / 6.4 %
720 Hz / 1.0 %
1080 Hz / 0.6 %
1440 Hz / 0.4 %

Diode rectifier 1800 Hz / 0.3 %
2160 Hz / 0.3 %
2520 Hz / 0.3 %
2880 Hz / 0.2 %
3240 Hz / 0.2 %

DC/DC converter 2000 Hz / 0.2 %

Figure 2.2: Conventional WTG field current during grid voltage dip.

prevent quench, superconducting coils are usually designed with enough current

margin to ride through the overcurrent without going normal. But because of

the high price of HTS tape, the converter should be able to limit the overcurrent

in the superconductors in case of fault.

2.2.1.3 Mechanical vibrations

Since HTS is produced as a rather rigid and brittle tape, only simple geome-

try coils (pancake coils, racetrack coils) can be manufactured with the present

technology and provide the necessary strength and protection for the supercon-

ductor in rotating applications. Besides, typical superconducting generators are

air-cored with armature windings supported by non-magnetic material [55; 56].

With these constraints, the airgap flux distribution has significant space harmon-
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Figure 2.3: Conventional WTG resulting torque in steady-state operation.

ics. As the flux in superconducting machines is much larger than in conventional

machines, space harmonics could be a source of mechanical vibrations. Mijatovic

et al. [49] investigated tendency of HTS synchronous machine towards mechanical

oscillations caused by space harmonics. Another source of mechanical vibration

can be the time harmonics injected by the generator-side converter on the stator

side. The resulting torque acting on the shaft of the machine in steady-state

operation for the system introduced in section 2.2.1.1 is shown on Fig.2.3. Note

the 360 Hz resulting torque pulsation as a consequence of the use of the diode

bridge rectifier. Therefore, an adapted converter topology is required to ensure

good machine performance.

2.2.1.4 Low synchronous reactance

From the electrical point of view, the biggest difference between conventional and

air-cored HTS synchronous generator suited for wind turbines is the low value

of the synchronous reactance of a superconducting generator. It is typically 2 to

20 times lower than the one of a conventional machine [49]. If this is an advantage

for control purpose, this could amplify the torque ripple observed above or lead to

very high forces during fast transient that could damage the mechanical system.

2.2.1.5 Low output electrical frequency

Conventional direct-drive wind turbine generators have a high number of pole

pairs. But usually this is not the case in superconducting wind turbine genera-

tors where a small pole pitch would result in important flux leakages due to the
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relatively large air gap. Therefore non-salient pole superconducting wind turbine

generators have generally between 8 and 30 poles [55; 56; 76]. Moreover they op-

erate at low speed because of the direct-drive concept, usually around 10 RPM.

The output electrical frequency is therefore approximately 1 Hz. Such a low oper-

ation frequency could lead to a thermal cycle of the switches that should therefore

be chosen adequately. Further considerations are out of the scope of this thesis.

2.2.1.6 Cooling power

The operating temperature has to be kept under the superconductor critical tem-

perature. The power required for the cooling system is normally supplied by the

wind farm. Therefore the system must be able to provide power for the cooling

of the superconducting windings even during no wind conditions.

2.2.2 Key points for offshore WECS design

We detail the key points for the design of offshore wind energy conversion systems.

2.2.2.1 Size and weight

A constraint that must be addressed in any offshore electrical installation include

limited size and weight. A small and lightweight nacelle can be transported and

lifted to the tower in one piece. It allows savings in the cost of the tower, of the

foundation/platform, and of the installation [56]. Then power electronics and

generator should be as compact and lightweight as possible.

2.2.2.2 Reliability and survivability

When a power electronics device failure occurs, it usually requires tripping the

converter and then isolating it from the grid to avoid further serious damages.

For offshore installations, it might stop the electricity production for a consider-

able time until the weather conditions permit a repair. Such a standstill is very

costly. Besides, offshore repairs are extremely expensive and difficult. With these

constraints, the requirement of reliability and survivability of the system is very
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important. This is usually achieved by redundancy of the critical systems. For

the same reasons, long maintenance intervals are desirable.

2.2.2.3 Grid codes

In the future, large wind farms are expected to represent a significant contribution

to the grid, and therefore their impact on the operation and performance of

the network becomes more and more significant. Consequently, new grid codes

have high technical demands for them, such as frequency and voltage control,

active and reactive power regulation, and quick responses under power system

transients. For example, a restrictive requirement is the low-voltage ride-through

(LVRT) capability. It implies that when the voltage at the grid coupling point

drops but stays above the line shown on Fig.A.1, the wind turbine generator must

stay on line, ride through the fault, and be able to take full rated field current

when the fault is cleared. The WECS design should allow operation to meet grid

code requirements.

2.2.3 Key points for superconducting machine modeling

We detail the key points for the modeling of superconducting machines focusing

on multi-MW superconducting wind turbine generators.

2.2.3.1 Space harmonics

Space harmonics are the harmonics of the airgap flux distribution. They are

linked to the magnetic circuit geometry: discrete nature of the windings, slotting,

saliency, windings fractional pitch, stator phase windings asymmetry, etc. They

generate unwanted effects including losses in the rotor/stator magnetic cores [73],

and noise/vibrations [72; 74].

For conventional machines, the space harmonics mitigation is usually achieved

by two techniques: magnetic iron shape optimization [73], and distributed wind-

ings [72; 74]. In addition, advanced mitigation techniques can be applied [75].

For superconducting machines, the space harmonics mitigation strategy depends

on the design concept.
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Superconducting generators without magnetic material [55]: This design

has been proposed because the superconducting field windings can produce

airgap magnetic fields over 2 T without magnetic iron. It allows a reduction

of the machine weight by eliminating the magnetic iron [78]. And the effi-

ciency is increased by removing the core losses. With this concept design,

the airgap flux distribution has significant space harmonics (Fig.2.2.3.1),

and magnetic iron shape optimization cannot be used. One possibility could

be to optimize the shape of the superconducting coil itself [77]. But since

HTS is produced as a rather rigid and brittle tape, and since the magnetic

forces will act directly on the coil, only simple geometry coils (pancake or

racetrack coils) can be manufactured with the present technology.

Superconducting generators with magnetic material [56; 76]: This design

allows a reduction of the required superconductor tape length. Another ad-

vantage is that the magnetic core shape could be optimized to reduce the

space harmonics. But considering the high forces at play in multi-MW

direct-drive machines, such an optimization might be limited.

Fully superconducting generators [76]: This design has been proposed to

further reduce the size and weight of the generator. Above considerations

apply to those machines too. In addition, the stator windings design is

limited by the mechanical properties of the superconducting windings. It

might be difficult to use distributed windings in this case.

Besides, as the flux in superconducting machines is much larger than in con-

ventional machines, space harmonics could be a source of mechanical vibrations

[49]. This effect could be amplified because of the low value of the synchronous

reactance of a superconducting generator (refer to section 2.2.1.4).

To summarize, state of art space harmonics mitigation techniques for super-

conducting machines are limited, and synchronous machines may have a tendency

towards mechanical oscillations. Therefore, a key point for superconducting ma-

chines modeling is to correctly include the space harmonics.
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(a) Racetrack coil design [55] (b) Transverse flux [79] (c) Coils and bulk design [80]

Figure 2.4: Space harmonics of various air-cored superconducting generators.

2.2.3.2 Saturation

The magnetic flux density produced by the superconducting coil can be up to

9 T. Superconducting generators having a rotor core and/or magnetic teeths

will therefore operate in the saturated region (Fig.2.2.3.2). The resulting cross-

saturation can probably not be neglected under such operating conditions.

Therefore, a key point for superconducting machine modeling is to correctly

include (cross-)saturation.

2.3 Wind Energy Conversion System Model

The wind energy conversion system model is a lumped-parameter model imple-

mented in Matlab/Simulink with the SimPowerSystems toolbox. It includes the

wind turbine, the drive-train, the electrically-excited synchronous generator, the

exciter, the AC/DC/AC converter, the line reactor, the step-up transformer, and

the associated control strategies.

2.3.1 WECS design

In sections 2.2.1 and 2.2.2, we underlined the key point for superconducting off-

shore wind energy conversion design. Taking this into account, we design the
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(a) Non-salient pole generator [76]

(b) Salient pole generator [76]

Figure 2.5: Saturation characteristics of various superconducting generators.
The norm of the magnetic flux density is plotted only in the magnetic domains.
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Figure 2.6: Overview of the WECS model.

wind energy conversion system. An overview of the adopted system is shown in

Fig.2.6.

2.3.1.1 Preliminary considerations

The grid integration of offshore superconducting wind turbine generator is a seri-

ous challenge. Therefore successful grid integration of such machines will depend

on the choice of reliable, existing technology. For this reason, even if they are

promising solutions we didn’t investigate: matrix converters, reverse-conducting

IGBT, IGCT, or novel power converter topologies.

2.3.1.2 Drive train

To increase the reliability and the efficiency of the system, and to reduce the

weight of the nacelle and the price of the installation (see section 2.2.2 and

Fig.1.3), we adopt the direct-drive generator concept.

2.3.1.3 Field excitation

For conventional machines optimal operation, the field current is usually regulated

so that the resultant air gap flux φ remains at 1 pu during normal operation

with flux weakening for overspeed operation [54]. Other options are to use an

automatic voltage regulator (AVR) to control the stator voltage, or to maintain a

constant DC voltage [19]. But such excitation controllers induce unwanted field

current variations or harmonics that can generate AC losses in the superconductor

(see sections 2.2.1.1 and 2.2.1.2). Therefore, we choose that the exciter controls
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the field current of the superconducting generator to its nominal value. It will

help to reduce the AC losses in the superconductor while protecting the field coil

from transient overcurrent [84].

2.3.1.4 AC/DC/AC converter

We underlined in section 2.2.1.1 that high magnitude low frequency harmon-

ics can be injected on the generator-side and propagate through the air gap to

the field winding when a diode rectifier is used. This would be inacceptable for

superconducting field winding and therefore generator-side low frequency har-

monics would have to be suppressed by bulky AC-filters. Considering offshore

installation requirements in term of compactness (see section 2.2.2.1), we adopt

a PWM voltage source converter (VSC) instead of the bridge rectifier on the

generator side. It is more compact, generates lower total harmonic distortion in

the generator side thus allowing us to remove the generator side filters and has a

better controllability. The impact of the low magnitude high frequency harmon-

ics injected on the stator side by the PWM inverter on the superconducting field

winding will be evaluated by simulation (see section 5.3).

To connect the DC output of the generator-side converter to the offshore grid,

we adopt a PWM voltage source converter. As the generator-side converter is a

PWM converter too, this configuration is called a back-to-back converter.

The IGBT-based three-phase back-to-back 3-level neutral-point-clamped (NPC)

converter topology is selected because it is currently the standard system for

medium-voltage and high-power applications. The IGBTs are operated through

pulse width modulation (PWM). We underline that WECS using this configu-

ration are commercially available for medium-voltage applications up to 8 MW

[19].

The DC-link capacitor needs to be protected from overvoltage during severe

transients. For simplicity, we adopt a braking resistor similar to the one proposed

by Conray et al. [24].
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2.3.1.5 AC/DC/AC converter control

The converter control strategy should be compatible with the requirement for

constant field current. This can be easily achieved by using the well-known zero

d-axis control (ZDC) for the generator-side converter: if the field current is kept

constant and the d-axis stator current reference is kept to zero, then the generator

speed can be controlled via the q-axis. The grid-side converter should then be

able to regulate the DC-link voltage to its rated value. Finally, to comply with

grid codes, the grid-side converter should control the reactive power injected to

the grid too.

2.3.1.6 Filter, line reactor and transformer

The WECS is connected through a line reactor and a step-up transformer to the

offshore grid. The line reactor is used as protection and to filter high frequency

harmonics generated by the grid-side converter. The step-up transformer is used

for voltage conditioning and galvanic isolation. Additional LC filters can be used

to reduce the harmonics injected to the grid. Such filters are out of the scope of

this thesis.

2.3.1.7 Wind farm grid connection

In this section, we discuss the wind farm connection in order to justify our

AC/DC/AC converter choice. But the wind farm is not simulated in this thesis.

We simulate only one WECS connected to the offshore grid.

For an offshore wind farm with a rated capacity of 500 MW, consisting of

50x10 MW superconducting wind turbine generators, each generator is connected

to an 110 kV/50 Hz offshore grid [52; 53] in star configuration through its own

back-to-back converter and transformer (Fig.2.7). The offshore grid is finally

connected to the 220 kV/50 Hz onshore grid [52; 53] by a 150 km long submarine

VSC-HVDC transmission line with a rated voltage of 150 kV.

We consider and HVDC topology for the wind farm connection because su-

perconducting wind turbines have been proposed primarily for large wind farms

situated at more than 100 km from the shore. In the light of this, HVAC trans-

mission systems are not adapted [44]. Besides even if VSC-HVDC has higher
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Figure 2.7: Single-line diagram of the 500 MW wind farm.
The wind farm is not simulated in this thesis.

cost, higher converter losses and lower maximal power rating per converter than

LCC-HVDC, this is acceptable in view of its flexibility to provide no wind cooling

power, to ensure grid code requirements, and in view of its smaller footprint and

its suitability for multi-terminal systems [43; 44]. Finally, further developments

are expected to improve VSC-HVDC systems.

Note that it seems that some redundancy is caused by using a full-scale con-

verter for the generator and a VSC-HVDC for the transmission, as the AC/DC/AC

conversion is performed twice. For this reason, Lu and Ooi [45] have proposed

to connect in parallel the DC output of the generator side converters directly

to the common HVDC bus. If this configuration permits to reduce the num-

ber of converters, it requires transformers between the stator and the generator

side converter. If very low frequency output DDSG were used, the transformers

would have prohibitively large cores. In order to increase the frequency, such

interconnection would likely make use of generators with gearboxes in which case

DFIG might be the most suitable option. Finally other configurations [46] can

integrate the power conversion stages for machine control and high-voltage DC

transmission. But issues, including machine-to-ground insulation or large scale

DC/DC voltage transformation, need to be further addressed and thus they are

not investigated further.
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2.3.2 WECS modeling

In this section, we describe the modeling of the wind energy conversion system

designed in section 2.3.1. The implementation is done with the Matlab/Simulink

SimPowerSystem toolbox.

2.3.2.1 Wind

Wind speed varies in all time scales. Previous simulations [14] show that second-

by-second wind effect can be neglected because of the large inertia of the wind

turbine shaft HWT . Indeed even if the wind fluctuates rapidly, the power Pm

extracted is only a function of the average wind speed. Therefore, we model the

wind as a constant with step variations.

2.3.2.2 Wind turbine

Detailed modeling of the wind turbine can be found in [24]. Usually, the wind

turbine efficiency is controlled by a pitch angle control system to ensure that the

extracted power Pout will not exceed the rated power Pmax of the system. It could

be used for load control [4] or low-voltage ride-through enhancement [24]. For

simplicity, in this thesis, we set the blade pitch angle β constant to 0 degree.

2.3.2.3 Drive-train

Previous simulations [10] have shown that a one-mass drive train model gives

significant errors when representing direct-drive wind turbine generators. There-

fore, we use a direct-drive two-mass model drive train. Detailed modeling can be

found in [71].

2.3.2.4 Generator

Two electrically-excited synchronous generator models are considered depending

on the required precision.

Linear dq-model with saturation factors: The dq-model is available in the

Matlab/Simulink SimPowerSystem toolbox. Its parameters are approxi-

mated by finite element analysis.
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Nonlinear coupled FE phase-domain model: We discuss why we use this

model in section 2.3.4. The model equations and implementation are de-

scribed in details in chapter 4.

2.3.2.5 Exciter

The exciter is modeled with an ideal averaged voltage source. Its voltage is

regulated by a PI controller as explained in section 3.2. A detailed model of the

exciter is out of the scope of this thesis.

2.3.2.6 Back-to-back converter

Two back-to-back converter are considered depending on the required precision.

Averaged full WECS: We model both the grid-side and the generator-side

converters with equivalent averaged 2-level voltage source converters. The

generated AC voltage is averaged over one cycle of the switching frequency.

It does not represent harmonics, but the dynamics resulting from control

system and power system interaction is preserved. Therefore, the DC-link

can be modeled by only one equivalent capacitor C. Its value is the same

as the the two-level back-to-back converter capacitor (see Eq. 3.3).

Detailed half WECS: We model only the generator-side converter with a de-

tailed three-phase three-level NPC converter consisting of 6 pairs of IGBT-

diode. The DC-link is modeled by two DC voltage sources of v∗dc/2 (see

Eq.3.2).

2.3.2.7 Line reactor, filter and transformer

The focus of this thesis being the generator-side part of the system, the grid-

side part of the system is modeled with a low level of detail. The line reactor is

required for the grid-side converter control (see section 3.2). It is modeled with

a RL load. The LC filters are not modeled. The step-up transformer windings

configuration is ∆/Y g (∆ on high side) [26].
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2.3.2.8 Offshore grid

The offshore grid is modeled by a programmable three-phase zero-impedance

voltage source. We do not model the HVDC-link or the onshore grid.

2.3.3 WECS model parameters

WECS parameters are summarized in Table A.1. For the converter control, the

machine dq-model parameters are obtained from the machine model (see section

2.4). The machines dq-model parameters can be found at Appendix C and D.

The N-dimensional lookup tables for the phase-domain model are obtained from

the machine model (see section 2.4) using formulas summarized in section 4.4.

The machines phase-domain model data can be found at Appendix C and D.

2.3.4 Superconducting machine model choice

The choice of a machine model for time domain transients simulations is a trade-

off between the speed of the simulation and the accuracy of the model.

A first option is to use a finite element model. In this case, it must be

connected to external mechanical and electrical systems [7]. This method is

accurate and well established, but it is computationally expensive.

A second option is to use the lumped-parameter dq-model [66]. It is well

known, fast and often readily available in time domain transients simulation soft-

wares. Space harmonics are usually neglected in the classical derivation of the

dq-model [66]. The inductance matrix is then a sinusoidal function of the ro-

tor angle. By using the qd0 transformation, we can transform this matrix into

a constant one in the synchronous reference frame. Having a constant matrix,

the dq-model is considered to be easy to implement, which explains its wide use

[28]. Moreover, saturation is generally reintroduced in the linear dq-model with

mathematical factors. But these factors neglect cross-saturation [37] and arma-

ture reaction [66]. When space harmonics and saturation cannot be neglected,

the application of the qd0 transformation does not result anymore in a constant

inductance matrix, and therefore offers little advantage.

A third option is to use the lumped-parameter phase-domain (PD) model, also
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known as ”abc-model”. It can provide reasonable simulation speed with the same

performance level as a full finite element model [33]. Its main advantage is that it

can inherently take space harmonics and (cross-)saturation into account. Besides,

because it is not necessary to use the qd0 transformation, its parameters are

physical values and its derivation is straightforward. But, having rotor position

and winding currents dependant coefficients, it is often considered to be harder

to implement than the dq-model [28]. Moreover, the preliminary calculation, the

storage and the handling of its parameters can represent additional complexity[32;

34; 35].

We underlined in section 2.2.3 that a key point for superconducting machines

modeling is to correctly include both space harmonics and saturation. There-

fore, we model superconducting machines using a phase-domain model. As the

machine parameters are obtained from a nonlinear static finite element (FE) anal-

ysis, this model is called ”nonlinear coupled FE phase-domain model”. To cope

with the implementation problems mentioned above, we present a novel general

derivation and flexible implementation of this model using N-dimensional lookup

tables in chapter 4.

2.4 Machine model

The machine model is a 2D finite element model with A-formulation rotating

machinery model available with COMSOL Multiphysics AC/DC module. This

model neither takes into consideration the actual conductor geometry nor the

properties of the superconductor: the current density in the field coil is assumed

uniform.

In this thesis, we use two different 10 MW class superconducting wind turbine

generator designs.

Ironless generator [55]: It is an air-cored 10 MW/1 HZ class wind turbine

generator with superconducting field windings and copper double layer dis-

tributed three-phase armature windings. Data can be found at Appendix

C.

Non-salient pole generator [76]: It is 10 MW/1 HZ class wind turbine gen-
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erator with inner iron core, back iron core, superconducting field windings

and copper double layer distributed three-phase armature windings. Data

can be found at Appendix D.

2.5 HTS tape model

The HTS tape model is a finite element model of only one tape withH-formulation

and edge elements implemented with Comsol Multiphysics PDE mode applica-

tion. This model takes into consideration the actual conductor geometry and the

properties of the superconductor. Details on equations, implementation and com-

parison with analytical formulas can be found in [59]. Experimental validation is

presented in [64; 65]. An overview of the HTS tape model is shown on Fig.2.5.

We consider that the machines field coils are wound with YBCO tapes of

4 mm in width and 0.1 mm in thickness [63]. We assume a packing factor of 0.5

and an insulation layer of 70 µm between two tapes. In the HTS tape model,

we model only the HTS layer. It is 4 mm in width and 1 µm in thickness. The

properties of the superconductor are modeled by a E − J power law. We use

E0=1e-4 V/m. Generally, Jc and n both depend on the magnetix flux density

magnitude and angle. For simplicity, we assume here that they are isotropic and

constant. We set n=30 [64] and Jc=3.625e10 A/m2 (Ic=145 A) [63].

2.6 Unidirectional couplings

First, we calculate the rotor mechanical angle θm, the stator currents iabc and field

current if with the WECS model. And we use them as constraints for the machine

model (Fig.2.9). Secondly, we calculate the two components of the magnetic flux

Hx and Hy with the machine model. And we use them as constraints, together

with if , for the HTS tape model (Fig.2.10(b)). Thirdly, we solve the HTS tape

model.

Ideally we would like to calculate the AC losses of all the tapes modeled in

one coil model (Fig.2.10(a)). But such generators field coils are wound with a

large number nt of HTS tapes : 40204 tapes for the ironless generator, and 17625

tapes for the non-salient pole generator (see appendix D.4). Therefore, this is
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(a) Geometry

(b) Mesh

Figure 2.8: Overview of the HTS tape model.

Figure 2.9: Coupling between the WECS model and the machine model.
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(a) Coupling with coil model

(b) Coupling with HTS tape model

Figure 2.10: Coupling between the HTS machine model and the HTS tape model.
(a) Ideally we would like to use a coil model with a coupling boundary far from the

coil edges. (b) But considering memory needs and computation time, we use an HTS
tape model with a coupling boundary inside the coil and between the tapes.

31



not possible because the number of elements would be too high, requiring a very

large memory. Instead of calculating one time nt tapes, we propose to calculate

nt times the AC losses of one tape alone (Fig.2.10(b)). This approximation is

discussed in section 5.3.3. Doing this, the number of elements per calculation

can be kept low but the computation time is still very high. Therefore, assuming

that neighboring wires have similar instantaneous AC losses, we calculate only

nt,0 < nt times the AC losses of one tape alone, and we interpolate the results to

the other (nt − nt,0) tapes. The nt,0 tapes are selected arbitrarly. To do so, Hx

and Hy are exported from the machine model along a coupling boundary lying

at equal distance between the tapes. It is then applied to the HTS tape model

as a time-varying Dirichlet boundary condition. An integral constraint is used

to impose the total current in the superconducting tape it. It is equal to the

superconducting coil current if divided by the number of tapes.

The unidirectional coupling between the WECS model and the machine model

is a justified because the lumped-parameter nonlinear coupled FE phase-domain

model used in the WECS model is a good representation of the machine model.

Indeed, it can describe the machine characteristics with accuracy, including space

harmonics and cross-saturation (see chapter 4). And therefore, a bidirectional

coupling is not required. Note that the classical dq-model could be used for gen-

erators satisfying the hypothesis used to build the dq-model (no space harmonics,

no saturation [66]).

The unidirectional coupling between the machine model and the HTS tape

model would be fully justified if the coupling boundary were far from the super-

conducting coil [67]. But the fact that the coupling boundary is near the tape has

a non-trivial effect on the estimated AC losses. This approximation is discussed

in section 5.3.3.

2.7 Summary

In this chapter, we have underlined the key points for the design of an offshore

superconducting wind energy conversion system. The design should notably be

take into consideration: losses in the cold parts, quench, mechanical vibrations,

low synchronous reactance, low output electrical frequency, cooling power, size
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and weight, reliability and survivability, grid codes. From those considerations,

we discussed an adapted power converter topology, excitation system and wind

farm grid connection with their associated control strategies.

Then, we have underlined the key points for the modeling of superconducting

machines. An accurate model should notably be able to correctly include both

space harmonics and (cross-)saturation. Therefore, we proposed to use a coupled

finite element phase-domain model.

Finally, we have introduced a multiscale simulation method for the study

of grid-connected superconducting wind turbine generators. We considered uni-

directional couplings between a wind energy conversion system model, an A-

formulation machine FE model, and an H-formulation HTS tape FE model.
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Chapter 3

WECS dimensioning and control

Objectives: Present a step-by-step method for the design and control of a full-

scale back-to-back converter for variable speed wind turbine generators us-

ing direct-drive electrically excited synchronous machines.

Motivations: Absence of guidelines for the design and control of back-to-backconverter

for synchronous generator-basedWECS (see section 1.3.4).

Contributions: Comprehensive step-by-step method for the design and control

of a back-to-back converter for synchronous generator-based wind turbines,

derivation of analytical formulas for the systematic determination of PI

controller parameters, and definition of a WECS reference model.
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3.1 WECS dimensioning

In this section, we dimension the wind energy conversion system modeled in

section 2.3.2.

3.1.1 DC-link voltage

Each converter has to produce an AC voltage at least equal to the AC-side nom-

inal voltage in order to properly control the injected AC-side current. Assuming

an ideal converter with large frequency modulation ratio, naturally sampled sinu-

soidal PWM and a balanced system, the AC-side line-to-line RMS output voltage

vLL,RMS is a function of the DC-link voltage vdc and of the amplitude modulation

ratio m,

vLL,RMS =

√
3√
2
m
vdc
2

(3.1)

with 0 ≤ m ≤ 1. In order to keep low switching losses, it is desired to operate

with a DC-link voltage as low as possible. But accounting for grid fluctuations,

line reactor voltage drop and operation reliability, the reference DC-link voltage

v∗dc is chosen as,

v∗dc = x
2
√

2√
3
vLL,RMS,max (3.2)

where x is an overvoltage factor, and vLL,RMS,max is the maximum between the

grid and the generator nominal line-to-line RMS voltage. For low voltage system,

x is 1.1. For medium voltage system, x is 1.15 [8; 12].

3.1.2 DC-link capacitor

The selection of the DC-link capacitor of a back-to-back converter is a trade-off

between voltage ripple, lifetime and fast control of the DC-link voltage. Consid-

ering this, the DC-link capacitance C is chosen as [10],

C =
S

4πfmin v∗dc ∆vdc
(3.3)
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Figure 3.1: WECS control overview.

where S is the apparent converter power, fmin is the minimum between the grid

and the generator nominal electrical frequency, and ∆VDC is the allowed steady-

state peak-to-peak voltage ripple in the DC-link. Typically ∆vdc is 2% of v∗dc
[11].

3.2 WECS control

In this section, first, we design the back-to-back converter controllers. Then,

we systematically calculate their PI parameters using the symmetrical optimum

method. An overview of the controller is shown on Fig.3.1. Sign conventions are

shown on Fig.3.2.
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Figure 3.2: Overview of the WECS model.

3.2.1 VSC and exciter equations

From a control point of view, the VSCs and the exciter systems are taken into

account by means of a first order transfer function Gd(s) [16; 17],

Gd(s) =
vout
vctrl

=
1

1 + Tas
(3.4)

where vctrl is the input control voltage, and vout is the output voltage. Ta is the

time delay due to the computation and generation time. To simplify, we take

Ta = 1/fPWM for both systems.

3.2.2 Grid-side equations

In terms of instantaneous variables, with positive currents going from the con-

verter to the grid, the grid-side circuit equations are,

vtabc − vsabc = Rr iabc +
dλabc
dt

(3.5)

λabc = Lr iabc (3.6)

where Rr and Lr are the line reactor resistance and inductance diagonal ma-

trices. Triphasic variables can be transformed from the stationary circuit to a
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synchronous-rotating dq reference frame by using the qdo-transformation [66],

fqdo = [K(θs)] fabc (3.7)

[K(θ)] =
2

3

cosθ cos(θ − 2π
3

) cos(θ + 2π
3

)

sinθ sin(θ − 2π
3

) sin(θ + 2π
3

)
1
2

1
2

1
2

 (3.8)

where θs is the synchronous angular position of the dq reference frame. By

applying this transformation on Eqs.3.5 and 3.6, the grid-side circuit equations

in the dq reference frame are,

vtqdo − vsqdo = Rr iqdo + ωsλdq
dλqdo
dt

(3.9)

λqdo = Lr iqdo (3.10)

where ωs is the synchronous angular speed of the dq reference frame and,

λTdq = [λd − λq 0] (3.11)

Under the assumption that the system has no zero sequence component, in

the dq reference frame, the grid-side circuit equations become [14],

d

dt

[
iq

id

]
=

[
−Rr
Lr
−ωs

ωs −Rr
Lr

][
iq

id

]
+

1

Lr

[
vtq − vsq
vtd − vsd

]
(3.12)

Note the cross-coupling terms −ωsid and ωsiq between the two axis. A decoupling

can be obtained by defining ∆vq and ∆vd as [13],

∆vq = vtq − vsq − ωsLrid (3.13)

∆vd = vtd − vsd + ωsLriq (3.14)

Then iq and id respond to ∆vq and ∆vd respectively, through a simple first-order

38



transfer function Fr(s),

Fr(s) =
iq

∆vq
=

id
∆vd

=
1

Rr

1

1 + τrs
(3.15)

where τr = Lr/Rr.

3.2.3 Grid power equations

The AC active and reactive powers expressed in the grid voltage-oriented dq

reference frame are,

Pac =
3

2
vsdid (3.16)

Qac = −3

2
vsdiq (3.17)

3.2.4 DC-link equations

The AC and DC sides of the grid-side VSC are related through the power balance

on an instantaneous basis. With the convention shown in Fig.3.2, from Eq.(3.16),

vdcidc,grid =
3

2
vsdid (3.18)

And the DC-link voltage equation is,

C
dvdc
dt

= −idc,grid − idc,gen (3.19)

To design the DC-link voltage controller, we insert (3.18) into the right side

of (3.19), we consider idc,gen as a disturbance and we approximate vsd ≈ vdc/2

[16; 18; 21]. Then vdc responds to id through a simple first-order transfer function

Gv(s),

Gv(s) =
vdc
id

= − 3

4C

1

s
(3.20)

Note that, when considering 3-level NPC converter (see section 2.3.1.4), the

DC-link voltage controller should be able to equalize the voltages of the two DC-

link capacitors. To this end, a modified form of Eq.3.20 has been introduced by
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Yazdani et al. [14].

3.2.5 Generator-side equations

From a control point of view, the generator linear dq-model is considered. In

the rotor position-oriented dq reference frame, in motor convention, the dynamic

model of the machine is [66, p. 201,Eqs.(5.5-8)-(5.5-21)],

Lq
distq
dt

= −Rsistq − ωeLdistd − ωeLmdi′f + vstq (3.21)

Ld
distd
dt

= −Rsistd + ωeLqistq − Lmd
di′f
dt

+ vstd (3.22)

Lf
di′f
dt

= −R′f i′f − Lmd
distd
dt

+ v′f (3.23)

where ωe is the angular electrical speed of the rotor, Ld = Lls + Lmd, Lq =

Lls + Lmq, and Lf = L′lf + Lmd. Note that rotor quantities are referred to the

stator-side. If the closed loop system is stable and if the field current is kept

constant, distd
dt

and
di′f
dt

become zero after transients. Eqs.(3.21), (3.22) and (3.23)

can then be approximated and rewritten as,

d

dt

[
istq

istd

]
=

[
−Rs
Lq
−ωeLd

Lq
ωeLq
Ld

−Rs
Ld

][
istq

istd

]
+

[
vstq
Lq
− ωeLmdi

′
f

Lq
vstd
Ld

]
(3.24)

Lf
di′f
dt

= −R′f i′f + v′f (3.25)

Note the cross-coupling terms −ωeLd
Lq

and ωeLq
Ld

between the two axis. A decoupling

can be obtained by defining ∆vstq and ∆vstd as [14],

∆vstq = vstq − ωeLdistd − ωeLmdi′f (3.26)

∆vstd = vstd + ωeLqistq (3.27)

Then istq and istd respond to ∆vstq and ∆vstd respectively, through simple first-
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order transfer functions Fq(s) and Fd(s),

Fstq(s) =
istq

∆vstq
=

1

Rs

1

1 + τqs
(3.28)

Fstd(s) =
istd

∆vstd
=

1

Rs

1

1 + τds
(3.29)

where τq = Lq/Rs and τd = Ld/Rs. Eq.(3.25) shows that i′f responds to v′f
through a simple first-order transfer function Ff (s),

Ff (s) =
i′f
v′f

=
1

R′f

1

1 + τfs
(3.30)

where τf = Lf/R
′
f .

3.2.6 Generator mechanical equations

The machine speed is related to the resulting torque, in motor convention, by the

mechanical equation,

J
dwm
dt

= Tm + Te + Tdamp [N.m] (3.31)

where J is the moment of inertia, wm is the machine mechanical speed, Tm is the

externally applied mechanical torque, Te is the electromagnetic torque developped

by the machine, and Tdamp is the damping torque. A positive resulting torque

dT = Tm + Te + Tdamp acts to turn the rotor in the direction of increasing θ.

Te is positive when the machine is motoring and negative when the machine is

generating. Tm is negative when the machine is motoring and positive when the

machine is generating.

The machine electromagnetic torque expressed in the rotor position-oriented

dq reference frame, in motor convention, is [66, p. 206 Eq.(5.6-2)],

Te =
3

2
P
[
Lmdi

′
f istq + (Lmd − Lmq)istdistq

]
[N.m] (3.32)

where P is the number of pole pairs. If istd is regulated to zero and if the field
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current is kept constant to i′∗f , Te is a linear function of istq.

To design the speed controller, we neglect the damping torque and we consider

the mechanical torque as a disturbance. As a result, the machine mechanical

speed responds to the q-axis current through a simple first-order transfer function

Gw(s),

Gw(s) =
wm
istq

=
3PLmdi

′∗
f

2J

1

s
(3.33)

3.2.7 Grid-side converter control strategy

First, in order to guarantee that all the active power coming from the generator-

side converter is instantaneously transfered to the grid, the DC-link voltage must

be kept constant. Secondly, in order to be able to support actively the grid, the

converter should be able to regulate the reactive power fed to the grid. Taking

this into account, the objectives of the grid-side converter controls are:

1. DC-link voltage control (Active power control)

2. Reactive power control

A vector-control approach done in the grid voltage-oriented dq reference frame is

adopted. Following Eqs.(3.16) and (3.17), the d-axis current contributes to the

instantaneous active power and the q-axis current to the instantaneous reactive

power. The controller has a cascaded structure. A fast inner current loop controls

the converter d- and q-axis currents. An outer slower loop controls the DC-link

voltage to its reference value by the d-axis current, and the reactive power by the

q-axis current.

3.2.8 Grid-side converter control design

A decoupled control is obtained by defining the feedback loops and controller

Gc,r(s) as,

vtq,ctrl = Gc,r(s)(i
∗
q − iq,meas) + ωsLri

∗
d + vsq,meas (3.34)

vtd,ctrl = Gc,r(s)(i
∗
d − id,meas)− ωsLri∗q + vsd,meas (3.35)
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The grid-side inner open loop transfer function is,

HOL,r(s) = Gd(s)Fr(s) =
1
Rr

(1 + Tas) (1 + τrs)
(3.36)

For the design of the outer controller, the grid-side inner closed loop transfer

function is approximated by a first order transfer function [22],Heq,r(s) = iq
iq∗

= id
id∗

= 1
1+Teq,rs

Teq,r = ts,10/2.3
(3.37)

where ts,10 is the 10% settling time of the grid-side inner closed loop transfer

function. The control is obtained by defining the feedback loops and controller

Gc,v(s) as,

i∗d = Gc,v(s)(v
∗
dc − vdc,meas) (3.38)

The grid-side d-axis outer open loop transfer function is,

HOL,r(s) = Gv(s)Heq,r(s) =
− 3

4C

(1 + Teq,rs) s
(3.39)

3.2.9 Generator-side converter control strategy

First, in order to maximize the power extracted, the generator speed must be

regulated to its optimal value (MPPT). Secondly, as shown in section 3.2.5, in

order to control the generator speed, istd must be regulated to zero. Taking this

into account, the objectives of the generator-side current controls are:

1. MPPT

2. d-axis current control

A vector-control approach done in the rotor position-oriented dq reference frame

is adopted. The controller has a cascaded structure. A fast inner current loop

controls the converter current in d- and q-axis currents. An outer slower loop

controls the machine torque to its optimal reference value by the q-axis current,

while the d-axis current is kept to zero.
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3.2.10 Generator-side converter control design

Following a procedure similar to section 3.2.8, a decoupled control is obtained by

defining the feedback loops and controllers Gc,q(s) and Gc,d(s) as,

vstq,ctrl = Gc,q(s)(i
∗
stq − istq,meas) + ωeLdi

∗
std + ωeLmdi

′∗
f (3.40)

vstd,ctrl = Gc,d(s)(i
∗
std − istd,meas)− ωeLqi∗stq (3.41)

The generator-side inner open loop transfer functions are,

HOL,q(s) = Gd(s)Fstq(s) =
1
Rs

(1 + Tas) (1 + τqs)
(3.42)

HOL,d(s) = Gd(s)Fstd(s) =
1
Rs

(1 + Tas) (1 + τds)
(3.43)

The field current control is obtained by defining the feedback loop and con-

troller Gc,f (s) as follow,

v′f,ctrl = Gc,f (s)(i
′∗
f − i′f,meas) (3.44)

The field open loop transfer function is,

HOL,f (s) = Gd(s)Ff (s) =

1
R′f

(1 + Tas) (1 + τfs)
(3.45)

Following a procedure similar to section 3.2.8, the control is obtained by defin-

ing the feedback loop and controller Gc,w(s) as,

i∗stq = Gc,w(s)(w∗m − wm,meas) (3.46)

The generator-side q-axis outer open loop transfer function is,

HOL,w = Gw(s)Heq,q(s) =

3PLmdi
′∗
f

2J

(1 + Teq,qs) s
(3.47)
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3.2.11 Symmetrical optimum method

Consider an open loop transfer function of the form,

HOL(s) =
K

(1 + Tαs) s
(3.48)

The controller tuning can be done using the symmetrical optimum method. The

method has the advantage of maximizing the phase margin and therefore the

system can withstand more delay. Besides it has good disturbance rejection

compared to modulus optimum method and it is possible to specify the open

loop crossover frequency [22; 23]. The parameters of the PI controller,

Gc(s) = Kp
1 + Tis

Tis
(3.49)

can be found with [23],

{a, Ti, Kp} =

{
1

ωcTα
, a2Tα,

1

aTαK

}
(3.50)

where ωc is the open loop crossover frequency, and a is a design parameter in the

range {2, 4}. An higher value of a leads to better damping but slower response.

Consider an open loop transfer function of the form,

HOL(s) =
K

(1 + Tαs) (1 + Tβs)
(3.51)

with Tβ >> Tα. The controller tuning can be done using the symmetrical opti-

mum method around crossover frequency by approximating 1
1+Tβs

≈ 1
Tβs

[22].

3.2.12 Controllers tuning

As the inner and outer open loop transfer functions of the system are all of the

form of Eqs.(3.48) or (3.51), all the controllers can be tuned using the symmetrical

optimum method. The tuning goals are:

(i) inner loop/field closed loop bandwidth one order of magnitude smaller than

the switching frequency of the converter/PWM to avoid noise.
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Table 3.1: Controller tuning

ωc a Kp Ti
(rad.s−1) − (si) (s)

Gc,r
2πfPWM

20
1

ωcTa
τrRr
aTa

a2Ta
Gc,v − 3 −4C

3
1

aTeq,r
a2Teq,r

Gc,d
2πfPWM

20
1

ωcTa

τdRs
aTa

a2Ta
Gc,q − 4 τqRs

aTa
a2Ta

Gc,f
2πffield

20
1

ωcTa

τfR
′
f

aTa
a2Ta

Gc,w − 4 2J
3PLmdi

′∗
f

1
aTeq,q

a2Teq,q

(ii) the generator-side d-axis and field current loops are designed to be fast in

comparison to the generator-side q-axis loop to guaranty that Te is a linear

function of istq in Eq.(3.32).

(iii) slow outer loops in comparison to the inner loops.

(iv) the generator-side outer loop is designed to limit the mechanical stress on

the machine.

To achieve (i), we use Eq.(3.50) to calculate the minimal value of a that meets

the bandwidth requirement for the grid-side inner loops, the generator-side d-axis

inner loop, and the field loop. To achieve (ii), we set a = 4 for the generator-side

q-axis inner loop to obtain the slowest response. To achieve (iii) for the grid-side

converter, we set a = 3 for the outer loop as a compromise between performance

and overshoot. To achieve (iii) and (iv) for the generator-side converter, we set

a = 4 for the outer loop to obtain the slowest response. Analytical formulas for

the systematic tuning of the PI controllers are summarized in Table 3.1.

3.2.13 Discussion

We would like to emphasize the main advantages of our WECS controller tuning

method.

User-centered: The aim of this work is not to give an optimal design for the

system, but to provide a step-by-step method that can be used to build a

working model that can be used as a reference model for future studies.
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Systematical: The systematic determination of controller parameters enable to

avoid the time-consuming trial-and-error approach.

Tolerance: By using the symmetrical optimum method to tune the converter PI

controllers, we ensure good delay tolerance and good disturbance rejection.

Delay: The controller design takes into consideration the time delay due to the

computation time and the generation time.

Inner loop bandwidth: The adopted method ensures that the inner loops closed

loop bandwidth are one order of magnitude smaller than the switching fre-

quency of the converter to avoid noise.

Outer loop bandwidth: The adopted method ensures that the outer loops are

slow in comparison to the inner loops.

The main drawback of our reference WECS model control and design method

is that it is assumed that the system state variable are know. Nevertheless, we

estimate that sensor effect integration or sensorless control are advanced control

techniques that are out of the scope of this thesis.

3.3 Reference WECS model

In this section, we simulate a WECS using a 2 MW conventional generator.

First, it allows us to evaluate the performance of the adopted power converter

topology, excitation system with their associated control strategies. Secondly,

this simulation will be used as a reference WECS model for comparison with

WECS using superconducting generator.

3.3.1 Model and sequence

In the reference simulation, the generator is modeled using the dq-model. The

averaged full WECS model is used. The grid-side reactive power reference is

set to 0 pu. The back-to-back converter parameters are summarized in Table

A.1. The generator parameters are summarized in Table B.1. The PI controller

parameters are summarized in Table B.2. Note that the tuning goals defined
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in section 3.2.12 are respected with the calculated parameters. The simulation

sequence is described in details in Appdx A.2: startup from t= 0 s to t= 30 s,

sudden wind variations from t= 30 s to t= 50 s, and low-voltage ride-through

t= 50 s to t= 60 s.

3.3.2 Simulation results

Simulation results are shown on Figs.3.4 and 3.3. wind is the wind speed. Pm

is the mechanical power extracted from the wind. Pe and Qe is the generator

active and reactive power (from the machine to the converter). ωm is the rotor

mechanical speed. istd and istq are the d- and q-axis current of the generator

stator. dT = Tm + Te is the resulting torque on the machine shaft neglecting

Tdamp. if is the field current. vdc is the DC-link voltage. Pchop is the power

dissipated in the breaking resistor used for DC-link protection. Pgrid and Qgrid

are the active and reactive power transferred to the grid. id and iq are the d- and

q-axis current of the grid. Vgrid is the grid peak voltage.

3.3.2.1 Startup

At t= 1 s, the grid-side converter is switched on: the DC-link voltage is regulated

to its nominal value. At t= 2.1 s, the generator-side converter is switched on:

the turbine speed increases, the power capture increases and is transmitted to

the grid. In steady-state, the wind speed is at rated output speed, the MPPT

controller controls the turbine speed to 1 pu, the generator operates at rated

power, the grid-side converter controls the active power injected to the grid to

1 pu by keeping the DC-link voltage to its nominal value, while the reactive power

is maintained to 0 pu.

3.3.2.2 Sudden wind variations

At t= 32 s, the wind suddenly drops from 12 m/s to 7 m/s. The power capture

is reduced, and the MPPT controller sets the new optimal speed. The DC-link

voltage is regulated to its nominal value. Then at t= 40 s, the wind increases

from 7 m/s to 12 m/s. The MPPT controller regulates the power transfer to

1 pu. Here again, the system reaches its new equilibrium.
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3.3.2.3 Low-voltage ride-through

At t= 50.5 s, the grid voltage drops, the grid-side converter increases its d-axis

current in order to be able to go on transferring all the power from the generator.

But the rating of the converter limits the converter maximum power transfer. And

as the power extracted from the wind Pm cannot be reduced instantaneously

because of the slow dynamic of the wind turbine, there is a power imbalance.

The excess power from the generator flows into the DC-link capacitor whose

voltage increases. When the DC-link voltage rises, the LVRT protection scheme

is activated: the excess energy is dissipated in the breaking resistor Pchop instead

of charging the DC-link capacitor. The DC-link overvoltage is strictly limited.

At t= 52 s, the grid voltage returns to 1 pu, the grid-side converter operates

in saturation mode till the DC-link capacitor has been regulated to its nominal

value. Thus the system can stay online, ride through the dip voltage and operate

safely.

3.4 Summary

In this chapter, we have presented a step-by-step method for the design and

control of variable speed wind turbine generators using direct-drive electrically

excited synchronous machines connected to the grid through a full-scale back-to-

back converter. We dimensioned the DC-link voltage and capacitor. We modeled

in details the electrical and mechanical parts of the system from a control point

of view. We designed a cascaded-loop controller for both generator-side and grid-

side converter. We calculated the controller PI parameters in a systematical way

by using the symmetrical optimum method.

Finally, we evaluated the performances of a conventional 2 MW wind turbine

generator with the designed converter during startup, sudden wind variations and

low-voltage ride-through.
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Figure 3.3: Reference 2 MW WECS model - Generator-side converter simulation
results.
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Figure 3.4: Reference 2 MW WECS model - Grid-side converter simulation re-
sults.
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Chapter 4

Nonlinear coupled FE

phase-domain model

Objectives: Report on a novel general and flexible implementation of the phase-

domain model using N-dimensional lookup tables.

Motivations: Need for a lumped-parameter machine model that could represent

naturally and accurately both space harmonics and (cross-)saturation (see

section 1.3.5).

Contributions: Comparison of various implementations of the linear phase-

domain model with the dq-model, discussion on the choice of the phase-

domain model state variables, study on the implementation of the linear

phase-domain model with lookup tables, clarification of the nonlinear model

equations, implementation of a general nonlinear phase-domain model us-

ing N-dimensional lookup tables, and comparison of the nonlinear phase-

domain model with the FE model.
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4.1 Phase-domain model

In this section, we introduce the phase-domain model and propose an implemen-

tation using lookup tables. Note that this chapter deals with the modeling of

superconducting synchronous machines with the understanding that the analysis

of almost any kind of rotating machine can be performed similarly [66].

4.1.1 Mathematical model

We use here the motor convention, meaning that positive currents enter the ma-

chine terminals (Fig.4.1). Using matrix notation, the phase-domain model is

expressed in terms of physical variables as,

v = R i +
dλ

dt
(4.1)

λ = f(θ, i) (4.2)

J
d2θ

dt2
= Tm + Te + Tdamp (4.3)

Te = h(θ, i) (4.4)

where v, i, and λ are the instantaneous voltage, current and flux linkage vectors

of the stator and rotor windings, respectively. θ is the rotor mechanical angle. R

is the resistance matrix of the windings. J is the moment of inertia. And Tm, Te

and Tdamp are the mechanical torque, the electromagnetic torque and the damping

torque, respectively. In the general case, the flux linkage and the electromagnetic

torque are not explicitly given, as they are nonlinear functions of rotor position

and currents.

4.1.2 Integrability

The integrability of such a system cannot be assured a priori. It depends on the

existence of a bijective relationship between the currents i and the flux linkages
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Figure 4.1: Three-phase synchronous machine.

λ. If this bijection exists, there is a function g such as,

i = g(θ,λ) (4.5)

In that case, a change of variable can be done between i and λ, and both of them

can be used as state variables of the system. In this paper, to guarantee the

existence of this bijection, we make the hypothesis that the losses of the coupling

field (eddy current, hysteresis, or dielectric losses) are neglectable [66], and that

the windings are not closely coupled. Note that these are the only hypothesis

needed to derive the general nonlinear phase-domain model.

4.1.3 Lookup Tables

The functions f (or g) and h can be determined by analytical formulas, numerical

calculations, or measurements. Both numerical calculations and measurements

will result in a discrete data set. An efficient way to deal with this data set

without making any further approximation is to use lookup tables (LUTs).A

N-dimensional (N-D) lookup table is a structured representation of a discrete
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function of N variables. It uses N breakpoint data sets to index a table data set,

and relates an input vector to an output value by looking up or interpolating the

table data set. Common interpolation methods are linear and cubic-spline. If the

table inputs are out of range, the lookup table can extrapolate the output value

too. LUTs are particulary adapted to describe complex nonlinear relationships,

for to retrieve a value from memory is often faster than to compute a complex

function. Nevertheless, there are limitations such as the available amount of

memory, and the time necessary to first construct the table.

Note that, if no analytical formula is available, only f(θ, i) and h(θ, i) can be

obtained directly. Indeed, experimentally, it is only possible to fix the currents

for a given rotor position and then to measure the flux linkage [37]. For the same

reason, the finite element model and reluctance model permit only the direct

determination of f and h. In that case, h can be determined using the Maxwell

stress tensor, for example. Therefore, g(θ,λ) has to be obtained indirectly from

f(θ, i) (See section 4.3.2.3).

4.2 Linear phase-domain model

In this section, we develop the equations of the linear phase-domain model and

discuss its implementation.

4.2.1 Linear equations

In the linear case, a simple expression for Eq.4.2 and Eq.4.4 can be derived by

using the concept of inductance and the global virtual work method [66],

λ = L(θ) i (4.6)

Te =
1

2
iT
dL(θ)

dθ
i (4.7)

where L(θ) is the stator and rotor windings inductance matrix.

The linear phase-domain model can be implemented by using the current i as
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a state variable (PD-i). In that case, Eqs.4.1 and 4.6 can be written,

di

dt
= L(θ)−1

[
v−R i− ωdL(θ)

dθ
i

]
(4.8)

where ω is the rotor mechanical speed. Another option is to choose the flux

linkage λ as a state variable (PD-λ). In that case, Eqs.4.1 and 4.6 can be written,

dλ

dt
= v−R L(θ)−1λ (4.9)

4.2.2 Implementation

4.2.2.1 Bloc Implementation

Block implementations of the PD-i and PD-λ models are shown in Fig.4.2(a)

and Fig.4.2(b). Note that even if the flux linkage is used as state variable, the

current is still available as output. The phase-domain inductance matrix and its

derivative with respect to θ are built with the same analytical equations used

to derive the SimPowerSystems dq-model (dq-SPS) [66]. Thus, the three models

are analytically equivalent. The matrices are built using function blocks and

concatenation blocks to take advantage of their symmetry. Finally, both models

are embedded in a Simulink SimPowerSystems toolbox block. In the following,

the machine is used as a generator. Its input mechanical speed is 1 pu and

its load is 1 pu resistive. Simulation parameters are: simulation time 0.1 s in

steady-state, relative and absolute error tolerance 10−6, maximum and minimum

time step limits 10−3 and 10−10, and ode23t variable-step mod. stiff / trapezoidal

solver. We use a personal computer (Intel i5, 2.53 GHz) with standard (not

compiled, non-real-time) Simulink. We use the Simulink profiler to capture data

while each model runs. The execution time does not include the initialization or

termination time.

4.2.2.2 State Variable Choice

The choice of the phase-domain state variable has an influence on the computation

speed as shown in Table 4.1. Clearly, the PD-λ model is faster than the PD-

i model. First, there are fewer steps. Since the maximum rate of change of
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(a) PD-i model

(b) PD-λ model

Figure 4.2: Block implementation of the linear phase-domain model.

Table 4.1: Model efficiency comparison

Model dq-SPS PD-λ PD-i

Execution time (s) 0.51 7.57 83.66
No. of steps 100 2641 11877
Time per step (ms) 5.1 2.9 7.0

the flux linkage is lower than that of the current, the integration step can be

longer. Secondly, it takes less time per step. This is because there is no need

to calculate the derivative of the inductance matrix as a function of the rotor

angle as in Eq.4.8. Note that in our implementation, as opposed to dq-SPS,

the stator neutral point is not necessarly grounded. Making such approximation

could further decrease the phase-domain computation time [33]. Nevertheless,

the execution time per step of the PD-λ model is lower than the dq-SPS model,

which could reduce the total computation time for fixed step or multi-machine

simulations. Finally, we underline that although the implementation is different,

our results are consistent with those reported by Wang et al. [29].
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Figure 4.3: Implementation of the PD current equations with LUTs.
Step is in electrical radians.

4.2.2.3 Electric Equations with LUTs

When the space harmonics content is high, the inductance matrix in Eqs.4.8 and

4.9 is a complex function of θ. This matrix can then simply be implemented

by using 1-D lookup tables retrieved in terms of rotor angle. To determine the

error introduced by LUTs, we calculate the coefficients of L(θ) and dL(θ)
dθ

, with

the same analytical formulas used to derive the dq-SPS model. We calculate

coefficients for θ from 0 to 2π eletrical radian and store them in fifteen 1-D lookup

tables. The inductance matrix is then built by using 1-D lookup table blocks

and concatenation blocks. Fig.4.3 shows the absolute error and the execution

time of each model as a function of the discretization step using cubic-spline

interpolation. Even if the PD-λ model is more efficient, the error introduced

by the lookup table can be significant for large discretization steps. Although

not reported here due to space limitation, LUTs with linear interpolation lead

to significant errors. Moreover, the execution time does not necessarily decrease;

for in order to achieve a given accuracy, linear interpolation might require more

steps than its cubic-spline counterpart.

4.2.2.4 Torque Equation with LUTs

Following Eq.4.7, the electromagnetic torque can be obtained by multiplying the

derivative of the inductance by the current. There are two possibilities. One is

to store in 1-D lookup tables the coefficients of dL(θ)
dθ

. Then at each time step, the

tables are retrieved in terms of rotor angle and the product is performed. The
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Figure 4.4: Implementation of the PD torque equation with LUTs.
Step is in electrical radians.

other possibility is to store directly in a N-D lookup table the product Te. In that

case, the Te value is directly retrieved at each time step in terms of rotor angle

and currents. To compare both methods, we calculate the coefficients of dL(θ)
dθ

and

Te, with the same analytical formulas used to derive the dq-SPS model. On the

one hand, we calculate dL(θ)
dθ

coefficients for θ from 0 to 2π eletrical radian and

store them in fifteen 1-D lookup tables. On the other hand, we calculate Te for

θ from 0 to 2π eletrical radian and for currents from -2 to 2 pu in steps of 4 pu

and store the values in one 7-D lookup table. Note that only two values of the

current are required in the linear case. Fig.4.4 shows the relative error and the

execution time for each method as a function of the discretization step by using

cubic-spline interpolation. For both methods, the error introduced by LUTs is

negligible. The Te method is advantageous in computation time, because the 7-D

table requires shorter search time compared to searching all fiftheen 1-D lookup

tables.

4.3 Nonlinear phase-domain model

In this section, we develop the equations of the nonlinear phase-domain model

and discuss its implementation.
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4.3.1 Nonlinear equations

In the nonlinear case, the concept of inductance can be misleading because differ-

ent definitions lead to different results. Therefore, one has to distinguish between

the apparent inductance La and the differential inductance Ld. References [30]

and [31] give a rigorous formulation of La and Ld, and summarize calculation

methods from finite element analysis by using energy-perturbation or flux link-

age. References [36] and [37] report another approach to calculate Ld based on

approximation by an analytical function of the d and q-axis flux linkage. From

the above references, the flux linkage λ is related to the current i by the apparent

inductance matrix La with,

λ = La(θ, i) i (4.10)

or by the differential inductance matrix Ld with,

dλ

dt
= Ld(θ, i)

di

dt
+
∂λ

∂θ

dθ

dt
(4.11)

Here again, the current or the flux linkage can be used as state variables. If

the current i is chosen (PD-i), inserting Eqs.4.10 and 4.11 into Eq.4.1 gives,

di

dt
= Ld(θ, i)−1

[
v−R i− ω∂La(θ, i)

∂θ
i

]
(4.12)

When choosing the flux linkage λ as a state variable (PD-λ), Eqs.4.1 and 4.10

can be written,

dλ

dt
= v−R La(θ, i)−1λ (4.13)

4.3.2 Implementation

4.3.2.1 Block Implementation

Note the similarity between Eq.4.8 and Eq.4.12. The block implementation of

nonlinear PD-i model is therefore similar to Fig.4.2(a) by replacing L(θ) with

Ld(θ, i), and dL(θ)
dθ

with ∂La(θ,i)
∂θ

. In the same way, the block implementation of the

nonlinear PD-λ model is similar to Fig.4.2(b) by replacing L(θ) with La(θ, i). If
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an implementation with LUTs is considered, N-D lookup tables have to be used

instead of 1-D ones. As a result, total calculation time increases, but conclusions

from section 4.2 are still valid. Implementations of the nonlinear phase-domain

model using the inductance concept have been reported by various authors [32;

34; 35]. Therefore, these implementations are not discussed further in this thesis.

4.3.2.2 About Nonlinear Inductances

We would like to point out the main limitations of the inductance concept in the

nonlinear case. First, the necessary distinction between apparent inductance and

differential inductance is error-prone during both implementation and parameter

calculations. Secondly, the differential inductance matrix contains partial deriva-

tives of the flux linkages with respect to the currents. The numerical derivation

increases both computation time and numerical errors. Thirdly, as the inductance

matrix is symmetric, an n coils system requires the specification of (n2 + n)/2

inductances, each of which is a function of the rotation angle θ and the n currents.

Handling such a volume of data further increases the complexity of the model.

Therefore, we investigate here the possibility of directly using flux linkage instead

of inductance. In that case, an n coils system requires only the specification of

n flux linkages, each of which is a function of θ and n currents. The nonlinear

PD-λ model can be then derived from Eqs.4.1 and 4.5 as,

dλ

dt
= v−R g(θ,λ) (4.14)

4.3.2.3 Construction of g Lookup Table

The integration of Eq.4.14 is straightforward, as long as the function g(θ,λ) has

been specified. As g(θ,λ) is not directly available, it must be obtained from

f(θ, i). This has been reported by Stephenson et al. [39] in the limited case,

where each flux linkage depends only on the rotor angle and one current. But

to our knowledge, this procedure has not yet been extended to the general case,

where the n flux linkages of the n windings depend on the rotor angle and on

their n currents.

For the purpose of discussion, we consider a two coils system, where each flux
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linkage depends on the rotor angle θ and on the two currents. For a given angle

θ0, f(θ, i) and g(θ,λ) can be seen as two sets of two sufaces,

f(θ0, i) =

λa(θ0, ia, ib)λb(θ0, ia, ib)
(4.15)

g(θ0,λ) =

ia(θ0, λa, λb)ib(θ0, λa, λb)
(4.16)

From the two surfaces corresponding to f(θ0, i), one could construct the two

surfaces corresponding to g(θ0,λ) by simple inversion. This inversion permits

visualizing the surfaces, but it cannot be used to build a lookup table, because

for a given input vector (λa, λb), the output vector (ia, ib) is not always defined

[40]. This is illustrated in Fig.4.5. The inversion produces two surfaces similar

to Figs.4.5(c) and 4.5(d). On these surfaces, the output vector (ia, ib) is defined

at the grid intersections with points and is undefined at the grid intersections

without points. To build a lookup table, we need (ia, ib) to be defined at every grid

intersection. This can be solved by using 2-D interpolation to approximate (ia, ib)

at every undefined grid intersection. Using interpolation and extrapolation, we

can even define new breakpoint data sets that would be evenly spaced as shown

on Figs.4.5(e) and 4.5(f). This procedure, repeated for each rotor angle, permits

to obtain the two 3-D lookup tables defining g(θ,λ) from the two 3-D lookup

tables defining f(θ, i). Note that f(θ, i) does not need to have a lookup table

structure because the interpolation can be done from a set of scattered points.

The procedure introduced above can be straighforwardly applied to an n coils

system, where each flux linkage depends on the rotor angle θ and on the n cur-

rents. In that case, an n-D interpolation must be used for each angle to obtain

the n (n+ 1)-D lookup tables defining g(θ,λ) from the n (n+ 1)-D lookup tables

defining f(θ, i).
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(a) λa(θ0, ia, ib) before inversion (b) λb(θ0, ia, ib) before inversion

(c) ia(θ0, λa, λb) after inversion (d) ib(θ0, λa, λb) after inversion

(e) ia(θ0, λa, λb) after interpolation (f) ib(θ0, λa, λb) after interpolation

Figure 4.5: Construction of g(θ0,λ) from f(θ0, i), case n=2.
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4.4 Finite element calculation of phase-domain

parameters

In this section, we summarize the formulas used to calculate the parameters of

the phase-domain model by 2D finite element analysis.

4.4.1 Flux linkage

Following Eq.(4.2), the flux linkage λ can generally be described using n nonlinear

functions, each of which is a function of θ and n currents.

In this work, we use the vector potential to calculate the flux linkage. This

method is a variant of the method presented in [31; 88; 89]. The magnetic flux

linkage of a winding for a given rotor angle and a given set of currents is given

by,

λ = LeffN
2∑

k=1

βkA
ave
z,k (4.17)

where Leff is the machine effective length, N is the winding number of turns,

βk = ±1 according to the orientation of the winding side k, and Aavez,k is the

average vector potential on the winding side k.

The advantage of this method is that the expression of the flux linkage is ob-

tained as a surface integral of the vector potential over the winding cross section.

It allows for simple and quick calculation from the linear or nonlinear magneto-

static field solution.

Note that self and mutual inductances in Eq.4.6 can be calculated using the

above expression. The self inductance L11 of a winding is obtained by exciting a

current I1 through it and by measuring the flux linkage λ1 of this winding. The

self inductance for a given rotor angle is then given by,

L11 =
λ1
I1

(4.18)

where I is the current in the winding. The mutual inductance L12 between

two windings is obtained by exciting a current I2 through one winding and by

measuring the flux linkage λ1 of the other winding. The mutual inductance for a
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given rotor angle is then given by,

L12 =
λ1
I2

(4.19)

4.4.2 Electromagnetic torque

Following Eq.(4.4), the electromagnetic torque Te can generally be described using

a nonlinear function, which is a function of θ and n currents.

There are several methods to calculate it using the finite element method. A

review and comparison of them can be found in [86]. In this work, we use the

magnetostatic Maxwell stress tensor method for electrical rotating machine. A

complete development can be found in [87]. The electromagnetic torque for a

given rotor angle and a given set of currents is given by,

Te =
Leff r

2
Te

µ0

∫ 2π

0

BrBθ dθ (4.20)

where Leff is the machine effective length, µ0 is the magnetic permeability of

the vacuum, rTe is the radius of the circle taken as the integration path, and Br

and Bθ are the radial and tangential components of the magnetic flux density B.

Note that the integration path should be defined inside the airgap.

The advantage of this method is that the expression of the torque is obtained

as a line integral of the magnetic flux density along the airgap. It allows for simple

and quick calculation from the linear or nonlinear magnetostatic field solution.

Theoretically, if the field solution is exact, the torque value computed with the

above expression is independant of the radius rTe. In practice, with typical FE

solutions, the variation of the torque as a function of rTe may be important.

Improved methods have been introduced by various authors [85; 86].

4.5 Coupled finite element phase-domain model

The phase-domain electric equation (Eq.4.1) and mechanical equation (Eq.4.3)

of a three-phase electrically-excited synchronous machine have been implemented

using Matlab/Simulink blocs and the SimPowerSystem toolbox. The general

65



Figure 4.6: Coupled FE phase-domain Matlab/Simulink SimPowerSystem tool-
box bloc.

nonlinear flux linkage (Eq.4.2) is calculated using Eq.4.17 and stored in four 5-D

lookup tables. The general nonlinear electromagnetic torque (Eq.4.4) is calculated

using Eq.4.20 and stored in one 5-D lookup tables. The N-D lookup tables are

retrieved in terms of rotor angle and windings currents. The resulting bloc is

shown on Fig.4.6.

4.6 Comparison with finite element model

In this section, we compare our implementation of the general nonlinear coupled

finite element phase-domain model with the finite element model.

4.6.1 Finite element model

To show the effectiveness of the proposed coupled FE phase-domain model using

N-D lookup table, we consider the machine shown in Fig.4.6.4. The machine has

one field coil and three armature windings, and therefore a 5-D table is used for

the phase-domain model. The armature windings are connected to a three phase

resistive load. We do not use inductive load to ensure that the current/voltage

waveforms harmonics are due only to space harmonics and saturation. For sim-

plicity, we use the full 2D FE model for both the FE transient analysis and the

calculation of the phase-domain model parameters.
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4.6.2 Without magnetic material

First, we consider a machine without magnetic material. Therefore, the machine

is in linear operation. The field current is set to 1064 A, the resisitive load is 2.4 Ω.

Fig.4.7(a) shows the magnetic flux density distribution. Fig.4.7(b) compares the

armature voltage obtained by transient finite element method with the proposed

phase-domain model. The lookup table is built by varying the rotor angle from 0

to 180 deg in steps of 3.75 deg, the field current from 1010.8 to 1117.2 A in steps

of 106.4 A, and the phase currents from -4 to 4 A in steps of 8 A. Note that, in this

case, the current/voltage harmonics are the consequence of the space harmonics

linked to the discrete nature of the windings (and their respective position).

4.6.3 With non-saturated magnetic material

Secondly, we consider a machine with magnetic iron. The machine is in linear

operation: the field current is set to 1064 A, the resisitive load is 2.4 Ω, the

maximal flux density is under 1 T. Fig.4.8(a) shows the magnetic flux density

distribution. Fig.4.8(b) compares the armature voltage obtained by transient

finite element method with the proposed phase-domain model. The lookup table

is built by varying the rotor angle from 0 to 180 deg in steps of 3.75 deg, the

field current from 1010.8 to 1117.2 A in steps of 106.4 A, and the phase currents

from -100 to 100 A in steps of 200 A. Note that, in this case, the current/voltage

harmonics are the consequence of the space harmonics linked to the discrete

nature of the windings, the slotting, and the saliency.

4.6.4 With saturated magnetic material

Thirdly, we consider the nonlinear operation: the field current is set to 2128 A,

the resisitive load is 24 Ω, the maximal flux density is over 1 T. Fig.4.9(a) shows

the magnetic flux density distribution. Fig.4.9(b) compares the armature voltage

obtained by transient finite element method with the proposed phase-domain

model. The lookup table is built by varying the rotor angle from 0 to 180 deg in

steps of 3.75 deg, the field current from 2021.6 to 2234.4 A in steps of 212.8 A,

and the phase currents from -30 to 30 A in steps of 60 A. Note the saturation of
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the stator teeths. In this case, the current/voltage harmonics are the consequence

of the space harmonics linked to the discrete nature of the windings, the slotting,

the saliency and the saturation.

4.7 Discussion

We would like to emphasize the main advantages of our implementation of the

phase-domain model.

Implementation: The implementation with LUTs is straightforward in com-

parison to the implementation of the classical dq-model.

Nonlinearities: Space harmonics and saturation are naturally and easily in-

cluded in the model by using lookup tables.

Flexibiliy: By embedding the coupled FE phase-domain into Matlab/Simulink

SimPowerSystem bloc, we can perform with great flexibility simulations of

the machines connected to external mechanical and electrical systems with

associated control strategies.

General: The modeling method proposed here is totally independant of the

machine geometry and materials.

The main drawback of the approach using N-D lookup tables is the time

necessary to first fill up the table. Finally, we underline that the calculation

of the machine N-D lookup tables is performed only once for a given machine

design. Afterwards, for any operating conditions, the machine steady-state and

transient characteristics can be determined. Thus in comparison with a full finite

element model, it is particularly efficient and adapted for the integrated design

of electrical machines. Moreover some considerations can help to decrease the

number of computations.

Symmetries: For n-phase machines, each armature phase winding is generally

identical and offset by 2π/n electrical degree. As a consequence, assuming

core anisotropy, the lookup table can be entirely filled up by calculating

only the flux linkages for a rotor angle from 0 to 2π/n electrical degree.
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(a) Magnetic flux density distribution

(b) Stator voltage

Figure 4.7: Comparison of the FEM and PD model - Linear case 1.
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(a) Magnetic flux density distribution

(b) Stator voltage

Figure 4.8: Comparison of the FEM and PD model - Linear case 2.
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(a) Magnetic flux density distribution

(b) Stator voltage

Figure 4.9: Comparison of the FEM and PD model - Nonlinear case.
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Other symmetries considerations have been discussed by Poltschak et al.

[32].

Stator neutral point connection: Usually armatures windings are delta or

wye with the neutral point not grounded. In that case, it is possible to

reduce the dimension of the current vector by one. For example, a three-

phase electrically-excited machine will require only four 4-D lookup tables.

Operating conditions: Only the points corresponding to the possible operating

conditions need to be calculated. For example, when the field current is

tightly regulated to 1 pu (See section 3.2.5), there is probably no need to

fill up the lookup table for field current values under 0.8 pu. Or in the case

of speed control: when the d-axis current is regulated to 0 pu (See section

3.2.5, there is generally no need to fill up the lookup table for d-axis current

values over 0.2 pu.

4.8 Summary

In this chapter, we discussed the implementation of the phase-domain model with

lookup tables.

In the linear case, we have shown that the implementation with flux linkage

as state variable is the fastest in terms of computation speed. An efficient and

accurate way to represent the space harmonics is to use 1-D lookup table for the

rotor angle dependant inductance matrix and N-D lookup table for the electro-

magnetic torque. We have examined the execution time and the error introduced

by the lookup tables taking the classical dq-model as reference.

In the nonlinear case, to overcome difficulties linked with the inductance con-

cept, we have investigated an implementation with an N-D lookup table. This

table describes the winding currents as function of the rotor angle and the wind-

ing flux linkages. It has been constructed from the N-D lookup table describing

the winding flux linkages as function of the rotor angle and the winding currents.

We use a N-D lookup table for the electromagnetic torque.

We also summarized the expressions that have been used to calculate the

phase-domain parameters (flux linkage and electromagnetic torque) with the fi-
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nite element method. Then, we have presented a flexible implementation of this

model into Matlab/Simulink. Finally, we have validated both linear and nonlinear

models through comparison with a finite element model.
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Chapter 5

Grid-connected superconducting

wind turbine generator

simulation and analysis

Objectives: Simulate and analyze grid-connected superconducting wind turbine

generators.

Motivations: Absence of guidelines for superconducting machine designers (see

section 1.1).

Contributions: Analysis of grid-connected superconducting wind turbine gen-

erator transient behavior, discussion on the resulting torque, discussion on

transient current margins, estimation of the steady-state AC losses.
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5.1 Resulting torque

In sections 2.2.1.3 & 2.2.1.5, we underlined that there are concerns that the space

harmonics, the time harmonics and the low synchronous reactance might lead to

mechanical vibrations or high transient resulting torque dT on the shaft of the

machine. This could damage the generator if the machine shaft is not designed

to withstand such efforts on a daily basis.

We examine here the mechanical vibrations and transient resulting torque

of the two grid-connected superconducting wind turbine generators described in

section 2.4.

5.1.1 Model and sequence

We use only the WECS model. It is modeled with the averaged full WECS

model described in section 2.3.2. The simulation sequence is the same as the one

described in Appendix A.2: startup from t= 0 s to t= 30 s, sudden wind variations

from t= 30 s to t= 50 s, and low-voltage ride-through t= 50 s to t= 60 s. The

WECS model time step is set to 5e-5 s.

5.1.2 Results

Generator-side converter waveforms are shown on Fig.5.1 for the ironless genera-

tor, and on Fig.5.2 for the non-salient pole generator. They can be compared to

the reference 2 MW model on Fig.3.3. Grid-side converter waveforms are similar

to the reference model (Fig.3.4) and are not included here. Pm is the mechanical

power extracted from the wind. Pe and Qe are the generator active and reactive

power (from the machine to the converter). ωm is the rotor mechanical speed. if

is the field current.

Fig.5.1.2 shows the mechanical torque Tm, the electromagnetic torque Te and

the resulting torque dT = Tm + Te (Tdamp is neglected), for the two generators

during the whole sequence.
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Figure 5.1: Analysis of the mechanical vibrations - Ironless generator.
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Figure 5.2: Analysis of the mechanical vibrations - Non-salient pole generator.
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(a) Ironless generator

(b) Non-salient pole generator

Figure 5.3: Analysis of the transient resulting torque.
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5.1.3 Discussion

We observe no mechanical oscillations for the two generator designs. The gen-

erator speed follows tightly the speed reference. Besides, we observe a good

decoupling between the d- and q-axis of the machine in comparison with the

reference 2 MW model (Fig.3.3). This is attributed to the low value of the d-

and q-axis magnetizing inductances. We underline that these results include the

impact of the generator space harmonics and saturation (phase-domain model),

the time constants associated with the power electronics (averaged model), the

turbine inertia and the drive train stiffness (two-mass model drive train).

Following Fig.5.1.2, the maximal dT is experienced at startup. It reaches

1.26 pu for the ironless generator and 1.2 pu for the non-salient pole generator.

It results from the q-axis current reference step when the converter is switched

on. A smoother starting procedure could reduce the mechanical stress during

startup. During sudden wind variations, the resulting torque results from the

quick mechanical torque variation. It stays under 0.1 pu. But, during LVRT,

the resulting torque results from the quick electromagnetic torque variation. It

reaches -0.33 pu for the ironless generator and -0.26 pu for the non-salient pole

generator. This should be taken into account when designing the mechanical part

of the generator.

5.2 Transient current margins

In sections 2.2.1.1 & 2.2.1.2, we underlined that the field current is a critical

parameter for the safe operation of superconducting machines. Indeed to ensure

that the machine will operate in superconducting state, the winding maximal

current Imax must stay under the critical current Ic, the maximal magnetic flux

density seen locally by the winding Bmax must stay under the critical magnetic

flux density Bc, and the winding maximal local temperature Tmax must stay under

the critical temperature Tc. Taking this into consideration, the designers usually

first set the operating temperature. Then to ensure that both Imax < Ic and

Bmax < Bc will be respected in transient conditions, they set the superconductor

nominal current applying a safety factor called current margin. As there is yet
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(a) Ironless generator

(b) Non-salient pole generator

Figure 5.4: Analysis of the current margins.

no guideline on how to choose the current margin, the nominal current is usually

arbitrarily set to 0.8 Ic [76]. The larger the current margin, the higher the required

tape length and thus the price of the generator. Therefore the choice of the current

margin has a significant impact on the generator cost.

We estimate here the transient current margins of the two grid-connected

superconducting wind turbine generators described in section 2.4.

5.2.1 Model and sequence

Model and sequence are similar to section 5.1.

5.2.2 Results

Fig.5.2.2 shows the field current if , for the two generators during the whole

sequence.

5.2.3 Discussion

Following Fig.5.2.2, it is shown the field current can be tightly regulated to the

nominal current for all the operating conditions by controlling the field current

with the exciter. Assuming constant operating temperature, we can conclude

that the superconducting coil operating point stays within safety margins, and
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that it can be protected from quench and thermal run away even during severe

transients.

5.3 Steady-state AC losses

In sections 2.2.1.1, 2.2.1.2 & 2.2.1.6, we underlined that the heating losses induced

in the superconducting windings from AC currents and fields (AC losses) are a

critical parameter for the design of superconducting machines. At the conception

level, an estimation of the steady-state AC losses would enable a more precise

estimation of the total system efficiency and weight (including cryocoolers). Such

an estimation could allow machine designers to develop advanced machine designs

and AC losses mitigation techniques. However, to our knowledge, a method to

quantitatively estimate steady-state AC losses of a superconducting wind turbine

generator has not yet been reported.

We estimate the steady-state AC losses of the two grid-connected supercon-

ducting wind turbine generators described in section 2.4.

5.3.1 Model and sequence

The models used in this section are WECS model, the machine model and the

HTS tape model described in section 2.3.2. The WECS is modeled with the

detailed half WECS model described in section 2.3.2. The exciter is modeled

with an average model. Thus, the high frequency harmonics linked to the exciter

power electronics are not included. But the time constant linked to the exciter

controller is included. The generator-side converters is modeled with a detailed

model. Thus, the high frequency harmonics linked to the pulse width modulation

(PWM) are included as well as the time constants linked to the controllers. The

generator is modeled with the nonlinear phase-domain model. Thus, effects linked

to both space harmonics and saturation are included.

We are interested only in the steady-state AC losses. From startup to steady-

state, the WECS simulated time is 31 s. Considering the machine model symme-

tries, we export only one third of the electrical period, ie. 0.33 s, from the WECS

model. This steady-state sequence is called TC . But to ensure that ∇.B=0 with
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the H-formulation, zero field is required at the simulation startup t0. This means

Hx(t0)=0, Hy(t0)=0 and it(t0)=0 for the HTS tape model. This is obtained when

iabc(t0)=0 and if (t0)=0 in the machine model. Therefore, we build two artificial

sequences TA and TB for both the machine model and the HTS tape model. TA

is an initialization sequence of 0.01 s during which iabc and if increase from zero

to their steady-state values. This creates an artificial increase of the dissipated

power. Therefore we insert a waiting sequence TB of 2.29 s to allow for flux re-

laxation [91; 92] before starting the steady-state sequence TC . Fig.5.5 shows the

full sequence for the ironless generator.

The highest frequency of interest is the PWM frequency fPWM . Therefore

the WECS model output time step, the machine model solver time step and the

tape model solver time step are set to 1
4fPWM

Hz.

5.3.2 Results

We calculate the dissipated power during the whole sequence for each one of the

selected nt,0 tapes. We selected 264/40204 tapes for the ironless generator and

135/17625 tapes for the non-salient pole generator (see Appendix C and D).

Fig.5.6 illustrates the dissipated power during TC for three selected tapes

for the ironless generator. We observe that the dissipated power is positive at

the begining of TC and has a negative derivative. This can be explained by

considering the tape current distribution and the E-J law. When the field coil

current is ramped up, the coil self field changes, and intra-tape screening currents

are induced. The magnitude of these screening currents varies with the position

of the tape within the coil, and tends to increase in the tapes situated near

the edges. This mechanism is similar to the one causing coupling currents in

LTS magnets [93; 94; 95]. After the ramping up, the superposition of screening

currents and transport current leads to an inhomogeneous current distribution.

We plot in Fig.5.7 the current distribution averaged over the tape thickness for the

three tapes. The dissipated power is then obtained from the current distribution

and the E-J law. As we use an E-J power law, the product EzJz is never zero

(positive dissipated power), and decays slowly because of flux creep (negative

derivative) [92; 96].
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Figure 5.5: Sequence for machine model and HTS tape model for AC losses
calculation - Ironless generator.
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Here, we explain how to estimate the AC losses from the dissipated power.

The dissipated power has two components. The first component is linked to the

machine operating point, its history and to the real E-J relationship. In our

simulation, this component is similar to the ”offset” plotted by dashed line in

Fig.5.6. The second component is linked to the time-varying transport current

and applied field: this is the instantaneous AC losses. The ”offset” influences the

AC losses and vice versa. But to simplify, we assume that the dissipated losses are

the sum of the two components [97; 98]. Then, the instantaneous AC losses can

be approximated by substracting the ”offset” from the dissipated power (Fig.5.8).

Note that by doing this, we tend to overestimate the instantaneous AC losses.

After calculating the instantaneous AC losses for the nt,0 tapes, we take the

average AC losses over one cycle, and we interpolate the results to the other tapes

of the coil. Resuls are shown in Fig.5.9 for the ironless generator and in Fig.5.10

for the non-salient pole generator. (i,j) is the position of the tape within the coil

cross section. The markers show the position of the three tapes in Figs.5.6 and

5.8. Note that AC losses are larger in the tapes located near the stator. Finally,

we calculate the average AC losses for the coil cross section by adding all the

average tape AC losses.

For the ironless generator, the estimated average AC losses for the coil cross

section are 2.1 W/m. The generator has 12 poles and an effective length of

1.2 m. Thus, the steady-state average AC losses for the ironless generator are

about 60.5 W. For the non-salient pole generator, the estimated average AC losses

for the coil cross section are 2.6 W/m. The generator has 12 poles and an effective

length of 1.6 m. Thus, the steady-state average AC losses for the non-salient pole

generator are about 99.8 W.

We use a personal computer (Intel XEON X5650, 2.67 GHz, 2 processors).

The computation time for the WECS model and the machine model are about

20 minutes (sequence length 1 s from steady-state) and 20 minutes, respectively.

The computation time for the HTS tape model is about 380 s per tape (export,

postprocessing and one AC losses calculation on one processor). Therefore the

total computation time is about 14.5 hours for the ironless generator and 8 hours

for the non-salient pole generator.
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Figure 5.6: Tape dissipated power - Ironless generator.

Figure 5.7: Tape current distribution - Ironless generator.
This is the current distribution at t=31 s averaged over the tape thickness.

5.3.3 Discussion

The machine model assumes uniform current density over the whole coil cross

section, while the HTS tape model considers the actual tape geometry and current

distribution. Besides, the coupling boundary is close to the tape. Therefore the

imposed boundary condition might lead to divergeance of the HTS tape model if

the model does not have enough degrees of freedom. The choice of the mesh and

the element order is a compromise between stability and computation time. We

found that the by using a single layer rectangular mesh with 75 elements in the

superconducting region and first order elements [59; 64], our model converged for

93% of the tapes. When it did not converge, we determined the tape average AC

losses value by interpolation along the column.

The adopted method allows us to include the contribution of the other tapes

current and field when calculating AC losses of each tape. But it doesn’t allow us

to include effects linked to the fact that the other tapes are superconducting : the
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Figure 5.8: Tape instantaneous AC losses - Ironless generator.

tapes in the middle of a stack should have lower AC losses than the tapes at the

extremities [58]. For a 20-tape stack having small intertape distance, Prigozhin

et al.[61] showed that the AC transport current losses of the top/bottom tapes

can be 15% higher than the ones in the middle of the stack. Therefore, we might

overestimate the AC losses by neglecting the ”stack effect”. However, the influ-

ence of the combination of the DC transport current and the applied magnetic

field on the AC losses of an array of tapes should be investigated properly. Be-

sides, Iwakuma et al.[99] used such kind of approximation -but neglecting the

transport current- for a 1 MVA superconducting transformer using Bi2223 con-

ductors. They reported that measured AC losses and estimated AC losses agreed

within an error of 30%. As transformer and machines have different operating

conditions, the proposed method should be seen as an hypothesis that needs to

be confirmed by experiment.

The main advantage of our method is that it uses the results of conventional

electromagnetic FE analysis as input for AC losses calculation. Estimation of AC

losses only requires several solutions of the HTS tape model. We would like to add

that this method could be used as it is for the calculation of AC losses during

a transient response : sudden wind change, stator fault, grid fault, converter

failure, etc. The unique limitation would be the total calculation time.
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Figure 5.9: Tape average AC losses - Ironless generator.

5.4 Other possible applications

In this section, we discuss the other possible applications or extensions of such a

multiscale simulation.

Special worst case scenario: The worst case scenarios considered in this the-

sis are scenarios that could happen every day. The wind turbine could

have start everyday following the wind conditions or the grid requirements,

winds are constantly fluctuating, and grid codes require low-voltage ride-

through capability. Such a multiscale simulation could be used to study

special worst case scenarios too, such as a fault between the machine stator

and the generator-side converter.

HTS tape with magnetic substrate: In this thesis, we modeled only the HTS

layer in the HTS tape model. We underline that the H-formulation can in-

clude magnetic substrates [90].

Transient AC losses: The method could be used as it is for the calculation of
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Figure 5.10: Tape average AC losses - Non-salient pole generator.

AC losses during a transient response including sudden wind change, stator

fault, grid fault, converter failure, etc. The unique limitation would be the

total calculation time.

Damper design: Dampers could help to reduce the steady-state AC losses by

providing a shield against the AC fields coming from the stator side. Dampers

effectiveness as well as other AC losses mitigation techniques could be eval-

uated with such a tool.

Thermal model: The estimation of the current margins in section 5.2 assumes

that the operating temperature of the machine is constant. A thermal model

could be coupled to the multiscale simulation to determine if the winding

maximal local temperature stays under the critical temperature.

Mechanical model: The estimation of the resulting torque on the shaft of the

machine in section 5.1 could be used as input of a mechanical model of the

machine shaft.
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Machines drives analysis: The method can be extended to any machine drive

system to study the impact of external mechanical and electrical systems

on the machine operation: losses associated to PWM, magnet demagneti-

zation, etc.

Advanced control: Thanks to the capability of nonlinear phase-domain model

in representing the machine model with accuracy in the WECS model,

the unidirectional coupling stays valid for any machine. Therefore, this

method can be used to design advanced controller for machines having

space harmonics and saturation.

5.5 Summary

In this chapter, we evaluated the transient behavior of grid-connected direct-drive

10 MW class superconducting wind turbine generators during startup, sudden

wind variations and low-voltage ride-through. Analysis focused on three key

parameters for the design of superconducting wind turbine generators.

First, we considered the resulting torque on the shaft. We did not observe

mechanical oscillations during transients for the given generators. But we have

underlined that the shaft of the machines can endure high resulting torque during

transients, and therefore needs to be designed adequately.

Secondly, we investigated the transient current margins for the superconduct-

ing coil. We have demonstrated that the current variations in the superconducting

coil can be kept very low, and therefore that it can be protected from quench and

thermal run away.

Thirdly, we calculated the steady-state AC losses in the superconducting wind-

ings.

We underline that the estimation includes effects linked to the turbine inertia,

the shaft stiffness, the generator space harmonics and saturation, the exciter

control, and the AC/DC/AC converter PWM and control.

Finally, we discussed the other possible applications or extensions of such a

method: damper design, fully superconducting generator AC losses estimation,

advanced controller design, etc.
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Chapter 6

Conclusions

Superconducting machines have been proposed to solve the problem of upscal-

ing wind turbine generators. Considering the need for superconducting machine

designers of an accurate, efficient and flexible tool to study the interactions be-

tween the machine and external systems, we developed a numerical model for

the steady-state and transient analysis of grid-connected superconducting wind

turbine generators.

The adopted method is a multiscale simulation constituted by three models

with unidirectional couplings: a lumped-parameter wind energy conversion sys-

tem model, a FE machine model and a FE HTS tape model. The multiscale

simulation allows us to obtain the desired level accuracy, while the unidirectional

couplings bring high efficiency. The models have been implemented in a flexible

way using commercial softwares (Matlab/Simulink and Comsol Multiphysics), a

key to bringing development of superconducting machines from the laboratory

scale to the industrial level.

To model the wind energy conversion systems, we used Matlab/Simulink. The

model includes the wind turbine generator, the external mechanical systems, the

external electrical circuits and associated control strategies. First, we summarized

special characteristics of superconducting machines, particular needs of offshore

wind farms and grid regulations. From this, we determined that a full-scale

3-level NPC back-to-back converter would be an adapted configuration for the

correct operation and optimal grid integration of superconducting wind turbine

generators. Secondly, we summarized the equations for the systematic design
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and control of a back-to-back converter for direct-drive electrically-excited syn-

chronous generator-based WECS. We used it to build a reference 2 MW WECS

model. And we evaluated its performances for three worst case scenarios: startup,

sudden wind variations and low-voltage ride-through.

To model the superconducting machine in the time domain transients simula-

tion, we used a nonlinear coupled finite element phase-domain model. On the one

hand, the machine parameters are obtained from static nonlinear finite element

analysis (Comsol Multiphysics). On the other hand, the machine is represented

by a lumped-parameter phase-domain model (Matlab/Simulink). This approach

offers two main advantages. First, as opposed to the classical dq-model, the

phase-domain model can naturally include both space harmonics and saturation,

two important features of multi-MW superconducting wind turbine generators.

Secondly, it provides a reasonable simulation speed with the same accuracy as a

full finite element model. Previous implementations of the phase-domain model

being rather complex because of the use of the inductance concept, we proposed a

novel general nonlinear phase-domain model using N-dimensional lookup tables.

The lookup tables describe the winding currents as function of the rotor angle and

the winding flux linkages. They are constructed by N-dimensional interpolation

from the lookup tables which describe the winding flux linkages as function of

the rotor angle and the winding currents. The flux linkage is calculated using the

vector potential. Another lookup table describes for the electromagnetic torque.

It is directly calculated using the Maxwell stress tensor. We presented a flexible

implementation of this model into Matlab/Simulink/SimPowerSystem. And we

validated it through comparison with the dq-model and the finite element model.

The HTS tape model is a finite element model of only one tape with H-

formulation and edge elements implemented with Comsol Multiphysics PDE

mode application. It takes into consideration the properties and the real thickness

of the tape.

Finally, we demonstrated the versatility of the adopted method by simulating

two different grid-connected 10 MW class superconducting wind turbine gener-

ators. The analysis focused on estimating critical parameters for the design of

the machine such as resulting torque, transient current margins, and steady-state

AC losses. We underlined that the shaft of the machine can endure high result-
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ing torque during transients, and therefore needs to be designed adequately. We

demonstrated that the current variations in the superconducting coil can be kept

very low with the adopted power electronics, and therefore that it can be pro-

tected from quench and thermal run away. We calculated the steady-state AC

losses in the superconducting windings, including effects linked to the exciter,

the AC/DC/AC converter PWM and the control strategy. To solve the problem

linked with the high number of tapes in the superconducting coil cross section,

we considered that the AC losses calculated for several tapes only could be inter-

polated to the others. Finally, we have discussed the other possible applications

of such a method: damper design, advanced controller design, etc.
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Appendix A

WECS data

A.1 Back-to-back converter data

A.2 Reference WECS scenarios

We define three operating scenarios: startup, sudden wind variations and low-

voltage ride-through. They are designed as worst case scenarios that could happen

on a daily basis.

A.2.1 Startup

During the whole startup sequence, the wind speed is set to the rated speed

12 m/s, and the grid voltage is set to 1 pu. Initially, the generator speed is

zero and the DC-link capacitor is discharged. We suppose that the field coil

has already been energized. At t= 1 s, the grid-side converter is switched on.

At t= 2 s, the generator-side switch is opened. At t= 2.1 s, the generator-side

converter is switched on. To reach steady-state (t= 30 s), the generator-side

controller will need to increase the generator speed from 0 pu to 1 pu. The

grid-side converter will need to keep the DC-link voltage to its nominal value.
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Table A.1: Back-to-Back Converter Parameters

Name Parameter Value

Power converter nominal power Pnom Pnom,gen
Grid-side converter nominal voltage vnom,grid vnom,gen
Grid-side converter nominal frequency fnom,grid 60 Hz
Line reactor resistance Rr 0.15/fnom,grid pu
Line reactor inductance Lr 0.15 pu
PWM frequency fPWM 1080 Hz
Exciter frequency ffield fPWM

Wind turbine inertia constant Htur 4.32 s
Shaft spring constant Ktur 0.3 pu
Shaft mutual damping Dtur 1.5 pu

A.2.2 Sudden wind variations

During the whole sudden wind variations sequence, the grid voltage is set to

1 pu. Initially, the system is in steady-state operation as described above. Large

artificial wind steps are introduced. At t= 32 s, the wind suddenly drops from

12 m/s to 7 m/s. Then at t= 40 s, the wind increases from 7 m/s to 12 m/s. The

generator-side controller will need to adapt the generator speed to maximize the

power capture (MPPT). The grid-side converter will need to keep the DC-link

voltage to its nominal value.

A.2.3 Low-voltage ride-through

One of the most restrictive requirement of new grid codes is the low-voltage ride-

through (LVRT) capability. It implies that when there is a transformer high side

fault, the wind turbine generator must stay online, ride through the fault, and

be able to recover quickly to full rated power when the fault is cleared. This is

particularly meaningful for the operation stability of power systems with high

percentage of wind power penetration.

The grid code used in this study is similar to the one of E.On Netz in Germany

[52]. Wind turbines must remain connected when the voltage at the onshore grid

coupling point stays above the line shown on Fig.A.1. As the VSC-HVDC will

facilitate the compliance to the LVRT requirements, we consider that the worst
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Figure A.1: Low-voltage ride-through grid code.

case scenario is when the offshore grid voltage follows the line on Fig.A.1. Note

that we do not consider operation for prolongated low grid voltage.

During the whole LVRT sequence, the wind speed is set to the rated speed

12 m/s. Initially, the system is in steady-state operation as described above.

During the fault, this situation represents the worst case scenario because the

difference between the power extracted from the wind Pm and the power trans-

ferred to the grid Pgrid is maximal. At t= 50.5 s, the grid voltage drops. At

t= 52 s, the grid voltage returns to 1 pu. The converter will have to ensure that

the system can stay online, and ride through the dip voltage.
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Appendix B

2 MW conventional generator

data

B.1 dq-model parameters

Note that the rotor quantities are referred to stator.

B.2 WECS tuning

The PI parameters are obtained from Tab.3.1 and summarized in Tab.B.2.

ωc is the open loop crossover frequency, a is a design parameter in the range

{2, 4}, fb is the -3 dB bandwidth frequency of the closed loop transfer function.

Note that the tuning goals (see section 3.2.12) are respected.
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Table B.1: Reference WECS Parameters

Parameter Value

Pnom,gen 2 MW
vnom,gen 690 VLL,RMS

fnom,gen 60 Hz
Rs 0.006 pu
Lls 0.18 pu
Lmd 1.125 pu
Lmq 0.294 pu
R′f 7.4103 .10−4 pu
L′lf 0.1293 pu

P 60
Hgen 0.62 s
F 0.01 pu

Table B.2: Controller Parameters

ωc a Kp Ti fb
(rad.s−1) − (si) (s) (Hz)

Gc,r 339 3.18 3.2 .10−2 9.4 .10−3 87
Gc,v 48 3 −5.5 62.5 .10−3 12.5
Gc,d 339 3.18 105.4 9.4 .10−3 87
Gc,q 270 4 30.5 14.8 .10−3 65.6
Gc,f 339 3.18 0.3 9.4 .10−3 87
Gc,w 27 4 10.0 .104 0.15 6.5
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Appendix C

10 MW ironless generator data

C.1 Geometry

An overview of the ironless generator is shown on Fig.C.1. Details on the dimen-

sions of the generator can be found in [55].

Figure C.1: Overview of the ironless generator.

C.2 Coupled FE phase-domain model

For the N-dimensional lookup tables of the phase-domain model, we calculated the

flux linkage and the electromagnetic torque for a rotor angle from 0 to 60 deg in

steps of 1.25 deg, a field current from 3078000 to 3402000 A in steps of 324000 A,
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and phase currents from -1633 to 1633 A in steps of 3266 A. Fig.C.2 compares

the armature voltage obtained by transient finite element method (FEM) with

the dq-model (dq), and the coupled FE phase-domain model (PD).

Figure C.2: Comparison of FEM, dq and PD model - ironless generator.

C.3 dq-model parameters

The machine dq-model parameters are approximated by finite element analysis.

Note that the rotor quantities are not referred to stator. Rf is the equivalent

resistance of the field coil. The superconducting coil itself has no resistance, but

exciter switches and connections do have resistance. Rf is set to 1e− 4 Ω [84].

C.4 Superconducting coil properties

For this generator, the field coil has a cross section of 180 mm x 180 mm. Con-

sidering the HTS tape model described in section 2.5, there are 40204 turns (38

x 1058 tapes). The field coil current is 3.24e6 A (Je,op = 1e8 A/m2). Therefore

each tape carries a current of 80.6 A. At 22 K, this is 56 % of the tape critical

current [63].

For the AC losses calculation, we calculated 264 times the AC losses of one

tape alone, and we interpolate the results to the other 38940 tapes. The 264

tapes are selected arbitrarly. Considering the coil cross section, the tapes have
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Table C.1: Machine dq-model Parameters

Parameter Value

Pnom,gen 10 MW
vnom,gen 5 kVLL,RMS

fnom,gen 1 Hz
Rs 0.008 pu
Lls 0.0402 pu
Lmd 0.0063 pu
Lmq 0.0063 pu
Rf 4 .10−5 pu
Llf 3.265 .10−6 pu
P 6
Hgen 0.62 s
F 0.01 pu

an array structure. Let their position be numeroted from the bottom left corner

by two indices (i,j). We select tapes (i,j) ∈ {1 51 101 151 201 251 301 351 401

451 501 558 608 658 708 758 808 858 908 958 1008 1058}x{1 3 7 11 15 18 21 24

28 32 36 38}.
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Appendix D

10 MW non-salient pole

generator data

D.1 Geometry

An overview of the non-salient pole generator is shown on Fig.D.1. Details on

the dimensions of the generator can be found in [76].

Figure D.1: Overview of the non-salient pole generator.
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D.2 Coupled FE phase-domain model

For the N-dimensional lookup tables of the phase-domain model, we calculated

the flux linkage and the electromagnetic torque for a rotor angle from 0 to 60 deg

in steps of 2.5 deg, a field current from 1983600 to 2192400 A in steps of 208800 A,

and phase currents from -2474.2 to 2474.2 A in steps of 4948.4 A. Fig.D.2 com-

pares the armature voltage obtained by transient finite element method (FEM)

with the dq-model (dq), and the coupled FE phase-domain model (PD). The

saturation is included in the dq-model by using the open-circuit saturation curve

[66] obtained by FE analysis.

Figure D.2: Comparison of FEM, dq and PD model - non-salient pole generator.

D.3 dq-model parameters

The machine dq-model parameters are approximated by finite element analysis.

Note that the rotor quantities are not referred to stator. Rf is the equivalent

resistance of the field coil. The superconducting coil itself has no resistance, but

exciter switches and connections do have resistance. Rf is set to 1e−4 Ω [84]. As

the machine operates in saturated conditions, we used Lmd,lin and Lmq,lin instead

of Lmd and Lmq for the controller decoupling and PI tuning. Lmd,lin and Lmq,lin are

the magnetizing inductances linearized around the steady-state operation point

considering the open-circuit saturation curve [66].
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Table D.1: Machine dq-model Parameters

Parameter Value

Pnom,gen 10 MW
vnom,gen 3.3 kVLL,RMS

fnom,gen 1 Hz
Rs 0.022 pu
Lls 0.0265 pu
Lmd 0.0122 pu
Lmq 0.0122 pu
Lmd,lin 0.0102 pu
Lmq,lin 0.0102 pu
Rf 9.183 .10−5 pu
Llf 1.132 .10−5 pu
P 6
Hgen 0.62 s
F 0.01 pu

D.4 Superconducting coil properties

For this generator, the field coil has a cross section of 120 mm x 120 mm. Con-

sidering the HTS tape model described in section 2.5, there are 17625 turns (25 x

705 tapes). The field coil current is 2.088e6 A (Je,op = 1.45e8 A/m2). Therefore

each tape carries a current of 118.5 A. At 22 K, this is 82 % of the tape critical

current [63].

For the AC losses calculation, we calculated 135 times the AC losses of one

tape alone, and we interpolate the results to the other 17490 tapes. The 135

tapes are selected arbitrarly. Considering the coil cross section, the tapes have

an array structure. Let their position be numeroted from the bottom left corner

by two indices (i,j). We select tapes (i,j) ∈ {1 51 101 151 201 251 301 353 405

455 505 555 605 655 705}x{1 3 7 11 13 15 19 23 25}.
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