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Abstract

Wireless sensor network (WSN) will be able to deliver several interesting

or exciting applications e.g. environmental monitoring, smart home, smart

city, military surveillance and so on. However, it is widely recogized that

the performance of WSN is often degraded by unreliable and unpredictable

quality of their wireless links. Some applications, for instance monitoring

and surveillance applications, generally require high reliability on data deliv-

ery among sensors in any scale of the networks. Since many applications are

delay tolerant but are error sensitive, one of the feasible methods to provide

acceptable communication reliability in WSN is Delay/Disruption Tolerant

Network (DTN). We call this network as DTN-based sensor network.

Unlike traditional WSN routing schemes, DTN uses hop-by-hop reli-

able data transmission with store-and-forward mechanism to assure high

reliability over intermittently-connected network. In the previous work, it

was demonstrated that Potential-based Entropy Adaptive Routing (PEAR)

protocol, which is one of DTN-based routing protocol, can achieve high reli-

able communication quality and good scalability, over 50 node-scale testbed.

However, large latency for data delivery in this system may not be preferable

quality in many monitoring applications.

This thesis contributes the following three points for PEAR system.

Firstly, we examined the behavior of DTN-based routing protocol and we

showed that the results from the previous experiment with PEAR have large

latency on data delivery for many monitoring applications. Our study re-

veals that the dynamic nature of wireless links is a major factor to increase

the latency of data delivery. Wireless links sometimes become unidirectional

and low quality leading to the increase of message losses. Although hop-by-

hop reliable transfer is able to achieve reliable data delivery, unawareness of

those links causes large delivery latency.

Secondly, we propose Farther-Aim-Shorter-Try (FAST) forwarding scheme

to improve delivery latency of DTN-based sensor network. FAST is the in-

tegration of reliable DTN approach and traditional WSN routing schemes.
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ABSTRACT ii

FAST modifies PEAR’s current next-hop selection scheme to avoid the se-

lection of unidirectional links and combines hop-by-hop store-and-forward

mechanism with the traditional routing schemes, i.e. aware of link quality

and introduction of data retransmission against the data loss.

Finally, the proposed method was implemented and evaluated on WiFi-

based UTMesh testbed with various network sizes and conditions. FAST

was evaluated on 16 node-floor scenario and 33 node-multistory scenario and

compared its performance with PEAR. The experimental results show that

FAST decreased median of data delivery latency by 64% in floor scenario

and 85% in multistory scenario. FAST also achieved better performance

than conventional retransmission schemes that retransmit messages to the

same next-hop, in various node densities and message sizes.
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Chapter 1

Introduction

1.1 Motivation

Wireless sensor network (WSN) is an emerging technology widely used in

many types of applications such as environmental monitoring, healthcare,

smart home, smart city, industrial automation, military surveillance and

so on. WSN consists of distributed, wirelessly enabled embedded devices

capable of employing a variety of sensors called nodes. Each node is equipped

with one or more sensors, microcontroller, wireless transceiver, and energy

source. Communication between source node and sink or destination (We

use sink and destination alternately) is not always direct. It can proceed in

a multi-hop fashion, so every node is also a relay node.

WSN have many advantages over traditional sensing technology. The

first and notable feature is its low cost. WSN negates the need for costly

wiring between nodes. In addition, relatively inexpensive microcontrollers

and transceivers also cut the cost of implementation. Further, autonomously

self-organized manner makes WSN easy to deploy and flexible. Nodes au-

tomatically initialize communication with other nodes in range and create

ad-hoc mesh network for relaying data. This allows nodes to be deployed in

any location with little configuration. However, the notorious shortcoming

of WSN is time-varying, unreliable, unstable and unpredictable quality of

wireless links that leads to message loss during the delivery. Message loss

becomes worse when a message is delivered through more hops resulting in

unscalability. In some applications, message loss is not a critical issue, but in

monitoring and surveillance applications, the completeness of data is neces-

sary for further analysis and prediction. For example, the sequence of events

is crucial to decide the next proper operation in industrial automation [1] and

the reliability should be more than 99% in smart grid applications [2]. There

1
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are many methods to assure reliability in WSN. Since many applications are

delay tolerant but are error sensitive, one of the feasible methods to provide

acceptable communication reliability is Delay/Disruption Tolerant Network

(DTN) [3]. This type of network is known as DTN-based sensor network.

DTN describes the network which the communication links are expected

high end-to-end delay (or delivery latency), low data rate or frequently dis-

rupted. The link may be disrupted occasionally due to radio frequency in-

terference, or predictably disconnected owing to motion and low-duty-cycle

operation. End-to-end connection does not always exist, thus these networks

are known as Intermittently Connected Networks (ICNs). Popular examples

of DTN scenarios include interplanetary network, underwater acoustic com-

munication, mobile ad-hoc network (MANET), vehicular ad-hoc network

(VANET) and so on. To guarantee the reliability in such networks, DTN

relies on hop-by-hop reliability with store-and-forward mechanism instead

of the traditional ARQ (Automatic Repeat reQuest) with retransmission.

An intermediate node stores receiving messages in its storage (or buffer) for

long period of time and periodically exchanges information with its next-

hop to confirm that the messages are delivered. Most DTN routing protocols

assume mobile nodes in the network, so node mobility is exploited to find

the proper next-hop which is commonly the node that is close to or moves

toward the sink.

WSN for monitoring applications differs from DTN, thus some approaches

showing good performance in DTN result bad performance in WSN. See-

ing that the nodes in monitoring applications are mainly stationary, the

communication network is static multi-hop WSN. The works in Ref. [4]

presented that even in static multi-hop wireless network, the connectivity

was intermittent. Thus, they tried to apply DTN-based routing protocol

to this network. This work demonstrated that the Potential-based Entropy

Adaptive Routing (PEAR) protocol, which is one of DTN-based routing

protocol, achieved 100% delivery rate over 10 hops over 50 node-scale wire-

less mesh network. This results show that DTN routing protocol was able to

provide high reliability and scalability over the intermittently-connectivity.

However, the results exhibit bad performance on delivery latency. The av-

erage and 99th percentile delivery latency was 238s and 700s respectively.

Such large latency for data delivery may not be preferable quality in many

monitroing applications.
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1.2 Objective

The objective of this research is to minimize delivery latency of DTN-based

sensor network while preserving high reliability and scalability as in the pre-

vious work. This work focuses on the monitoring scenario which is a static

multi-hop wireless network. The traffic pattern is many-to-one communica-

tion where all nodes periodically send data to one destination.

Indeed, delivery latency constraint is difficult to determine because ac-

ceptable delivery latency depends on the applications. In this research, we

indicate that the delivery latency should be less than the sensing interval.

For example, if a sensor senses and sends a message every one minute, the

message should be delivered to the destination within one minute as well.

1.3 Contributions

The contributions of this research are as follows:

1. Firstly, we analyze the problems of DTN-based routing protocol re-

garding the delivery latency in static multi-hop WSN. The analysis

is proved by the results from the experiment on DTN-based sensor

network in the previous work. We found that the dynamic nature of

wireless links is the major cause of large delivery latency.

2. We propose the new forwarding scheme called Farther-Aim-Shorter-

Try (FAST) to reduce delivery latency in DTN-based static sensor net-

work. FAST is the integration of DTN and WSN routing approaches.

FAST inherits hop-by-hop store-and-forward mechanism from DTN to

assure the reliability, in addition to, introduces link quality metric and

retransmission scheme, which are the traditional approaches in WSN,

to forwarding scheme.

3. The proposed method was implemented and evaluated on UTMesh

testbed [5] with different scales, deployments and conditions. The

experimental results show that the proposed method significantly im-

proved the delivery latency compared with PEAR. Moreover, it also

outperformed traditional retransmission schemes.

1.4 Outline

This thesis consists of 6 chapters. This first chapter already introduced the

motivation, objective and contributions of this research. Chapter 2 defines
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the problems of DTN-based static sensor network and describes related work.

The proposed method is presented in Chapter 3 and the evaluation is shown

in Chapter 4. Discussion is given in Chapter 5. Finally, Chapter 6 concludes

this thesis.



Chapter 2

Problem Statement

This chapter defines the problems of DTN-based sensor network that lead to

high delivery latency in monitoring applications. We first give background

knowledge on wireless network and DTN routing approach. Then, we ad-

dress design requirement for routing protocol in our interested network.

After that, the problems are analyzed and verified by the results from the

previous experiment on DTN-based sensor network. Finally, related work is

presented.

2.1 Background

2.1.1 Intermittently-Connected Mesh Network (ICMeN)

Although WSN has several benefits above traditional networks, wireless

communication is infamous for unreliability, instability and unpredictabil-

ity. In an aspect of spatial characteristics, the transmission range can be

seperated into three regions (Figure 2.1):

1. Connected region: Links are highly connected, good quality, stable

and symmetric.

2. Transitional region or gray area: Links are frequently disrupted, in-

termediate quality, unstable, not correlated with distance and asym-

metric.

3. Disconnected region: Links are low quality and more disconnected

than connected.

Links in transitional region have special features which greatly affect

on the routing performance. Most of links in the network falls into this

5
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Figure 2.1: Three regions of wireless links. [6]

region. They are extremely variable and unpredictable. The average link

quality in this region is intermediate, but the individual link exhibits high

variation over time even nodes are immobile. Further, link quality is not

correlated with the distance. Short links occasionally have poor connectivity,

while distant links have excellent connectivity. Asymmetric links are also

common in this region. Severe asymmetry leads to unidirectional links.

Link asymmetry may or may not be persistent. It might be transient for

unstable links, and ultimately depends on the environment, interference and

radio hardware characteristic.

Due to wireless link characteristics in the transitional region, the connec-

tivity of links in the network changes frequently even nodes are stationary.

This kind of network is known as Intermittently-connected Mesh Networks

(ICMeN) [4]. ICMeN is composed of stable wireless nodes, however, the

links among them are disruptive and unreliable. They sometimes become

connected, but also frequently become disconnected. Link availability is

heterogeneous. Few links are tightly connected. The connected and discon-

nected duration of links cannot be predictable. The more hop count, the

more packet loss. It is worth noting that ICMeN is different from ICN in

terms of node mobility. Nodes in ICN could be stationary or mobile, while

nodes in ICMeN are only stationary. As a result, our interested network

falls into ICMeN.
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2.1.2 Delay/Disruption Tolerant Network (DTN)

Delay/Disruption Tolerant Network (DTN) was originally introduced for

the challenged network where the communication links are expected high

latency, low data rate or frequently disrupted. End-to-end connection may

not exist, therefore, DTN routing scheme must provide reliable transfer even

in such networks.

Routing strategies

In general, a DTN routing protocol replicates the messages and delivers

multiple copies of each message to the destination rather than selecting the

best path and sending a single copy from node to node as a classical routing

protocol does. Although this scheme notoriously wastes network resources

because it creates multi-path from source to destination, it gives less delivery

latency and greater delivery rate.

The other difference between DTN routing protocol and the classical one

is that the former relies more on the mobility of mobile nodes to find time-

varying topology and creates opportunity for routing under the assumption

of intermittent connectivity. Most of existing protocols usually route the

messages to the node that is close to or moves toward the destination.

Hop-by-hop reliable transfer

The Internet uses Transmission Control Protocol (TCP) which is a connection-

oriented protocol to assure end-to-end reliability. The connection must be

established before sending a message and maintained until the transmission

finishes. Automatic Repeat reQuest (ARQ) is utilized to handle delayed,

damaged or lost message. ARQ needs the response from the destination

after sending each message. If the source node does not receive acknowl-

edgement (ACK) from the destination, the message will be retransmitted

from the source node. Seeing that TCP requires end-to-end continuous con-

nectivity and instant end-to-end feedback, TCP is not preferable for DTN.

Instead of TCP, hop-by-hop transfer with store-and-forward mechanism

was proposed to guarantee the delivery in DTN. An intermediate node has

a storage (or a buffer) to store messages delivered through it. If there is no

link or path to the destination, the intermediate node holds the messages

until the link exists. ARQ is an optional in DTN since DTN expected large

delay and link disruption. DTN node may provide custody transfer [7] which

promises not to delete the messages in the buffer until they can be reliably

delivered to another node providing custody transfer or they arrive at the
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destination. In custody transfer, ACK is sent back to the previous node

to indicate that the messages are successful forwarded. The messages are

retransmitted from the closest node rather from source in case of message

lost. This approach provides reliable message transfer without complete

contemporaneous end-to-end path to the destination.

A DTN node periodically (e.g. when two nodes come into the trans-

mission range of one another) exchanges buffer information with another

neighbour node as illustrated in Figure 2.2. Each node maintains list of

messages in the buffer called summary vector. This vector is exchanged

first, then only those messages absent in the other’s summary vector are

exchanged. With this protocol, each node knows whether the messages in

its buffer are delivered to other nodes. This protocol is known as epidemic

exchange since it was originated by Epidemic routing [8], or investigation

due to its behaviour [9].

Figure 2.2: Epidemic exchange. [8]

2.2 Design Requirement

The design of routing protocol is influenced by many factors [10]. These

factors are classified as network characteristic, application requirement and

general requirement. Routing protocol is application-dependent i.e. different

application has different requirement for routing protocol. Here, we explain

some factors that we have considered in aspect of monitoring applications.

Network Characteristic

• Traffic pattern: Traffic pattern in WSN can be categorized as time-

driven (continuous), event-driven and query-driven. Traffic in moni-

toring applications is time-driven delivery model which sensor nodes

periodically sense and transmit the data of interest at constant peri-

odic time intervals.

• Network dynamics: WSN may contain both stationary and mobile

sensor nodes. Sensor nodes in monitoring applications are mainly sta-

tionary.
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• Node Deployment : Node deployment defines the network topology

and, hence, affects on the routing performance. The deployment can

be deterministic or randomized. Most nodes in monitoring applications

are deterministic since they can manually deployed at specific loca-

tion. The decision of sensors’ location should be based on transmis-

sion range, signal attenuation and link disruption which caused by

interference.

• Connectivity : WSN could be dense or sparse depending on node de-

ployment. High node density prevents the network from being isolated,

on the contrary, low node density frequently leads to network parti-

tioned. Nonetheless, the connectivity is intermittent even nodes are

stationary and, consequently, the network topology is variable even in

highly connected networks.

Application requirement

• Scalability : The number of sensors depend on the application. Home

monitoring system may contain less than hundred of sensors. In con-

trast, large building monitoring system may consist of thousands of

sensors. Thus, routing protocol should be able to scale under many

sizes of networks and allow additional sensor nodes that might be

added in the future.

• Quality of Service: Reliable communication network is very significant

for monitoring applications. The sequence of events is essential in

decision and prediction. Some data must be delivered in real-time or

near real-time. Thus, WSN should deliver complete set of data to the

destination within the reasonable delivery latency.

General requirement

• Resource constraint : A sensor node in WSN is resource constraint in

terms of energy and memory. Some routing protocols require routing

table leading to memory problem in large-scale network. Besides, a

DTN node needs buffer space to store receiving messages. Multi-hop

communication introduces high overhead (control message) for topol-

ogy management and also consumes high energy. Consequently, rout-

ing protocol that minimize overhead and utilized memory is preferable.

• Fault Tolerance: Some sensor nodes might fail or be blocked owing

to physical damage or environmental interference. The failure may
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affect the overall task of the network. Routing protocol must provide

formation of new routes to the destination.

2.3 Problem Analysis

In regard to network characteristic and DTN routing protocol, we analyze

the problems leading to high delivery latency as follows,

1. Unidirectional links

Notice that the DTN node sends data messages only after it receives sum-

mary vector from the other node, a bidirectional link is necessary in order

to succeed information exchange (Figure 2.3a). DTN assumes that links

are always bidirectional. In reality, especially in static WSN, an unidirec-

tional link possibly arises between two connected nodes when only one of

two nodes can directly send the messages to the other. It may be caused

by transmitter/receiver heterogeneity, power control of sensor node, inter-

ference or hidden terminal. If the unidirectional link turns up between a

node and its next-hop, the request or response summary vector cannot be

delivered (Figure 2.3b) and the messages, consequently, are not forwarded

to the next-hop.

(a) Bidirectional link (b) Unidirectional link

Figure 2.3: DTN node’s information exchange when the link between node

A and node B is bidirectional and unidirectional.

2. Periodic retransmission

The traditional routing protocol uses Automatic Repeat reQuest (ARQ)

with retransmission mechanism to ensure the reliability and reduce delivery

latency. If the sender does not receive an acknowledgement (ACK) within a
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retransmission timeout, the sender retransmits the messages instantly until

the sender receives ACK or reaches the maximum number of retransmission.

In DTN, the retransmission is just an optional since DTN expects large

latency. DTN relies on only the periodic transmission and acknowledgement.

When the sender does not receive the response summary vector or fails to

forward the data messages, the sender has to wait for next transmission

time. This delays the message one transmission period.

3. Routing metric

Most DTN routing schemes are similar to hop metric in static multi-hop

WSN where nodes select the least hop path in the delivery. Choosing the

next-hop based on the number of hops gives low delivery latency in wired

network or network containing mobile nodes, but this is not true for static

WSN [11, 12]. Long links often have low quality and are easily disrupted

due to signal attenuation and interference resulting in high probability of

message drop. Both summary vector and data messages could be dropped

during the delivery. Relating to the previous problem, nodes have to wait

for next transmission time causing one period delivery latency.

2.4 Preliminary Study

We prove our assumptions by analyzing the results from experiment on

DTN-based sensor network in Ref. [4]. Authors implemented and evaluated

the performance of Potential-based Entropy Adaptive Routing (PEAR) pro-

tocol on wireless mesh network which is similar to our interested network.

PEAR is a DTN-based routing protocol which inherits store-and-forward

mechanism and hop-by-hop exchange to ensure message delivery. PEAR

defines hop-by-hop exchange as Investigation process. A sender sends a re-

quest message to investigate a next-hop’s buffer and forwards data messages

only when it receives a response message. PEAR periodically investigates

and transmits messages in the buffer to neighbour nodes. It updates network

information and finds delivery path by periodically broadcasting advertise-

ment message (ADV). An outstanding feature of PEAR is that PEAR does

not target to specific mobility model, thus PEAR can be applied to both

mobile and static network. However, PEAR has an aspect of distance-vector

routing giving the minimum hop path in static network.
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(a) Deployment & Topology (b) Delivery path

Figure 2.4: Deployment, topology and delivery path of the experimented

network.

2.4.1 Experiment’s details

Authors conducted the experiment with 51 nodes for 3.5 hours in Eng. Bldg.

2 in the University of Tokyo. The deployment configuration, topology and

connectivity of the network is shown in Figure2.4a. All nodes were deployed

on the floor statically (no mobile node). Node 11 on the 1th floor is config-

ured to send 100-byte messages to node 99 on the 10th floor every 5s. Each

node was working with Armadillo-220, a Linux embedded computer, with

a WiFi module and operating at same transmitted/received power level.

ADV broadcast interval, next-hop selection interval and retransmission in-

terval were set to 10s. Therefore, nodes waited for next retransmission which

caused 10s delay when they failed in forwarding the messages.

We first examined the delivery path from source to destination showing in

Figure 2.4b. Although nodes chose only one next-hop at a time, nodes could

have many next-hops during the experiment. Due to the intermittently-

connected links, the next-hop was changed at each time slot. Thus, some

nodes in the delivery path had more than one next-hops. Next, we observed

investigation success rate of both nodes and links. The success of the in-

vestigation indicates if nodes forwarded the data messages to the next-hop.

Finally, investigation success rate was compared to link characteristic to

verify our assumptions.
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2.4.2 Effect of unidirectional links

The effect of unidirectional links on delivery latency was proved by compar-

ing UniDirectional Link Selection Ratio (UDLSR) and Investigation Suc-

cess Rate of each node (ISRN ). UDLSR and ISRN are defined in Equation

(2.1) and Equation (2.2):

UDLSR =
Tudl

Texp
(2.1)

ISRN =
Nres recv

Nreq send
(2.2)

where Tudl is the amount of time a node selects the next-hop with the uni-

directional link, Texp is the total experiment time, Nres recv is the number

of response messages a node receives from its next-hop and Nreq send is the

number of request messages a node sends to its next-hop.

(a) The relationship between UDLSR and ISRN (b) Unidirectional link in

the delivery path.

Figure 2.5: The results showing the effect of unidirectional link.

Figure 2.5a shows the relationship between UDLSR and ISRN where

each dot represents a node on the delivery path. We can see that nodes

with high UDLSR or nodes that regularly selected the next-hops with the

unidirectional links were likely to fail in investigation. This result also cor-

responded to the link characteristic on the delivery path as illustrated in

Figure 2.5b. Unidirectional links frequently arose between node 9, 21 and

33 and their next-hops and these nodes, hence, got higher UDLSR than
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other nodes. Node 21 had intermediate ISRN since it selected the next-hop

with the unidirectional link only 40% of the experiment time. However, node

19 and node 33 suffered from unidirectional links approximately 60% of the

experiment time. Therefore, the unidirectional link is one of the causes of

high delivery latency.

However, some nodes in the left side of Figure 2.5a still got low ISRN ,

even though they rarely selected the next-hops with unidirectional links.

That means there were other factors causing low ISRN .

2.4.3 Effect of low quality links

The effect of low quality links was observed in order to prove that hop metric

always chooses low quality links in the delivery. In this research, link quality

is simply estimated by calculating Advertise Reception Ratio (ARR) which

defined in Equation (2.3). Since the investigation requires a bidirectional

link, we multiply ARR on both directions to find bidirectional link quality

denoted by BiARR as in Equation (2.4).

ARRk→n =
Nadv recv(n, k)

Nadv send(k)
(2.3)

BiARR(n, k) = BiARR(k, n) = ARRk→n ×ARRn→k (2.4)

where ARRk→n denotes ARR of the link from node k (∈ nbr(n)) to node

n, Nadv recv(n, k) is the number of ADVs from node k received at node n,

Nadv send(k) is the number of ADVs sent by node k.

Then, BiARR was compared to investigation success rate on each link

(ISRL) which defined in Equation (2.5).

ISRL(n, k) =
Nres recv(n, k)

Nreq send(n, k)
(2.5)

where ISRL(n, k) is investigation success rate of the link that points out

from node n to node k ∈ nexthop(n), Nres recv(n, k) is the number of re-

sponse messages node n receives from node k and Nreq send(n, k) is the num-

ber of request messages node n sends to node k.

Figure 2.6a presents the relationship between BiARR and ISRL where

each dot represents a link on the delivery path. The quality of links on

delivery path was various. More than half of the links were high quality,

however, there were still many low quality links (showing in the red area

of Figure 2.6a). As we expected, ISRL was proportional to BiARR. The

low quality links resulted low ISRL. Dash lines in Figure 2.6b illustrate low
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(a) The relationship between BiARR and ISRL (b) Low quality link in de-

livery path

Figure 2.6: The results showing the effect of low quality link.

quality links in the red area. The unidirectional link also includes in low

quality link as one direction of the links had almost zero ARR. Considering

nodes connecting with low quality links, some nodes chose another next-hop

to forward the messages at times, but some nodes mainly chose neighbours

with low quality links. Although node 19 had two main next-hops, it suffered

from both unidirectional link and low quality link. Therefore, most of the

messages delivered through these links were delayed. As a result, low quality

link is another cause of high delivery latency.

2.4.4 Effect of periodic investigation

According to Figure 2.6a, some links still got low or intermediate ISRL

(40-60%) even those links had high BiARR (as shown in the orange circle).

Due to notoriously unreliable wireless links in the transitional region, the

messages could be lost anytime though the quality of links were high. Since

PEAR periodically retransmits the message in the buffer, any message lost

causes one period delay. Messages were possibly lost continuously depend-

ing on the environment at the transmission time resulting in many periods

delayed. Therefore, only periodic retransmission may not be able to give

satisfied delivery latency.
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2.4.5 Summary

The discovered problems were verified by the experimental results from the

previous work. Even though investigation (hop-by-hop exchange) was able

to guarantee high reliability over intermittently-connected link, unawareness

of unidirectional and low quality links leaded to investigation failure and,

consequently, high delivery latency. Further, periodic retransmission delayed

message delivery in static multi-hop WSN when any message was lost. In

this research, we aim to minimize delivery latency by improving the next-hop

selection scheme according to these problems.

2.5 Related Work

In this section, related work on routing protocol in WSN and DTN is pre-

sented. Regarding discovered problems the last section, related work on

unidirectional link and retransmission scheme is also described here.

2.5.1 Routing protocols in WSN

Many routing protocols have been proposed so far [10, 13]. Among these

routing protocols, the most suitable one for monitoring applications is Potential-

based routing protocol (PBR) [14] . This kind of protocol is also known as

Gradient-based routing protocol [15] and Utility-based routing protocol [16].

Position awareness improves the efficiency and scalability of routing pro-

tocols as it helps reducing the number of messages used for route discovery.

Position could be obtained by GPS, but it is not practical in WSN as it in-

creases both cost and energy consumption. PBR was developed to overcome

this problem by establishing virtual coordinate from scratch without exter-

nal input. The purpose of such coordinate is not to mimic real geographic

location, but to be used for feasible routing solutions. Each node in PBR has

a scalar value called potential which represents the virtual distance from the

sink. Nodes in the network create a potential field as the virtual coordinate

by periodically broadcasting advertisement packet. Potential calculation re-

lies on the requirement of applications e.g. hops, energy overhead, packet

delivery rate and end-to-end delay. When receiving a message, nodes select

the lowest-potential neighbour to forward the message. Figure 2.7 depicts

the illustration of PBR when the potential field is established based on the

number of hops from the destination. The number represents potential value

of each circle.

The concept of PBR is particularly useful for monitoring applications

which is a convergecast network. In the case that all messages are sent
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Figure 2.7: The illustration of PBR.

to a single sink, a single potential field that rooted at the sink is built and

maintained in the network. PBR is energy efficiency, scalable, fault tolerance

and adaptive to variable topology [17]. These advantages are correspond to

monitoring application requirement, thus PBR is mostly used in monitoring

applications.

Traditionally, WSN sends messages based on the shortest path or minimum-

hop route as in wired network and DTN. Many studies found that hop

metric tends to choose long and lossy links resulting in bad performance in

static multi-hop WSN and recommended to be aware of path quality instead

[11, 12].

A number of link quality metrics have been proposed in the past decades.

There are metrics straightforwardly related to latency such as per-hop round

trip time [18] and packet pair delay [11]. They use active unicast probes and

ACK to measure latency and select path with minimum sum of latency in

delivery. However, those metrics perform poorly due to self-interference [19].

Required number of packet transmissions-based (RNP) metric (e.g. ETX

[20]) is the most widely used in WSN routing protocols. It approximates

the total number of transmission packets required from source to destination.

This metric also uses active probes and ACK in estimation. In the proposed

method, we fix the number of retransmission to prevent congestion. Thus,

this metric does not meet our requirement.

In our work, we try to enhance investigation success rate so that the

sender has higher chance to transmit data messages. We seek the path
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with high delivery probability, so link quality is simply estimated using

packet reception ratio as in [21]. To reduce overhead of control messages,

our estimator exploits broadcast feature of PBR to approximate delivery

probability by observing the number of receiving advertisement messages.

2.5.2 Routing protocols in DTN

Epidemic routing [8] is an early routing protocol proposed for DTN. It is the

first protocol that defined hop-by-hop information exchange before forward-

ing the messages. Nodes spread the stored messages to every encountered

node, thus this routing gives high delivery rate and low end-to-end delay due

to the multi-path. However, it assumes that each node has infinite storage

and bandwidth, so it is notoriously redundancy and high resource consump-

tion. Later DTN protocols were developed based on epidemic routing, but

they try to reduce redundancy by limiting number of replicated messages

[22, 23].

Various routing metrics for minimizing end-to-end delay in DTN, such

as Minimum Expected Delay (MED) and Earliest Delay (ED), have been

presented by Jain et al. [24]. However, these metrics requires global knowl-

edge and future connectivity of the network. It lacks of scalability and

practicability due to the unpredictable connectivity of wireless links. Mini-

mum Estimated Expected Delay (MEED) [25] is one of the popular routing

protocols in DTN. MEED assumes that links are always bidirectional and

have constant bandwidth and latency. MEED uses the observed connec-

tivity history and assumes that the future connectivity will be similar to

the previously observed connectivity. MEED’s assumptions are not true for

static WSN, in additional, the past connectivity sometimes cannot be used

to predict future connectivity owing to the intermittent connectivity. There

are other works [26, 27] proposed protocol for maximizing delivery rate and

minimizing delivery latency, but they exploit the mobility characteristic in

routing. Thus, they cannot apply to this work.

Potential-based Entropy Adaptive Routing (PEAR) protocol [9] is a

DTN-based routing protocol which differs from the others in that it does not

adhere to particular mobility pattern. Messages are replicated and delivered

depending on node connectivity, so PEAR can be applied to static WSN as

well. PEAR executes the investigation process before forwarding messages

to the next-hop in order to confirm message delivery. PEAR modifies infor-

mation in summary vector so that it does not guarantee only hop-by-hop

delivery, but also assure end-to-end delivery implicitly. PEAR makes use

of potential-based routing protocol to assign the position of nodes. PEAR
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outperformed other DTN routing protocols in several mobile environments

and achieved high reliability and scalability in the static network.

PEAR gives many benefits to monitoring applications, except delivery

latency. In DTN routing terms, node position is defined by the number of

hops from destination. PEAR becomes distance-vector routing giving the

minimum hop path in static multi-hop WSN. Our proposal takes advantage

of hop-by-hop reliable transfer and modifies next-hop selection to avoid the

problems mentioned in Section 2.3.

2.5.3 Unidirectional link

Real-world deployments of WSN revealed that link quality varies terribly

over space and time [6, 29, 30], in addition to, indicated a significant presence

and an effect of unidirectional links to the routing protocols [12, 31, 28]. Each

existing research defined how to (1) detect and (2) handle unidirectional

links.

Methods of detecting unidirectional links can be classified to estimation,

common neighbour and acknowledgement techniques. Existing estimation

techniques [32, 33] were developed based on Ad-hoc On Demand Distance

Vector (AODV) routing [34] which is a reactive routing protocol using Route

Request (RREQ) and Route Reply (RREP) to find path from source to desti-

nation on-demand. A node receiving RREQ estimates distance or expected

signal strength of RREQ sender based on information included in RREQ

such as transmit power, total noise, and minimum received power thresh-

old. After that, it compares the estimated value with its capability and

decides if the link is unidirectional. The evaluation in the existing research

was done on the simulation only. Moreover, this technique has to estimate

every time a node receives RREQ. It is not appropriate for proactive rout-

ing like PBR because it consumes a lot of resources for computation. The

second technique discovers unidirectional links by using common neighbour

[35]. Each node listens to all neighbours’ beacons to detect their link quality.

Nodes will volunteer to help neighbours relaying their discovery when they

find asymmetric links. This technique works well only in a dense network

and when a neighbour with good quality link exists. In additional, it con-

sumes resources in computation because nodes calculate link quality of all

links that they can hear beacons. The last method detects unidirectional

links by acknowledgement (ACK). ACK is either explicit or implicit. AODV

uses explicit ACK. RREQ sender knows that the link is unidirectional when

it does not receive RREP. DEAL [36] detects asymmetric links with implicit

ACK. Every node includes its neighbour table and neighbours’ link quality
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in the beacon. When a node receives beacon, it knows that the link is unidi-

rectional if it cannot not find itself in the neighbour table. Even though this

method introduces more overhead than the others, we choose this method in

our proposal since it is simple and any node can detect unidirectional links

by itself without any condition.

When nodes discover unidirectional links, node choose to either avoid

or exploit unidirectional links in routing. AODV and estimation techniques

add neighbours with unidirectional links to a blacklist set for a period of

time. When nodes receive RREQ from the sender in the blacklist set, nodes

ignore RREQ and do not send RREP back to the sender. In contrast, the

work in Ref. [10] and DEAL explain that the key factor of successful message

delivery is forward link, so they exploit asymmetric link if the quality of for-

ward link is high. Although their results prove that their works can improve

the performance of typical WSN, this method cannot work with hop-by-hop

reliable transfer. The bidirectional link is required in the investigation, so

our proposal avoids the unidirectional links.

2.7.4 Retransmission

Retransmission with acknowledgement mechanism is a common approach

for enhancing transmission reliability in both wired and wireless network.

Retransmission scheme either performs on hop-by-hop or end-to-end ba-

sis. Analytical and simulation-based evaluation revealed that hop-by-hop

retransmission performed better than end-to-end retransmission in terms of

delivery latency and energy consumption [37].

The acknowledgement mechanisms are categorized into explicit acknowl-

edgement (eACK), negative acknowledgement (NACK) and implicit acknowl-

edgement (iACK). eACK and NACK send ACK packet to notify the sender

whether the receiver receives the packet successfully or requests the missing

packets, while iACK embeds ACK with other packets e.g. advertisement.

iACK reaches a better performance than eACK and NACK, i.e. a greater

reliability rate, with less delivery latency, overhead, energy and collisions

[38, 39].

All retransmission schemes retransmit the messages to the same next-

hop. Sometimes, the sender has to retransmit the messages many times

before the messages reach the next-hop. Consequently, retransmission could

aggravate the congestion in the network [40].

Our proposal derives the investigation from PEAR to promise 100%

delivery rate. The investigation has already used iACK to confirm both

hop-by-hop and end-to-end delivery. Our proposal makes use of retrans-
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mission with eACK during the investigation, but it limits the number of

retransmission to alleviate congestion and provides alternative next-hop to

avoid repeatedly message loss in retransmission.



Chapter 3

FAST Forwarding Scheme

We propose Farther-Aim-Shorter-Try (FAST) forwarding scheme to solve

high delivery latency problem in DTN-based sensor network for monitoring

applications. We first describe the overview of FAST. Each mechanism is

explained in detail.

3.1 Overview and Design Principles

Farther-Aim-Shorter-Try (FAST) forwarding scheme integrates DTN ap-

proach and traditional WSN routing schemes to decrease delivery latency

of DTN-based sensor network. The concept of FAST is to move the re-

sponsibility of forwarding messages to any neighbours closer to sink within

one transmission period. FAST exploits the advantages of several mecha-

nisms. It acquires PBR which is the most suitable protocol in monitoring

applications. FAST inherits store-and-forward mechanism from DTN and

conducts investigation before forwarding the messages to provide reliable

communication on data delivery, but FAST applies retransmission to han-

dle message loss during investigation. FAST also modifies PEAR’s next-hop

selection to avoid unidirectional links and prepares more reliable next-hop

for retransmission.

Ideally, the route with lower number of hops gives lower delivery latency.

Thus, FAST attempts to minimize the number of hops with hop metric first.

A sender challenge sending the request message to a primary next-hop which

is the farthest neighbour in the transmission range. When the sender fails in

the investigation, i.e. does not receive a response message, the sender makes

a reinvestigation once by retrasmitting the request message to an alternative

next-hop chosen by link quality metric in order to prevent repeatedly failure.

Thanks to high quality links, the sender has higher probability of successful

22
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investigation, as well as, forwarding the messages to another node closer to

the sink. FAST gives only one chance for reinvestigation, thus the sender

waits for next transmission period if it still fails in reinvestigation. The

overview of FAST forwarding scheme is shown in Figure 3.1.

FAST makes use of PEAR’s potential field construction to find a poten-

tial value of each node and uses the potential value to select the primary

next-hop. Nodes periodically update their potentials with neighbours by

broadcasting 1-hop advertisement. The node that is located farther from

the sink has larger potential. FAST also manages replica and buffer as

PEAR does. PEAR modified epidemic exchange to guarantee both hop-by-

hop and end-to-end delivery. A node maintains the copy of each message

until it receives certificate from the destination. The detail of potential field

construction and replica & buffer management is explained in Appendix A.

FAST detects unidirectional links and estimates link quality by observing

receiving ADVs. In this research, we call link and path quality metric as

Forward Predictability and Delivery Predictability since they just predict

whether a node has a chance to forward the data messages. Unidirectional

link detecting technique and link quality estimation is discussed in Section

Section 3.3 and 3.4 respectively.

Figure 3.1: Overview of FAST.
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3.2 Notations

Let N be a set of nodes in the network. A set of neighbour nodes of node

n ∈ N is denoted by nbr(n). Each node holds a potential which is a positive

scalar value representing the distance from the destination. Potential of

node n ∈ N for each destination d ∈ N at time t is defined by V d(n, t).

The potential starts from 0 at the destination (V d(d, t) = 0) and increases

linearly hop-by-hop from the destination.

Every node has next-hop information for each destination. We denote it

by NHd(n, t), which shows the next-hop node for destination d of node n

at time t.

Link quality and path quality are defined as forward predictability and

delivery predictability. PF (n, k, t) denotes forward predictability of the link

between node n ∈ N and node k ∈ nbr(n) at time t and P d
D(n, t) represents

delivery predictability from node n ∈ N to the destination d ∈ N at timeslot

t. Delivery predictability of the destination always ties to 1 (P d
D(d, t) = 1)

and decreases depending on the quality of links from the destination.

3.3 Unidirectional Link Detection

3.3.1 Definition

To classify links at each node n ∈ N , the link pointing outward from node n

is defined as forward link and the link directing to node n is called reverse

link. The definition is illustrated in the Figure 3.2.

Figure 3.2: Link’s definition.

We define that any link becomes unavailable when the link cannot de-

liver any messages within a period of time called Connectivity Time (TC).

Supposing that node n is connected with node k ∈ nbr(n), when we con-

sider at node n, there should be both forward link to node k and reverse

link from node k if the link is bidirectional. The link between node n and

node k becomes unidirectional when the forward link to node k is available

but the reverse link from node k is unavailable or vice versa. The example

of the unidirectional link is shown in Figure 3.3.

Here, TC is the important factor to decide whether the link is unidirec-

tional. Due to the fluctuation of wireless link, the messages could be lost,
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even though the link quality is good. TC filters out ordinary message loss

and confirms that the link is unidirectional.

Figure 3.3: Example of the unidirectional link between node A and node B.

3.3.2 Method

To detect unidirectional links, a neighbour table at each node must consist

of:

• Reverse Link Lifetime (RLLk)

• Link status (Lk)

Reverse Link Lifetime (RLLk) is non-negative integer showing time-to-live

of the reverse link from neighbour k. Once RLLk is set to non-zero value,

RLLk decreases continuously, for example, every second. Link status (Lk)

indicates whether the link connected with neighbour k is bidirectional. Lk is

either bidirectional (‘B’) or unidirectional (‘U ’); Lk is set to ‘B’ only when

both reverse link and forward link are available and set to ‘U ’ if either the

reverse link or the forward link is unavailable.

FAST detects unidirectional links between nodes by observing the receipt

of ADVs on each link. Since each node broadcasts ADVs periodically, it

learns that each reverse link is unavailable when it does not receive ADV

within TC . Whenever nodes receive an ADV from neighbours, nodes set

RLL to TC . Therefore, non-zero RLL indicates that the reverse link is

available, while zero RLL means the reverse link is unavailable. Note that

TC must be more than ADV broadcast interval to detect the unidirectional

links.

However, nodes cannot identify the presence of forward link by them-

selves. Nodes embed a neighbour sequence containing neighbour ID with

non-zero RLL in ADV to inform other nodes. When nodes find themselves
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in the neighbour sequence, nodes perceive that the forward links are avail-

able. Then, nodes set L to ‘B’. On the other hand, nodes realize that the

links are unidirectional and set L to ‘U ’ when their IDs are not in the neigh-

bour sequence. An example of unidirectional link detection is illustrated in

Figure 3.4.

ADV reception and link information from neighbour nodes confirm the

existence of reverse link and forward link respectively. Any node knows

whether the forward link is available only if the reverse link exists. That

is enough for DTN-based routing protocol because as long as the reverse

link is lost, the node cannot update neighbours’ information or succeed the

investigation. Therefore, forward link information is unnecessary unless the

reverse link is available.

3.4 Link Quality Estimation

Link quality metric helps FAST providing an alternative path for reinves-

tigation. In Ref. [21], the estimator measures the quality of each link by

calculating the ratio of the number of receiving ADVs to the number of

expected ADVs to find the delivery probability. FAST also estimates link

by observing the receiving ADVs. However, FAST conducts investigation

before sending data messages, therefore the estimator does not calculate the

probability of delivery success directly. The estimator just predicts if a node

can succeed the investigation.

(a) Bidirectional link

(b) Unidirectional link

Figure 3.4: Example of reverse link lifetime (RLL) and link status (L)

when the link between node A and node B is (a) bidirectional and (b)

unidirectional.
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In this research, we establish link quality and path quality metric called

forward predictability (PF ) and delivery predictability (PD) respectively,

where PF , PD ∈ [0, 1]. Forward predictability is the bidirectional link quality

predicting if nodes can succeed and, as a result, have a chance to send the

messages on each link. Delivery predictability is the multiplication of for-

ward predictability forecasting the probability that a node is able to succeed

the investigation along the path.

FAST simply estimates link quality by calculating Advertise Reception

Ratio (ARR) as defined in Equation (2.3). We revisit the definition of ARR

again here.

ARRk→n =
Nadv recv(n, k)

Nadv send(k)
(3.1)

where ARRk→n denotes ARR from node k to node n, Nadv recv(n, k) is the

number of ADVs from k received at n and Nadv send(k) is the number of

ADVs sent by k.

Theoretically, link quality should be calculated in a very short interval

in order to get high accuracy. The most popular method is using reactive

probe which generates lots of probe packets on the interested link. But

this method consumes bandwidth and energy, so we decide to utilize ADVs

instead. In practice, ADV broadcast interval is probably long for alleviating

the congestion. Calculating ARR with a short period on the high-varied

links will show the discrete change and instability. To smooth the discretion,

we apply exponentially weighted moving average (EWMA) after computing

ARR at each period as showing below:

ÂRR(t) = α× ÂRR(t− TE) + (1− α)×ARR (3.2)

ÂRR(t) denotes ARR after filtering by EWMA at time t, α is a smooth

factor where α ∈ [0, 1] and TE is the estimation period.

Then, forward predictability between node n and neighbour k and de-

livery predictability of node n for destination d are computed as follows,

Forward Predictability:

PF (n, k, t) = ÂRRn→k(t)× ÂRRk→n(t) (3.3)

Delivery Predictability:

P d
D(n, t) = max

k∈nbr(n)
{P d

D(k, t)× PF (n, k, t)} (3.4)

P d
D(d, t) =1 (3.5)

Nodes share and update their link quality information with every neighbour

by piggybacking those information with ADVs. Each node estimates ARR,
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as well as, ÂRR of every link. Then, it adds its current PD and ÂRR in the

neighbour sequence. Finally, ADV must contain information as shown in

Figure 3.5. After nodes receive ADV, they search for their ID in the neigh-

bour sequence and update PF with received ÂRR (filtered ARR of forward

link) and local estimated ÂRR (filtered ARR of reverse link). Then, nodes

compute PD and select the maximum multiple as its new PD (Equation

(3.4)).

Figure 3.5: Information in advertisement message (ADV).

3.5 Next-hop Selection Scheme

FAST uses two next-hop selection scheme for primary next-hop and alter-

native next-hop. The primary next-hop is chosen based on the number of

hops similar to PEAR. As we explained, PEAR’s next-hop selection scheme

chooses only the lowest potential node to be the next-hop without being

aware of the existence of unidirectional links. In order to avoid this problem,

FAST modifies PEAR’s next-hop selection scheme and calls it Unidirectional

Link-Aware Next-hop Selection (ULANS). ULANS is defined as follows,

F d(n, t) = max
k∈nbr(n)∧Lk=‘B’

{V d(n, t)− V d(k, t)} (3.6)

NHd
ULANS(n, t) = {k|k ∈ nbr(n) ∧ F d(n, t) = V d(n, t)− V d(k, t)} (3.7)

ULANS adds one more condition to address the unidirectional links. When

nodes compare the potential value with their neighbours, nodes consider only

neighbours that bidirectional links exist (Lk = ‘B’). As a result, ULANS

forces nodes to choose only the lowest potential neighbour with bidirectional

link as the next-hop.

The alternative next-hop is selected by considering the quality of links

along the path from source to sink. FAST uses delivery predictability to

decide the alternative next-hop as shown in Equation (3.8).

NHd
DP (n, t) = {k|k ∈ nbr(n) ∧ P d

D(n, t) = P d
D(k, t)× PF (n, k, t)} (3.8)
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With this scheme, nodes select the neighbour that gives the highest

delivery predictability among all neighbours for the reinvestigation. Figure

4.5 illustrates the example of paths established from primary next-hop and

alternative next-hop in FAST. The number on a link represents forward

predictability.

(a) Primary path (b) Alternative path

Figure 3.6: The example of primary path and alternative path from node 5

to node 1.



Chapter 4

Evaluation

This chapter presents the experimental evaluation of the proposed method.

We carried out four experiments to evaluate the proposed forwarding scheme

in various network sizes and conditions. First of all, we describe an overview

of each experiment and give the definition of performance metrics we used

in the evaluation. After that, we explain hardware and software’s structure

using in this experiment. Finally, the detail and results of four experiments

are presented.

4.1 Methodology

FAST was evaluated by test bed experiment. We have implemented all

the details of FAST described in the last chapter to PEAR and deployed

it to UTMesh nodes. Since FAST inherits some mechanisms from PEAR,

we made use of PEAR’s original source code by modifying existing useful

components and programmed FAST components additionally.

FAST comprises addtional three mechanisms which were developed in

accordance with the problems mentioned in Section 2.3, i.e. unidirectional

link detection, link quality estimator and alternative retransmission scheme.

Each mechanism in FAST must be examined to verify that it can solve those

problems efficiently in the interested network. Howbeit, one of the proposed

solutions is a unidirectional link detection which identifies unidirectional

links with connectivity time (TC) of links. Different TC values might affect

the speed of detection and, as a result, influence routing performance. For

this reason, the optimal TC should be determined in advance to achieve the

best performance.

Our retransmission scheme differs from the conventional schemes in that

a sender retransmits lost messages to an alternative node. Further, FAST

30
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applied two routing metrics, i.e. hop and delivery predictability, to retrans-

mission. Therefore, FAST should be proved that it can give better perfor-

mance than the traditional retransmission schemes based on both hop and

delivery predictability in aspect of delivery latency.

There are many factors that govern routing performance in wireless com-

munication system as we addressed in Section 2.2. Some of them depend on

physical deployment such as network size and network density, while some

are application-specific e.g. message size. Indeed, these factors are partic-

ular and determined by practical use. We chose some possible values to

demonstrate that our proposal works well in various conditions.

Accordingly, we did four experiments to evaluate FAST performance. In

the first experiment, we observed the improvement of PEAR after applying

ULANS with different TC values, in addition to, studied feature and effect

of unidirectional links. We selected the one that resulted the lowest delivery

latency as the optimal TC and used it in later experiments. The second ex-

periment examined the performance of each mechanism of FAST comparing

with PEAR in different size of networks. The third and last experiment

evaluated FAST in various node densities and message sizes in comparison

with traditional retransmission schemes.

The primary performance of interest in this research is delivery latency,

however, we also examined other performance metrics to study how FAST

affect to overall routing performance. Totally, we observed investigation

success rate, delivery rate, delivery latency, hop count, copy count and buffer

size. The definition of each metric is given as follows,

• Investigation Success Rate (ISR): the number of response messages

received over the total number of request messages sent by the node.

• Delivery rate: the number of messages successively received by the

destination over the total number of messages sent throughout the

experiment.

• Delivery latency: the amount of time each message travels from the

source to the destination.

• Hop count: the number of hops that each message travels from the

source to the destination.

• Copy count: the number of copies of each message in the network

during the delivery.

• Buffer size: the number of entries occupied in the buffer of each node.
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The delivery latency is the main performance metric interested in this

research. The routing scheme should give low delivery latency, while preserv-

ing high delivery rate. ISR is examined since the success of investigation

indicates whether the messages are sent to the next-hop. Hop count and

copy count implies the delivery pattern of the routing scheme, as well as,

redundancy in the network. Buffer size is one of important metrics in DTN.

Routing protocol should minimize utilized buffer to prevent buffer overflow.

It also reflects on the congestion and resource constraint of nodes.

Overall performance of each metric is represented by the average value,

except delivery latency. We use median and 99th percentile instead of aver-

age and maximum value respectively for delivery latency in order to avoid

the outliers.

4.2 Implementation

4.2.1 Software

We programmed FAST as an extension of PEAR1 in C. Figure 4.1 presents a

block diagram of implemented software on any node n ∈ N where k ∈ nbr(n)

and d ∈ N . Our system consists of six components. PEAR already intro-

duced advertisement manager, potential table, next-hop table and message

manager. We modified these components, except potential table, and added

more components for the proposed scheme i.e. neighbour table and link

quality estimator. Each component works as follows,

• Advertisement Manager (AM): AM broadcasts ADV periodically

and receives ADV from neighbour nodes. For broadcasting, AM re-

trieves the latest information including PD(n, t) and {ÂRRk→n|RLLk >

0} from neighbour table (NT), in addition to, V d(n, t) from potential

table (PT). Then, AM publishes these information to neighbours. Af-

ter node n receives ADV, AM extracts V d(k, t), PD(k, t) and ÂRRn→k

from ADV and submits them to NT.

• Potential Table (PT): PTmanages all neighbours’ potentials (V d(k, t))

and computes the potential of the next time slot (V d(k, t+1)) accord-

ing to Equation (A.1).

• Neighbour Table (NT): NT stores and provides all neighbours’ in-

formation for AM, link quality estimator (LQE) and next-hop table

(NHT). Each neighbour entry contains RLLk, Lk, Nadv recv(n, k), both

1http://sourceforge.net/projects/pear/files/
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Figure 4.1: FAST system overview.

ÂRRs, PF (n, k, t) and PD(n, t). After receiving ADV from any neigh-

bour k , NT sets Nadv recv(n, k) to Nadv recv(n, k) + 1 and RLLk to

connectivity time (TC). It lessens RLL continuously, for instance, ev-

ery second and updates Lk to ‘U’ when RLL reaches zero as explained

in Section 3.3.

• Link Quality Estimator (LQE): LQE implements Equation (3.1)

- (3.3) to measure link quality every estimation period (TE). LQE

obtains Nadv recv(n, k) and ÂRRn→k from NT, makes a computation

and submits the updated ÂRRk→n and PF (n, k, t) to NT.

• Next-Hop Table (NHT): NHT provides next-hop table for message

manager (MM) using information from PT and NT. NHT consists of

two modules: primary and alternative NHT. Primary NHT fetches

V d(n, t) and V d(k, t) from PT along with Lk from NT. Then, primary

NHT creates next-hop table based on ULANS (Equation (3.7)). Alter-

native NHT retrieves PD(k, t) and PF (n, k, t) from NT and generates

next-hop table in accordance with Equation (3.8). After that, alter-

native NHT sends PD(n, t) back to NT for advertising this value to

neighbours later.

• Message Manager (MM): MM provides application programming

interface (API) for sending and receiving application messages. MM

implements a replica and buffer management scheme discussed in Sec-

tion A.0.5. In addition to PEAR’s original code, we set up a inves-

tigation timer for retransmission. This timer is set to a short period
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Figure 4.2: UTMesh node. [5]

called INV TIMEOUT after a request message is transmitted to the

primary next-hop. When the timer reaches zero, it triggers MM to

send a request message again, but to alternative next-hop.

The original source code was already programmed to log useful routing

information i.e. potential values, next-hop table, message buffer size, event

of investigation and message transfer. Our additional modules record the

detail in NT, e.g. ÂRR, PF and PD, for examining network topology and

link characteristics of the experimented networks.

4.2.2 Hardware

The implemented software was deployed to UTMesh [5] to evaluate our

proposal. UTMesh is a testbed for wireless networking and DTN developed

in the University of Tokyo.

The UTMesh node operates with Armadillo-2002, an embedded com-

puter with 8Mbyte program memory and 32MByte working memory. It

works with ARM9 200MHz CPU and Linux operating system. USB WiFi

(IEEE802.11) is added for ad-hoc communication. All working process is

logged into the USB storage. The node can be powered by batteries or ex-

ternal power source. The components of UTMesh node is shown in Figure

4.2.

2http://www.atmark-techno.com/en/
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In our experiments, all the wireless interfaces were operated in ad hoc

mode of 802.11b at the same frequency (2.412GHz) and same transmitted-

power level. We charged all nodes at the same time before deploying them

at each specified place on the floor. The working logs were retrieved for

analysis after the experiment finished.

4.3 Experiment 1: Effect of connectivity time in

ULANS

According to the definition of unidirectional links in this research, the con-

nectivity time is an important variable to decide whether the link is unidi-

rectional. We study the effect of connectivity time in this experiment.

4.3.1 Experiment setup

The experiment was carried out with 15 UTMesh nodes on 10th floor of Eng.

Bldg 2 in the University of Tokyo. We set system update interval (including

ADV broadcast and next-hop selection interval) and retransmission interval

to 10s. To mock-up monitoring scenario, every node was configured to send

22- or 23-byte messages (depends on node ID) to node 1 every 30s. Apart

from PEAR, ULANS was run with 3 different TC values, i.e. 40s, 60s, 80s.

We denote the experiment of PEAR with ULANS as ULANS(TC). Each

experiment took 1 hour. Figure 4.3 shows the deployment, topology and

(a) Configuration (b) Topology

Figure 4.3: Deployment configuration and topology of the experimented

network.
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connectivity of this experiment.

4.3.2 Feature and effect of unidirectional links

We picked PEAR and ULANS(80) to observe feature and effect of the uni-

directional links to the delivery path. Figure 4.4a shows the presence of

unidirectional links when TC was 80s. The thicker line indicates that the

link became unidirectional more frequently. From our observation, most

links became unidirectional during the experiment, though all nodes oper-

(a) Unidirectional links existed

in the network.

(b) Unidirectional link selection ratio of each node

Figure 4.4: Effect of unidirectional links when TC was 80s.

(a) PEAR (b) ULANS(80)

Figure 4.5: Main delivery paths of PEAR and ULANS(80). Dashed line

indicates the unidirectional link between a pair of nodes.
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ated at the same power level. However, their occurrence was dynamic. The

links became unidirectional temporarily and turned back to be bidirectional

back and forth. Some links became unidirectional only for a short time,

while some links turned into unidirectional in a long period. Links between

nodes located far from each other often became unidirectional.

We also observed how PEAR selected the next-hop by examining Unidi-

rectional Link Selection Ratio (UDLSR) and main delivery paths. UDLSR

is the number of times that nodes select next-hops with the unidirectional

links over the number of times next-hop selection process is executed. Fig-

ure 4.4b shows UDLSR of PEAR when TC was 80s. We can see that node 8,

9 and 10 gave high UDLSR which corresponded to the main delivery paths

of PEAR as shown in Figure 4.5a. Those nodes often chose next-hops with

the unidirectional links. After applying ULANS (Figure 4.5b), those nodes

avoided the unidirectional links and chose next-hops with better links.

4.3.3 Results

We evaluated the improvement of PEAR with ULANS by observing ISR, de-

livery latency and hop count. We also compared maximum delivery latency

in this experiment. Overall performance is presented in Table. 4.1.

Table 4.1: Overall performance.

Experiment ISR(%)
Delivery Latency (s)

Hop count
Median 99% Max

PEAR 56.22 10.12 205.22 401.60 1.78

ULANS(40) 66.03 20.01 228.60 382.54 2.33

ULANS(60) 63.08 9.15 136.85 297.00 2.09

ULANS(80) 63.12 9.18 135.56 201.68 2.21

ISR of the network was improved by 7-10% after applying ULANS to

PEAR. In other words, avoiding the unidirectional links enhanced chances

of sending the messages to the next-hop.

Figure 4.6 shows the distribution of delivery latency in a box plot. The

whisker represents the 99th percentile of delivery latency. Note that Figure

4.6 trims out the outliers of PEAR and ULANS(40). ULANS decreased

maximum delivery latency, however, ULANS did not always reduce the me-

dian and 99th delivery latency since ULANS(40) resulted higher value than

PEAR. ULANS(60) and ULANS(80) outperformed PEAR. They improved
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the median delivery latency by 10%. Maximum delivery latency was de-

creased by 26% in ULANS(60) and 50% in ULANS(80). Moreover, 99% of

the messages were delivered 33% faster in ULANS(60) and ULANS(80).

Figure 4.6: Box plot showing the distribution of delivery latency.

While PEAR chose the farthest nodes, which were likely to connect with

the unidirectional links, as the next-hop, ULANS avoided those nodes and

selected closer nodes resulting in more hop counts. The messages delivering

with more hop counts possibly gave higher delivery latency. This is why

median delivery latency was not always improved in ULANS.

From the results, the ratio of ADV broadcast interval and TC that re-

sulted the best performance on delivery latency is 1:6 (ULANS(60)). There-

fore, we also used this ratio in the next experiments.

4.4 Experiment 2: Performance of proposed meth-

ods

This experiment studied the behaviour and improvement of each mechanism

in FAST, including ULANS and delivery predictability-based next-hop se-

lection, in comparison with PEAR. Effect of unidirectional links was studied

again, but in the different deployment.

4.4.1 Experiment setup

We evaluated FAST forwarding scheme with two different deployments.

UTMesh nodes were deployed on floor scenario and multistory scenario in

Eng. Bldg. 2, The University of Tokyo. The detail and configuration of

each deployment are shown in Table. 4.2 and Figure 4.7. In floor scenario,
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Table 4.2: Detail of floor and multistory scenario.

Detail Floor Multistory

Location (Floor) 10th 3rd-10th

Number of nodes 16 33

Source Node ID. 2-16 14-33

Destination Node ID. 1 1

Experiment time/scheme 1 hr 1.5 hrs

Message size 22-23 bytes

System update interval 5s

Message generation interval 30s

Retransmission interval 10s

Connectivity time (TC) 30s

Link quality estimation interval (TE) 30s

all nodes except node 1 were the source nodes, but in multistory scenario,

only nodes deployed on the corridor were the source nodes. Nodes on the

stairs just relayed the messages from the sources to the destination.

Apart from PEAR, three more selection schemes were implemented in

order to study the effect of unidirectional and low quality links on DTN-

based routing protocol, in addition to, evaluate FAST by comparing with

PEAR. In the experiment result, ULANS denotes the experiment with only

ULANS (no retransmission). DP represents the experiment with delivery

predictability-based next-hop selection scheme in Equation (3.8) (no retrans-

mission). Finally, FAST is the experiment with the proposed scheme.

4.4.2 Feature of the networks

Figure 4.8 shows the topology and connectivity of floor and multistory sce-

nario. A thickness of line implies the value of forward predictability of each

link. The thicker line means higher forward predictability. Since our testbed

was operated with WiFi, some nodes were connected across many floors in

multistory scenario. Considering the links connecting between nodes on the

same floor, short links mostly had higher forward predictability. However,

the links connecting between nodes deployed on the different floor mainly

had low forward predictability. Even though those links were shorter than
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(a) Floor scenario (b) Multistory scenario

Figure 4.7: The deployment configuration of the experimented networks.

(a) Floor scenario (b) Multistory scenario

Figure 4.8: Topology and connectivity of experimented networks.

the links on the same floor, the signal strength was attenuated by the roof

resulting in low forward predictability.

4.4.3 Results

All performance metrics were compared in this experiment. The overall

performance is shown in Figure 4.9. We analyzed effect of unidirectional
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links, effect of low quality links and FAST performance as follows,

(a) ISR (b) Delivery rate

(c) Median delivery latency (d) 99th percentile delivery latency

(e) Average hop and copy count (f) Average buffer size

Figure 4.9: Overall performance.

Effect of unidirectional links

Comparing the performance of PEAR and ULANS, the unidirectional links

did not influence much on delivery rate and median delivery latency in floor

scenario. On the other hand, the unidirectional links significantly reduced

PEAR performance in multistory scenario.

We examined unidirectional link selection ratio (UDLSR) to prove that

the unidirectional links were the cause of bad performance on delivery rate
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Figure 4.10: The distribution of unidirectional link selection ratio (UDLSR).

and delivery latency in PEAR. Figure 4.10 illustrates the distribution of

UDLSR of PEAR and ULANS. We can see that some nodes frequently chose

neighbours with unidirectional links in PEAR (40-60% of the experiment

time), while all nodes avoided unidirectional links after applying ULANS

and acheived better delivery latency and delivery rate.

Comparing with PEAR in multistory scenario, ULANS enhanced ISR

approximately 10%. ULANS decreased 41.28% in the median and 76.43%

in 99th percentile delivery latency, but ULANS increased average hop and

copy count. The increment of hop count indicated that the unidirectional

links were usually long links. Although the hop count was increased, when

we compared hop count with median delivery latency as shown in Figure

4.11, the messages were delivered considerably faster, even though they were

Figure 4.11: Hop count vs. Delivery latency in multistory scenario.
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delivered through more hops.

Average buffer size was increased in floor scenario. With short range

links, ULANS created and sent more copied messages in the network, so the

intermediate nodes received and stored more messages in their buffers. How-

ever, average buffer size was greatly decreased in multistory scenario. The

reason was that PEAR deletes the messages that are informed as delivered

messages. Seeing that delivery latency was greatly decreased in multistory

scenario, the messages were quickly deleted from the buffer.

Effect of low quality links

Even though ULANS already filtered out unidirectional links, the rest of

long links tended to be low quality links. DP selected high quality path,

as well as, links which were particularly short links as shown in Figure

4.12. Obviously, the path from source to destination were longer, thus DP

gave the most average number of hops and copies. The maximum hop

count in DP were 8 hops in floor and 14 hops in multistory scenario. The

results show that DP achieved the highest ISR. DP enhanced ISR around

20% compared to ULANS. Median and 99th percentile delivery latency were

(a) ULANS (b) DP

Figure 4.12: Delivery path of ULANS and DP in floor scenario.
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improved more than 50% in both scenarios. The improvement of delivery

latency also benefited to delivery rate because some of messages were deleted

from the network before reaching the destination due to message expiration.

DP occupied more buffer entries in floor scenario, but it released buffer faster

in multistory scenario similar to ULANS.

FAST Performance

With retransmission, FAST showed the best performance on delivery latency

and delivery rate among all schemes, especially in multistory scenario. FAST

had intermediate ISR since ISR included investigation to both primary and

alternative next-hops. FAST reduced median delivery latency by 64% in

floor scenario and 85% in multistory scenario in comparison with PEAR.

Comparing with DP, median delivery latency was decreased by 59% in floor

scenario and 43% in multistory scenario. 99% of the messages were gath-

ered within one minute, while other schemes took more than 4 minutes in

multistory scenario.

Certainly, FAST gave more hop count than PEAR, but lower than DP.

The reason was that the messages were forwarded across some nodes when

the sender succeeded in the investigation with the primary next-hop. How-

ever, FAST lessened few copy count since FAST created multi-path delivery.

The messages were possibly forwarded to both primary and alternative next-

hop at the different transmission time. For example, when the sender failed

in the investigation with the primary next-hop but succeeded in the rein-

vestigation, the sender forwarded the messages to the alternative next-hop.

At the next retransmission time, the sender was able to complete the in-

vestigation with the primary next-hop, so the sender sent the messages to

the primary next-hop. In this case, the messages delivered to both primary

and alternative next-hops. Such situation could happen at every interme-

diate node, thus FAST still had large copy count comparing to PEAR and

ULANS.

FAST resulted the lowest average buffer size in both scenarios. The

effect of delivery latency on the buffer size was more dominant than the

copy count even in floor scenario.

According to our goal, the messages should be delivered to the destina-

tion within the sensing interval which was 30s in this experiment. Figure

4.13 illustrates the number of messages delivered to node 1 within 30s in per-

centage. FAST delivered almost all messages in floor scenario, while only

half of transmitted messages reached the destination in multistory scenario.

However, this number was enhanced by 30% compared to PEAR.
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Figure 4.13: Number of messages delivered within 30s.

4.5 Experiment 3: Effect of node density

We have learned that FAST forwarding scheme outperformed PEAR in both

small and large networks. In this experiment, we evaluate FAST in various

node density and compare FAST with traditional retransmission schemes.

4.5.1 Experiment setup

To study the effect of node density, we use one-to-one communication instead

of many-to-one communication. Only one source node periodically sent the

messages to one destination. Location of source and destination was fixed,

but the number of relay nodes was varied for each deployment. In this

experiment, a node density is defined by an average node degrees (deg) i.e.

an average number of links connecting to a node.

We evaluated the proposed scheme on three deployments as illustrated

in Figure 4.14. The yellow node is the source and the green node is the

destination. Topology and connectivity of each deployment is shown in

Figure 4.15. Scenario A was a dense network consisting of 23 nodes with

deg = 13. Scenario B was sparser than Scenario A. It contained 12 nodes and

had deg = 6. Scenario C was the sparsest network where only 8 nodes were

deployed with deg = 4. This network was like two partitioned networks

connected by only two nodes in the middle. All FAST parameters were

similar to Experiment 2 in Table. 4.2. The experiment time was 1 hour for

each scheme.

The proposed scheme was compared to the traditional retransmission

schemes which retransmits lost messages to the same next-hop. Apart from

FAST, two more schemes were implemented. The first one was hop-based

retransmission. Each node retransmitted the request message only once to
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(a) Scenario A (b) Scenario B (c) Scenario C

Figure 4.14: Configuration of the experimented networks.

(a) Scenario A (b) Scenario B (c) Scenario C

Figure 4.15: Topology of the experimented networks.

the same next-hop which was the farthest node in the transmission range.

According to link characteristic, this scheme is denoted by FAFT (Farther-

Aim-Farther-Try). FAFT next-hop was selected by ULANS to avoid effect

of unidirectional links. The other scheme was link quality-based retrans-

mission. The next-hop was selected based on link-quality, so this scheme is

denoted by SAST (Shorter-Aim-Shorter-Try). SAST next-hop was decided

based on delivery predictability-based next-hop selection.

4.5.2 Results

The performance metrics evaluated in this experiment were ISR, hop count,

copy count and delivery latency. The overall performance is represented in

Figure 4.16.

Thanks to investigation and retransmission, all schemes achieved more

than 98% delivery rate in all scenarios. Besides, the number of entries

occupied at each node was very small so that we cannot see the correlation

of buffer size. Therefore, delivery rate and buffer size were not compared in

this experiment.

The trend of ISR and average hop count was similar to Experiment 2;

FAFT resulted the lowest ISR and average hop count, while SAST gave the

highest ISR and average hop count. FAST had both intermediate ISR and
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(a) ISR (b) Average hop and copy count

(c) Median delivery latency (d) 99th percentile delivery latency

(e) Distribution of delivery latency

Figure 4.16: Overall performance.

average hop count. The difference of ISR was obvious in dense network

(Scenario A). Each node had several neighbours, so it had diverse links.

SAST always chose better quality links, on the other hand, FAFT selected

long links which caused high message drop. This difference became less
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when the network got sparser. In Scenario C, each node had only one or

two neighbours for forwarding the message to the destination. Thus, ISR

was not different much.

Delivery latency was higher in sparser networks. In Scenario A and

B, FAFT resulted the worst performance, while FAST achieved the best

performance on delivery latency. FAST gave little improvement compared to

SAST as it reduced number of hops when it succeeded the investigation with

the primary next-hop. In the sparsest network (Scenario C), it turned out

that FAFT achieved the best performance and, in contrast, SAST resulted

the worst performance on delivery latency. The reason was the topology of

this network.

The example is shown in Figure 4.17. The number on the link represents

forward predictability. There were 2 paths from node 1 to node 3. Based on

path quality, node 1 chose node 2 as the next-hop. However, the link quality

between node 2 and node 3 was as bad as the link quality between node 1

and node 3. In this case, forwarding messages directly to node 3 might be

better. This situation caused high delivery latency in SAST resulting the

worst delivery latency in the sparsest network. FAST was also affected from

this problem, so FAST gave higher delivery latency than FAFT.

Average copy count was always more than average hop count because

the dynamic of wireless link caused nodes to change next-hops and send

another copy to another next-hop. However, FAST created the most copies

for each message because each node could send messages to both primary

and alternative next-hops meaning that there were multi-paths from source

to destination. This is also the reason of lower delivery latency in FAST.

Figure 4.18 presents the percentage of messages delivered within gener-

ation interval which was 30s. FAST acquired data faster than the others.

80% of the message were delivered within 30s in the dense network, but this

percentage decreased significantly in sparser network, only 30% delivered in

Figure 4.17: The example of problem in SAST.
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scenario B. In scenario C, even though median delivery latency of FAST was

higher than FAFT, this percentage was equal to FAFT’s.

Figure 4.18: Number of messages delivered within 30s.

4.6 Experiment 4: Effect of message size

In reality, a sender assembles sensing data into one message or an inter-

mediate node aggregates the receiving data together before forwarding the

messages in order to reduce overhead, as well as, congestion in the network.

Therefore, the message size could be various in WSNs. This experiment was

carried out to study the effect of message size to FAST.

4.6.1 Experiment setup

Scenario B from Experiment 3 was used in this experiment, but we changed

the communication to many-to-one communication. The experimented net-

work consisted of 12 nodes where all nodes were the source node except

node 1 which was the destination (Figure 4.19). FAST parameters were

set similar to Experiment 2 (Table. 4.2) except retransmission interval. To

lessen delivery latency, retransmission interval was changed to 5s (We used

10s in previous experiments). The experiment time was 1 hour for each

scheme. Experimented message sizes were 100, 400, 700 and 1000 bytes. The

proposed scheme was, again, compared to existing retransmission scheme:

FAFT and SAST.
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(a) Deployment (b) Topology

Figure 4.19: Configuration and topology of the experimented networks.

4.6.2 Results

We observed delivery rate, delivery latency and buffer size in this experi-

ment. With the same topology, ISR, hop and copy count should be constant.

They was little varied due to dynamic links, but the variation did not effect

much on these metrics. Overall performance is displayed in Figure 4.20.

In this case, delivery latency was mainly caused by the loss of data mes-

sage rather than the failure of investigation. Because ISR and hop count was

nearly constant, every node had a chance to send the data message equally

in all message size. The larger the message size, the higher the message

loss [41]. This, consequently, caused worse delivery latency and delivery

rate. Nevertheless, FAST resulted lowest delivery latency and acquired data

fastest for all message size. Median delivery latency was improved up to

10% and the number of message delivered within 30s was enhanced up to

5% in comparison with SAST.

Delivery rate and buffer size were correlated with delivery latency. De-

livery rate was also dropped when the message size increased. Although

the investigation assured successful delivery, it was not enough for FAFT

and large message size because delivery latency was too large so that some

messages were expired and deleted from the network before reaching the

destination. As larger messages were delivered to the destination slower,

intermediates nodes stored messages longer resulting in larger buffer size.

Nonetheless, FAST resulted the highest delivery rate and the lowest average

buffer size since FAST achieved lowest delivery latency.
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(a) Median delivery latency (b) 99th percentile delivery latency

(c) Delivery rate (d) Average buffer size

Figure 4.20: Overall performance.

Figure 4.21: Number of messages delivered within 30s.
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Discussion

In this chapter, we discuss the performance of FAST and other factors that

affected to FAST from the experimental results.

5.1 Performance of FAST

5.1.1 Comparing with PEAR

The results from Experiment 2 showed that the combination of DTN ap-

proach and WSN routing schemes in FAST improved PEAR’s performance

significantly on delivery latency and delivery rate. The improvement of de-

livery latency also benefited to the buffer size.

The previous work claimed that PEAR can achieve 100% delivery rate,

but that work used one-to-one traffic pattern. Our experiment was carried

out with more realistic many-to-one traffic pattern which generated more

messages, as well as, congestion in the network causing more message loss.

In large network like multistory scenario, the messages that generated by

nodes locating far from destination took long time in the delivery. Owing to

hop metric, some nodes failed in the investigation too many times so that the

messages were discarded from the network due to the message expiration.

This is the reason of imperfect delivery rate in our experiment.

The major problem in PEAR is the existence of unidirectional links. In

accordance with UDLSR in Experiment 1 and Experiment 2, nodes often

chose unidirectional links in next-hop selection. The unidirectional links led

to high delivery latency in PEAR. ULANS enhanced successful investigation

and, as a result, decreased delivery latency. ULANS also collected data faster

in comparison with PEAR.

The results show that only hop metric and link quality metric is not

enough to achieve satisfied delivery latency. DP decreased delivery latency
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more than 50% in both scenarios. Nevertheless, messages are likely lost any

time owing to the dynamic of wireless links. Therefore, retransmission or

retinvestigation in DTN approach is necessary for delivery latency improve-

ment.

5.1.2 Comparing with traditional retransmission schemes

The results from Experiment 3 and Experiment 4 proved that FAST out-

performed both FAFT and SAST on delivery latency in different conditions

i.e. node densities and message sizes. Besides, FAST tended to achieve

higher delivery rate compared to SAST in larger message sizes and denser

networks.

In case of FAFT, retransmission did not help enhancing the performance

much because nodes still suffered from repeatedly message loss on long links.

In contrast, delivery latency was considerably decreased after changing to

link quality-based scheme in SAST and FAST.

In most cases, FAST gave just little improvement (up to 10%) in com-

parison with SAST. This is because FAST delivers messages in the same way

as SAST does if nodes fail in the first investigation every time. Seeing that

investigation always failed on long links (primary next-hop), most messages

are delivered on short links (alternative next-hop) similar to SAST.

Link quality metric does not perform well in all conditions. In sparse

network (Scenario C in Experiment 3) where all links have almost equal

quality, the results revealed that hop metric was better since link quality

metric occasionally increased number of hops unnecessarily. Additionally,

FAST’s alternative next-hop is useful when the network is dense to some

extent. Otherwise, the primary and alternative next-hop are the same nodes

which equal to FAFT and SAST.

In this research, we implemented FAST to investigation. However, we

believe that FAST can be applied to other forwarding schemes and give

better performance on delivery rate, delivery latency and buffer size. For

example, in classical ARQ, the sender might consider sending a message to

alternative next-hop if it does not receive eACK.

5.2 Connectivity time in ULANS

As we mentioned in Section. 5.2, connectivity time (TC) is the significant

parameter to filter out the unidirectional links. TC must be set correspond-

ing to ADV broadcast interval. Certainly, we want to detect the unidirec-

tional links as fast as possible, however, too small TC is not enough for
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ULANS to decide whether ADV loss is caused by unidirectional links or just

normal packet loss. Nodes may change next-hops unnecessarily leading to

higher hop counts and, consequently, higher average delivery latency as in

ULANS(40) in Experiment 1. On the other hand, large TC may lead to slow

detection. In the case that the unidirectional links occur during the investi-

gation process, ULANS have to wait for TC to acknowledge this occurrence.

Nodes still tried sending the messages through the unidirectional links use-

lessly. Seeing that different TC gives different performance, TC must be set

appropriately.

5.3 Deployment and network scale

The performance of routing scheme depends on node deployment and net-

work scale. We can see that floor and multistory scenarios in Experiment

2 gave different results in some performance metrics. The unidirectional

links did not influence much in floor scenario, thus all schemes achieve more

than 99% delivery rate. In addition, even though ULANS and DP delivered

messages faster than PEAR, the average buffer was higher in floor scenario.

Hence, other configurations possibly give different performance.

Deployment also has an effect on node density. We tried to carry out

experiments in many configurations to study the behaviour of FAST and

confirm that our FAST can work well in practice. However, Scenario C in

Experiment 3 is a rare case and not recommended. We may need to cut the

cost of deployment by reducing the number of nodes in reality, but as we

have seen, too sparse network degrades the performance of routing protocols.

5.4 Redundancy

There is definitely a trade-off in routing scheme. While PEARminimizes hop

and copy count, next-hop selection schemes in FAST (i.e. ULANS and deliv-

ery predictability-based next-hop selection) increases the number of hops as

well as copied messages. Besides, reinvestigation with alternative next-hop

also creates multi-path from source to destination. This redundancy was

apparent in Experiment 3 where there was only one source in the network.

Copy count could be a bit more than hop count due to the fluctuation of

wireless links in practice. However, according to results from Experiment

3, average copy count was 1.8 times more than average hop count in FAST.

Furthermore, redundancy may cause bottleneck around nodes located near

sink in our configurations which influenced higher message drop. This is
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one of the causes why delivery latency in FAST was not improved much

compared with SAST.

Redundancy not only leads to congestion, but also affect to energy ef-

ficiency of sensor node which is the important issue of WSN. Even though

we did not take energy efficiency and congestion into account much, future

works should reduce this redundancy for more practicability.
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Conclusion

In this thesis, we addressed the issues concerning delivery latency of DTN-

based sensor network in monitoring applications. DTN routing was origi-

nally relied on node mobility, however, nodes in monitoring applications are

stationary. Thus, DTN approach is sometimes not suitable for this kind of

network. We found that the major cause of delivery latency was repeatedly

message loss on unreliable and unpredictable wireless links. DTN mainly se-

lects the minimum-hop path containing long links, which frequently become

unidirectional and have low quality.

We proposed FAST forwarding scheme to solve these issues in DTN-

based sensor network. FAST was designed by taking many considerations

into account. FAST inherits potential-based routing protocol (PBR) and

the investigation from PEAR. PBR is energy efficient, fault tolerant and

adaptive routing protocol which is famous for monitoring applications, while

the investigation has shown high reliability and scalability in real-word ex-

periment. FAST integrates retransmission and link quality metric from

WSN routing schemes with hop-by-hop delivery in DTN. FAST relieves

the effect of unidirectional links by Unidirectional Link-Aware Next-hop Se-

lection (ULANS) scheme and enhances investigation success with delivery

predictability-based next-hop selection in the reinvestigation.

Our experimental evaluation proved that FAST can considerably de-

crease delivery latency, while achieving high reliability and scalability on

both small and large scale of networks in comparison with PEAR. Moreover,

the results showed that retransmission with alternative next-hop alleviated

delivery latency in diverse network densities and message sizes. Besides, the

improvement of delivery latency also gave advantages to delivery rate and

buffer size.

However, FAST relies on multi-path which generates more redundan-
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cies, i.e. hops and copies, in the network. Redundancy degrades WSN in

terms of energy efficiency which is one of the major challenges in WSN. In

additional, there are still many considerations we should concern. For ex-

ample, monitoring systems possibly consists of various kinds of devices from

different vendors. Therefore, these devices may have different hardware re-

striction and data. As a result, we should include heterogeneity in routing

design. For more practicability, the future works should consider on energy

efficiency and heterogenous network in routing design.



Appendix A

Potential-based Entropy

Adaptive Routing (PEAR)

A.0.1 Notations

Let N be a set of nodes in the network. neighbour node of node n ∈ N is

denoted by nbr(n). Potential of n ∈ N for each destination d ∈ N at time t

is defined by V d(n, t). The potential at the destination always ties to zero

i.e. V d(d, t) = 0.

A.0.2 Potential field construction

PEAR nodes autonomously develop potential values by broadcasting their

potential vector. Each node computes potential values in the following rule:

V d(n, t+ 1) = V d(n, t) +D min
k∈nbr(n)

{
V d(k, t)− V d(n, t)

}
+ ρ (A.1)

The potential of destination is always tied to 0 (V d(d, t) = 0). The potential

increases by ρ at every period, but decreases when a node comes across

another node holding smaller potential value. D is a diffusion parameter

indicating agility of potential adaptation. Note that 0 < ρ < D and 0 <

D < 1. If the network is stable, Equation (A.1) turns into

lim
t→+∞

V d(n, t) =
ρ

D
h(d, n) (A.2)

where h(d, n) is the minimum hops from destination d to node n. A potential

field converges into the same pattern that distance-vector routing i.e. the

potential increases linearly hop-by-hop from the destination. In reality, as

wireless links are intermittently-connected, the potential values vary all the

time as illustrated in Figure A.1.
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Figure A.1: An example of potential field construction.

A.0.3 Forwarding scheme

PEAR’s next-hop selection scheme is described as follows,

F d
max(n, t) = max

k∈nbr(n)
{V d(n, t)− V d(k, t)} (A.3)

NHd(n, t) = {k|k ∈ nbr(n) ∧ F d
max(n, t) = V d(n, t)− V d(k, t)} (A.4)

where F d
max(n, t) is the maximum difference of node n’s potential and its

neighbours’ potential and NHd(n, t) is the next-hop of node n for the des-

tination d at time t.

Firstly, nodes compare their potential with neighbours (Equation (A.3)).

Then, the neighbours that give the maximum potential difference are chosen

to be the next-hops (Equation (A.4)). Since the potential indicates the

distance from the destination, the next-hop is the neighbour located farthest

toward the destination in the transmission range.

A.0.4 Investigation

PEAR derives hop-by-hop reliable transfer with store-and-forward mecha-

nism from DTN and modifies exchange protocol proposed by epidemic rout-

ing. Every node copies and stores receiving messages in the buffers. Before

forwarding the messages, nodes investigate if the messages have already been

sent to the next-hop or delivered to the destination. PEAR calls this pro-

cess as Investigation. A sender sends a request message containing message

IDs stored in its buffer to its next-hop. Then, the next-hop replies a re-

sponse message consisting of the state of each message i.e. already-received,

not-received or delivered. After that, the sender sends only not-received

messages to the next-hop. In fact, PEAR does not only guarantee hop-by-

hop delivery, but also assure end-to-end delivery implicitly. PEAR does not

apply retransmission in forwarding. Nodes periodically investigate and send

the messages in the buffers instead.
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A.0.5 Replica and buffer management

Replica and buffer management is carried out to reduce the overhead of

message duplication and to efficiently utilize buffer . In PEAR, each message

must contain the following information:

• Message ID

• Destination ID

• Time-to-live (TTL)

Additionally, every node should have IsDelivered entry for each message in

the buffer.

MessageID must be unique in the network. TTL is a message life time

which decreases continuously (e.g. every second). When TTL reaches zero,

the message expires and buffer entry including header of that message is

freed. TTL corresponds to the left time for delivery deadline. IsDelivered

shows whether delivery has been certified or not. When nodes receive a

message, IsDelivered is set to false. After finding the delivery certification,

IsDelivered is set to true and the body of message is deleted from the buffer.

The first certificate will be published by the destination node after it has

received the message. Note that the header of message is still preserved

in the buffer after the node is informed the certificate in order to prevent

redundant duplication. By this way, the message body is evicted from the

buffer when it is informed as delivered message or when TTL reaches zero.

This management associates with investigation. When a node receives

the request message, it checks status of each message in its buffer and replies

one of

• MESSAGE NOT HAVE

• MESSAGE ALREADY HAVE

• MESSAGE DELIVERED

In case of no header, it replies with MESSAGE NOT HAVE status. If the

header exists, but IsDelivered is false, it responses with MESSAGE ALREADY

HAVE status. Otherwise, it answers with MESSAGE DELIVERED status.

The sender will transmit only message with MESSAGE NOT HAVE status

and delete body of message with MESSAGE DELIVERED status.
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