
 

 

 

 

Frequency-specific functional network of the resting brain 

安静時脳における周波数特異的な機能的ネットワーク 

 

A dissertation presented 

 

by 

 

Shuntaro Sasai 

笹井俊太朗 

 

to 

 

Division of Physical and Health Education 

Graduate School of Education 

 

in partial fulfillment of the requirements 

for the degree of 

Doctor of Philosophy 

in the subject of 

Education 

 

The University of Tokyo 

 

May, 2013 

 

 

 

 



ii 

 

Acknowledgement 

  Many people supported me directly or indirectly to undertake and complete my PhD projects, 

and to produce this thesis. I could not have finished all of my doctoral works without their valuable 

guidance and assistance, and, for this, I would like to sincerely thank them.  

 First of all, I wish to thank my supervisor, Professor Gentaro Taga, for his enormous supports 

over five years in graduate school. He always provided suggestions, with enthusiasm, and guidance with 

my various projects. He also taught me the importance of thinking twice about my researches. He also 

demonstrated how he thinks about the world, how he generates his hypotheses, how he verifies the 

hypotheses, and how he reaches his conclusions, sometimes by taking a long time that seemed like 

endless time for me. Thanks to his distinguished and sympathetic guidance, I could have carefully 

finished all of the projects introduced in this thesis, while being aware of that the scientific findings are 

bred by a lot of failures and new inspirations drawn from substantial efforts.  

 I also wish to thank Drs. Hama Watanabe and Fumitaka Homae for also providing me with 

enormous assistances and advices. Dr. Watanabe taught me not only many things about science but also 

the importance of completing works on time. Although I’m still poor at finishing all of my works as 

scheduled, thanks to her assistance, I was able to execute my projects very smoothly. Dr. Homae is also 

brilliant scientist, and provided me enormous invaluable advice. I respect his attitude toward science: He 

can advance studies with a great deal of subtlety. His comments repeatedly impressed me and often 

helped me to improve my crude views on findings and rough appearances of research papers. 

 As a student of the division of physical and health education, I could stay in the wonderful 

circumstance to advance my projects. I would like to thank Drs. Masaya Hirashima, Kenji Morita, 

Fumiharu Togo, Daichi Nozaki, Tsukasa Sasaki and Yoshiharu Yamamoto for all of their helpful advice in 

the research meetings. Their expertise comments always provided good opportunities for me to rethink 

the meaning of my project. I would like to thank Ms. Kayo Asakawa for her technical and administrative 



iii 

 

assistance. Mr. Ichiro Hidaka, Drs. Shinya Fujii, Hiroshi Kadota, Masanori Shimono and Toru Nakamura 

provided me with much advice concerning the data analyses. To my senior graduate students, I would like 

to thank Drs. Takuya Honda, Tsuyoshi Ikegami, Akifumi Kishi, Shoko Kasuga, and Atsushi Yokoi for 

their help and support in my projects. Needless to say, encouragement from my colleagues was essential 

to finish my projects. I would like to thank Takuji Hayashi, Makiko Imai, Nao Kanemaru, Moe Kato, 

Jinhyuk Kim, Yuko Kitagawa, Yoshio Kobayashi, Misato Matamura, Hiroki Ohashi, Yasuki Okamoto, 

Yasutaka Ojio, and Gaku Yamawaki for their encouragement. 

 I would like to thank Dr. Norihiro Sadato for his help. He gave me the opportunity to 

simultaneously measure NIRS and fMRI. He also provided a lot of helpful comments that advanced and 

strengthened my projects. Without generous support for my projects, I could not prosecute large parts of 

my PhD projects. In the simultaneous recording, fMRI scanning was conducted by Drs. Akihiro Sasaki 

and Hiroki Tanabe. I also would like to thank them for their help. 

 Finally, I would like to thank my parents and my wife. They always quietly accepted the 

inconvenient fact that I was always crazy to do something they could not understand, and supported me to 

tackle my own problems in the PhD project. I would like to give a special thanks to them for their 

encouragement and assistance that they had provided for me to complete my study and my thesis. 



iv 

 

Table of contents 

 

List of Figures ................................................................................................................................... vi 

List of Tables ................................................................................................................................... viii 

 

Chapter 1 General introduction .............................................................................. 1 

1.1 Background .................................................................................................................................. 1 

1.2 Methodology for functional connectivity ..................................................................................... 25 

1.3 Overview of the composition of the thesis ................................................................................... 29 

 

Chapter 2 Frequency-specific functional connectivity in the brain during resting 

state revealed by NIRS (Study 1) ........................................................................... 33 

2.1 Introduction ................................................................................................................................ 33 

2.2 Material and methods .................................................................................................................. 35 

2.3 Results........................................................................................................................................ 39 

2.4 Discussion .................................................................................................................................. 45 

2.5 Supplementary materials ............................................................................................................. 49 

 

Chapter 3 A NIRS–fMRI study of resting state network (Study 2) ...................... 50 

3.1 Introduction ................................................................................................................................ 50 

3.2 Materials and methods ................................................................................................................ 54 

3.3 Results........................................................................................................................................ 67 

3.4 Discussion .................................................................................................................................. 80 

3.5 Supplementary materials ............................................................................................................. 91 

 

Chapter 4 Frequency-specific topology of the human functional brain network 

(Study 3) ................................................................................................................. 95 

4.1 Introduction ................................................................................................................................ 95 

4.2 Materials and methods  .............................................................................................................. 97 

4.3 Results...................................................................................................................................... 110 

4.4 Discussion  .............................................................................................................................. 126 

4.5 Supplementary materials  ......................................................................................................... 136 

 

Chapter 5 General discussion .............................................................................. 138 

5.1 Scientific breakthrough  ........................................................................................................... 138 



v 

 

5.2 Methodological breakthrough  .................................................................................................. 142 

5.3 Related topics and future issues  ............................................................................................... 144 

5.4 Final comments  ...................................................................................................................... 149 

 

References list ................................................................................................................................ 151 

 



vi 

 

List of Figures 

Figure 1.1. Subtraction method with fMRI (reproduced from Fox and Raichle, 2007). 

Figure 1.2. Non-random spike patterns in MT neurons (reproduced from Fellous et al., 2004). 

Figure 1.3. Composition of total energy consumption in the human cortex (adapted from Lennie, 

2003). 

Figure 1.4. Task-induced activation and correlation of spontaneous activity (reproduced from Biswal et 

al., 1995). 

Figure 1.5. Network structures and the implication on information segregation and integration. 

Figure 1.6. Multiplexed brain activity during attentional tasks (reproduced from Dosenbach et al., 

2006). 

Figure 1.7. Frequency-dependency of functional connectivity is different depending on the 

combination of brain regions (adapted from Wu et al., 2008). 

Figure 1.8. Hypothesis of this thesis. 

Figure 2.1. Channel configuration and measured signals. 

Figure 2.2. Frequency-specificity of the functional connectivity map. 

Figure 2.3. Averaged squared coherence for the connectivity group in oxy-Hb signals. 

Figure 2.4. Averaged squared coherence for the connectivity group in deoxy-Hb signals. 

Figure 2.S1. The effect of measurement device instabilities and/or non-physiological artifacts on 

coherence. 

Figure 3.1. Outline of all analyses. 

Figure 3.2. Experimental conditions, materials, and channel configurations. 

Figure 3.3. Determination of the cortical positions of vitamin tablets representing NIRS channels on 

the head. 

Figure 3.4. Representative examples of continuous data for one participant. 

Figure 3.5. Group averaged statistical maps of correlation corresponding to varied seed locations and 

different seed signals. 

Figure 3.6. RSNs revealed using NIRS signals and BOLD signals as seeds. 

Figure 3.7. Anatomical separation of RSNs.  

Figure 3.S1. Correlation of NIRS signals obtained at particular frontal regions with localized regions of 

non-brain tissue. 

Figure 3.S2. Effect of noise regression in the BOLD signals on the correlation between NIRS and BOLD 

signals. 

Figure 3.S3. Effect of rotation of optical path plane on correlation between NIRS and BOLD signals. 

Figure 4.1. Procedure for detecting frequency-specificity of functional connectivity. 

Figure 4.2. Frequency-specificity of functional connectivity. 



vii 

 

Figure 4.3. Coherence spectrum estimated by using a simultaneously obtained NIRS data set. 

Figure 4.4. Graph metrics. 

Figure 4.5. Force-directed layouts and consistent communities. 

Figure 4.6. Degree, eigenvector centrality, and rich-club coefficients. 

Figure 4.7. Anatomical perspective of hub regions. 

Figure 4.8. Power spectra of hub regions. 

Figure 4.S1. Coherence spectra estimated by using public datasets provided by the 1000 Functional 

Connectome Project. 

Figure 5.1. Schematic figure of findings. 



viii 

 

List of Tables 

Table 1.1. Group differences in resting state functional connectivity patterns observed in various brain 

diseases or conditions (reproduced from Fox and Raichle, 2010). 

Table 3.1. Locations of predefined ROIs of three resting state networks. 

Table 3.2. Locations of gravity points of normalized ROIs corresponding to NIRS channels. 

Table 3.3. Proportion of centroids of ROIs across participants. 

Table 3.4. Descriptive statistics of LBCV. 

Table 3.5. Distributions of HCVs with NIRS signals. 

Table 3.S1. Distributions of HCVs with NIRS signals. 

Table 4.1. List of coordinates of ROIs. 

Table 4.2. List of hubs identified in 2 frequency-specific networks. 

 



 

 
1 

Chapter 1 General introduction 

1.1 Background 

1.1.1 Motivation 

From ancient times, humans have asked themselves, "who are we?" The answer to this 

question has been sought in the field of metaphysical philosophy. In his book Discourse on Method, 

René Descartes advocated the idea of self with his statement, “Cogito ergo sum,” or, “I think therefore 

I am” (Cottingham et al., 1985). In 1861, Pierre Paul Broca observed that patients who suffered a 

stroke in the left frontal lobe often lost their ability to speak, but they could still understand language 

(Broca, 1861). This finding of Broca supported the idea that the brain plays an important role in our 

ability to form language, and this indicated where the brain’s language functions are distributed. 

Broca’s observation encouraged subsequent investigations on the relationship between the mind and 

the brain. This research field has evolved into the modern discipline of neuroscience. Neuroscience has 

established a strong position in the study of human nature, which has accumulated a plethora of 

evidence that supports the idea that the brain takes charge of behavior, faculty of mind, and 

consciousness. Thus, I believe that humans can get closer to answering, “who are we?” by using 

scientific methods to determine the operational principles of the brain. 

 

1.1.2 How do we study the brain? 

How can we determine an operational principle for the brain? Classically, the relationship 

between the mind and brain has been investigated by using the “subtraction” method, which is the basis 
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for the idea of functional brain mapping (Raichle and Snyder, 2007). This method exploits a simple 

premise on the relationship between mental operations and brain regions: a brain region that takes 

charge of a specific mental operation must be activated by execution of the mental operation. For 

example, when we open our eyes, we passively develop visual awareness of external objects. In this 

case, the idea of functional brain mapping implies that there is a brain region that processes visual 

information from the eyes and produces awareness of visual objects. The reverse relationship is also 

implied: when we close our eyes, we lose visual awareness of external objects and the corresponding 

brain region no longer processes information from the external environment. The functional brain 

mapping hypothesis also implies that the activity in a brain region increases as the information 

processing increases to perform the mental function. Finally, we can investigate which part of our brain 

participates in visual processing through experimentation: when we open and close our eyes, the 

activity in the brain region playing a role in visual processing should increase and decrease, 

respectively. In fact, functional magnetic resonance imaging (fMRI) signals obtained from the occipital 

cortical areas, or the primary visual areas, show significant increases and decreases when participants 

open and close their eyes (Fig. 1.1). This method of pairing tasks or behaviors with certain stimuli has 

been used frequently in attempts to construct one-to-one correspondence maps between mental 

operations and brain regions. As a result, we now have much available evidence that shows different 

brain region activations in response to different stimulus categories, including, among others, places 

and faces. These data support the localization of the brain function theory, which states that different 

brain regions participate in specialized functions. 

This methodology has three premises as follows: 1) each mental operation is performed by 
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Figure 1.1. Subtraction method with fMRI (reproduced from Fox and Raichle, 2007). Functional MRI 

signals measured within the occipital cortex are increased through eye opening and decreased through 

eye closure. The time series expressed by the red line in the left figure is the fMRI signal obtained from 

the occipital cortex, depicted in the right figure, while the time series indicated by the blue line 

represents the expected increase of the fMRI signal from baseline. According to the idea of functional 

brain mapping, this fMRI signal fluctuation reflects the function of the occipital cortex: to process 

visual information from the eyes.  

 

a specific brain region; 2) execution of the mental operation causes only activation of that brain region; 

and, 3) only the execution of that mental function determines the extent of activation. In other words, 

this methodology hypothesizes that the brain is composed of simple units that have only 

stimulus-response functions and takes a role in limited mental operations. However, many evidences 

indicate that these three premises are too simplistic. For example, by using fMRI and positron emission 

tomography (PET), it was demonstrated that several brain regions increase their activity in response to 

tasks requiring attention to the external environment, but some brain regions decrease their activity 

during the same tasks (Raichle et al., 2001). Furthermore, inter-trial variability exists among the 

magnitudes of event-related activities measured by fMRI during sensory perception tasks. In terms of 

localizing brain function, the inter-trial variability is thought to result from noise produced through the 

measurement of brain activity, and this is typically removed by averaging the deviations among trials. 
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Nevertheless, the inter-trial variability in fMRI signal responses has some relevancy to sensory 

perception (Boly et al., 2007, 2008; Pessoa et al., 2002; Pessoa and Padmala, 2005; Ress and Heeger, 

2003; Wagner et al., 1998). For example, Ress and Heeger (2003) found that the magnitude of an fMRI 

signal response predicted the visual contrast perception. Considering these evidences contradicting the 

premises of functional brain mapping, it may be unreasonable to determine an operational principle for 

the brain based solely on the localization of brain function theory.  

 What theories or ideas might compensate for the shortcomings of functional brain 

mapping? Studying the intrinsic dynamics of neurons presents a reasonable methodology. Cortical 

neurons demonstrate stimulus-induced activity that includes inter-trial variability (Fellous et al., 2004; 

Vogel et al., 1989). For example, Fellous et al. (2004) demonstrated that inter-trial variability in active 

neurons cannot always be attributed to random noises due to the experimental environment, but, 

instead, such variability might be produced by trial-to-trial differences of an intrinsic neural response to 

the stimulus. In their study, while activity was recorded from the single neuron in the middle temporal 

area (MT) in macaques, two switching Gabor patches were presented to the monkeys with randomized 

inter-switching intervals (30–300 msec). Although the recorded neurons largely fired when the two 

Gabor patches switched, sometimes they did not show any response at the timing of switching. Then, 

the experimenters switched the Gabor patches with a specific sequence of inter-switching timings (Fig. 

1.2A). They observed that neurons can fire only once within a specific time window during the course 

of switching timings (Fig. 1.2B–D). This finding could not be attributed to random noises, such as the 

trial-to-trial variability in the timing of Gabor patch switching, and, therefore, this indicates the 

existence of an intrinsic mechanism that determines the timing of neural activity. 
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Figure 1.2. Non-random spike patterns in MT neurons (reproduced from Fellous et al., 2004). (A) 

Raster plots of spikes of MT neurons when monkeys viewed alternating sequences of Gabor patches. 

Arrows indicate the timing of spikes at the event (switching of Gabor patches). (B) and (D) correspond 

to two periods surrounded by broken lines in (A). By reordering plots in these periods, it was revealed 

that neurons can be active just once in these windows as shown in (C) and (E). 
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It is difficult to investigate such intrinsic neural mechanisms by using behavioral tasks 

because they should introduce task-specific neural activity. Therefore, many efforts have focused on 

ongoing and spontaneous brain activity. Spontaneous activity is defined as a brain activity that is 

observed without controlled tasks and stimuli, and it can be observed at different spatial scales of the 

brain: from a single neuron to the whole brain. For example, Steriade et al. (1993) found that cortical 

neurons in the cat association, motor, and visual areas demonstrate spontaneous bi-phasic membrane 

potential transitions. The higher phase was called the up-state of the membrane potential, and the lower 

phase was called the down-state. During the up-state, neurons discharged spontaneously. The interval 

duration for the transition between the up-state and the down-state was longer than the duration of an 

action potential of a single neuron, indicating that these two membrane potential states are not 

attributed to inputs from other neurons but are rather intrinsically generated. Furthermore, neural 

activities measured at larger spatial scales, such as the electrophysiological time series acquired by 

using electroencephalography (EEG), showed different power spectra corresponding to distinct 

sleep-wake states (Aeschbach et al., 1999; Cajochen et al., 2002; Dijk et al., 1990, 1997). These 

findings suggest that the brain intrinsically has different states of activity depending on sleep-wake 

states. Therefore, I propose that we can examine the intrinsic order of brain activity by focusing on 

spontaneous activity. 

 How important is an intrinsic rule of brain activity? Is it necessary to use such a focus to 

understand an operational principle of the brain? From a viewpoint of energy consumption, 

spontaneous brain activity is not functionally meaningless noise, and it is important for understanding 

an operational principle of the brain. Interestingly, most of the energy consumed in the brain is used 

with spontaneous activity (Ames, 2000; Attwell and Laughlin, 2001; Fox and Raichle, 2007; Lennie, 
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2003; Raichle and Mintun, 2006; Shulman et al., 2004). For example, Lennie (2003) shows that 

increases in energy consumption by controlled tasks and stimuli may be at most 15% (Fig. 1.3). 

Therefore, in terms of energy consumption, ongoing activity appears more important than task 

participation. 

 

 

Figure 1.3. Composition of total energy consumption in the human cortex (adapted from Lennie, 2003). 

Lennie (2003) calculated the fraction of energy consumption depending on spiking activity. Energy 

consumption attributed to spikes is shown as the separated segment of the pie chart, which is under 

15% of total energy consumption in the cortex.  

 

 As shown in the success of functional brain mapping, the usage of tasks is useful to 

investigate brain functions. However, while there are brain activities that are explicitly controlled by 

tasks under experimental conditions, there should also be activities that occur implicitly. When we 

conduct some tasks, our brains are required not only to generate explicit mental processes that are 
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controlled by experimental conditions and are accompanied by conscious experiences, but they are also 

required to produce implicit processes that are not explicitly conditioned and are operated under 

consciousness. For example, when we are instructed to see an apple in front of us, our brain must 

extract the boundary between the apple and the background by specifying other objects in the 

environment. So, while there are neural activities that generate the conscious experience of the apple, 

there should also be neural activities playing a role in the extraction of the boundary of the apple. Thus, 

an adequate theory for an operation principle of the brain must explain both the explicit and implicit 

processes.  

 

1.1.3 A part and the whole 

 To understand an operational principle of the brain, it is essential to study its intrinsic 

architecture by focusing on spontaneous brain activity. This chapter summarizes my understanding of 

spontaneous brain activity. 

 Functional brain mapping studies have revealed many facts regarding the localization of 

cerebral functions. Nevertheless, because functional brain mapping studies have focused only on the 

brain activity that changes in relation to specific tasks or stimuli, they have ignored the intrinsic 

features of brain activity. Therefore, it is necessary to investigate brain activity without controlled tasks 

or stimuli in order to study the intrinsic operational mechanisms of the brain.  

 What is the intrinsic order ruling brain dynamics? To answer this question, it is necessary 

to observe the brain’s anatomical structure. Neurons are interconnected through synapses and form a 

complex network structure. Considering this structural constraint, it is likely that individual neurons do 

not operate independently, but, rather, they interact with other neurons through structural 
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interconnections. In fact, the findings from several studies support this hypothesis. For example, many 

sensory neurons respond to a stimulus presenting within a specific location on the body surface called a 

receptive field. Neurons in the primary somatosensory area (postcentral gyrus) that have similar 

receptive fields form a columnar distribution that is called a cortical column (Mountcastle 1957). 

Neurons within the same cortical column have more recursive synaptic connections with neurons in the 

same column than with neurons in different columns (Gilbert and Wiesel, 1983; Hubel and Wiesel, 

1962). Moreover, the ratio of the synapses corresponding to a visual input is only about 15% of all 

synapses existing in a primary visual area (Douglas et al., 1995). Considering the fact that neural 

activities occur spontaneously, this result indicates that not only afferent (visual) inputs, but also 

synaptic inputs, through the interconnections with other neurons area contribute to neural activities in 

the primary visual area. These findings further indicate that we should not completely depend on the 

theory of localization when considering an operational principle of the brain, and the brain’s functions 

are generated through interactions among neurons.  

 It has shown that there are many neurons that have long axons projecting to other brain 

regions. Interaction through axons also occurs not only within cortical columns, but also between 

columns and among whole brain regions (Van Essen et al., 1992). For example, spontaneous brain 

activity does not occur independently among brain regions, but it occurs simultaneously among 

multiple brain regions. The primary motor cortices of the left and right hemispheres are interconnected 

by the corpus callosum, which is a bundle of long axons. These regions are activated by using a 

bilateral finger tapping task (Fig. 1.4A). Biswal et al. (1995) discovered that the fMRI time series 

acquired from these brain regions during the resting state are strongly correlated to each other (Fig. 

1.4B). This correlation, which is called functional connectivity, demonstrates the fact that, although 
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there is no explicit task such as the bilateral finger tapping task activating bilateral primary motor 

cortices with the same time course, the bilateral primary motor cortices are intrinsically constrained to 

show coherent activities. Functional connectivity, which is defined as statistical dependency of brain 

activities between different brain regions, has been reported with many subsequent fMRI studies 

among several sets of brain regions that are thought to play a role in similar brain functions 

(Damoiseaux et al., 2006; De luca et al., 2006; Fox et al., 2005; Greicius et al., 2003; Lowe et al., 

1998). Therefore, functional connectivity may reflect the intrinsic order of brain dynamics as well as 

the intrinsic functional organization in the brain. Furthermore, the existence of functional connectivity 

suggests the idea that each brain region does not function independently, but, rather, there is 

functioning through interactions with other regions. 

 Is the interaction through functional connectivity really functionally significant? Many 

brain regions are active during tasks that demand attention to the external environment (Raichle et al., 

2001). Nevertheless, during the resting state, functional connectivity can be observed among the same 

brain regions that increase their activity during the attention task (Fox et al., 2006). When humans 

orient their attention to a location in the external space, two mental operations can be involved. The 

first operation is top-down attention, which allocates attention to the external object voluntarily. The 

second operation is bottom-up attention, which allocates attention to a salient object involuntarily. 

These two attention mechanisms activate two different sets of brain regions. Spatial orientation 

accompanying top-down attention activates the dorsal attention system, and is comprised of the 

bilateral intraparietal sulcus and the junction of the precentral and superior frontal sulcus (Astafiev et 

al., 2003; Corbetta and Shulman, 2002; Shulman et al., 2003). On the other hand, spatial orientation 

induced by bottom-up attention activates the ventral attention system, and is comprised of the right 
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Figure 1.4. Task-induced activation and correlation of spontaneous activity (reproduced from Biswal et 

al., 1995). (A) Brain regions activated by bilateral left and right finger movement are localized within 

bilateral left and right somatomotor cortices that are indicated by characters (a) and (b). (B) By 

extracting fMRI time series from region (a) and calculating the correlation between the time series and 

those in overall measured regions, significant correlations were found in regions (b), (c), (d), and (e). 

Regions (b) and (c) are the same regions as those activated by the finger movement task. 

 

temporal-parietal junction and the right ventral frontal cortex (Astafiev et al., 2003; Astafiev et al., 

2004). Fox et al. (2006) found that spontaneous activities occurring within the brain regions in these 

two attention systems show significant correlations with other regions in the same system, but not with 

regions in the other system. In other words, these findings suggest that there are two different spatial 

orientation systems that are separated by “dis-connection” of functional connectivity. Brain regions 

constituting these two attention systems show increased activity during attention tasks and represent the 

“task-positive system.” On the other hand, there are brain regions that represent the “task-negative 

system” (also known as the default mode system) that show significant decreases of activity with task 

demands (Fox et al., 2005; Greicius et al., 2003; Raichle et al., 2001). Fox et al. (2005) demonstrated 

that spontaneous brain activities in brain regions consisting of the task-negative system also show 

significant correlations among regions within the system, but show negative correlations with regions 
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located in the task-positive system. While task-positive and task-negative systems show increase and 

decrease in activity during tasks, those systems show opposite patterns of activities during the resting 

state: the task-positive system shows decrease during the resting state, while the task-negative system 

shows increase (Fox et al., 2005). Furthermore, it has been shown that brain regions forming the 

task-negative system show significant activation during task-unrelated thought and mind wandering 

(Mason et al., 2007). Considering that task-unrelated thought increases error of task execution 

(Smallwood et al., 2008), opposite behaviors of brain activities between the task-positive and 

task-negative systems may reflect the fact that these systems play opposite brain functions. These 

findings suggest that functional connectivity forms the mesoscopic functional system in the brain. 

 Thus, the interaction among brain regions is performed autonomously, and this plays an 

important role in producing brain function that is the basis of human behavior. Nevertheless, there are 

some degrees of functional localization within the brain, and this idea is supported by many findings of 

functional brain mapping studies. What hypotheses can resolve the two apparent paradoxical ideas? 

One hypothesis might be that the brain combines these two mechanisms to generate its functions. For 

example, when we see an apple in front of us, different visual attributes like shape, color, texture, and 

depth are processed simultaneously in different cortical regions. Because we do not see these attributes 

separately, but, rather, we experience “an apple” itself, our brain must unify the information for these 

different attributes into one integrated attribute. Theoretical and empirical evidence supports the idea 

that integration among brain regions occurs through interactions at multiple levels from cortical 

columns to the entire brain (Damasio 1990; Mesulam, 1990; Tononi et al., 1994; Varela et al., 2001). It 

should be noted that this idea focuses on a balance between functional specialization and interactions 

among brain regions. Unlike with task-induced activity, interaction among brain regions is an intrinsic 
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order of brain activity, which is supported by findings from resting state functional connectivity studies 

(Fox et al., 2005, 2006). Moreover, many studies indicate the relevance between functional 

connectivity observed during the resting state and human behavior (Cole et al., 2012; Gießing et al., 

2013; Kelly et al., 2008; Mennes et al., 2011). For example, it was discovered by using fMRI that 

continuous maintenance of attention correlates significantly with spontaneous activity in task-positive 

and task-negative systems (Kelly et al., 2008). Furthermore, Fox and Greicius (2010) showed that 

abnormalities exist in the intensity and spatial structure of functional connectivity in patients with 

neurological disorders (Table 1.1). These observations indicate that the brain produces its functions 

through the balance between functional segregation in each brain region, and its integration via the 

interaction. 
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1.1.4 Network theory 

 As I have shown, we can take the following as a working hypothesis for an operational 

principle in normal brain function: although each brain region performs specialized functions, the brain 

works as a functional whole through interactions among brain regions. Information processing, 

specialized within individual brain regions, has been investigated with the subtracting method. How 

then can we examine the brain as a functional whole through interactions among local regions? 

Systems that contain many components and perform many interactions among the components often 

behave in similar ways. Such a behavior can be characterized by the network theory. The network 

theory is a theoretical framework for the spatial pattern of interactions among components (Boccaletti 

et al., 2006; Newman, 2003; Strogatz, 2001). This theoretical framework can apply to many systems, 

even when their components and interactions differ. For example, the propagation efficiency of 

information between different network components on the World Wide Web, human relationships, and 

the brain can be analyzed by a specific index in the network theory, despite the fact that their 

interactions are performed in different ways. Since each component in the brain is connected with 

others, there may be more than one possible information transmission pathway between two arbitrary 

components in the brain. If we can ignore the time spent on each interaction in the network, then the 

most efficient propagation is borne by the most direct channels of communication (i.e. the pathway 

with the smallest number of synaptic transmission in the brain network). By regarding each system 

component as a network node, and interactions between components as edges, a maximum efficiency 

pathway between a given pair of two components in the network can be found mathematically. Since 

the transmission efficiency between domains is considered as the inverse proportion to the number of 

the interactions contained in the shortest path (Fig. 1.5A), the transmission efficiency between domains 
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can be expressed as the reciprocal. The network average of this index is called global efficiency, and it 

can measure the information propagation efficiency of the entire network quantitatively (Latora and 

Marchiori, 2001). 

 The localization of communication within a network can be investigated in the framework 

of the network theory. It is necessary to give mutual interactions among the subsets of components in 

order to improve the propagation efficiency inside the same subsets and to increase the independency 

between different subsets by removing interactions in order to limit the communication between 

different subsets. In a network theory, the localization of the communication within the subset in a 

network is dealt with quantitatively by searching for these structural aspects. The minimum unit 

inducing such localization in a network is the triangle (Fig. 1.5A). Therefore, the index that investigates 

the extent to which each network node is a triangular vertex can be used as a simple index for the 

localization of communication, and it is called the clustering coefficient (Watts and Strogatz, 1998). 

Even so, communication localization is not always borne with three components like social groups in 

human relationships or cortical columns in the brain. A common aspect of these sub-network 

architectures is a high-density interconnection within each subset and sparse connections between 

different subsets. In the network theory, a mesoscopic communication unit is called a “module” or a 

“community” (Fig. 1.5B). The extent of community structure in a network is called modularity 

(Newman, 2004, 2006), and this serves as an index for communication localization in a network. 

 A famous example of ubiquitous communication characteristics in a network is the 

“small-world phenomenon.” By counting the shortest path lengths between a pair of citizens in the 

United States, there are, on average, six citizens interconnected between any two given citizens 

(Milgram, 1967). This phenomenon has been observed in other networks, including human and animal 
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Figure 1.5. Network structures and the implications on information segregation and integration. (A) 

Shortest path and triangle (adapted from Rubinov and Sporns, 2010). The shortest path between two 

nodes is defined as a pathway on the network with the least number of other nodes that are traversed by 

the path (red). A triangle is defined as three nodes linked by the edges of each other (blue). (B) 

Communities are defined as sets of nodes where nodes in the same community are densely 

interconnected with each other, while nodes in different communities are sparsely connected. Node sets 

that are surrounded by red lines are communities. A hub is defined as a node with a larger number of 

edges than other nodes, and it is indicated as a blue node. Generally, the mean plus the standard 

deviation of the number of edges connected to nodes in the network is used as the criteria for a “large 

number of edges” in the network. Coexistence of communities and hubs indicates that the network can 

simultaneously achieve both local, separated information processing within communities and global, 

network-level integration of processed information through edges connected to hubs (blue edges). 

While local information processing takes charge of the segregation of function in the network, global 

information integration enables the network to behave as a functional whole (adapted from Sporns, 

2013). 
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brain networks, and it is characterized by a high degree of global efficiency and a clustering coefficient 

(Humphries and Gurney, 2008). Collectively, the system-level characteristics that ubiquitously emerge 

on a system are determined by its spatial architecture. 

 Since brain regions are connected anatomically, we can construct the network of the brain 

using our knowledge of anatomical connections. It is also possible to construct a network by 

considering the functional connectivity between brain regions as a network edge (Bullmore and Sporns, 

2009). By considering functional connectivity as an edge, we can investigate the spatial organization of 

the brain as a network constructed from anatomical connections. Even if a cerebral anatomical 

connection exists, it is unclear whether the connection plays an important role in communicating 

information. Since functional connectivity is defined as a correlation in brain activity between regions, 

it guarantees that informational dependence exists between the correlated brain regions. Furthermore, 

an anatomical connection does not necessarily exist between the brain regions linked by functional 

connectivity. Even if two brain regions are not directly connected by synapses, but interact through 

indirect, polysynaptic connections, functional connectivity can occur if the interaction is strong. In fact, 

it was shown that there are significant differences in the spatial connection patterns in networks 

between their anatomical connections and those made from functional connectivity (Honey et al., 2007, 

2009). Therefore, in order to investigate the information processing that takes place within the brain, it 

is necessary to investigate the network character by considering functional connectivity as an edge. 

 A brain network based on functional connectivity is called a functional connectivity 

network (FCN). It was shown that a FCN contains community structures that may perform specialized 

information processing functions (Dosenbach et al., 2007, 2010; Power et al., 2011; Spreng et al., 

2013). Because brain regions forming each community corresponds to the sets of regions that show 
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similar activation profiles to a specific task, each community is considered as a mesoscopic functional 

unit (also called as a functional system) within the brain (Corbetta and Shulman, 2002; Corbetta et al., 

1995; Dosenbach et al., 2006). There are some brain regions, however, that have many functional 

connectivity with other regions. These high-throughput regions represent the “hub” of the FCN 

(Achard et al., 2006; Buckner et al., 2009; van den Heuvel et al., 2008b; Tomasi and Volkow, 2011a,b). 

It is thought that the hub plays an important role in mediating communication for information transfer 

between different brain regions and in unifying the information processed in multiple brain regions. 

The fact that a community and hub exist simultaneously in the FCN strongly suggests the brain has a 

fundamental architecture that locally processes information within functional units as both a brain 

region and a community (functional segregation), and it concurrently integrates processed information 

into unifying information across the entire brain (functional integration) (Fig. 1.5B). 

 

1.1.5 Time scale of brain activity  

 In previous sections, I introduced evidence that supports the idea that the brain is an 

autonomous, information-processing organ with an intrinsic operational order. While each brain region 

and community functions as a functional unit for information processing, and performs a specific 

function, the information processed in each structure is integrated in hub regions.  

 This hypothesis is derived from the studies of network properties of FCN, which is the 

network consisting of functional connectivity among different brain regions. Generally, functional 

connectivity is defined by estimating statistical dependencies between two time series of brain 

activities that have multiple time scales. Different time scales in the brain activities may have different 

functional roles. For example, the brain must process information at different time scales to properly 
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comprehend the external environment. To understand conversation, the brain must identify three to six 

syllables uttered per second as one word, and must understand the meaning expressed in sentences, 

which consists of multiple words (Honey et al., 2012). Furthermore, electrophysiological signals have 

several time scale components that span five orders of magnitude in frequency (Buzsáki and Draguhn, 

2004) and have a power spectrum following power-law distributions (He et al., 2010; Miller et al., 

2009). Do the frequency components in brain activity relate to information processing in the brain? He 

et al. (2010) showed that task performance modulates the power spectrum in several brain regions, and 

this changes the coefficients of power-law distributions, suggesting that different frequency 

components have different functional relevancies. Furthermore, there is considerable evidence that 

supports the idea that the frequency-specific coherence observed in electrophysiological signals has 

specific functional properties (Fries, 2009; Siegel et al., 2012). For example, using 

magnetoencephalography (MEG), it was shown that long-range interactions within the gamma-band 

are enhanced among several brain regions during tasks that require spatially selective attention (Siegel 

et al., 2008). Activity within the beta-band relates to visual detection tasks (Gross et al., 2004). 

 Hemodynamic fluctuations measured during the resting state contain various frequency 

components (Baria et al., 2011; He, 2011; Obrig et al., 2000; Schroeter et al., 2004; Zuo et al., 2010a). 

Frequency-specific changes in power were observed in fMRI signals acquired during task performance 

and at rest (Baria et al., 2011). This suggests that the time scale of brain activity changes with the state 

of information processing. In the field of psychology, human personality can be described with the 

index called the “Big Five” personality traits (John and Srivastava, 1999). Relevancies between some 

of these traits and power spectrums have been observed: individual differences between extraversion 

and neuroticism show a positive correlation with the individual variability of band-limited power 
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within 0.01–0.027 Hz and a negative correlation with those within 0.027–0.073 Hz (Wei et al., 2012). 

Dosenbach et al. (2006) conducted fMRI studies with a unique blocked design that consisted of a 

number of tasks, all of which required attention to the external environment (Fig. 1.6). In this task 

design, a task-set system should instantiate and maintain different task sets in response to the task 

instructions, and this should process the relevant information to execute each task. The authors 

observed short-term activity related to the failure in each task and the prolonged activity spanning from 

the beginning of the task until the end. These findings indicate the brain works on several time scales to 

process information according to the time scales of the cognitive functions. Thus, a theory of 

operational principle of the brain must explain the spatial structure and temporal characteristics of brain 

activity. 

 Until now, most functional neuroimaging studies have investigated the spatial and temporal 

characteristics of brain activity independently. Are there relationships between the spatial orders and 

time scales of brain activity? If so, we should investigate these dimensions of brain activity 

simultaneously. Some fMRI studies provided evidence suggesting the existence of the dependency 

between functional connectivity and time scales of hemodynamic fluctuations measured during the 

resting state. Generally, fMRI studies estimate functional connectivity as temporal correlation in the 

“low frequency” range (< 0.10 Hz) (Biswal et al., 1995; Cordes et al., 2001; Fox et al., 2005; Fox and 

Raichle, 2007). On the other hand, Wu et al. (2008) used fMRI to demonstrate the 

frequency-dependency of functional connectivity within this frequency range. They extracted 

frequency components using band-pass filters whose widths of pass bands were narrower than those 

generally used in estimating functional connectivity (pass band: 0.01–0.10 Hz). Then, they calculated 

functional connectivity within each narrower frequency band. They found that spontaneous brain 
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Figure 1.6. Multiplexed brain activity during attentional tasks (reproduced from Dosenbach et al., 

2006). (A) A scheme of task set control. In the repetitive attention tasks, a “task-set system” in the brain 

must start and maintain the state of the brain in order to engage in a series of tasks, while that system 

also must perform moment-to-moment processing. (B) Depending on the time scales of processes in 

the series of tasks, the brain should show several activities with different time scales. For example, 

there should be transient activities relating to task-initiation and task-termination (yellow and white) 

and activities coding correct and error to each task (black and blue). Also, there should be a 

long-lasting, sustained activity relating to maintenance of the state of the brain to engage the set of 

tasks during the task period (red). (C) fMRI study found both sustained (left) and transient (right) 

activities (Dosenbach et al., 2006). 
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activity fluctuating within 0.01–0.06 Hz mainly contributes to functional connectivity within 

cortico-cortical systems (Fig. 1.7A). They also found that the frequency-dependency of functional 

connectivity within sub-cortical systems was different from that in the cortico-cortical systems: 

functional connectivity within sub-cortical systems was strong within a wider frequency range 

(0.01–0.14 Hz) (Fig. 1.7B). Furthermore, Chang and Glover (2010) demonstrated that the 

frequency-dependency of functional connectivity in the same functional system is different from the 

frequency-dependency of functional connectivity between two different functional systems 

(task-positive and task-negative systems). 

 These findings indicate that interactions among different brain regions occur on a time 

scale that is specific to the pair of brain regions. This suggests that the spatial architecture of the FCN 

can vary with the time scales of brain activity. Honey et al. (2007) conducted a simulation study to 

investigate the relationship between anatomical connection and functional connectivity. They modeled 

spontaneous fMRI signal fluctuation in each brain region as a non-linear oscillator and enabled 

interactions between these oscillators if an actual anatomical connection existed between the brain 

regions. By simulating spontaneous brain activity and calculating frequency-specific functional 

connectivity, they observed that the functional connectivity estimated from signal fluctuations in the 

ultra-low frequency band (<0.01 Hz) was identical to the anatomical connection; functional 

connectivity estimated in frequency ranges higher than 0.01 Hz had similar, but different, spatial 

patterns as compared to anatomical connections. This suggests that while spatial structure in functional 

connectivity is constrained by anatomical connections, we must attend to the time scales of brain 

activity in order to capture the spatial characteristics in the functional interactions among brain regions 

that are not present in the anatomical connections. 
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Figure 1.7. Frequency-dependency of functional connectivity is different depending on the combination 

of brain regions (adapted from Wu et al., 2008). (A) Band-limited correlation with the left sensorimotor 

cortical region of interest (ROI) is shown. Correlation was calculated as follows. First, fMRI signals 

obtained during rest were processed with 12 band-pass filters (0–0.10, 0–0.01, 0.01–0.02, 0.02–0.04, 

0.04–0.06, 0.06–0.08, 0.08–0.10, 0.10–0.12, 0.12–0.14, 0.14–0.16, 0.16–0.20, and 0.20–0.24 Hz). Then, 

correlation between a time series extracted from a ROI located in the left sensorimotor cortex and time 

series in whole brain voxels were calculated in each frequency band. A significant correlation between 

bilateral sensorimotor cortices was found within 0.01–0.06 Hz. (B) Band-limited correlation with left 

amygdala. Method to derive the result is the same as used in (A). Significant correlation between 

bilateral amygdalae was found within 0.01–0.14 Hz. 
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1.2 Methodology for functional connectivity 

1.2.1 Methods used for studies of functional connectivity 

Functional connectivity has been studied using fMRI because it measures localized brain 

activity across all brain regions. Although EEG and MEG also provide non-invasive measures of 

cortico-cortical interactions, the signal localization in the brain is worse for these methods than for 

fMRI. Therefore, we must predict the signal sources mathematically. 

Blood oxygenation level-dependent (BOLD) contrasts acquired by fMRI are generated by 

the regional differences of deoxygenated hemoglobin within local brain regions (Ogawa and Lee, 1990; 

Ogawa et al., 1990a,b). When neural activity occurs in a local brain region, the concentration of oxygen 

within the brain region decreases. This generates the high concentration gradient of oxygen between 

brain tissue and capillaries within the brain region compared to the equilibrium state. The high gradient 

of oxygen concentration causes more oxygen to unload from the passing oxygenated hemoglobin. 

However, because neural activity increases cerebral blood flow by controlling vasodilation, the relative 

amounts of deoxygenated hemoglobin during neural activities are lower than the amount when neurons 

are not active. Therefore, when brain activity occurs in a local brain region, we acquire increased 

BOLD contrast in the brain region (Murphy et al., 2013). 

 Similar to fMRI, near infrared spectroscopy (NIRS) is a method that measures the changes 

of both oxygenated and deoxygenated hemoglobin concentrations associating with neural activities. 

NIRS also has a higher spatial resolution than EEG and MEG. Since Jöbsis (1977) first introduced 

NIRS to measure hemodynamic fluctuations in the cerebral cortex, this method has developed an 

important role in investigating spontaneous (Elwell et al., 1999; Hoshi et al., 1998; Obrig et al., 2000; 

Schroeter et al., 2004; Toronov et al., 2000; Toronov and Webb, 2001) and task-related hemodynamic 
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fluctuations (Chance et al., 1993; Franceshini et al., 2003; Hoshi and Tamura, 1993; Kato et al., 1993; 

Villringer et al., 1993). Because NIRS requires less physical restraint of subjects than does fMRI, 

hemodynamic fluctuations can be measured in populations (Taga et al., 2000 for sleeping state of 

infant) and conditions where fMRI is difficult to use (Ikegami and Taga, 2008; Karim et al., 2012, 

2013; Suda et al., 2010). Recently, it was shown that NIRS can be used to estimate functional 

connectivity during the resting state in adults and infants (Homae et al., 2010, 2011; Lu et al., 2010; 

Mesquita et al., 2010; White et al., 2009; Zhang et al., 2010b). Considering the advantage of a higher 

temporal resolution with NIRS than with fMRI, NIRS can obtain more information on hemodynamic 

fluctuations in a time domain, and it may be more suitable for investigating the relationship between 

the time scale of the brain activity and functional connectivity. Nevertheless, NIRS has poorer spatial 

resolution than fMRI. Furthermore, while NIRS can measure hemodynamic fluctuations only in the 

superficial regions of the cerebral cortex, fMRI can obtain signals from all brain regions, including 

deep brain regions. Therefore, NIRS cannot be used to investigate the spatial structure of a FCN 

covering the entire brain. 

 Although the task-related signal changes in NIRS and fMRI are observed with 

simultaneous recordings with these neuroimaging tools (Cui et al., 2011; Hoge et al., 2005; 

Kleinschmidt et al., 1996; Schroeter et al., 2006; Strangman et al., 2002; Toronov et al., 2001; Toyoda 

et al., 2008), the consistency between signals obtained during the resting state with NIRS and fMRI is 

unclear. Because NIRS signals are potentially affected by blood flow in tissues between the scalp and 

the brain, some researchers question whether NIRS can accurately measure hemodynamic fluctuations 

produced by neural activity (Takahashi et al., 2011). 
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1.2.2 Data analysis for estimation of functional connectivity 

 Functional connectivity is defined as a statistical dependency of brain activities obtained in 

different brain regions (Aertsen et al., 1989; Friston et al., 1993). Most general and simple measures of 

statistical dependency are reflected by the temporal correlation between two fMRI signals obtained in 

different brain regions (Biswal et al., 1995; Cordes et al., 2000; Fox et al., 2005; Greicius et al., 2003). 

While the linear index-like correlation is a useful measure of functional connectivity, nonlinear indices 

such as mutual information (Inouye et al., 1995; Jeong et al., 2001; Na et al., 2002) and phase 

synchronization (Mizuhara et al., 2005; Mormann et al., 2000; Tass et al., 1998; Varela et al., 2001) 

have been applied mainly in the studies of functional connectivity with electrophysiological data. 

Furthermore, there are many variations of the indices depending on the focus of studies. For example, 

to characterize frequency-dependency of functional connectivity, correlation has been used with a 

combination of narrow band-pass filters (Wu et al., 2008). Also, coherence and partial coherence (Sun 

et al., 2003), frequency-based mutual information (Salvador et al., 2005b, 2007), and wavelet 

correlation (Achard et al., 2006) have been used as indices of functional connectivity in the frequency 

domain.  

In order to characterize the distributions of functional connectivity in the brain (functional 

connectivity map), functional connectivity must be estimated among whole brain regions. There are 

largely two categories of methods to characterize functional connectivity maps: model-dependent and 

model-free methods (van den Heuvel and Hulshoff, 2010). Model-dependent methods utilize a priori 

information such as functional or anatomical profiles of brain regions in order to determine a region of 

interest (ROI). For example, while ROI can be selected as a region showing a specific activation profile 

to interested tasks (Biswal et al., 1995; Cordes et al., 2000; Dosenbach et al., 2007, 2010; Fox et al., 
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2005; Greicius et al., 2003; Power et al., 2011), it can also be determined as one anatomical area by 

referring to atlases such as the Automated Anatomical Labeling system (AAL) (Achard et al., 2006; 

Salvador et al., 2005a, 2005b, 2007, 2008). With the model-dependent method, the functional 

connectivity map is generally estimated by calculating the correlation between a seed signal extracted 

from one a priori ROI and signals of whole brain voxels (Biswal et al., 1995; Cordes et al., 2000; Fox 

et al., 2005; Greicius et al., 2003). On the other hand, the model-free method has been also introduced 

to characterize functional connectivity without a priori selection of a seed ROI. Most successfully 

applied methods are independent component analyses (Beckmann et al., 2005; Calhoun et al., 2001; 

Damoiseaux et al., 2006; De Luca et al., 2006; van de Ven et al., 2004). Also, principal component 

analysis (Friston, 1993, 1998) and hierarchical clustering (Cordes et al., 2002) have been used as 

data-driven methods to detect the distribution of functional connectivity in the brain. Usages of 

model-dependent and model-free methods have successfully reproduced consistent findings on the 

functional connectivity maps in the brain. 

FCN is defined as a network consisting of a number of brain regions interconnected with 

each other by functional connectivity. Unlike the method for estimating the functional connectivity 

map, we must identify many-to-many statistical dependencies among different brain regions to 

construct the network in order to investigate network properties such as measurements of functional 

segregation and integration (see 1.1.4 Network theory). Although there are some fMRI studies that 

calculated correlation among all brain voxels (Buckner et al., 2009; Cecchi et al., 2007; Eguíluz et al., 

2005; Hayasaka and Laurienti, 2010; van den Heuvel et al., 2008b), many studies constructed FCN by 

estimating functional connectivity among sets of ROIs to decrease the computational demand (Achard 

et al., 2006; Dosenbach et al., 2007, 2010; Fair et al., 2007, 2008, 2009; Power et al., 2011; Salvador et 
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al., 2005b, 2007, 2008; Supekar et al., 2008). 

 

1.3 Overview of the composition of the thesis 

 In order to comprehend the operational mechanisms of the brain, the three following 

aspects must be focused on: 1) the brain is not a stimulus-responsive unit, but an autonomous organ 

with its own intrinsic rules of dynamics; 2) brain function is generated through the spatial architecture 

of a FCN that concurrently segregates information between communities and integrates that 

information over the entire brain via hubs; and, 3) normal brain function requires information 

processing over multiple time scales. Until now, the intrinsic organization of the FCN has been 

investigated by measuring spontaneous hemodynamic fluctuations and estimating as statistical 

dependency of the fluctuations within 0.01–0.10 Hz among several brain regions. However, it is 

unclear whether spatial structure in the FCN is dependent on the time scale of spontaneous 

hemodynamic fluctuations. Considering the existence of frequency-dependency of functional 

connectivity within 0.01–0.10 Hz (Chang and Glover, 2010; Wu et al., 2008), I hypothesized that there 

are frequency-specific topologies of FCN in the narrower frequency bands than the wider frequency 

band (0.01–0.10 Hz) where functional connectivity has been calculated (Fig. 1.8). Therefore, the 

purpose of this thesis was to investigate this hypothesis. 

 This thesis is organized into five chapters including this chapter. As you already read, I 

introduce the background and purpose of this thesis as a general introduction in Chapter 1. In Chapter 2, 

I introduce Study 1 where I investigated the frequency-character of functional connectivity by 

conducting resting state measure measurements of NIRS. In this study, NIRS was used to measure 

resting state hemodynamic fluctuations in limited brain regions over the frontal, temporal, and occipital 
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cortices, bilaterally, to determine frequency-specific characteristics in functional connectivity. 

Frequency-specificity of functional connectivity within 0.01–0.10 Hz was investigated by calculating 

band-limited correlation and coherence among all NIRS channels because these measures are the 

simplest indices of statistical dependency. I discuss the results in Study 1 to conclude this chapter with 

providing the statement: frequency-specificity of functional connectivity is different depending on the 

pair of brain regions. 

 In Chapter 3, I introduce Study 2 where I investigated the relationship between functional 

connectivity estimated by using NIRS and fMRI during the resting state. Although NIRS has 

sufficiently high temporal resolution (sampling rate: ~10 Hz) to characterize hemodynamic responses 

to neural activities (~15 sec), measurement of brain regions of NIRS are limited to surfaces of cerebral 

cortex. Therefore, while usage of NIRS is suitable to characterize the frequency-dependency of 

functional connectivity, it is not useful to investigate the relationship between the structure of FCN 

consisting of whole brain regions and time scales of hemodynamic fluctuations. In contrast, while 

fMRI has a lower sampling rate (~0.5 Hz) than NIRS, usage of fMRI enables us to investigate the 

functional connectivity among whole brain regions. However, it is unclear whether signals obtained by 

NIRS and fMRI share hemodynamic information contributing to functional connectivity. Thus, before 

conducting the examination of frequency-specificity of functional connectivity with fMRI data, I 

conducted simultaneous recording of NIRS and fMRI during the resting state and investigated the 

relationship between signals obtained by NIRS and fMRI with special emphasis on the consistency of 

functional connectivity. I discuss the results in Study 2 to conclude this chapter with providing the 

statement: NIRS and fMRI can produce consistent functional connectivity. 

 In Chapter 4, I introduce Study 3 where I investigated if spatial patterns of functional 
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connectivity are different in distinct narrow frequency bands between 0.01–0.10 Hz by examining the 

relationship between the spatial architectures of the FCN and time scales of fMRI signals obtained 

during rest. Specifically, I investigated the different network topologies reflecting functional 

segregation and integration among identified frequency-specific FCNs. I discuss the results in Study 3 

to conclude this chapter with providing the statement: frequency-specific topologies of FCN exist in 

the brain.  

 Finally, in Chapter 5, I express my viewpoint on the contribution of this thesis to the 

scientific and methodological breakthroughs in the field of neuroimaging by summarizing the results of 

the above-mentioned three studies. Furthermore, I discuss topics relevant to the thesis and future 

issues: functions of frequency-specific FCNs, relationships between different frequency-specific FCNs, 

the way frequency-specific FCNs work in real-time, and possible electrophysiological backgrounds of 

frequency-specific FCNs. 
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Figure 1.8. Hypothesis of this thesis. Black nodes are nodes representing different brain regions. Blue 

nodes are hub nodes. Areas surrounded by red lines are communities. Generally, functional 

connectivity has been estimated by estimating the correlation of hemodynamic fluctuations within 

0.01–0.10 Hz. However, some studies showed the existence of frequency-dependency of functional 

connectivity within this frequency band. Thus, I hypothesized that there are different spatial patterns of 

FCNs within narrower frequency bands than the wider frequency band (0.01–0.10 Hz) where 

functional connectivity has been estimated. The purpose of this thesis was to clarify the spatial patterns 

of FCN in narrow frequency bands within 0.01–0.10 Hz.  
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Chapter 2 Frequency-specific functional connectivity in the 

brain during resting state as revealed by NIRS (Study 1) 

 

2.1 Introduction 

 It is known that spontaneous fluctuations of brain activity exist even in the absence of overt 

tasks or stimuli (Fox and Raichle, 2007). This phenomenon is detectable in blood oxygenation 

level-dependent (BOLD) signals measured by functional magnetic resonance imaging (fMRI) (Biswal 

et al., 1995; see Fox and Raichle, 2007 for review) and hemoglobin oxygenation signals measured by 

near infrared spectroscopy (NIRS) (Elwell et al., 1999; Hoshi et al., 1998; Obrig et al., 2000; Toronov 

et al., 2000 for resting state in adults; Schroeter et al., 2004 for resting state in elderly subjects; Taga et 

al., 2000 for sleeping state in infants). It is also demonstrated that there are strong correlations among 

BOLD signal fluctuations of distinct regions of the brain in the low frequency range (<0.1 Hz) in the 

resting state (Biswal et al., 1995). This correlation, termed “resting state functional connectivity,” has 

been well reproduced in many studies using fMRI. Moreover, distributed cortical regions showing such 

functional connectivity have been seen to constitute “resting state networks” (RSNs), including sensory, 

motor, sensory association, and default mode networks (Damoiseaux et al., 2006; De Luca et al., 2006; 

Fox and Raichle, 2007; Lowe et al., 1998). Some studies using NIRS also successfully demonstrated 

functional connectivity (Lu et al., 2010; White et al., 2009; Zhang et al., 2010b). Although these studies 

showed the first demonstration of NIRS applicability to detect functional connectivity, brain regions 

measured in these studies were limited to selected cortical regions such as sensorimotor, auditory, and 

visual regions. A NIRS study of infants showed functional connectivity of the global cortical network 
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during the sleeping state (Homae et al., 2010). However, global network properties of functional 

connectivity among diverse regions of the cortex in adults have not been well studied using NIRS. 

 Functional connectivity is characterized by a temporal correlation between two raw time 

series with “low frequency,” separable from respiratory (0.1–0.5 Hz) and cardiovascular (0.6–1.2 Hz) 

signal frequencies by using fMRI (Cordes et al., 2001). Several fMRI studies with frequency 

component analyses using coherence or mutual information have shown that functional connectivity is 

predominantly subtended by low frequency components of the data (<0.3 Hz) (Achard et al., 2006; 

Salvador et al., 2005b, 2008; Sun et al., 2003). One fMRI study of decomposition of signals into 

various frequency bands within a low frequency range (0–0.24 Hz) demonstrated that correlations in 

the cortical networks concentrated within ultra-low frequencies (0.01–0.06 Hz) (Wu et al., 2008). On 

the other hand, NIRS has a higher time resolution (sampling rate: ~10 Hz) than fMRI (sampling rate: 

~1 Hz), which prevents aliasing of higher frequency activity such as respiratory and cardiovascular 

activity into low-frequency signal fluctuations (Elwell et al., 1999; Lu et al., 2010; Obrig et al., 2000; 

White et al., 2009). Enhanced time resolution of NIRS-detected oxygenated hemoglobin (oxy-Hb) and 

deoxygenated hemoglobin (deoxy-Hb) changes should provide more information about the 

hemodynamics of neurovascular coupling (Obrig and Villringer, 2003 for review). Studies using NIRS 

demonstrated that spontaneous oscillations of cerebral hemodynamics include two distinguishable 

frequency components at low frequency (~0.10 Hz) and a very low frequency (~0.04 Hz) (Obrig et al., 

2000; Schroeter et al., 2004). Although the mechanism underlying these signal fluctuations remains 

unknown, simultaneous recordings of cerebral hemoglobin oxygenation, heart rate, and mean arterial 

blood pressure showed that the systemic signal contribution to the hemodynamic changes in the 

frequency range (0.04–0.15 Hz) was 35% for oxy-Hb and 7% for deoxy-Hb (Katura et al., 2006), 



 

 
35 

suggesting that low-frequency fluctuations largely reflect hemodynamic responses to regional neural 

activities. Moreover, analysis of functional connectivity using NIRS is conducted by calculating the 

correlation between raw time series of measurement signals, and no information is lost through 

preprocessing of raw data. Despite the limited number of NIRS measurement channels, this limitation 

should provide a reasonable compromise for mesoscopic characterization of networks of functional 

connectivity in the cerebral cortex. Thus, I performed a NIRS study to explore the frequency-specific 

features of functional connectivity between diverse regions of the cerebral cortex, which has not been 

investigated by other NIRS studies in adults. 

 

2.2 Material and methods 

2.2.1 Participants 

 A total of 21 healthy adults (13 women and 8 men; range, 20–36 years old) participated in 

this experiment. All participants were awake with their eyes closed during the measurements. Ethical 

approval was obtained for this study from the ethical committee of the Graduate School of Education, 

University of Tokyo, and informed consent was obtained from all participants prior to initiation of the 

experiments. 

 

2.2.2 Data acquisition 

 I used a near-infrared optical topography instrument (ETG-100; Hitachi Medical 

Corporation, Tokyo, Japan) to measure the time series of spontaneous changes in oxy-Hb and 

deoxy-Hb during a 16-min period with 0.1-s time resolution. The instrument generated two 

wavelengths of near-infrared (NIR) light (780 nm and 830 nm). I evaluated relative changes in the 
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oxy-Hb and deoxy-Hb signals from an arbitrary 0 baseline at the start of the measurement period based 

on the Lambert-Beer law (Maki et al., 1995; Reynolds et al., 1988). Since the precise optical path 

length was unknown, the unit used to measure these values was molar concentration multiplied by 

length (mM·mm). The distance between the incident and the detection fibers was 3 cm, and each pair 

of adjacent incident and detection fibers defined a single measurement channel. The 10 emitters and 8 

detectors were plugged into a holder and arranged into a 1 × 18 array, resulting in 16 measurement 

channels (Fig. 2.1A). Arrays were positioned over the bilateral prefrontal, temporal, and occipital 

regions by referring to the international 10-20 system of electrode placement (Fig. 2.1B). I also 

conducted measurements on a spherical phantom made of silicone rubber, which was considered to 

have similar properties of optical absorption as the human head region (Hitachi Medical Corporation, 

Tokyo, Japan). 

 

2.2.3 Data analysis 

 To remove long-term drift of baseline and higher-frequency cardiac or respiratory activity 

(Lu et al., 2010; White et al., 2009), I used a band-pass Fourier filter (0.009–0.10 Hz) on the raw time 

series of the oxy-Hb and deoxy-Hb signals. After this process, I calculated the cross-correlations of 

signals between all of the channel pairs for each participant. The top 30% of participant-averaged 

coefficients, which corresponds to a threshold of r > 0.6, were mapped as functional connectivity.  

 In order to investigate the frequency specificity of functional connectivity, I decomposed 

the raw signals into band-pass filtered signals with narrow frequency bands (0.009–0.02, 0.02–0.04, 

0.04–0.06, 0.06–0.08, and 0.08–0.10 Hz) instead of using a broadband band-pass Fourier filter  

(0.009–0.10 Hz). After this procedure, I applied the above-described cross-correlation analysis for each 
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Figure 2.1. Channel configuration and measured signals. (A) Configuration of emitters (red dots), 

detectors (black dots), and measurement channels (blue circles) of the NIRS system. (B) Configuration 

of 16 measurement channels (blue circles) of NIRS based on the international 10–20 system (cyan 

dots). (C) Representative examples of continuous data of a participant. The black, pink, and green lines 

show the data of the measurement channel filled with the same colors in B. The pair in the top has a 

high temporal correlation. In the bottom, the correlation between the two channels was lower than that 

in the top. 
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dataset and mapped participant-averaged functional connectivity exceeding the same threshold. 

 I then aimed to further clarify coherence of the functional connectivity at the network level. 

To this aim, squared coherence between all of the channel pairs for each participant was calculated. I 

applied Welch's averaged modified periodogram method (using a 2,048-point Fourier transform, 

Hanning window, and 1,024-point overlap) to estimate the cross-spectral density and power spectral 

density, both of which were used to calculate the squared coherence. Then, participant-averaged 

squared coherence was calculated for each channel pair. To characterize the frequency properties of 

functional connectivity between distinct cortical regions, I selected three connectivity groups: (1) 

homologous connectivity between interhemispheric homologous regions of the frontal, temporal, and 

occipital cortices; (2) fronto-posterior connectivity, which consists of long-distance connections 

between bilateral prefrontal and bilateral occipital cortices; and, (3) control connectivity, which 

consists of arbitrarily chosen connections. Each connectivity group consisted of eight channel pairs and 

averaged squared coherence was obtained for each connectivity group. 

 To reveal the specific feature of each connectivity group in each frequency band, I analyzed 

the effects of factors between frequency bands and between connectivity groups. I selected two 

frequency bands for this analysis: (1) very low frequency (VLF) (0.009–0.02 Hz) and (2) low 

frequency (LF) (0.06–0.08 Hz). Averaged coherence values of each connectivity group in these two 

frequency bands were calculated and converted to z scores using Fischer’s z transformation. I 

performed two-way analysis of variance (ANOVA) with both frequency bands (VLF and LF) and 

connectivity groups (homologous connectivity, fronto-posterior connectivity, and control connectivity) 

as two factors. Ryan’s tests were applied as post-hoc tests.
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2.3 Results 

 Figure 2.1C shows an example of a single participant’s time series data. While the signal 

changes of the measurement channels on the homologous regions of the bilateral temporal cortices 

appeared to be correlated, those on the left temporal cortex and on the right occipital cortex appeared to 

be non-correlated. Participant-averaged temporal correlations of continuous oxy-Hb signals between all 

of the measurement channel pairs revealed functional connectivity between interhemispheric 

homologous regions of the frontal, temporal, and occipital cortices (homologous connectivity) (Fig. 

2.2A). I also observed both short-distance ipsilateral connectivity and long-distance contralateral 

connectivity. However, no long-distance connectivity within the hemisphere was observed. The 

deoxy-Hb signal results showed a high correlation between interhemispheric homologous regions (Fig. 

2.2C). 

 To reveal the frequency-specificity of the functional connectivity, I applied five distinct 

band-pass filters to the raw time series and performed correlation analyses for the filtered data (Fig. 

2.2B for oxy-Hb signals and Fig. 2.2D for deoxy-Hb signals). The decomposition of signals into 

narrower frequency bands revealed that the functional connectivity observed in the broadband 

frequency band of filtering (0.009–0.10 Hz) was found in the lower frequency bands (0.009–0.02 Hz 

and 0.02–0.04 Hz) in both signals. In contrast, in the higher frequency band (0.04–0.06 Hz, 0.06–0.08 

Hz, and 0.08–0.10 Hz), only oxy-Hb signals showed functional connectivity between the prefrontal 

regions of both hemispheres and the wide regions of the temporal and occipital cortices of the 

ipsilateral and contralateral hemispheres. The findings of the oxy-Hb signals demonstrated that 

homologous connectivity was subtended in the broader frequency bandwidth (0.009–0.10 Hz), while 

the fronto-posterior connectivity was present in the narrower bandwidth (0.04–0.10 Hz). 
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Figure 2.2. Frequency-specificity of the functional connectivity maps. (A) Functional connectivity 

based on oxy-Hb signals in a broad band (0.009–0.10 Hz). (B) Frequency-specific functional 

connectivity maps based on oxy-Hb signals with narrow frequency bands. (C) Functional connectivity 

based on deoxy-Hb signals in a broad band. (D) Frequency-specific functional connectivity maps based 

on deoxy-Hb signals with narrow frequency bands. The lines show correlations that were higher than 

0.6 (averaged across all participants). 
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 The result of averaged coherence of the three different groups of functional connectivity 

(Fig. 2.3A) in oxy-Hb signals showed that the averaged coherence of the homologous connectivity was 

high over a wide frequency range (~0.10 Hz), while the coherence of the fronto-posterior connectivity 

was high only within a specific frequency range (0.04–0.10 Hz) (Fig. 2.3B). The coherence of the 

control pairs was lower than that of the homologous and fronto-posterior connectivity over the wide 

frequency range (0.009–0.10 Hz). Thus, the results confirmed correlation analysis findings that 

fronto-posterior connectivity occurred within a specific narrow frequency range, whereas the 

homologous connectivity extended over a broad frequency range in oxy-Hb signals. 

 Results of analysis of variance (ANOVA) to examine the effect of both frequency bands 

(VLF and LF) and connectivity groups (homologous connectivity, fronto-posterior connectivity, and 

control connectivity) to coherence are shown in Figure 2.3C. A significant main effect was observed for 

the connectivity groups (F(2,40) = 114.714, p < 0.001), while no significant effect was found for the 

frequency bands (Fig. 2.3C). In addition, there were significant interactions between the connectivity 

groups and the frequency bands (F(2,40) = 10.752, p < 0.001). With regard to the interaction, there 

were significant simple main effects of the connectivity groups on VLF (F(2,80) = 91.295, p < 0.001) 

and LF (F(2,80) = 51.581, p < 0.001). Post-hoc multiple comparisons for the connectivity groups on 

VLF and LF revealed that the mean z score of the homologous and fronto-posterior connectivity was 

greater than that for control connectivity (p < 0.001 for homologous and p < 0.01 for fronto-posterior 

on VLF and all p < 0.001 on LF) and that for homologous connectivity was greater than that for 

fronto-posterior connectivity in both frequency bands (p < 0.001 for all). It was also revealed that while 

there was no significant effect of the connectivity groups on the frequency bands, there were significant 

simple main effects of the frequency bands on fronto-posterior connectivity (F(1,60) = 17.164, p < 
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0.001), revealing that the mean z score in LF was greater than that in VLF for fronto-posterior 

connectivity. 

 Figure 2.4 shows the averaged coherence of three different functional connectivity groups 

in terms of the deoxy-Hb signals. The results show that the average coherence of the homologous 

connectivity was high in the low frequency range (0.009–0.10 Hz), while the coherence of 

fronto-posterior connectivity and control pairs was low over the same frequency range (Fig. 2.4A). The 

results of two-way ANOVA to examine the effect of both frequency bands and connectivity groups on 

coherence are shown in Figure 2.4B. Significant main effects were observed for the connectivity 

groups (F(2,40) = 93.983, p < 0.001) and for the frequency bands (F(1,20) = 19.885, p < 0.001). In 

addition, there was a significant interaction between the frequency bands and the connectivity groups 

(F(2,40) = 27.541, p < 0.001). With regard to this interaction, there were significant simple main 

effects of the connectivity groups on VLF (F(2,80) = 118.922, p < 0.001) and LF (F(2,80) = 21.762, p 

< 0.001). Post-hoc multiple comparisons for the connectivity groups on VLF and LF revealed that there 

were significant differences between the mean z score of homologous connectivity and those of the 

other two connectivity groups (p < 0.001 for all). Between fronto-posterior and control connectivity, a 

significant but weak difference (p < 0.05) in VLF and no significant difference in LF were observed. 

There were also significant simple main effects of the frequency bands on homologous connectivity 

(F(1,60) = 68.663, p < 0.001), revealing that the mean homologous connectivity z score in VLF was 

greater than that in LF. 
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Figure 2.3. Averaged squared coherence for the connectivity groups in oxy-Hb signals. (A) 

Configurations of selected connectivity groups. (B) Magnitudes of participant-averaged squared 

coherence for each connectivity group. Yellow bars indicate the range of very low frequency (VLF) 

(0.009–0.02 Hz) and low frequency (LF) (0.06–0.08 Hz). (C) Result of statistical analysis using 

two-way ANOVA (factor 1: connectivity groups, factor 2: frequency bands). The terms of ‘H’, ‘FP’, 

and ‘C’ represent homologous, fronto-posterior and control connectivities, respectively. Error bars 

indicate standard deviations. Significant differences between connectivity groups and between 

frequency bands are shown (*p < 0.05, **p < 0.01, ***p < 0.001, post-hoc tests). 
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Figure 2.4. Averaged squared coherence for the connectivity groups in deoxy-Hb signals. (A) 

Magnitudes of participant-averaged squared coherence for each connectivity group. Yellow bars 

represent the same frequency bands as described in Fig. 2.3. (B) Result of statistical analysis using 

two-way ANOVA (factor 1: connectivity groups, factor 2: frequency bands). See Fig. 2.3 for 

abbreviations of.connectivity groups and frequency bands. Error bars indicate standard deviations. The 

differences between connectivity groups and between frequency bands are shown (*p < 0.05, **p < 

0.01, ***p < 0.001, post-hoc tests). 
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 To investigate the effect of signal fluctuations caused by measurement device instabilities 

and/or non-physiological artifacts on low-frequency coherence, I conducted an additional measurement 

on a spherical phantom with equal absorption in the human head region; also, the same analysis, with 

respect to measured signals as applied to the human participant data (see section 2.2), was undertaken. 

All of the connectivity groups showed relatively high coherence in an ultra-low frequency band 

(~0.009 Hz), which possibly reflected baseline signal drifts that are not related to neural activity. The 

results confirmed that there was no high coherence in the two connectivity groups of channel pairs 

(homologous and fronto-posterior connectivity) generated by the NIRS device in the range of the 

broadband filter (0.009–0.10 Hz) (see Fig. 2.S1 in supplementary materials). 

 

2.4 Discussion 

 In this study, I investigated the frequency characteristics of functional connectivity among 

the prefrontal, temporal, and occipital regions of the cortex during the resting state by using NIRS. To 

fulfill the aims, correlation analysis of narrow or broadband pass-filtered data was performed (Fig. 2.2). 

The oxy-Hb signal results indicated that functional connectivity between distinct regions of the cortex 

showed distinct properties in the frequency domain. In particular, interhemispheric homologous 

connectivity showed high correlation in the wide frequency range (0.009–0.10 Hz), whereas 

fronto-posterior connectivity showed high correlation only in the specific frequency band (0.04–0.10 

Hz). Frequency-specific characteristics were confirmed by coherence analysis (Fig. 2.3). Collectively, 

our findings showed that there was frequency-specific functional connectivity of the global cortical 

networks, including fronto-posterior connectivity. 

 It is generally assumed that extremely low frequency signals are caused by measurement 
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device instabilities, non-physiological artifacts, and/or temporal durations of NIRS measurement. 

Coherency analyses using the spherical phantom showed that coherence of the selected channel pairs 

was very high at frequencies less than 0.009 Hz and that the values were comparable to those measured 

in human participants (Fig. 2.S1). In contrast, coherence in the phantom measurement was sufficiently 

low at frequencies greater than 0.009 Hz (Fig. 2.S1). These results for both oxy-Hb and deoxy-Hb 

signals showed that while the extremely low frequency signal changes were largely affected by 

measurement artifacts and/or durations of measurement, the signal changes faster than 0.009 Hz could 

not be attributed to non-physiological noise. 

 Hemoglobin concentration changes in the cerebral cortex detected by NIRS may include 

not only responses to regional neural activities but also to signals unrelated to regional neural activities, 

such as systemic regulation of the cardiovascular system or respiratory fluctuation. In our study, I 

confined analyses and interpretation to a low frequency region below 0.10 Hz. Since frequency bands 

corresponding to respiratory frequency and cardiac pulsations are higher than 0.10 Hz (respiratory 

fluctuation, ~0.2 Hz; cardiac pulsation, ~1 Hz) (Elwell et al., 1999; Obrig et al., 2000), it is unlikely 

that our results were affected by these signals. It is also unlikely that the measured signals simply 

reflected skin blood flow fluctuation since a previous study reported that this possibility can be largely 

excluded on the basis of a measurement using different inter-optode distance (Obrig et al., 2000). On 

the other hand, I cannot fully exclude the possibility that some portions of the low frequency range 

hemoglobin signal changes were contaminated by heart rate and blood pressure fluctuations. However, 

a study investigating the causal relationship between hemoglobin concentration changes, heart rate, and 

mean arterial blood pressure by using transfer entropy as measures of information transfer 

demonstrated that these systemic signals can account for only 35% of the information carried by 
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oxy-Hb changes in a frequency range of 0.04–0.15 Hz (Katura et al., 2006). Furthermore, our finding 

of significantly higher coherence in homologous and fronto-posterior connectivity compared to that in 

control connectivity (Fig. 2.3C) cannot be accounted for only by systemic effects and/or extracerebral 

tissue contributions, which should appear all over the cortical regions. Thus, our findings indicate that 

higher coherence of hemodynamic changes between specific cortical regions in the low frequency 

range reflects higher coherence of neural activity between these regions. 

 One of the possible underlying mechanisms of generating functional connectivity, such as 

homologous connectivity, is represented by covariance of neural activity through direct structural 

connection. Several studies have suggested that distinct regions among which hemodynamic 

fluctuations show high correlation are connected directly through neuroanatomical structures. For 

example, the white matter pathways between the functionally linked brain areas of the resting state 

network were reconstructed using diffusion tensor imaging (Greicius et al., 2009; van den Heuvel et al., 

2009). Another study demonstrated that interhemispheric functional connectivity was lost after 

complete section of the corpus callosum for treatment of intractable epilepsy (Johnston et al., 2008). 

Furthermore, the correlation coefficient of a given functional connectivity is negatively associated with 

physical distance (Wu et al., 2008). All this evidence strongly suggests that functional connectivity 

reflects underlying neuroanatomical connectivity. Intriguingly, spontaneous neuronal activities of 

interhemispheric human auditory cortices show high correlation at slow firing rates (<0.10 Hz) but no 

correlation at fast firing rates (>1 Hz) during wakeful rest (Nir et al., 2008). These findings, overall, 

suggest that homologous connectivity reflects a correlation of spontaneous neuronal activities in a wide 

frequency range through direct structural connection. 

 On the other hand, taking into consideration that the time scale of typical hemodynamic 
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responses to a single event (10–20 s) corresponds to the frequency band, including LF, the high 

coherency of the fronto-posterior connectivity in the LF range may reflect simultaneous transient 

activity of these regions. Furthermore, given the fact that the prefrontal region serves executive control 

over selecting actions or thoughts in relation to internal goals, fronto-posterior connectivity may serve 

as the hub of functional network in the resting state. 

 In line with the results of oxy-Hb signals, the average coherence of homologous 

connectivity based on deoxy-Hb signals was high in a wide frequency range (0.009–0.10 Hz). In 

contrast, the fronto-posterior connectivity based on deoxy-Hb signals was very low even in the LF 

band. Such discrepancies between the oxy-Hb and deoxy-Hb signal results may be attributable to the 

difference in the nature of hemodynamic responses to transient neural activity and/or the difference in 

signal-to-noise ratios in the NIRS measurement. To examine the former assumption, it would be helpful 

to investigate the effect of transient and sustained stimuli on functional connectivity defined by each 

hemoglobin signal. Interestingly, the fMRI study on functional connectivity frequency analysis showed 

correlation concentrates within 0.01–0.06 Hz (Wu et al., 2008), which seems compatible with the 

deoxy-Hb data in the present study. Future studies of simultaneous measurements using fMRI and 

NIRS will provide additional insight into this issue. 

 NIRS requires fewer physical constraints than fMRI. Thus, applying NIRS to investigate 

functional connectivity enables us to extend its focus toward other cases from current experimental 

conditions for which application of fMRI is not suitable, such as the investigation of patients, children, 

and infants. For example, a NIRS study successfully demonstrated that resting state functional 

connectivity of human infants during sleep varies dynamically along the developmental course (Homae 

et al., 2010). The present study showed that NIRS was applicable for investigating the spatiotemporal 
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properties of functional connectivity, thus promoting further study of structural and functional networks 

of the brain in various populations with NIRS. 

 

2.5 Supplementary materials 

 

 

Figure 2.S1. The effect of measurement device instabilities and/or non-physiological artifacts on 

coherence. Phantom measurements were conducted on a head made of silicone rubber using the same 

procedures as performed in human participants. Average coherence of each connectivity: (A) oxy-Hb 

and (B) deoxy-Hb. Line colors represent connectivity groups: homologous connectivity (blue) and 

fronto-posterior connectivity (red). Bold and broken lines indicate human and phantom measurements, 

respectively. 
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Chapter 3 A NIRS–fMRI study of the resting state network 

(Study 2) 

 

3.1 Introduction 

 The brain typically operates in a coordinated manner even during the resting state. 

Functional magnetic resonance imaging (fMRI) demonstrates that there is a strong correlation among 

blood oxygenation level-dependent (BOLD) signal fluctuations of distinct regions of the brain in the 

low frequency range (<0.1 Hz) in the resting state (Biswal et al., 1995). This correlation, termed resting 

state functional connectivity, has often been observed between functionally related brain regions, 

including sensory, motor, sensory association, attention, and task-negative regions (Fox and Raichle, 

2007). When I regard this connectivity as the “edge” and the brain regions linked by the connectivity as 

the “node,” the spontaneous brain activity constitutes unique network architectures, termed resting state 

networks (RSNs) (De Luca et al., 2006; Fox and Raichle, 2007; Lowe et al., 1998). These network 

architectures are consistent across healthy individuals (Damoiseaux et al., 2006), and they are 

suggested to reflect intrinsic functional architecture of the brain (Fox and Raichle, 2007).  

Near infrared spectroscopy (NIRS) is a technique for measuring changes in local 

oxygenated and deoxygenated hemoglobin (oxy-Hb and deoxy-Hb) concentrations. Studies using NIRS 

have successfully observed functional connectivity during the resting state in both adult and infant 

participants (Homae et al., 2010, 2011; Lu et al., 2010; Mesquita et al., 2010; White et al., 2009; Zhang 

et al., 2010b). One NIRS study also demonstrated that functional connectivity estimated using oxy-Hb 

and deoxy-Hb signals obtained during the resting state has different frequency characteristics (Sasai et 

al., 2011). Moreover, higher temporal resolution of NIRS has revealed a temporal relationship of 
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signals obtained at different brain regions in combination with analysis of phase synchronization (Taga 

et al., 2000, 2011). These results support that NIRS is a useful neuroimaging technique for acquisition 

of information pertaining to functional connectivity. Considering that NIRS is less physically 

demanding and relatively easy to use compared to other neuroimaging techniques, application of NIRS 

may allow easy RSN data collection even in cases where fMRI would be difficult to use. 

Because both fMRI and NIRS signals measured during the resting state may reflect 

spontaneous brain activity, NIRS signals in diverse regions of the cortex during the resting state should 

show a high correlation with BOLD signals in regions adjacent to each of the NIRS measurement 

positions. Furthermore, despite the fact that NIRS can detect cortical activity only in superficial cortical 

regions, I can hypothesize that the NIRS signals measured in separate regions of the cortex can capture 

information reflecting different RSNs that include not only superficial regions, but also deep brain 

regions such as the default mode network (Buckner et al., 2008; Raichle et al., 2001). However, 

although the simultaneous use of these techniques during stimulation or task execution has shown a 

high correlation between the two different signals in the corresponding cortical regions (Cui et al., 

2011; Hoge et al., 2005; Kleinschmidt et al., 1996; Schroeter et al., 2006; Strangman et al., 2002; 

Toronov et al., 2001; Toyoda et al., 2008), it is not well understood whether this relationship is also true 

during the resting state. Moreover, although previous studies have simultaneously recorded NIRS 

signals within limited regions and BOLD signals of the whole brain during the resting state (Duan et al., 

2012; Tong and Frederick, 2010), the investigators did not compare the NIRS signals in diverse regions 

of the cortex and the BOLD signals. Thus, the aim of this study was to establish the NIRS–fMRI 

relationship to study functional connectivity with a special focus on the RSNs. 

To solve the above-mentioned issue, I designed and conducted step-by-step analyses. First, 
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I had to determine the relative locations of NIRS measurement channels on the participant's brain to 

determine the brain regions where NIRS acquires its signals. However, I could only obtain the 

probabilistic anatomical cranio-cerebral correlation to represent the anatomical location of the NIRS 

measurement channels (Okamoto et al., 2004) because NIRS probes are located outside of the head. 

Thus, I obtained structural MRI of all participants while they were wearing NIRS probes and 

determined the accurate positional relationships between their brain regions and the NIRS probes, 

which constituted 14 channels and were located on bilateral frontal, temporal, and occipital cortices. 

Second, I aimed to confirm that NIRS signals obtained from a channel during the resting state reflected 

the spontaneous hemodynamic fluctuations within the adjacent brain regions. Previous studies of 

simultaneous recordings of NIRS and fMRI have revealed that NIRS signals induced by several stimuli 

show high correlation with the BOLD signals obtained from adjacent brain regions to the NIRS 

measurement channels (Cui et al., 2011; Hoge et al., 2005; Kleinschmidt et al., 1996; Schroeter et al., 

2006; Strangman et al., 2002; Toronov et al., 2001; Toyoda et al., 2008). In theory, with or without 

tasks, NIRS signals should reflect the concentration changes of oxy-Hb and deoxy-Hb within regions 

close to the NIRS channels. However, this theoretical deduction has not been confirmed for NIRS 

signals obtained during the resting state. To test this, I investigated whether I could find the local 

maximum of correlation coefficients between NIRS and BOLD signals simultaneously obtained during 

the resting state in the brain region close to each NIRS channel. However, because photons travel in a 

“banana shape” between the emitter and the detector (Okada et al., 1997; van der Zee et al., 1990), 

NIRS signals can be affected not only by changes in hemoglobin concentration within adjacent brain 

regions but also by those changes within non-brain regions such as skin and large pial veins (Gagnon et 

al., 2012a, 2012b; Kohno et al., 2007; Obrig et al., 2000; Saager and Berger, 2008; Tachtsidis et al., 
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2008; Takahashi et al., 2011; Tonorov et al., 2000; Yamada et al., 2009; Zhang et al., 2007). Therefore, 

to evaluate whether the concentration changes of oxy-Hb and deoxy-Hb in the brain tissues are major 

substitutes of the NIRS signals obtained during the resting state, I sorted highly correlating voxels with 

NIRS signals by tissue types of the voxels (gray matter, white matter, cerebrospinal fluid [CSF], skull, 

and skin), and I calculated the proportion of the voxels within brain tissues (gray and white matter) 

against those within non-brain tissues (skull and skin).  

Finally, I aimed to clarify whether RSNs estimated using fMRI data sets could be 

reproduced using NIRS signals. One of the techniques to estimate RSNs in the fMRI data sets is based 

on the calculation of cross-correlation between a BOLD time series extracted from a region of interest 

(ROI) as a seed and those of whole brain voxels. If NIRS signals include information characterizing 

RSNs contained in the seed BOLD signals, RSNs estimated using the BOLD signals extracted from 

ROIs should be reproduced using NIRS signals obtained from the ROIs. Thus, I investigated this issue 

by calculating correlation maps using BOLD and corresponding NIRS signals as seed signals. 

If NIRS signals obtained from diverse regions of the cortex are probed to reflect the time 

series characterizing the major RSNs obtained by fMRI, it becomes possible to acquire the time series 

that represent RSNs solely by conducting NIRS measurements of the selected regions of the brain. By 

taking advantage of the high temporal resolution, we can address the temporal relationship between 

different RSNs (Chang and Glover, 2010; Kang et al., 2011; Majeed et al., 2011) using NIRS. 

Considering that NIRS measurements are relatively easy to use and less physically demanding, 

application of NIRS would facilitate in the collection of data on the RSNs not only in normal 

experimental environments but also in other situations, such as those involving a whole sleep period or 

social interaction and in particular populations such as infants and patients. Thus, using the 
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above-mentioned step-by-step analyses, I investigated whether sparse NIRS signals obtained from 

diverse regions of the cortex can represent the time series for major RSNs obtained by fMRI. 

 

3.2 Materials and methods 

The outline of the analysis conducted in this study is shown in Fig. 3.1. 

 

3.2.1 Participants 

 A total of 28 healthy adults (15 men and 13 women; age range, 22–44 years) participated in 

this study. All participants were awake with their eyes closed during the measurements. The protocol 

was approved by the ethical committee of the National Institute for Physiological Sciences, Okazaki, 

Japan. Informed consent was obtained from all participants prior to initiation of the experiments.  

 

3.2.2 Data acquisition 

3.2.2.1 NIRS 

 A near-infrared optical topography instrument (ETG-4000; Hitachi Medical Corporation, 

Tokyo, Japan) was used to measure the time series of spontaneous changes in oxy-Hb and deoxy-Hb 

during a 20-min period with 0.1-s time resolution (Fig. 3.1, “NIRS data acquisition”). The instrument 

generated two wavelengths of near-infrared light (695 nm and 830 nm). I evaluated relative changes in 

the oxy-Hb and deoxy-Hb signals from an arbitrary baseline (set to 0) at the beginning of the 

measurement period based on the Lambert–Beer law. The unit used to measure these values was molar 

concentration multiplied by length (mM·mm). The distance between the incident and the detection 

fibers was 3 cm. The 8 emitters and 8 detectors were plugged into a holder, on which vitamin tablets 
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Figure 3.1. Outline of all analyses 

 

were attached to identify the positions of NIRS channels in MRI images (Fig. 3.2A), and they were 

arranged into two 1 × 8 arrays, resulting in 14 measurement channels (Fig. 3.2B). Arrays were 

positioned over the bilateral frontal, temporal, and occipital regions by referring to the international 

10–20 System of Electrode Placement (Fig. 3.2C). NIRS data were simultaneously obtained with fMRI 
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imaging for all participants, with each participant lying supine in an MRI scanner. The appearance of 

simultaneous recording with NIRS and fMRI is shown in Fig. 3.2D. A pillow was placed under the 

occiput to fix the participant's head and to avoid compressing the NIRS probes (Fig. 3.2E). 

 

 

Figure 3.2. Experimental conditions, materials, and channel configurations. (A) Probe holder. Yellow 

arrows indicate attached vitamin tablets (black balls). (B) Configuration of emitters (red dots), 

detectors (black dots), and measurement channels (blue circles) of the NIRS system. Each channel was 

indexed by its unique number. (C) Configuration of 14 measurement channels (blue circles) of NIRS 

based on the international 10–20 system (cyan dots). (D) Appearance of simultaneous recording with 

NIRS and fMRI. (E) A pillow was used to fix the participant's head in the MRI scanner and to avoid 

compressing NIRS probes. 
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3.2.2.2 MRI 

Functional and structural MRI images were acquired using a 3-Tesla MR scanner (Allegra; 

Siemens; Fig. 3.1, “fMRI data acquisition” and “Structural data acquisition”). First, a time series of 610 

volumes was acquired for each session using T2*-weighted gradient-echo echo-planar imaging (EPI) 

sequence. Each volume consisted of 34 slices, each of which was 3.5 mm thick, with a 17% gap. The 

time interval between two successive acquisitions of the same slice (TR) was 2000 ms with a flip angle 

(FA) of 76° and an echo time (TE) of 30 ms. The field of view (FoV) was 192 × 192 mm and the 

in-plane matrix size was 64 × 64 pixels. Additionally, to acquire a fine structural whole brain image, 

magnetization-prepared rapid-acquisition gradient-echo (MPRAGE) images were obtained (TR = 2500 

ms; TE = 4.38 ms; FA = 8°; FoV = 230×230 mm; one slab; number of slices per slab = 192; voxel 

dimensions = 0.9 × 0.9 × 1.0 mm). 

 

3.2.3 Data preprocessing  

3.2.3.1 NIRS 

Both oxy-Hb and deoxy-Hb signals were downsampled to the fMRI acquisition frequency 

of 0.5 Hz by applying an anti-aliasing (lowpass) FIR filter in MATLAB (MathWorks, Inc., Natick,MA, 

USA) because these signals were measured with a 20-times higher sampling rate on fMRI data sets (10 

Hz; Fig. 3.1, “Downsampling”). Spontaneous low frequency fluctuations are contaminated by various 

other signals originating mainly from non-neural sources. In order to remove the long term trends, 

which include respiratory and cardiac noises that are generally included outside the frequency band, I 

used a Butterworth band-pass filter (0.009–0.08 Hz) and performed zero-phase digital filtering by 

processing the data in both the forward and reverse directions in MATLAB (Fig. 3.1, “Band-pass 
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filtering”). 

 

3.2.3.2 fMRI 

Functional MRI volumes were motion-corrected and slice-timing corrected using the SPM8 

package (Wellcome Department of Imaging Neuroscience, London, UK) (Fig. 3.1, “Data 

preprocessing”). These functional volumes were neither spatially smoothed nor normalized. 

Subsequently, all data sets were processed with the same band-pass filter that was applied to NIRS 

signals (Fig. 3.1, “Band-pass filtering”).  

 

3.2.4 Registration of NIRS channels in the structural MRI  

I defined projection points from each vitamin tablet onto the brain surface as the location of 

each NIRS channel (Fig. 3.1, “NIRS channel registration in sMRI”). Simulation studies demonstrated 

that I can assume that the photon traveling pathways are a “banana shape” between the incident and 

detection probes (Okada et al., 1997; van der Zee et al., 1990). Taking into account this property, the 

projection points were determined as follows. First, by visually searching vitamin tablets in the 

structural MRI images (Fig. 3.3A), I manually identified the position of each tablet in the structural 

image of each participant. Second, as shown in Fig. 3.3B, in order to determine a plane that mostly 

includes optical paths from the emitter to the detector for a NIRS channel, an optical path plane was 

estimated using a corresponding tablet and the two adjacent tablets on both sides. This plane was 

determined by minimizing a sum of squares of the distances between the plane and all voxels inside the 

three tablets. This procedure was used to determine planes for channels 1–5 and 10–14, whereas a 

plane for an adjacent channel was used for channels 6–9. Third, to determine a projection line from the 
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position of a tablet to the cortical surface, a bisector of the angle formed by the three median points of 

the section of the tablets on the optical path plane was chosen as a projection line for channels 1–5 and 

10–14. On the other hand, by assuming that the curvature of the probe holder was constant along 

channels 4 and 6 and channels 5 and 7, a projection line was determined using the bisector angle and 

the plane of the adjacent channel for channels 6–9. Fourth, the projection point for each NIRS channel 

was defined as the intersection of the projection line of each channel and the surface of a gray matter 

mask, which was estimated from the structural image of each participant using the segmentation tool in 

SPM8. After the projection points were determined for all channels in each individual's data set by the 

above-mentioned procedure, I calculated the Montreal Neurological Institute (MNI) coordinates of the 

projection points. Subsequently, the mean and standard deviation of the MNI coordinates across all 

participants was calculated for each channel. Automated anatomical labeling (AAL) was applied to the 

mean MNI coordinate of each channel to obtain the most likely estimate (Tzourio-Mazoyer et al., 

2002). I also applied the AAL system to the MNI coordinate of each channel for the data of each 

individual, and I evaluated the anatomical variability of a channel position across all participants. 

 

3.2.5 Evaluation of regions where hemodynamic fluctuations were detected as 

NIRS signals during the resting state 

I aimed to investigate the regions where hemodynamic fluctuations are detected as NIRS 

signals obtained during the resting state by finding the correlated voxels in the simultaneously acquired 

fMRI data (Fig. 3.1, “Regional correlating voxels distribution investigation”). A previous study using 

multiple tasks showed that NIRS signals mainly correlate with BOLD signals of the voxels adjacent to 

the projection points of channel markers located between emitters and detectors attached to brain 
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Figure 3.3. Determination of the cortical positions of vitamin tablets representing NIRS channels on the 

head. (A) Representative example of a structural image. One of fourteen vitamin tablets is surrounded 

by the open yellow circle. (B) Determination of the cortical projection points of vitamin tablets. Yellow 

and grey lines represent the skull and brain surfaces, respectively. Red dots are the determined 

projection points. Projection points were determined by projecting bisectors (black lines) of the angle 

formed by the three median points (black dots) of the section of the tablets on the optical path plane 

(filled grey circles) to the cortical surface. Angles with the same color have the same measure (black 

and cyan). (C) Representative example of determined ROIs corresponding to NIRS channels in the 

structural image. Red regions represent ROIs. 

 

surfaces (Cui et al., 2011). Therefore, I assumed that NIRS signals should detect hemodynamic 

fluctuations in adjacent regions to the projection points of vitamin tablets for all measurement channels, 

even if there were many correlated voxels with NIRS signals distributed across broad brain regions. 

From this point of view, I identified the local best-correlated voxels (LBCV) with NIRS signals (Cui et 

al., 2011), and I investigated the spatial distributions of correlating voxels around the probe positions. 

 

3.2.5.1 Distribution of the LBCV by referring to the projection point 

After the preprocessing step, fMRI data sets were coregistered with the structural image of 

each participant using DARTEL in SPM8 (Ashburner, 2007). Subsequently, I calculated the 
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cross-correlation between each Hb signal obtained at each channel and BOLD signals from the whole 

head voxels. For each measurement channel, the nearest voxel from the projection point, which 

satisfied the following two conditions, was identified: (1) the correlation value for the voxel had a local 

maximum and (2) the correlation value was above 0.1 (Cui et al., 2011). Subsequently, the distance 

between the projection point and LBCV for each measurement channel was calculated. 

 

3.2.5.2 Tissue level distribution 

 Because photons may travel across several tissues of a participant's head, highly correlated 

voxels (HCV) with NIRS signals can be located outside of brain tissues. To investigate whether HCVs 

were located within brain tissues, I identified the tissue type of HCVs. To do so, I estimated the mask 

of the brain tissue and the non-brain tissue using the New Segmentation method prepared in SPM8. By 

applying this method to the individual structural images, six types of masks were used (grey matter, 

white matter, CSF, skull, soft tissue, and air/background). Therefore, by combining the coregistered 

masks, I divided the voxels of fMRI data into two types of tissues: (1) brain tissue consisting of grey 

and white matter, and (2) non-brain tissue consisting of skull and soft tissue. After all, I investigated the 

locations of the top 100 ranked voxels within a 3-cm radius from the projection points and identified 

the types of tissues (brain tissue and non-brain tissue) of these voxels. 

 

3.2.6 Whole brain distribution of correlated voxels with NIRS signals obtained 

during the resting state 

After investigating the local relationship between NIRS and fMRI signals, I focused on 

examination of the spatial distribution of correlated voxels over the whole brain. Because fMRI studies 
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have repeatedly reported the existence of specific patterns of correlated voxels among several spatially 

separated brain regions, the NIRS signal can also correlate with BOLD signals from voxels other than 

those in adjacent areas to the channel. Therefore, I investigated whether the NIRS signal obtained at 

each measurement channel consistently reproduced the spatial pattern of the seed-based correlation 

map calculated with the BOLD signal of the ROIs corresponding to that NIRS measurement region. 

Furthermore, some NIRS probes were located near the brain regions included in the sets of brain 

regions specific to some RSNs (dorsal attention [DA], fronto-parietal control [FPC], and default mode 

[DM] networks), which have been reported consistently across various fMRI studies. Therefore, I also 

focused on determination of whether the NIRS signal obtained near the brain regions specific to the 

RSN determined the consistent RSN across participants. 

 

3.2.6.1 Noise signal regression 

After the above preprocessing steps, fMRI data sets were normalized to the MNI space 

using DARTEL in SPM8 (Fig. 3.1, “fMRI data normalization”). It is known that some types of noises 

are included in BOLD signals within the pass band of a band-pass filter (0.009–0.08 Hz). Therefore, 

multi-regression analysis was conducted to eliminate residual noises within the pass band of the filter 

from the fMRI data sets (Fig. 3.1, “fMRI data correction”). Generally, fluctuations due to scanner 

instabilities, subject motion, respiration and cardiac effects, and the coherent signal fluctuations across 

the brain (global signal) are considered to contaminate BOLD signals in the frequency band. In many 

studies, these contaminating signals are estimated by utilizing MRI data-inherent information and 

removed using a general linear model (GLM) technique (Fox et al., 2005). However, the regression of 

the global signal has been shown to introduce spurious anti-correlated RSNs (Anderson et al., 2011; 
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Murphy et al., 2009). To avoid this, Anderson et al. (2011) proposed an alternate method for correcting 

the global signal that makes use of an optimally phase-shifted waveform extracted from soft tissues of 

the face and calvarium, as well as regressors obtained from subject motion parameters, white matter, 

ventricles, and physiological waveforms (a method termed phase-shifted soft tissue correction 

[PSTCor]). To avoid generating spurious anti-correlation, in this study I also applied phase-shifted soft 

tissue time series as a regressor for the global signal correction instead of using the global signal. 

Although the original method proposed by Anderson et al. included some additional physiological 

waveforms, I selected 18 components for the regressors by estimating the following procedures: 

 

1.     Signals within white matter: These signals are largely independent from BOLD signal changes 

in cortical and sub-cortical gray matter, but they exhibit fluctuations due to scanner 

instabilities, subject motion, and respiration (Windischberger et al., 2002). I applied the white 

matter time series as a nuisance regressor and obtained it from the mean time series of voxels 

within two bounding boxes in each hemisphere of each participant defined by MNI 

coordinates (left hemisphere: −38 < x < −28, −23 < y < −13, 26 < z < 35; right hemisphere: 

28 < x < 38, −23 < y < −13, 26 < z < 35) that were determined based on the method used in a 

previous report (Fox et al., 2009). 

2.     Signals within ventricle: Physiological artifacts, including respiration and cardiac effects, are 

also present in the CSF (Dagli et al., 1999; Windischberger et al., 2002). After normalizing 

the functional images of all participants into the MNI space, voxels commonly contained in 

CSF-segmented images made by SPM8 for all participants were identified. Among these 

voxels, I selected those within the anterior horn of the lateral ventricle and extracted the 
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regressor as the mean time series within the selected voxels. 

3.      Signals within soft tissues: Soft tissue time series were applied as regressors to correct the 

coherent signal fluctuations across the brain. The soft tissue restriction mask was created for 

each participant to contain voxels within the face and calvarium. 

4–9.   Time series of motion correction parameters: In addition to the three aforementioned regressors, 

I also applied the time series of motion parameters from the automated realignment procedure 

(i.e., the realign step from preprocessing as described above) as nuisance regressors. Three of 

six corresponded to parameters of x, y, and z translation, whereas the other three 

corresponded to those of x, y, and z rotation. 

10–18.  The temporal derivatives of the upper nine components were used. 

 

Before processing functional data sets with these 18 regressors, the first 3 time series of 

regressors were phase shifted to achieve optimal correlation with the mean gray matter signal 

(Anderson et al., 2011). After these three signals were phase shifted, temporal derivatives of 1–3 were 

also prepared to achieve optimal correlation with the mean gray matter signal. No phase shifting was 

performed for motion parameters because these were measured at zero lag from image data and showed 

the highest correlation coefficients at the lag. Finally, these 18 parameters were regressed out from 

filtered BOLD time series of all voxels using a GLM technique. 

 

3.2.6.2 Estimation of correlation maps 

The three types of seed-based correlation maps calculated with different seed signals were 

estimated: 
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1.   NIRS (oxy-Hb and deoxy-Hb) time series: both preprocessed oxy-Hb and deoxy-Hb signals of all 

channels were used. 

2.   BOLD time series extracted from the brain regions selected as corresponding voxels to NIRS 

measurement regions in each participant's structural image: I estimated 14 ROIs corresponding 

to the NIRS measurement channels in each participant's structural image to obtain the 

corresponding BOLD time series to the NIRS signals (Fig. 3.1, “NIRS-ROI mask making”). 

Because NIRS signals, in theory, are generated by changes in the amount of photons traveling 

from an emitter to a detector, the corresponding fMRI signal to the NIRS signal can be related to 

the average BOLD signal in all voxels along the photon-traveling pathway. However, because 

the exact shape of the pathway was unknown, I used a spherical region underneath each channel 

marker (vitamin tablets attached on a probe holder, see Fig. 3.2B) as an approximation of a ROI, 

which was determined using the following processes with the anatomical image of each 

participant before normalizing the MNI space. First, the spherical region around the projection 

point of each channel was determined, which showed the radius of the sphere was 7.5 mm. 

Second, by removing any portion of the sphere that fell outside the gray matter mask and 

keeping only the voxels inside the gray matter, I determined 14 ROIs in the structural image for 

each participant (Fig. 3.3C). Subsequently, by normalizing these ROIs to the MNI space and 

identifying commonly included voxels between these ROIs and the functional volumes (Fig. 3.1, 

“NIRS-ROI mask normalization”), I extracted and averaged fMRI signals inside these voxels 

(Fig. 3.1, “Seed signal extraction from NIRS-ROI”). Thus, for each NIRS time series, I obtained 

a corresponding BOLD time series. The anatomical name of each ROI was determined in the 

MNI space by referring to the anatomical location of the centroid that was calculated as the 
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centroid of all centroids of the ROIs estimated in individual data sets. 

3.   BOLD time series used to produce each predefined RSN: Seed regions of BOLD time series used 

to estimate the predefined RSNs were extracted from ROIs in the MNI space (Fig. 3.1, “Seed 

signal extraction from predefined ROI”). The MNI coordinates reported by previous reports (Fox 

et al., 2005; Vincent et al., 2008; Table 3.1) were used to define the dorsal attention, the 

fronto-parietal control, and the default mode networks.  

 

 

 

 By calculating the cross-correlation at lag 0 between the BOLD time series of voxels from 

the whole brain and the above-mentioned seed time series, I obtained three types of correlation maps 

(maps calculated with NIRS signals [oxy-map and deoxy-map], corresponding BOLD signals 

[cBOLD-map], and RSNs [DA-map, FPC-map, and DM-map]) for each participant's data (Fig. 3.1, 

“Seed-based correction maps calculation”). All maps were processed using Fisher's Z transformation. 

Subsequently, a Student's t-statistic map (random effects analysis; uncorrected) was computed for each 

data set (Fig. 3.1, “Population based Z-score maps calculation”). Because distributions of p-values 

were different between maps calculated with seed signals acquired with different devices, I applied a 

threshold for each map based on the distribution of p-values.  
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3.2.6.3 Similarity of correlation maps  

To evaluate the similarity of spatial distribution between the oxy-map, deoxy-map, and 

cBOLD-map for each measurement channel, I computed the standard Pearson correlation coefficient 

over all gray matter voxels within the cerebral cortex in each participant (Fox et al., 2006; Vincent et al., 

2007; Fig. 3.1, “Spatial correlation between correlation maps”). Statistical significance was tested using 

a two-tailed t-test over subjects (random effects analysis) against the null hypothesis of no spatial 

correlation. The false discovery rate (FDR) method was used to correct for multiple comparisons, and 

significant connections were defined at p < 0.05 after FDR correction (Benjamini and Yekutieli, 2001).  

It is likely that NIRS signals measured within the cortical region of RSNs include the 

information characterizing the spatial distribution of correlation coefficients in those RSN maps. To 

investigate this hypothesis, I also quantitatively compared spatial correlation between the maps and 

performed t-tests against 0, considering the individual data as random effects. To correct for multiple 

comparisons and significant connections, the false discovery rate (FDR) correction was adopted. 

 

3.3 Results 

3.3.1 Registration of NIRS channels in the structural MRI 

 The anatomical locations of NIRS channels are summarized in Table 3.2. The mean MNI 

coordinates of centroids across all participants are shown for each NIRS channel. The standard 

deviation of centroids of each NIRS channel represents the positional variations of centroids across the 

participants. The mean of the standard deviations across all channels was 9 mm. Each channel was 

anatomically labeled by applying AAL to the averaged MNI coordinates. All but two channels were 

located in different regions defined by AAL, whereas channels 11 and 13 were located within the same 
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region (Occipital_Mid_L). Therefore, these two channels were renamed as Occipital_Mid_Ant_L and 

Occipital_Mid_Post_L, respectively. Generally, the centroids of a channel across all participants were 

not consistently located within the same brain region in the AAL system due to the spatial variability 

across the participants. The four most likely anatomical locations of each channel are shown in Table 

3.3. 
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3.3.2 Evaluation of regions where hemodynamic fluctuations are detected as 

NIRS signals obtained during the resting state 

The representative examples of both resampled oxy-Hb and deoxy-Hb signals are shown in 

Fig. 3.4. The descriptive statistics of LBCVs are shown in Table 3.4. Based on these data, the average 

distance across all channels was 5.3 mm for oxy-Hb and 5.6 mm for deoxy-Hb, whereas the standard 

deviations were 0.6 and 0.4, respectively. This result demonstrates that most of the LBCVs were 

located within the radius of two voxels from the projection point. Although most of the averaged 

correlation coefficients were higher than 0.3 for oxy-Hb and lower than -0.3 for deoxy-Hb, the absolute 

values in Frontal_Inf_Tri_R and Frontal_Inf_Orb_L were slightly lower than those in the other brain 

regions (Table 3.4). 

 To investigate the distribution of regions where hemodynamic changes affect the obtained 

NIRS signals at the brain tissue level, HCVs (top 100 ranked voxels within a 3-cm radius from the 
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Figure 3.4. Representative examples of continuous data for one participant. The channel of interest is 

shown in (A). (A) Oxy-Hb time series (black) and resampled data (red). The green bar indicates the 

enlarged section. (B) Deoxy-Hb time series (black) and resampled data (red). (C) Enlarged section of 

original oxy-Hb (black) and resampled data (red). (D) Enlarged section of deoxy-Hb (black) and 

resampled data (red). 

 

projection point) were sorted by the tissue type. Most of the HCVs with both Hb signals were located 

within the brain tissue, whereas the HCVs in two brain regions (Frontal_Inf_Tri_R, 

Frontal_Inf_Orb_L) were located equally in brain and non-brain tissues (Table 3.5). By picking up 

more than 100 voxels as HCVs and sorting by tissue types, the robustness of the results shown in Table 

3.5 was confirmed (Table 3.S1). These results show that NIRS signals obtained with all but two 

channels mainly reflect changes in the Hb concentration that occur in the brain regions adjacent to the 

channels during the resting state.  
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3.3.3 Whole brain distribution of correlated voxels with NIRS signals obtained 

during the resting state  

 To calculate group-averaged statistical maps of cross-correlation, I used oxy-Hb signals, 

deoxy-Hb signals, and BOLD signals extracted from the ROIs corresponding to the NIRS measurement 

regions as seed signals (Fig. 3.5). Because of the inconsistency between participants in the tissue type 

where hemodynamics were reflected in NIRS signals, I did not use signals from Frontal_Inf_Tri_R 

(channel 6) or Frontal_Inf_Orb_L (channel 7) for calculating the map. For each channel, oxy-maps and 

cBOLD-maps provided closely resembling spatial distributions, whereas deoxy-maps were clearly 

similar to the inversed patterns of both oxy-maps and cBOLD-maps. Spatial correlation analyses 

demonstrated that the oxy-maps and cBOLD-maps had a significant positive correlation for all brain 

regions (Fig. 3.5, bar graphs). Significant negative correlation was observed between deoxy-maps and 

cBOLD-maps for all brain regions. These results demonstrate that using NIRS signals measured at 

various brain regions as seed signals can reproduce the specific distribution patterns of correlation 

maps generated using BOLD signals extracted from the corresponding seed brain regions. 
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Figure 3.5. Group averaged statistical maps 

of correlation corresponding to varied seed 

locations and different seed signals. Each 

row corresponds to the location of the seed 

represented by NIRS measurement channels 

and their projected locations on the cortex. 

The left, middle, and right maps in each row 

represent those calculated using different 

seed signals: oxy-Hb signal, deoxy-Hb 

signal, and BOLD signal extracted from the 

ROI around the projection point (Fig. 3.3), 

respectively. The voxels with the upper 10% 

of the p-values are colored. The dots 

indicated by arrowheads (green dots in the 

left and right maps and pink dots in the 

middle map) show the cortical projection 

point of the vitamin tablet representing the 

NIRS measurement channel. The red and 

blue bar graphs on the right side of the 

images represent the spatial correlations 

between the maps calculated using oxy-Hb 

signals as seed signals and seed BOLD 

signals, and those between the maps 

calculated using deoxy-Hb signals as seed 

signals and seed BOLD signals, respectively. 

The error bars indicate standard deviations. 

Significant spatial correlation coefficients 

against 0 are shown (*p < 0.05, **p < 0.01, 

***p < 0.001). 
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To identify the non-brain tissue regions that correlated with NIRS signals obtained at 

Frontal_Inf_Tri_R and Frontal_Inf_Orb_L, I examined the correlation maps using NIRS signals 

obtained in these regions as seed signals in individual data. I focused examination on two participants 

whose data showed that over half of all correlating voxels with NIRS signals obtained in these two 

regions were located within the non-brain tissue regions. The correlation map estimated for each 

individual's data is shown in Supplemental Figure 3.S1. I found that the correlating voxels mainly 

localized not within the brain regions but rather within the bilateral temporal muscles and/or in the 

tissues near the eyes. Furthermore, an overlap was observed between most of the voxels correlating 

with the NIRS signal obtained at the Frontal_Inf_Tri_R and the Frontal_Inf_Orb_L.  

The effect of noise regression in BOLD signals on the correlation between NIRS and 

BOLD signals was examined (Fig. 3.S2). When no waveform was regressed from the BOLD signals, 

both the Hb signals correlated not only with the cortical regions but also with cerebral vasculatures, 

such as the superior sagittal sinus and the transverse sinus. Conversely, when all physiological 

waveforms (see “Noise signal regression” in the Materials and methods section) were regressed from 

the BOLD signals, no correlation over threshold was observed in these cerebral vasculature areas. 

I also calculated group-averaged statistical maps with BOLD signals extracted from 

predefined ROIs (DA-map, FPC-map, and DM-map) so that I could determine whether NIRS signals 

obtained in these areas were correlated with the specific brain regions of these RSNs. The nearest NIRS 

channels from the predefined ROIs of the dorsal attention and fronto-parietal control networks were 

located within the same anatomical regions as these ROIs (Occipital_Mid_Ant_L and Frontal_Mid_R), 

whereas the nearest channel to the ROI of the default mode network was located in the next regions, 

based on AAL (NIRS channel: Frontal_Sup_Medial_L, ROI: Frontal_Med_Orb_L). The regions 
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positively correlated with oxy-Hb signals and negatively correlated with deoxy-Hb signals in the 

Occipital_Mid_Ant_L region were mainly localized within the bilateral inferior temporal gyri, bilateral 

lingual gyri, right inferior precentral gyrus, and bilateral superior parietal lobule. These brain regions 

correspond to the regions that have been repeatedly reported as the “dorsal attention network.” The 

DA-map calculated using BOLD signals extracted from the left MT+ region, which corresponds to the 

Occipital_Mid_L in the AAL, as seed signals also showed positive correlation in these regions (Figs. 

3.6A, B). The regions positively correlated with oxy-Hb signals and negatively correlated with 

deoxy-Hb signals in the Frontal_Mid_R were mainly localized within the bilateral dorsolateral 

prefrontal cortices, right dorsomedial prefrontal cortex/anterior cingulate, and right anterior inferior 

parietal lobule. These brain regions correspond to the regions that have been repeatedly reported as the 

“fronto-parietal control network.” The FPC-map calculated using BOLD signals extracted from the 

right aPFC region, corresponding to the Frontal_Mid_R in the AAL, as seed signals also showed 

positive correlation in these regions (Figs. 3.6C, D). The regions positively correlated with oxy-Hb 

signals and negatively correlated with deoxy-Hb signals in the Frontal_Sup_Medial_L were mainly 

localized within the ventromedial prefrontal cortex, bilateral lateral parietal cortices, bilateral superior 

frontal cortices, and posterior cingulate. These brain regions correspond to the regions also known as 

the “default mode network.” The DM-map calculated using BOLD signals extracted from right vmPFC, 

corresponding to the Frontal_Med_Orb_L in the AAL, as seed signals also showed positive correlation 

in these regions (Figs. 3.6E, F). Spatial correlation analysis revealed that the spatial distributions of 

correlation coefficients in the oxy-maps and deoxy-maps calculated with signals obtained from the 

Occipital_Mid_Ant_L, Frontal_Mid_R, and Frontal_Sup_Medial_L were correlated positively and 

negatively, respectively, with those of the DA-map, FPC-map, and DM-map (Figs. 3.6G–I). These 
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results demonstrate that NIRS signals obtained at the brain regions of dorsal attention, fronto-parietal 

control, and default mode networks correlated with spontaneous hemodynamic fluctuation determining 

the spatial patterns of those RSNs. 
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Figure 3.6. RSNs revealed using NIRS signals and BOLD signals as seeds. Group-averaged statistical 

maps calculated using Hb signals and BOLD signals extracted from predefined ROIs as seed signals. 

The top and middle rows show oxy-maps and deoxy-maps calculated using Hb signals obtained at (A) 

Occipital_Mid_Ant_L, (C) Frontal_Mid_R, and (E) Frontal_Sup_Medial_L. The bottom row shows 

maps calculated using BOLD signals extracted from predefined ROIs (Table 3.1) located within (A) 

Occipital_Mid_L, (C) Frontal_Mid_R, and (E) Frontal_Med_Orb_L areas. BOLD signals extracted 

from these areas have been reported to correlate with brain regions of (A) dorsal attention, (C) 

fronto-parietal control, and (E) default mode networks. (B), (D), and (F) correspond to the conjunction 

maps of (A), (C), and (E), respectively. Yellow, magenta, and cyan regions were colored as brain 

regions correlating with BOLD signals and both Hb signals used as seed signals; with BOLD signals 

and oxy-Hb signals; and with BOLD signals and deoxy-Hb signals, respectively. In (A–F), I applied a 

threshold to each map at the value of the top 10% of the distribution of p-values of all brain voxels 

because the distributions of p-values were different between maps calculated with seed signals acquired 

with different devices. (G–I) Spatial correlation between the map calculated using Hb signals as seed 

signals and that calculated with BOLD signals. The error bars indicate standard deviations. The 

significant spatial correlation coefficients against 0 are shown (**p < 0.01, ***p < 0.001). 
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A previous study dnstrated that the regions within the fronto-parietal control network are 

spatially interposed between regions within the dorsal attention and default mode networks, especially 

within the parietal cortex (Vincent et al., 2008). To determine whether NIRS signals obtained in brain 

regions near these three RSNs could characterize this spatial relation among the RSNs, I investigated 

the distributions of the superficial cortical regions correlated with NIRS signals obtained from the 

Occipital_Mid_Ant_L, Frontal_Mid_R, and Frontal_Sup_Medial_L. I found that there was very little 

overlap of regions positively correlated with oxy-Hb signals and negatively correlated with deoxy-Hb 

signals obtained for these three regions (Figs. 3.7A, B). In particular, regions positively correlated with 

oxy-Hb signals and negatively correlated with deoxy-Hb signals in the Frontal_Mid_R and 

Frontal_Sup_Medial_L were antero-posteriorly separately localized within the inferior parietal regions 

(Parietal_Inf_R, SupraMarginal_R, Parietal_Inf_L, and SupraMarginal_L for Frontal_Mid_R; 

Angular_R and Angular_L for Frontal_Sup_Medial_L), whereas those positively correlated with 

oxy-Hb signals and negatively correlated with deoxy-Hb signals in the Occipital_Mid_Ant_L were 

localized in more superior cortical regions (Parietal_Sup_R and Parietal_Sup_L). For each channel, 

non-overlapping voxels were more than 89% of all voxels positively correlated with oxy-Hb signals of 

the channel; more than 93% of all voxels negatively correlated with deoxy-Hb signals of the channel. 

These results demonstrate that NIRS signals obtained within brain regions of these RSNs estimated in 

previous fMRI studies include adequate information to localize those RSNs within plausibly separate 

anatomical regions. By comparing the spatial patterns of the DA-map, FPC-map, and DM-map in 

superficial brain regions, I confirmed this positional relationship between these three networks within 

the fMRI data set (Fig. 3.7C).  
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Figure 3.7. Anatomical separation of RSNs. (A) Positively correlated regions with oxy-Hb seed signals. 

Blue, green, and red represents the voxels with p-values within the upper 5% of all cortical voxels that 

were positively correlated with oxy-Hb signals obtained at Occipital_Mid_Ant_L, Frontal_Mid_R, and 

Frontal_Sup_Medial_L, respectively. (B) Negatively correlated regions with deoxy-Hb seed signals. 

Blue, green, and red represents the voxels with p-values within the upper 5% of all cortical voxels that 

were negatively correlated with deoxy-Hb signals obtained at Occipital_Mid_Ant_L, Frontal_Mid_R, 

and Frontal_Sup_Medial_L, respectively. (C) Positively correlated regions with BOLD signals. Blue, 

green, and red represents the voxels with p-values within the upper 5% of all cortical voxels that were 

positively correlated with BOLD signals extracted from predefined ROIs (Table 3.1) at 

Occipital_Mid_L, Frontal_Mid_R, and Frontal_Med_Orb_L, respectively. In this figure, cortical 

voxels were defined as those classified into cortical regions with AAL. 
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3.4 Discussion 

The purpose of this study was to investigate and establish the relationship between NIRS 

and fMRI during the resting state to study functional connectivity with special focus on the RSNs. To 

do so, I conducted simultaneous recordings of NIRS and fMRI and performed subsequent analyses. 

First, I identified the positions of NIRS channels in the cortical regions using individual data sets and 

investigated the distribution of these positions across participants in the MNI space. Second, I tried to 

find the local maximum of the correlation coefficient between NIRS and fMRI signals in the regions 

close to the NIRS channel. Third, I classified the highly correlated voxels with NIRS signals that 

resided in the adjacent regions to NIRS channels into brain and non-brain voxels. Finally, I investigated 

whether NIRS signals correlated with BOLD signals not only within the adjacent brain regions to NIRS 

channels but also within distant brain regions constituting RSNs. Accordingly, there are four 

corresponding findings in this study. First, I successfully projected all NIRS measurement channels 

onto the cortical surface with an average standard deviation of 9 mm (Table 3.2), which is similar to a 

previously reported value by Okamoto et al. (2004). Second, I found single voxels, which corresponded 

to the local maxima of correlation coefficients between NIRS and fMRI signals, within a radius of 2 

voxels from the projection point independent of the channel location (Table 3.4). Third, I observed that 

highly correlated voxels with the NIRS signal were mainly localized within brain tissues for all NIRS 

channels, except for two bilateral inferior frontal channels (Frontal_Inf_Tri_R and Frontal_Inf_Orb_L) 

(Table 3.5). Finally, I observed cortical regions correlating with the NIRS signals not only within areas 

adjacent to the channels but also in areas distant from the channels (Fig. 3.5). In particular, I 

successfully reproduced the correlation maps of three RSNs (dorsal attention, fronto-parietal control, 

and default mode networks) using NIRS signals as seed signals (Figs. 3.6, 3.7). Collectively, these 
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findings support the idea that NIRS signals obtained at several cortical regions during the resting state 

mainly reflect regional spontaneous hemodynamic fluctuations that originate from spontaneous cortical 

activity and include information characterizing cortico-cortical resting state functional connectivity.  

 

3.4.1 Registration of NIRS channels in the structural MRI 

 In the current study, I assumed that obtained NIRS signals should mainly reflect 

hemodynamics of regions along the optical path plane because it has previously been reported that the 

photon traveling pathways have a “banana shape” between the incident and detection probes (Okada et 

al., 1997; van der Zee et al., 1990) (see 3.2 Materials and methods). Therefore, I applied a different 

procedure for registration of NIRS channel positions on the cortical regions, in which the previous 

study examined cranio-cerebral correlations using MRI, via the guidance of the international 10–20 

system for electrode placement (Okamoto et al., 2004). To confirm the reliability of the registration 

process, I examined whether changes in the projection point of the NIRS channel produced by rotation 

of the optical path plane affected the resultant correlation between NIRS signals (oxy-Hb and 

deoxy-Hb) and BOLD signals extracted from spherical ROIs around the projection point (see 

supplementary materials for a detailed account of the procedure). The best correlation was found 

between NIRS signals and BOLD signals extracted from the ROI around the projection point without 

rotation (Fig. 3.S3), indicating that the process can reliably register the channel location on the cortical 

surface. All channels were projected on the cortical surface with similar accuracy to that previously 

reported. Cui et al. (2011) projected the channel marker from the scalp to the brain surface by finding 

the point on the brain surface that was closest to the marker, which is similar to the procedure used by 

Okamoto et al. (2004). Furthermore, Cui et al. (2011) reported that the mean values of the distances 
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between the LBCVs and projection points were 18 mm for oxy-Hb signals and 21 mm for deoxy-Hb 

signals. In the current study, I found that the LBCVs were within a radius of 2 voxels (~6 mm) from the 

projection point, suggesting that the method of registration applied in our study is also useful in 

addition to those methods used in the aforementioned previous studies.  

 

3.4.2 Regions where hemodynamic fluctuations were reflected by NIRS signals 

obtained during the resting state  

The fact that LBCVs were found within a radius of 2 voxels from the projection point 

supports that both oxy-Hb and deoxy-Hb signals reflect hemodynamic fluctuations in regions adjacent 

to the measurement channels. Furthermore, highly correlated voxels with each of the Hb signals were 

found within brain tissues regardless of which Hb signal was used to calculate the correlation (Table 

3.5). Therefore, correlation between fMRI signals within cortical regions and NIRS signals reported in 

the current study mainly reflects coherence of hemodynamic changes due to spontaneous cortical 

activity. On the other hand, NIRS signals obtained at the two frontal regions (Frontal_Inf_Tri_R and 

Frontal_Inf_Orb_L) showed correlation not only with BOLD signals from brain tissues but also with 

those from non-brain tissues (Table 3.5). Among these signals, I found a strong correlation between the 

NIRS signals obtained at the two frontal channels (Frontal_Inf_Tri_R and Frontal_Inf_Orb_L) and the 

whole head BOLD signals in the soft tissue, such as the bilateral temporal muscles and/or tissues near 

the eyes (Fig. 3.S1). This finding indicates that NIRS signals obtained at these areas mainly reflect Hb 

concentration changes in the soft tissue, as shown in the lower proportions of brain tissues in the highly 

correlated voxels in Table 3.5. Also of note, Cui et al. (2011) demonstrated that the scalp-brain distance 

affects the NIRS–fMRI correlation. However, the distance between these two channels and brain 
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surfaces did not have a strong effect on the results of the current study. Although it is unclear why 

NIRS signals in only two frontal regions showed correlation with those outside of the brain tissue, it is 

likely that signals in these regions are more strongly affected by global changes of Hb concentrations, 

such as skin blood flow, as compared to other regions (Gagnon et al., 2012a, 2012b; Kohno et al., 

2007; Obrig et al., 2000; Saager and Berger, 2008; Tachtsidis et al., 2008; Takahashi et al., 2011; 

Toronov et al., 2001; Yamada et al., 2009; Zhang et al., 2007). In particular, Gagnon et al. (2012b) 

showed that systemic interference occurring in the superficial layers of the human head was 

inhomogeneous across the surface of the scalp. To clarify the issue, it would be helpful to investigate 

the effect of the motion of the cephalic muscles and blood stanching on the NIRS signals obtained at 

these regions. In addition, the effect of participants’ posture during measurement of the results must be 

clarified. Although I measured NIRS signals with individuals in the face-up position, NIRS 

measurements are generally conducted with participants sitting. Because this positional difference of 

the participants can affect their blood circulation, it would be useful for future studies to focus on the 

relevance of participant's posture to functional connectivity. Whatever the case, the present study 

demonstrated that NIRS can detect regional changes in cortical blood oxygenation during the resting 

state, though we must be very careful about taking measurements at some restricted head positions, 

such as the inferior frontal gyrus, where changes in signals are dominated by those originated from 

non-brain tissues. 

 

3.4.3 Whole brain distribution of correlated voxels with NIRS signals obtained 

during the resting state 

By calculating the cross-correlation, I observed that spatial patterns of correlating brain 
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regions with NIRS signals were similar to those of correlating regions with BOLD signals extracted 

from areas close to NIRS channels (Fig. 3.5). RSNs have been reported in many fMRI studies using 

seed-based correlation analysis (Biswal et al., 1995; Damoiseaux et al., 2006; Fox et al., 2005; 

Fransson, 2005; Greicius et al., 2003; Vincent et al., 2008) and independent component analysis 

(Beckmann et al., 2005; Calhoun et al., 2001; De Luca et al., 2006; van de Ven et al., 2004). Despite 

the different methods used to characterize the RSNs, specific brain regions have been consistently 

reported as the RSNs across studies (van den Heuvel and Hulshoff, 2010). In the present study, I used 

NIRS and fMRI simultaneously to successfully reproduce three RSNs (dorsal attention, fronto-parietal 

control, and default mode networks) using NIRS signals instead of fMRI signals as seed signals 

(Beckmann et al., 2005; Damoiseaux et al., 2006; De Luca et al., 2006; Fox et al., 2005; Fransson, 

2005; Greicius et al., 2003; van den Heuvel et al., 2008b; Vincent et al., 2008) (Fig. 3.6). It should be 

noted that the voxels that did not satisfy the significance level (p < 0.05, corrected) could be included 

in the correlation maps that had an applied threshold with our method. However, considering that the 

spatial patterns of previously reported RSNs could be successfully reproduced using both NIRS and 

BOLD signals, our results strongly support the theory that both oxy-Hb and deoxy-Hb signals can 

detect the information necessary for determining RSNs included in the fMRI data sets. On the other 

hand, the BOLD response theoretically results from local concentration changes in paramagnetic 

deoxy-Hb (Ogawa and Lee, 1990; Ogawa et al., 1990a, 1990b). Previous studies on functional 

activation revealed a strong temporal and spatial correlation of the BOLD signal with deoxy-Hb, rather 

than oxy-Hb (Huppert et al., 2006a, 2006b). In contrast, the current study showed that both oxy-Hb and 

deoxy-Hb produced consistent results in terms of the spatial patterns of the correlation maps. Although 

the relationships between each of the Hb signals and the BOLD signals are not fully understood (Chen 
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et al., 2011; Devor et al., 2007; Steinbrink et al., 2006), our results suggest that resting state functional 

connectivity may arise at least in part from the coupling of spontaneous neural activity that is 

commonly reflected in cerebral hemodynamic changes in different blood vessels such as arterioles, 

capillaries, and venules.  

Conversely, a previous study indicated that the low-frequency components (0.01–0.10 Hz) 

of NIRS signals obtained during the resting state were affected by fluctuations in the blood flow and 

hemoglobin oxygenation at a global circulatory system level (Tong and Frederick, 2010). In this 

previous study, the authors showed that the spatiotemporal patterns of regions correlating with NIRS 

signals obtained at the right prefrontal area resembled the spatial patterns of the cerebral venous system. 

In the current study, when the preprocessing step of the fMRI data similar to the one used in the 

previous study was adopted, I also observed a correlation over threshold within the cerebral venous 

regions (Fig. 3.S2). This finding suggests that both NIRS and BOLD signals may include the 

correlating information of physiological noises originating from non-brain tissue even after being 

processed with the band-pass filter (0.009–0.10 Hz). However, the correlation within vasculature areas 

was not found in the correlation maps calculated with the current preprocessing step, which fully 

regresses out the noises in fMRI data. Furthermore, some RSNs can be successfully reproduced using 

NIRS instead of fMRI signals as seed signals (Figs. 3.5, 3.6). This result supports the theory that, 

although NIRS signals obtained during the resting state may be contaminated with physiological noises, 

they evidently also contain information representing the spontaneous cortical activity that characterizes 

RSNs.  

Recently, another study showed that simultaneously measured NIRS and fMRI signals 

produce similar resting state functional connectivity between the bilateral primary motor areas (Duan et 
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al., 2012). In that study, the authors transformed the fMRI data into the NIRS measurement space and 

estimated the functional connectivity in that space. Generally, NIRS-based functional connectivity is 

estimated by calculating the cross-correlation of signals obtained from different channels. In our 

previous NIRS study, the cross-correlation between all pairs of NIRS signals obtained from diverse 

brain regions was calculated, and the functional connectivity between bilateral homologous brain 

regions was observed (Sasai et al., 2011). This finding was reproduced using the same analysis with the 

NIRS signals measured in the current study (data not shown). Thus, accumulating evidence shows that 

NIRS-based functional connectivity is consistent with fMRI-based functional connectivity.  

The dorsal attention and default mode networks have been suggested to have competing 

functions, that is, information processing from the external world versus internal mentation (Buckner 

and Vincent, 2007; Buckner et al., 2008; Corbetta and Shulman, 2002; Gusnard et al., 2001; Mason et 

al., 2007). Recent fMRI studies have focused on switching between these RSNs (depending on the 

experimental conditions), and they have demonstrated that the interaction of the dorsal attention and 

default mode networks is causally regulated by the fronto-parietal control network (Gao and Lin, 2012; 

Sridharan et al., 2008). The fronto-parietal control network is anatomically interposed between the 

dorsal attention and default mode networks (Vincent et al., 2008). The results of the current study 

successfully reproduced the same anatomical relationship among these RSNs using NIRS (Fig. 3.6), 

which supports that use of NIRS can detect cortical activity correlated only within the anatomically 

specific regions of these RSNs, This suggests that I can evaluate the relationship of these RSNs using 

NIRS signals obtained at cortical regions of these RSNs. Although I must establish the method to 

extract only the information determining RSNs from raw NIRS signals, the findings of our study 

promote the application of NIRS to prove the signal relationship among these RSNs.  
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Regarding the temporal relationship among the RSNs, many fMRI studies have reported a 

negative correlation between the dorsal attention and default mode networks (Fox et al., 2005, 2009; 

Fransson, 2005; Greicius et al., 2003; Kelly et al., 2008). To accurately estimate functional connectivity, 

a general linear model (GLM) technique has previously been used to remove fluctuations due to 

scanner instabilities, subject motion, respiration and cardiac effects, and the coherent signal 

fluctuations across the brain (e.g., global signal) (Fox et al., 2005, 2009). However, the regression of 

the global signal has also been shown to introduce spurious anti-correlated RSNs (Anderson et al., 

2011; Murphy et al., 2009). Thus, it is still unclear whether anti-correlation between RSNs observed in 

fMRI studies reflects the negatively correlated patterns of spontaneous brain activity. On the other hand, 

although NIRS measurements were conducted on diverse cortical regions, I could not determine a 

negative correlation among any pairs of NIRS channels in our previous NIRS study (Sasai et al., 2011) 

and the current study (data not shown). Although the results of the current study indicated that the 

signals acquired using both NIRS and fMRI represent the spontaneous neural activity characterizing 

RSNs, the attributes of noises included in these signals might be different. Considering this difference 

between fMRI and NIRS and the higher temporal resolution of NIRS, NIRS provides additional 

information on the temporal relationship between these RSNs. This finding supports the theory that 

NIRS is a valuable tool that can be used to measure the signals characterizing RSNs and to investigate 

the intrinsic dynamics of the human brain. 

 

3.4.4 Issues for future studies  

Recent studies have demonstrated the relationship between resting state networks and 

cognitive function and dysfunction. For example, the default mode network is suggested to take the 
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central role in internally focused cognitive processes, such as mind wandering (Christoff et al., 2009; 

Mason et al., 2007), self-reference (D'Argembeau et al., 2005; Gusnard et al., 2001), and recollecting 

one's past or imagining one's personal future (Schacter et al., 2007; Spreng et al., 2009), whereas the 

increased and decreased connectivity within the default mode network has been demonstrated to be 

linked to diverse psychiatric brain disorders (Fox and Greicius, 2010). Use of NIRS enables us to 

obtain the information on focused resting state networks easier than using fMRI because the network 

information can be measured only by setting NIRS channels onto the regions related to targeting 

resting state networks. Although several challenges remain before the abnormality of the resting state 

networks can be used as a diagnostic marker in psychiatric disorders (Fornito and Bullmore, 2010; Fox 

and Greicius, 2010), the findings of the current study motivate clinical applications of NIRS to study 

resting state functional connectivity.  

In the emerging social cognitive neuroscience literature, it has been suggested that some 

RSNs have functional roles in social cognition. For example, it has been reported that the activity of the 

default mode network is associated with the process of social cognition, such as mentalizing or 

reflecting on the mental states of others (Amodio and Frith, 2006; Buckner and Carroll, 2007; 

Gallagher and Frith, 2003; Mitchell et al., 2002, 2006; Rilling et al., 2004, 2008) in addition to 

self-referential processing (D'Argembeau et al., 2005; Gusnard et al., 2001). Furthermore, both an 

activation in part of the fronto-parietal control network and a deactivation in the default mode network 

have been observed when participants were imitated as compared to when they imitated others 

(Guionnet et al., 2012). However, there are only a handful of studies that explore neural mechanisms of 

social interaction in an interactive context (Guionnet et al., 2012; Redcay et al., 2010; Saito et al., 2010; 

Schilbach et al., 2010; Tognoli et al., 2007), although social interaction is a coregulated coupling 
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activity that involves at least two autonomous agents. As Guionnet et al. (2012) highlighted, the major 

reason for this paucity may be attributed to the methodological and technical difficulties associated 

with creating a natural social interaction within an MRI environment. Considering that participants can 

have a direct face-to-face interaction while undergoing NIRS measurement, usage of NIRS enables 

easier measurement of the activity of the RSNs during social interaction (Cui et al., 2012; Funane et al., 

2011). Therefore, our finding should promote investigation of the role of RSNs in social interaction.  

In most fMRI and NIRS studies, functional connectivity has been explored by employing 

methods that assume temporal stationarity, such as cross-correlation. Using fMRI and NIRS 

independently, it has been previously investigated if resting state functional connectivity estimated 

using signals obtained from these imaging techniques is test–retest reliable (Zhang et al., 2011 for 

NIRS; Zuo et al., 2010b for fMRI). On the other hand, recent fMRI studies have demonstrated that 

resting state functional connectivity exhibits dynamic changes within time scales of seconds to minutes 

(Chang and Glover, 2010; Kang et al., 2011). Furthermore, one study demonstrated that functional 

brain networks exhibit task-induced changes in their network topology (Moussa et al., 2011). Moreover, 

studies using electroencephalography demonstrated that cortical activation induced with transcranial 

magnetic stimulation during non-rapid eye movement sleep did not propagate to other cortical areas, 

whereas waves of activation during quiet wakefulness moved to connected cortical areas several 

centimeters away (Massimini et al., 2005). This suggests that network topology of the RSNs also 

changes during the sleep state transitions. Because dynamic properties of a network relate to unfolding 

processes in the network (Butts, 2009), an understanding of the dynamic characteristics of a resting 

state network is important to reveal the intrinsic information on the processing mechanism of the brain, 

such as information exchange between different brain regions. Because NIRS places less physical 
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burden on participants, this device is useful for examining the characteristics of functional connectivity 

with a relatively long time scale. Indeed, one published NIRS study conducted long-term recordings for 

over 1 hour at bedside (Roche-Labarbe et al., 2008). Thus, the results of our study should promote 

investigation of the dynamic characteristics of resting state functional connectivity. NIRS should also 

be helpful for investigation of some other issues. Some studies have investigated changes in the RSNs 

along the course of development by measuring spontaneous brain activity of infants with fMRI and 

NIRS (Doria et al., 2010; Gao et al., 2009; Homae et al., 2010). However, it is often difficult to 

transport early preterm infants to an fMRI scanner; therefore, there is limited data related to the RSNs 

in these periods (White et al., 2012). Because NIRS is suitable for use in conditions where participants 

have difficulty entering an fMRI scanner, application of NIRS should promote gathering of information 

on the RSNs from these participants. Furthermore, in previous fMRI studies, RSNs have generally been 

characterized from brain activity recorded with participants lying in the dorsal position inside the 

scanner. In contrast, NIRS measurement can be conducted without relation to the posture of the 

involved participant. Therefore, the effect of this postural difference on the RSNs can be investigated 

using NIRS by running resting state recordings with participants in these two postures. 

In this study, I evaluated the NIRS–fMRI signal relationship during the resting state, with 

particular emphasis on functional connectivity, by concurrently using fMRI and NIRS. Our results 

showed that NIRS can be used to collect information regarding RSNs as defined in fMRI. This study 

should encourage development of signal analysis for elucidating the RSNs from measured NIRS 

signals. 



 

 
91 

3.5 Supplementary materials 

 

 

 

 

 

 

Figure 3.S1. Correlation of NIRS signals obtained at particular frontal regions with localized regions of 

non-brain tissue. Rows correspond to data for different participants. Red and blue dots represent the 

correlated voxels with oxy- and deoxy-Hb signals obtained at the Frontal_Inf_Orb_L and 

Frontal_Inf_Tri_R regions, respectively, in each participant. Cyan dots represent the correlating voxels 

at both Frontal_Inf_Orb_L and Frontal_Inf_Tri_R regions. Green dots indicated with arrowheads in the 

maps show the cortical projection point of the vitamin tablet, representing the NIRS measurement 

channel. Almost all colored voxels were cyan and localized within the temporal muscles and regions 

near the eyes. 
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Figure 3.S2. Effect of noise regression in the BOLD signals on the correlation between NIRS and 

BOLD signals. I chose oxy-Hb and deoxy-Hb signals that had been obtained at Frontal_Mid_R 

(channel 4, Table 3.2) as seed signals for correlation maps and had been processed with a band-pass 

filter (0.009–0.10 Hz). Whole-brain BOLD signals were also processed with the same band-pass filter 

(0.009–0.10 Hz). First, correlation maps were estimated by calculating correlation between whole-brain 

BOLD signals and the NIRS seed signals. These results are shown in the column indicated as “filter 

only.” Then, I regressed out the physiological waveforms from BOLD signals (see “Noise signal 

regression” in the Method section) and calculated the correlation between BOLD signals, from which 

noise had been removed, and the NIRS seed signals. These results are shown in the column indicated as 

“filter + regression.” When no waveform was regressed from BOLD signals (filter only), both Hb 

signals correlated not only with cortical regions but also with cerebral vasculature areas such as the 

superior sagittal sinus (Z = 73 and Z = 77 of the “filter only” column) and the transverse sinus (Z = -20 

and Z = -17 of the “filter only” column). In contrast, when all the physiological waveforms were 

regressed from BOLD signals, no correlation over the threshold was observed in these cerebral 

vasculature areas. 
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Figure 3.S3. Effect of rotation of the optical path plane on the correlation between NIRS and BOLD 

signals. To confirm the reliability of the registration process, I examined whether changes that are 

produced in the projection point of the NIRS channel because of rotation of the optical path plane 

affect the resultant correlation between the NIRS signals (oxy-Hb and deoxy-Hb) and BOLD signals 

extracted from spherical ROIs around the projection point. I determined projection points when the 

optical path plane was rotated around the axis determined by the positions of the emitter and detector as 

follows: First, I defined the positions of the emitter and detector as the midpoints between the median 

point of the corresponding tablet and those of the two adjacent tablets on both sides. Second, I rotated 

the projection line on the optical path plane around the axis determined by the emitter and detector 

points. Third, I defined the rotated projection points as the intersection of the rotated projection line of 

each channel and the surface of a gray-matter mask. The rotation angle had a value of −60°, −30°, −15°, 

15°, 30°, or 60°. Positive angles correspond to the rotations in the superior directions, while negative 

angles correspond to those in the inferior directions. Next, I extracted fMRI BOLD signals from 

spherical ROIs with a 7.5-mm radius around these projection points and calculated the correlation with 

the oxy-Hb and deoxy-Hb signals for each NIRS channel. The best correlation was found between 

NIRS signals and BOLD signals extracted from the ROI around the projection point without rotation of 

the optical path plane, providing evidence that the channel locations were reliably registered on the 

cortical surface. The error bars show the standard error.  
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Chapter 4 Frequency-specific topology of the human 

functional brain network (Study 3) 

 

4.1 Introduction 

The existence of functional connectivity, defined as statistical dependency of brain 

activities between different brain regions, strongly indicates that brain regions connected by functional 

connectivity share processed information between each other. Because the similar spatial 

characteristics of functional connectivity have been demonstrated both within task execution and 

during rest, the brain may not be regarded as a stimulus-responsive organ but rather is an organ that 

functions through the intrinsic constraints of activity (Biswal et al., 1995; Fox and Raichle, 2007). 

Functional magnetic resonance imaging (fMRI) has been used to investigate functional connectivity 

over whole brain regions; related findings have provided a fundamental view of the brain’s spatial 

organization that simultaneously achieves segregation and integration of processed information (Sporns, 

2013). While segregation in the whole brain spatial scale is the idea that information processing is 

conducted in a specialized module independently of other modules, integration is the concept that 

processed information in each module is united and shared among all modules of a system. On the 

other hand, fMRI signals contain multiple timescale components; the coexistence of fMRI signals 

fluctuating at several time scales has been demonstrated (Baria et al., 2011; He, 2011; Zuo et al., 2010). 

However, the relevancy of these time scale components to the spatial architecture of functional 

connectivity is unclear. Thus, the purpose of this research was to investigate the frequency specificity 

of the brain’s functional network organization that contributes to the segregation and integration of 

information. 
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Spatial organization of spontaneous brain activity has been studied from the viewpoint of 

graph theory, in which functional connectivity is regarded as the edge of a graph and the brain region as 

a node. Network structures that consist of functional connectivity over whole brain regions have a 

unique organization; some sub-network structures consist of densely interconnected regions called a 

“module” or a “community” (Dosenbach et al., 2007, 2010; Fornito et al., 2012; Power et al., 2011; 

Spreng et al., 2013), with a highly connected and central region called a “hub” (Achard et al., 2006; 

Buckner et al., 2009; Tomasi and Volkow, 2011a,b; van den Heuvel et al., 2008b). The community 

operates as a single functional system, of which it shows positive or negative increases with attentional 

demand, and plays a key role in cognitive control (Damoiseaux et al., 2006; De Luca et al., 2006; 

Dosenbach et al., 2007; Fox and Raichle, 2007; Lowe et al., 1998), while the hub plays an important 

part in establishing and maintaining efficient global brain communication. Therefore, we can 

investigate properties of information segregation and integration of the brain network in terms of graph 

theoretical perspectives by examining presences of the landmark structures characterizing these 

network properties, that is, the existences of communities and hubs. 

It has been demonstrated that time scales of fMRI signals contributing to functional 

connectivity are "low-frequency fluctuation" within 0.01–0.10 Hz (Cordes et al., 2001). Therefore, 

most fMRI studies on the network organizations of functional connectivity have focused on 

synchronized low-frequency fluctuations of fMRI signal changes (0.01–0.10 Hz) in the resting brain 

(Fox and Raichle, 2007). However, a computational study has demonstrated that topological features of 

functional connectivity can vary with the time scale of brain activity without changing the underlying 

connections (Honey et al. 2007). Indeed, frequency-specific characteristics exist in correlation with 

hemodynamic fluctuations within this low-frequency range and differ depending on the brain region 
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combination (Chang and Glover 2010; Sasai et al., 2011; Wu et al., 2008). Furthermore, a fMRI study 

has demonstrated that some brain regions not only show event-related activities occurring at typical 

time scales for hemodynamic responses to a single event (0.05–0.10 Hz), but they also display signal 

increases sustained for the duration of a task block (Dosenbach et al., 2006); this suggests that 

frequency-specific network architecture establishes the implementation of time scale-dependent 

information processing, thereby generating distinct brain functions. In this study, I conducted resting 

state fMRI recordings and investigated the frequency-specificity of the FCN implicated in brain 

communities that serve in cognitive control (Dosenbach et al., 2007; Power et al., 2011). Special 

emphasis was placed on the network attributes for information segregation and integration. 

 

4.2 Materials and methods 

4.2.1 Participants 

 A total of 28 healthy adults (15 men and 13 women; age range, 22-44 years) participated in 

this study. All participants were awake with their eyes closed during data acquisition. The protocol was 

approved by the ethical committee of the National Institute for Physiological Sciences, Okazaki, Japan. 

Informed consent was obtained from all participants prior to initiation of the experiments. 

 

4.2.2 Data acquisition 

 In this study, I used the same fMRI and NIRS data sets obtained in Study 2. For detail 

information about data acquisition, refer to 3.2 Materials and methods. 
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4.2.3 fMRI preprocessing 

 Functional MRI volumes were motion-corrected and slice-timing-corrected using the 

SPM8 package (Wellcome Department of Imaging Neuroscience, London, UK). fMRI data sets were 

spatially smoothed with 5-mm full width at half maximum Gaussian blur, and they were normalized to 

the MNI space using DARTEL in SPM8. fMRI data sets are generally contaminated with noise, 

including fluctuations due to scanner instabilities, subject motion, and respiration and cardiac effects, 

resulting in coherent signal fluctuations across the brain (e.g., global signal). In many studies, these 

contaminating signals are estimated by utilizing fMRI data-inherent information and removed using a 

general linear model (GLM) technique (Fox et al., 2005). However, the regression of global signals has 

been shown to introduce spurious anti-correlation (Anderson et al., 2011; Murphy et al., 2009). 

Anderson et al. (2011) have proposed an alternate method to avoid this bias of correlation estimation; 

this method uses an optimally phase-shifted waveform extracted from soft tissues of the face and 

calvarium, as well as regressors obtained from subject motion parameters, white matter, ventricles, and 

physiological waveforms, a method termed phase-shifted soft tissue correction [PSTCor]. Based on the 

method proposed by Anderson et al. (2011), I previously used a modified version of PSTCor that only 

used fMRI inherent information and I observed no anti-correlation (Sasai et al., 2012). In this study, I 

applied this modified method of PSTCor to eliminate noise. 

 

4.2.4 ROI selection 

 It has been suggested that spontaneous brain activity is organized into two widespread 

brain regions in terms of activity profiles recruited by cognitively demanding tasks: “task-positive 

systems” and “task-negative systems”. While several studies have consistently reported activation of 
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the dorsal anterior cingulate cortex, frontal insula, lateral prefrontal cortex, and lateral parietal cortex in 

tasks of attention and working memory (Menon et al., 2001; Curtis and D’Esposito, 2003; Fox et al., 

2005; Kerns et al., 2004; Ridderinkhof et al., 2004), decreases in the medial prefrontal cortex, angular 

gyrus, and posterior cingulate cortex have been observed during such tasks (Fox et al.,, 2005; Gusnard 

et al., 2001; Raichle et al., 2001). Recently, it has been shown that the task-positive system consists of 

at least two different sets of brain regions in terms of its functions: central executive and saliency 

systems (Menon and Uddin, 2010; Seeley et al., 2007b). Furthermore, Dosenbach et al. (2006) also 

demonstrated that the task-positive system is composed of multiple sub-systems, including the 

fronto-parietal task control system overlapping with central executive systems and the 

cingulo-opercular task control system overlapping with the saliency system, whereas the task-negative 

system is composed of a single system (the default mode system). In order to investigate the existence 

of frequency-specific topology in a large-scale functional brain network, I selected the following three 

systems, which included hub regions from both task-positive and task-negative systems: the default 

mode system (DMS), the fronto-parietal task control system (FPS), and the cingulo-opercular task 

control system (COS) (names quoted from Power et al., 2011). Coordinates corresponding to these 

functional systems are available in published literature where coordinates were identified by 

conducting meta-analysis of a series of task-activation studies and were used to extract the time series 

corresponding to the functional systems (Dosenbach et al., 2010). These ROIs were located in areas of 

the cerebral cortex and sub-cortical regions. The total number of ROIs was 87. Table 4.1 summarizes 

the MNI coordinates, original labels, and names of automated anatomical labeling (AAL) of ROIs 

(Tzourio-Mazoyer et al., 2002).  
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4.2.5 Detection of frequency-specificity of functional connectivity 

 For each individual data set, I calculated the coherence between all pairs of signals 

extracted from the above-mentioned 87 ROIs whose radii are 6mm. Coherence measures the linear and 

time-invariant relationship between two signals at frequency λ. It is defined as follows: 
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where Cxy(λ) refers to the coherence between signals x and y, while Pxy(λ) is the cross-spectrum of x and 

y, Pxx(λ) is the power spectrum of signal x, and Pyy(λ) is the power spectrum of signal y. For each pair of 

signals, I obtained coherence matrices by averaging coherence values within 23 narrow, 50% 

overlapping frequency bands, with band widths of 0.02 Hz (Fig. 4.1A). Chang and Glover (2010) 

showed that the frequency-dependency of coherence among the ROIs organizing the DMS is different 

from that estimated from the ROIs of two distinct functional systems (DMS and dorsal attention 

systems). Taking this into consideration, I further averaged these band-averaged coherence values 

within two categories of ROI pairs in order to identify frequency-dependency of functional 

connectivity: 1) both ROIs in the pair were labeled in the same functional system (intra-system), and 2) 

both ROIs were assigned to two different functional systems (inter-system) by Dosenbach et al. (2010) 

(Fig. 4.1B). I then identified and conducted analyses on the frequency bands showing higher coherence 

values than other bands in both spectrums obtained from the averaged coherence in the two categories. 

 In order to confirm that the high coherence in the VLF and LF was not generated by 

aliasing of physiological confounds contained in hemodynamic signals, or that it was not attributed to 

measurement modality (e.g., fMRI), I investigated coherence spectrums with NIRS signals. By 

projecting vitamin tablets onto cortical surfaces in structural MR images, I identified ROIs where NIRS 
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signals were obtained. While two ROIs were identified within brain regions constituting the 

fronto-parietal system, one ROI were located within the brain region forming the default mode system. 

Then, I calculated coherence between two ROIs in the fronto-parietal system and among ROIs between 

fronto-parietal and default mode systems as counterparts of coherence for intra- and inter-system. 

 

 

 

Figure 4.1. Procedure for detecting frequency-specificity of functional connectivity. Coherence was 

estimated in all pairs of ROIs between 0.01 and 0.25 Hz and averaged within narrow, 50% overlapping 

frequency bands that had a band width of 0.02 Hz. As a result, I obtained 23 coherence matrices in each 

frequency band (A). (B) Considering that frequency-specificity is different between ROIs in the same 

functional system and ROIs of two distinct functional systems, coherence values were divided into two 

categories: (1) coherence values within the same functional system (intra-system); and, (2) coherence 

values between different functional systems (inter-system). Coherence values were further averaged 

within each category. 

 

4.2.6 Network analysis 

4.2.6.1 Frequency-specific network construction in individual data set 

 To define frequency-specific networks, I obtained adjacency matrices, A, by applying the 
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sparsity thresholds, S, ranging from 0.05 to 0.25 in 0.05 increments, to the coherence matrices 

corresponding to the frequency bands showing higher coherence values than other bands (see above). 

Sparsity, S, was defined as the number of edges in a graph divided by the maximum possible number of 

edges, and this was used to measure threshold (Latora and Marchiori, 2001; Achard and Bullmore, 

2007).  

S =
1

n(n-1)
d i

iÎN

å   (2)  

where n is the number of all nodes in graph N, i is a node in graph N, and di is the number of edges 

connected to the node, i. The greater the sparsity threshold, the greater the number of edges in a graph 

with applied thresholds (i.e., bigger sparsity results in a weaker threshold). Unlike thresholds using 

values quantifying the strength of functional connectivity, S can control the number of edges in the 

network between different conditions. Because many network metrics are affected by the number of 

edges in a graph, usage of S enables us to attribute the different results of graph measure to differences 

of patterns of network connections. When one S is selected, corresponding threshold values of the 

strength of functional connectivity is determined. Therefore, the range of S should be determined so 

that corresponding threshold values of the measure of functional connectivity is significantly higher 

than 0. To choose the lower bound of S, I calculated null-distributions of 10,000 coherence values by 

repeating calculations of shuffled signals obtained by the bootstrap method for each ROI pair. By 

ensuring the statistical significance (p < 0.05) of the coherence values corresponding to the sparsity 

thresholds for all participants’ data sets, I selected the lower bound of the sparsity thresholds as S = 

0.25. 
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4.2.6.2 Graph metrics 

 I calculated graph theoretical metrics characterizing information segregation and 

integration in adjacency matrices. I calculated the mean clustering coefficient, mean local efficiency, 

and modularity as measures of functional segregation and global efficiency as a measure of functional 

integration. 

 The mean clustering coefficient, ClusterCoef (Latora and Marchiori, 2001), represents the 

prevalence of clustered connectivity around individual nodes and is defined as follows:

 

ClusterCoef =
1

n

2ti

ki(ki -1)
iÎN

å   (3)  

where ki is the degree of node i, and ti is the number of triangles around i, defined as: 

ti =
1

2
aijaiha jh

i, j,hÎN

å   (4)  

where i, j, and h are nodes in the graph, and aij is the connection status between nodes i and j; if i and j 

are connected, then aij = 1, otherwise aij = 0. 

 The mean local efficiency, Eloc (Latora and Marchiori, 2001), indicates a network mean of 

local efficiency of information transfer within the immediate neighborhood of each node and is defined 

as: 

 












Ni ii

ijNhj ijhihij

loc
kk

Ndaa

n
E

)1(

)(1
1

,,
  (5)  

where djh(Ni) is the length of the shortest path between node j and node h in the “local network” that 

consists of only nodes linking to node i.  

 Modularity, Q (Newman, 2004, 2006), indicates the degree to which the network may be 

subdivided into non-overlapping communities. For a set of non-overlapping communities, M and Q are 
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defined as: 
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where u and v are communities and euv is the fraction of all links that connect nodes in u with nodes in 

v.  

 Global efficiency, E (Latora and Marchiori, 2001), is an indicator of global efficiency of 

parallel information transfer in the network and is defined as follows:
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In this case, n is the number of nodes in the network, N is the set of all nodes, and dij is the shortest path 

length between nodes i and j.  

 All of these metrics were computed for each sparsity threshold in each individual data set 

by using the Brain Connectivity Toolbox (Rubinov and Sporns 2010). 

 

4.2.6.3 Statistical comparison 

 For each threshold level, I conducted a two-tailed t-test with subjects (random effects 

analysis) against the null hypothesis, defined as no significant group-level difference between graph 

metrics calculated in the frequency bands that showed higher coherence values as compared to other 

bands. The false discovery rate (FDR) method was used to correct for multiple comparisons, and 

significant differences were detected at p < 0.05 after FDR correction (Benjamini and Yekutieli, 2001). 

 

4.2.7 Graph structures of segregation and integration in group-level networks 

 While brain networks possess characteristic structures that play key roles in information 
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integration and segregation, it remains unclear if these structures can be consistently found in 

frequency-specific networks. I tackled this issue by estimating group-level network structures and 

identifying hub regions and community structures for each group-level frequency-specific network. 

 

4.2.7.1 Group-level network construction 

 Network connection patterns have inter-individual variability. In order to investigate 

consistent structure in the group level, I constructed a network-level adjacency matrix, A
g
, from 

individual-level adjacency matrices, A, of all individual data sets. A is a binary matrix, defined as Aij = 

1 when there was functional connectivity between nodes i and j, otherwise it is defined as Aij = 0. I 

generated a matrix representing the consistency of functional connectivity across all participants by 

averaging A. I refer to this matrix as a consistent edge matrix, Ce (0 ≦ Ceij ≦ 1). Then, by applying 

sparsity thresholds on Ce, I obtained Ag in frequency bands where the coherence showed higher values 

than other frequency bands in both spectrums obtained from the averaged coherence in the two 

categories. Although the same sparsity thresholds, S, between 0.05 and 0.25 for the 0.05 increments 

were used in producing A and Ag, I finally selected Ss that generated connected Ags, which are graphs 

with at least one direct or indirect pathway among all nodes, for all frequency bands showing high 

coherence values than other ones. 

 

4.2.7.2 Force-directed layout using a spring embedding algorithm 

 I aimed to investigate frequency dependency of network structures contributing to 

information segregation. I applied a Fruchterman-Reingold graph drawing algorithm (Fruchterman and 

Reingold, 1991) for force-directed placement in order to visually compare the degree of segregation in 
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the group-level networks. Basically, this algorithm assigns forces, as if the edges were springs and the 

nodes were electrically charged particles, and it simulates the graph as a physical system. With iterative 

application of forces on the graph until it comes to an equilibrium state, the algorithm can determine 

the location of nodes in a two-dimensional space. These calculations were conducted using the Matlab 

BGL toolbox (http://www.mathworks.com/matlabcentral/fileexchange/10922-matlabbgl). 

 

4.2.7.3 Community detection 

 I then examined group-level community structures in group-level networks obtained in 

different frequency bands. Since community structures have between-participant variability, 

group-level community structures were not identified with the consistent edge matrix, Ce, but were 

detected with the consistent assignment matrix, Ca (Fornito et al., 2012; van den Heuvel et al., 2008a). 

This matrix was constructed as follows: First, community detection was conducted on the adjacency 

matrix, A, of each participant. Individual-level consistency of community assignment was expressed in 

a matrix, ICa, in which element ICaij = 1 if ROIs i and j are assigned in the same community. Then, 

ICas were averaged across participants to produce Cas, in which element Caij represents the incidence 

of two ROIs being assigned to an identical community within the group (0 ≦ Caij ≦ 1). Finally, by 

applying community detection algorithm on Cas, I estimated group-level community structures in all 

frequency bands with higher coherence values than other ones. These were performed using the Brain 

Connectivity Toolbox. 

 

4.2.7.4 Hub detection 

 I also detected the hub regions in all group-level networks obtained in different frequency 
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bands in order to assess if topological difference was reflected in different hub alignments between 

these networks. In order to identify hub regions, I measured two graph theoretical metrics for each 

node: 1) nodal degree and 2) eigenvector centrality (Lohmann et al., 2010). While nodal degree was 

calculated in group-level adjacency matrices, A
gs, eigenvector centrality was computed in consistent 

edge matrices, Ces, without applying a threshold. In the current study, I defined hubs as nodes, in 

which nodal degree and eigenvector centrality were at least one standard deviation above the network 

mean (Sporns et al., 2007). 

 

4.2.7.5 Rich-club detection 

 A study of human anatomical connectivity has demonstrated that structural brain hubs are 

not independent of each other but form a rich-club, characterized by a tendency for high-degree nodes 

to be more densely anatomically connected among themselves compared to nodes of a lower degree 

(van den Heuvel and Sporns, 2011). The appearance of a rich-club in human anatomical networks 

suggests that these regions identified as structural brain hubs perform some collaborative function, like 

information integration. This raises a question of whether hubs identified in FCNs also organize the 

rich-club.  

 By denoting the number of nodes with a higher degree than k as Nk and designating the 

edges within the sub-network that consist of these nodes as Ek, k-density Φ(k) is defined as follows: 
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The denominator represents the maximal number of edges within the sub-network. Several graphs 

including a random network, in which nodes are interconnected by chance, show that Φ(k) grows with 
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k. Therefore, if there is a tendency for hubs to be more inter-connected as compared to nodes of a lower 

degree, Φ(k) increases with k at a higher rate than that expected from random networks (i.e., Φ(k) is 

informative when this coefficient is normalized by the expected one) (Colizza et al., 2006; McAuley et 

al., 2007). Therefore, I identified a range of k expressing this characteristic as follows, and I 

subsequently refer to such phenomenon as a rich-club regime (van den Heuvel and Sporns, 2011). First, 

Φ(k) for all Ags was calculated. Then, I constructed 1,000 randomized networks for each of the Ags 

using the Brain Connectivity Toolbox and computed 1,000 coefficients in these networks, Φrandomized(k). 

I defined the range of k where Φ(k) was significantly higher than the values calculated in the 

randomized networks. To evaluate the statistical significance, I compared Φ(k) with the distribution 

consisting of 1,000 of Φrandomized(k) and identified the range where Φ(k) values were consistently 

included within the upper 1% of the distribution. When I detected more than two ranges satisfying this 

condition, I defined a rich-club regime as the highest range. Finally, normalized rich-club coefficients, 

Φnormalized(k), were calculated by dividing Φ(k) with Φmeanrand(k), which represents the mean of 1,000 of 

Φrandomized(k). 

 

4.2.8 Power spectral analysis 

 A consistent spatial structure of power spectral density distribution for signal oscillations in 

the whole brain in resting-state fMRI has been reported in previous studies (Baria et al., 2011; Zuo et 

al., 2010a). The highest power is found below 0.05 Hz and is localized mainly to the prefrontal, parietal, 

and occipital cortices. On the other hand, frequency components greater than 0.05 Hz localize more 

within subcortical structures. To confirm this regional variability of power spectrums, frequency 

powers of the BOLD signal of hub regions were calculated using Welch’s periodogram method and 
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normalized by dividing by the total power. For each hub region, I obtained a power spectrum by 

averaging squared powers within 50 narrow frequency bands that had band widths of 0.005 Hz. 

 

4.3 Results 

4.3.1 Frequency-dependency of functional connectivity 

 Group-averaged coherence values were calculated and averaged within the following two 

categories of ROI pairs: 1) both ROIs in the pair were labeled in the same functional system 

(intra-system), and 2) the 2 ROIs were assigned to two different functional systems (inter-system) 

according to Dosenbach et al., 2010 (Fig. 4.1B). The highest value of the averaged coherence in the 

intra-system was observed in the lowest frequency band (VLF: very low frequency, [0.01–0.03 Hz]). 

There was one more frequency band (LF: low frequency, [0.07–0.09 Hz]), where the coherence values 

were higher than others (Fig. 4.2). In these two frequency bands, I found that the averaged coherence 

values obtained in the inter-system were also higher than other frequency bands. In order to ensure that 

observed frequency characteristics were reproducible in data sets obtained in other institutions, I 

estimated the above-mentioned coherence spectrum in public resting state fMRI data sets, where n = 96 

participants from the 1,000 Functional Connectome Project 

(http://fcon_1000.projects.nitrc.org/index.html). As a result, I confirmed that coherence values in the 

VLF and LF were larger than those in other frequency bands (Fig. 4.S1). Furthermore, to confirm that 

this frequency-specificity was not due to aliasing of physiological noises contained in higher frequency 

regions, I investigated coherence spectrum of simultaneously obtained NIRS data sets. NIRS signals 

were measured with a sufficiently higher sampling rate (10 Hz) to characterize hemoglobin signals, 

including respiratory and cardiac pulsations, which were observed as separate peaks in the power 

http://fcon_1000.projects.nitrc.org/index.html
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spectrum. I confirmed that while there were peaks corresponding to typical respiratory and cardiac 

pulsations around 0.3 and 1 Hz in the coherence spectrum, VLF and LF were still signature frequency 

bands where coherence values were higher than other frequency bands within 0.01–0.10 Hz (Fig. 4.3). 

Collectively, these results demonstrate that there are two frequency components that strongly contribute 

to resting state functional connectivity within the frequency band (0.01–0.10 Hz), where functional 

connectivity has been estimated in many studies. Thus, I focused and conducted analyses on these two 

frequency bands.  
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Figure 4.2. Frequency-specificity of functional connectivity. Averaged coherence values in two 

categories are shown. Black curves represent coherence values averaged within three functional 

systems, and red curves indicate values calculated in the inter-system groups (see Fig. 4.1). Error bars 

show the standard errors. The x-axis represents the center frequencies of the frequency bands, where 

coherence values were averaged. For all curves, coherence within 0.01–0.03 Hz (very low frequency, 

[VLF]) and 0.07–0.09 Hz (low frequency, [LF]) were higher than other frequency bands. 
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Figure 4.3. Coherence spectra estimated by using a simultaneously obtained NIRS data set. (A) I 

obtained NIRS signals at 14 cortical regions that are indicated as blue rings. Cyan dots represent 

standard reference points that are used in locating channels of electroencephalography on the scalp. In 

the previous study, I identified 14 cortical regions where NIRS signals were obtained in MNI spaces to 

determine ROI corresponding to each NIRS measurement region of each individual. For detailed 

methods of the identification and MNI coordinates, refer to Sasai et al., 2012. As a result, I found one 

cortical region (medial prefrontal cortex [mPFC]) included in the default mode system (red filled 

circle) and two bilateral cortical regions (left and right anterior prefrontal cortices [laPFC and raPFC]) 

contained in the fronto-parietal system (blue filled circles). (B) Voxels corresponding to measured 

regions by NIRS are shown. Colors are the same as those defined in (A). (C) While I calculated 
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coherence between laPFC and raPFC to investigate intra-system coherence spectrum (fronto-parietal 

system), I also estimated coherence between mPFC and laPFC and between mPFC and raPFC to 

examine inter-system coherence spectra (default-mode and fronto-parietal systems): Cyan line indicates 

intra-system pairs of ROI, while black lines represent inter-system pairs. (D, E) Coherence spectra of 

two NIRS signals (oxygenated [oxy-] hemoglobin and deoxygenated [deoxy-] hemoglobin) clearly had 

two peaks corresponding to typical frequency bands of respiratory fluctuations around 0.3 Hz and 

cardiac pulsations around 1 Hz. High coherences in VLF and LF could still be observed in the spectrum, 

supporting that higher coherences in these bands are not due to aliasing. (F) Coherence spectrum 

obtained by using fMRI signals extracted from ROIs corresponding to NIRS measurement regions 

(same as regions shown in B). I could confirm the high coherence values in VLF and LF in this 

spectrum, supporting that the characteristics of coherence spectrum could not be attributed to the 

difference in ROI locations between our current and previous studies. 

 

4.3.2 Graph metrics of frequency-specific networks 

 To construct frequency-specific networks identified in VLF and LF in each individual data 

set (IVLF and ILF), I applied five sparsity thresholds to two band-averaged coherence matrices, and I 

calculated graph theoretical metrics on the adjacency matrices, A. I then conducted two-tailed t-tests 

against the null-hypothesis, which was defined as no group-level difference between IVLF and ILF in the 

calculated graph metrics. For all sparsity levels, graph metrics of segregation, including the mean 

normalized clustering coefficient, the mean local efficiency, and modularity obtained in IVLF, were 

significantly higher as compared to values obtained in ILF (p < 0.05, FDR corrected; Fig. 4.4A–C), thus 

demonstrating that IVLF had a significantly higher capacity for information segregation than ILF. On the 

other hand, no significant differences were found for global efficiency (measure of information 

integration) (Fig. 4.4D). 
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Figure 4.4. Graph metrics. I calculated the following four graph metrics in two frequency-specific 

networks (VLF and LF) estimated in each individual data set: (A) mean clustering coefficient, (B) 

mean local efficiency, (C) modularity, and (D) global efficiency. Blue bars represent the mean of each 

graph metric obtained, which was computed in networks estimated in the VLF, and red bars indicate 

the mean graph metric in the LF. In this study, I selected the sparsity of the brain networks (number of 

existing edges over the maximum possible number of edges) as threshold measurements. Because 

different threshold values may affect these graph metrics, I examined the between-group differences in 

these parameters over a wide range of threshold levels, 0.05–0.25. Asterisks indicate statistically 

significant differences between the metrics obtained in the VLFN and the LFN as tested by 

two-sampled t-tests (p < 0.05, FDR corrected). 
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4.3.3 Structure of segregation in frequency-specific networks 

 I applied a threshold to the consistent edge matrix, Ce, by applying the sparsity thresholds, 

S, ranging from 0.05 to 0.25 in 0.05 increments in order to obtain group-level frequency-specific 

networks, Ag, in both the VLF and LF range (Ag
VLF and Ag

LF). It was only when I applied S = 0.25 as a 

threshold that both A
g

VLF and A
g

LF became a connected graph. Therefore, I conducted the following 

analyses using this sparsity threshold.  

A
g

VLF and A
g

LF were visualized using a force-directed layout (Fig. 4.5 A, B). While the 

layout of A
g

VLF showed three relatively segregated communities, A
g

LF formed a centrally-condensed 

structure, supporting the result that Ag
VLF has higher potentiality for information segregation than Ag

LF 

(see Fig. 4.4). On the other hand, by detecting consistent community structures across participants for 

both networks (Fig. 4.5C, D), I found that both A
g

VLF and A
g

LF contained three highly similar 

communities. I found three specific pairs of communities that shared over 80% ROIs between A
g

VLF 

and A
g

LF. Furthermore, ROIs in the three communities mainly included DMS, FPS, and COS, 

respectively. These findings suggest that while both A
g

VLF and A
g

LF consisted of three communities 

corresponding to functional systems, these communities were more strongly segregated in A
g

VLF 

compared to Ag
LF. 
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Figure 4.5. Force-directed layouts and consistent communities. (A, B) Fruchterman–Reingold 

force-directed projections showing frequency-specific connectivity in networks identified in the VLF 

and LF. Strongly interconnected nodes are demoted by their closer proximity to each other. The color 

of each node represents the assigned community detected from the consistent assignment matrix, Ca. 

Three highly similar communities were detected in both networks of VLF and LF. ROIs in the three 

communities mainly included DMS (blue), FPS (green), and COS (red), respectively. While three 

segregated communities, which were densely interconnected to each other, appeared in (A), no such 

community was found in (B). (C, D) shows the consistent assignment matrices, Ca, which were 

obtained in the VLF and LF. To emphasize the modular structures, both Ca were reordered by putting 
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the ROIs in the same module next to each other. By detecting communities in both matrices, three 

communities were found in the VLF and LF and surrounded by squares. The color of each square 

corresponds to the assigned community of each node in (A, B). Each of the three communities 

identified in a frequency band had a corresponding community detected in the other band. These 

correspondences are expressed by the color of the squares. Numbers described within nodes in 

force-directed layouts and along the matrices correspond to those in Table 4.1. 

 

4.3.4 Structure of integration in frequency-specific networks 

 In order to identify hub regions in frequency-specific networks, nodal degrees and 

eigenvectors for Ag
VLF and Ag

LF were calculated (Fig. 4.6). In both metrics, I identified high degree and 

high centrality nodes with metrics greater than the network mean, plus one standard deviation (yellow 

bars in Fig. 4.6A–D). Hub regions were then defined as ROIs detected as both high degree and high 

centrality nodes (Table 4.2). While seven ROIs were identified as hubs for both A
g

VLF and Ag
LF, all hubs 

except the one for the left dorsal anterior precuneus cortex (ldaPrCC, [AAL: Cingulum_Mid_L]) were 

different between A
g

VLF and A
g

LF. While frequency-specific hubs in A
g

VLF were detected in the left 

superior medial frontal cortex, left supplementary motor area, left middle, and right anterior cingulate 

cortices, those in A
g

LF were identified in the left cuneus cortex, right precuneus cortex, and right 

thalamus. 

 Figures 4.6E and 4.6F show the rich-club coefficient curves obtained in both A
g

VLF and 

A
g

LF. I found a range of k values showing significantly higher rich-club coefficients compared to those 

calculated in randomized topologies in both Ag
VLF and Ag

LF. While the rich-club regime in Ag
VLF was 29 

≦ k ≦ 31, it was 10 ≦ k ≦ 39 in Ag
LF. In the rich-club regime observed in each frequency band, I found 

a value of k whereby the rich-club organization in each frequency-specific network was formed by a 

detected hub region (k = 30 for A
g

VLF and k = 36 for A
g

LF), demonstrating that significantly dense 
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interconnections exist among hubs in each frequency-specific network. 

 

 

 

Figure 4.6. Degree, eigenvector centrality, and rich-club coefficients. Degrees and eigenvector 

centralities of all nodes were calculated in the group-level network estimated in the VLF and LF. (A) 

shows the distribution of degrees estimated in the VLF, and (B) shows the distribution of degrees 

estimated in the LF. (C) corresponds to the distribution of eigenvector centrality estimated in the VLF, 

and (D) corresponds to the distribution of eigenvector centrality estimated in the LF. Dashed lines 

express the mean plus one standard deviation. Also, rich-club coefficients in group-level 

frequency-specific networks were calculated (see ‘Rich-club detection’). Black curves correspond to 

Φ(k), gray curves corresponds to Φmeanrand(k), and red curves corresponds to Φnormalized(k). In both (E) 

and (F), there was a tendency for Φ(k) to increase with k at a higher rate than Φmeanrand(k). Ranges of k, 

where Φ(k) became significantly higher than Φmeanrand(k), are highlighted by a gray background. 
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 Anatomical perspectives of hub regions in both networks are shown in Figures 4.7A and 

4.7B. While many ROIs have functional connectivity with hub regions in each network, among the 

hubs there were dense interconnections, referred to as ‘rich-club connections’ in the figure. This finding 

demonstrates that while there is no significant difference regarding global efficiency between the two 

frequency-specific networks, their structures contributing to information integration consisted of 

distinct sets of functional brain hubs that formed different rich-club organizations. 

 While hub regions in the VLF mainly contained areas of the anterior cingulate and superior 

medial frontal cortices, those in the LF consisted of the precuneus cortex and thalamus. In order to 

investigate if this difference was specific to the relationship between VLF and LF, I identified hub 

regions within typical frequency bands used for the studies of functional connectivity (0.01–0.10 Hz) 

and within three frequency bands (bandwidth: 0.02 Hz) that were located within 0.01–0.11 Hz without 

overlapping with VLF and LF (0.03–0.05, 0.05–0.07, and 0.09–0.11 Hz) (Fig. 4.7C). Within 0.01–0.10 

Hz, I observed hub regions located in the anterior and posterior cingulate cortices and thalamus, 
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providing support to the fact that network characteristics of integration in VLF and LF coexist in the 

network obtained in the wide frequency band. I found that hub regions identified in the frequency 

bands higher than 0.05 Hz mainly, and consistently, included ROIs in the precuneus cortex and 

thalamus, thus supporting the notion that hub regions in the LF reflect the representative integration 

architecture at this frequency range. On the other hand, the VLF was the only frequency band where 

hubs mainly consisted of medial frontal regions. In the frequency band between 0.03 Hz and 0.05 Hz, 

which was located between VLF and frequency ranges over 0.05 Hz, hub regions were identified in 

both the medial frontal and parietal regions. The network topology of this frequency band may reflect 

characteristics of information processing of both networks estimated in the VLF and LF (Fig. 4.7C). 
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Figure 4.7. Anatomical perspective of hub regions. Hub regions in frequency-specific networks were 

the seven highest degree nodes in each frequency band (A, B). The yellow node is a hub that is 
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consistently identified in both the VLF and LF. The blue nodes are hubs identified only in the VLF, and 

the red nodes are those identified only in the LF. Hubs are represented by big spheres. While blue lines 

indicate functional connectivity with hubs within the frequency band, gray lines represent functional 

connectivity with hubs within the other band. When k = 30 for GVLF and k = 30 for GLF are selected, 

rich-club organizations are formed with hub regions. Bold lines indicate connections among rich-club 

nodes, showing dense interconnection. The numbers correspond to those in Table 4.1. Anatomical 

labels were selected using AAL. The abbreviations represent the direction in the brain: A, anterior; P, 

posterior; L, left; R, right; D, dorsal; V, ventral. (C) Hub regions identified within the three narrow 

frequency bands located within 0.01–0.11 Hz and without overlapping with the VLF and LF (0.03–0.05, 

0.05–0.07, and 0.09–0.11 Hz). All hub nodes are represented with green-colored, big spheres. The 

attributes of the lines are the same as described above. 
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4.3.5 Regional variability of power spectra 

 The amount of VLF and LF components for all hub ROIs was calculated. Figure 4.8A 

shows the average power spectrum among all participants’ data sets. As a result, one thalamic hub (No. 

72 in Table 4.1) had a relatively higher amount of LF components compared to all other hub regions. 

This is consistent with the previously reported regional variability of power spectrum of the whole 

brain fMRI signals obtained during rest (Baria et al., 2011; Zuo et al., 2010a). I then investigated if 

there was a significant difference between the average powers of cortical hubs and those of subcortical 

hubs within the LF. I obtained group-means of powers in the LF for both cortical and subcortical hubs. 

By conducting two-tailed t-tests over subjects against the null hypothesis, which was defined as no 

difference of powers between cortical and subcortical hubs, I confirmed that subcortical hubs had 

significantly higher amounts of LF components compared to cortical hubs (Fig. 4.8B).  
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Figure 4.8. Power spectra of hub regions. (A) Normalized power spectra (i.e., power spectral density) 

of spontaneous fMRI signals extracted from 13 hub regions. The color of curves indicate the categories 

of the hubs: green, a hub detected in both the VLF and LF band; red to yellow, hubs only in the VLF 

band; blue to cyan, hubs only in the LF band. The numbers correspond to those in Table 4.1. 

Anatomical labels were selected using AAL. One thalamic hub showed the highest amount of power 

density within the LF band (a shaded region). (B) Differences between the cortical and subcortical hubs 

in averaged powers within the LF band. In each individual data set, I averaged the power spectrum 

within the LF band for each hub. These mean powers of the LF were further averaged within two 

groups of hubs: (1) cortical hubs consisting of 11 ROIs (No. 7, 8, 16, 24, 29, 33, 41, 58, 63, 64, and 80 

in Table 4.1), and (2) subcortical (thalamic) hubs consisting of 2 ROIs (No. 72 and 75 in Table 4.1). By 

conducting two-tailed t-tests over subjects against the null hypothesis, which was defined as no 

difference of powers between cortical and subcortical hubs, I found that subcortical hubs had 

significantly higher amounts of LF components compared to cortical hubs. Gray bars correspond to the 

population averages of LF powers of these two hub groups. Error bars express standard deviations. The 

asterisk indicates a statistically significant difference (p = 0.0014). 



 

 
126 

4.4 Discussion 

 In this study, I investigated frequency-specificity of functional network architecture 

contributing to information segregation and integration. By calculating coherence among all pairs of 

ROIs, I found two frequency bands within 0.01–0.10 Hz, VLF and LF, where coherence was higher 

than other frequency bands (Fig. 4.2). While graph theoretical metrics showed that the network 

estimated in the VLF had a higher degree of segregation than that in the LF (Fig. 4.4A-C), no 

difference was found regarding measurement for integration (Fig. 4.4D). While force-directed layout of 

frequency-specific network estimated in the VLF showed more segregated community structures than 

that in the LF, both frequency-specific networks could be decomposed into the highly similar set of 

communities corresponding to three functional brain systems (DMS, FPS, and COS) (Fig. 4.5). This 

indicates that while networks in the VLF and LF consisted of the same community sets, these 

communities were more functionally segregated in the VLF compared to the LF. Furthermore, by 

identifying hub regions in each frequency-specific network, I observed that hub regions were different 

between all frequency bands except for one region, the left dorsal anterior precuneus cortex (Table 4.2), 

thus supporting the notion that there are at least two distinct sets of functional hubs depending on the 

time scale of brain activities. Collectively, our findings demonstrate spontaneous fMRI signal 

fluctuations in two different frequency bands organized into large-scale networks with distinct 

topologies for information segregation and integration. 

 Spontaneous hemodynamic signals include not only fluctuations by spontaneous neural 

activity but also those generated by physiological signals like respiratory and cardiac pulsations. By 

using NIRS, it has been demonstrated that respiratory and cardiac pulsations have typical frequencies 

(0.3 Hz and 1 Hz) and dominate in these frequency bands in the power spectrum (Obrig et al., 2000). 



 

 
127 

Importantly, it has also been shown that there are two other frequency bands corresponding to VLF and 

LF (0.01–0.03 Hz and 0.06–0.08 Hz), where coherence values estimated by signal fluctuations of 

oxygenated hemoglobin concentration are higher than those values in other frequency regions within 

0.01–0.10 Hz (Sasai et al., 2011). This result was reconstructed by using both signals of oxygenated 

and deoxygenated hemoglobin concentration changes from simultaneously obtained fMRI data 

analyzed in the current study (Fig. 4.3). These results demonstrate the following two facts: (1) high 

coherence in VLF and LF is not due to aliasing of physiological signals in higher frequency regions; 

(2) high coherence in the VLF and LF can be consistently observed by different measurement 

modalities of hemodynamic signals, that is, fMRI and NIRS. Moreover, I conducted additional 

spectrum analysis on public resting state fMRI data sets and ensured that these characteristics of 

coherence spectrum represent a universal nature of resting state fMRI signals (Fig. 4.S1). These results 

support that high coherences in the VLF and LF of fMRI signals reflect coherent spontaneous neural 

activities. 

 In analyzing the brain from the view of graph theory, the minimal node is defined as each 

voxel in the MRI data set. Although there are some studies constructing voxel-based networks of the 

brain (Buckner et al., 2009; Cecchi et al., 2007; Eguíluz et al., 2005; Hayasaka et al., 2010; van den 

Heuvel et al., 2008b), this method is computationally demanding. To reduce the volume of MRI data 

sets, nodes are determined in larger spatial scales as ROIs. ROIs are generally determined by referring 

to the boundary of brain regions that are activated by a specific category of tasks (Deshpande et al., 

2011; Dosenbach et al., 2007, 2010; Power et al., 2011; Spreng et al., 2013) or defined as anatomically 

separate regions (Achard et al., 2006; Bassett et al., 2008; Hagmann et al., 2008; Salvador et al., 2005a, 

2005b, 2007, 2008). However, to obtain an accurate description of FCN, the ROIs should be selected to 



 

 
128 

represent underlying functional areas of the brain (Butts, 2009; Dosenbach et al., 2010). Therefore, I 

selected nodes as ROIs defined by meta-analysis on several task-activation studies in order to ensure 

the reliability on the functional uniformity of voxels within ROIs (Dosenbach et al., 2010). The 

variability of selections of ROIs can cause inconsistency in the results of the network topology. 

However, hubs and rich-clubs identified in the present study (0.01–0.10 Hz; see Fig. 4.7C) are located 

in similar brain regions that have been repeatedly reported by previous studies using different ROI 

definitions (see Achard et al., 2006; Buckner et al., 2009; Spreng et al., 2013; Tomasi and Volkow, 

2011a,b; van den Heuvel et al., 2008b for hub; see van den Heuvel and Sporns, 2011 for rich-club). I 

observed the consistent community assignment with those reported in other studies using distinct ROI 

sets (Dosenbach et al., 2007; Power et al., 2011; Spreng et al., 2013) as well as the study using the 

same ROIs (Dosenbach et al., 2010). Collectively, it is likely that all of our findings did not depend on 

our selection of ROI. 

 All hubs observed in this study were part of the structural hubs forming rich-club 

organizations (van den Heuvel and Sporns, 2011). While I observed the similar hub regions to those 

reported in van den Heuvel and Sporns (2011) within FCN constructed from fMRI signals fluctuating 

in 0.01–0.10 Hz (Fig. 4.7C), hubs in FCNs differed in a frequency-dependent manner within FCNs of 

VLF and LF (Fig. 4.7A, B). This is consistent with the result of a computational study demonstrating 

that while the topology of a FCN is shaped by the underlying anatomical structure, it contains rich 

temporal structures at multiple time scales (Honey et al., 2007). Cortico-cortical functional connectivity 

can be mediated by both cortico-cortical connections and cortico-thalamo-cortical loops. Wu et al. 

(2008) showed that while correlations among cortical ROIs that form these functional systems are 

concentrated around the VLF (0.01–0.06 Hz), connections within the subcortical networks are 
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distributed over a wider frequency range (0.01–0.14 Hz). Furthermore, using diffusion tensor imaging 

(DTI), cortico-cortical structural connections have been observed among the brain regions constituting 

each functional system focused in this study (Greicius et al., 2009; van den Heuvel et al., 2009). 

Although it has been shown by DTI that distinct subregions of the thalamus have distinct cortical 

projections (Behrens et al. 2003; Zhang et al., 2010a), there is no direct evidence of 

cortico-thalamo-cortical loops that specifically exist within each functional system. Therefore, it is 

likely that the existence of a community is reflective of the fact that the network topology is more 

strongly shaped by cortico-cortical connections than cortico-thalamo-cortical loops. Considering that 

the network architecture in the VLF had clearly segregated communities corresponding to three 

functional systems, DMS, FPS, and COS, the network topology in the VLF is strongly constrained by 

cortico-cortical connections.  

 Segregation in the LF was significantly lower compared to the VLF, suggesting that 

network topology in this frequency range was less constrained by cortico-cortical connections. Hubs in 

the LF included the thalamus, which has direct structural connections with various regions of the 

cerebral cortex, and may mediate cortico-cortical communications through thalamic relays (Guillery 

and Sherman, 2002). Because some neurons in the thalamus act in the faster frequency band than those 

in the cerebral cortex (Jones et al., 2002), these neurons can provide a coherent oscillatory bias that 

may facilitate long-range cortico-cortical interactions (Alkire et al., 2008). This electrophysiological 

observation is consistent with our result that one thalamic hub included a higher amount of squared 

power within the LF compared to other cortical hubs, suggesting that network topology in the LF 

reflects coherence mediated by cortico-thalamo-cortical loops. In the current study, ROIs were 

determined by referring to coordinates published by Dosenbach et al. (2010) and were constructed as 
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12 mm diameter spheres centered at the coordinates. However, different thalamic regions have 

functional connectivity connecting to different cerebral cortices (Zhang et al., 2010a). Therefore, 

further investigation of hub location within the thalamus will determine the thalamic nuclei playing a 

role in the hub of FCN. 

 Several studies have demonstrated that three functional systems, corresponding to 

segregated communities within the VLF band, do not function independently but establish 

context-dependent interaction in order to operate multiple cognitive functions. For example, the 

task-positive systems, including FPS and COS, and the task-negative system, corresponding to DMS, 

show anti-correlation during externally focused goal-directed tasks and resting state (Fox et al., 2005; 

Fransson, 2005; Gao and Lin, 2012). In contrast, positive correlation between task-positive and 

task-negative systems has also been found during specific tasks (Bluhm et al., 2011; Christoff et al., 

2009; Leech et al., 2011; Sadaghiani et al., 2009; Simons et al., 2008; Spreng et al., 2010). Because 

frontal insula and anterior cingulate cortices showed not only rapid activations related to the onset of 

the task but also activations sustained for the duration of a task block (minimum task period length is 

85 s), these regions may contribute to the establishment and maintenance of context-dependent 

relationships (Dosenbach et al., 2006). Meanwhile, the anterior cingulate cortex reacts to stimuli more 

slowly than the frontal insula cortex, but more rapidly than regions within the DMS and FPS, and is 

causally influenced by the frontal insula cortex independent of context (Sridharan et al., 2008). From 

this result, Sridharan et al. (2008) hypothesized that the frontal insula cortex initiates appropriate 

control signals to engage the anterior cingulate cortex and the fronto-parietal system in task-related 

information processing. Interestingly, the present study revealed that several regions in the anterior 

cingulate cortices, but not the frontal insula cortex, were hubs in the VLF. Thus, we consider that this 
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network topology in the VLF can subserve information propagation to maintain the relationship among 

task-positive and task-negative systems. Clarifying this mechanism is open to future studies. 

 Experimental investigations of neural correlates of consciousness (NCC) can be 

categorized into two different approaches: 1) studying contents of consciousness and 2) studying levels 

of consciousness (Hohwy, 2009). In studies regarding contents of consciousness, NCC is defined as the 

minimally sufficient condition to generate a conscious perception, such as a color or a face. On the 

other hand, NCC is identified as the correlation between changes of conscious states and those of 

neural phenomena in the second approach (i.e. studying NCC by focusing on levels of consciousness). 

NCC is also thought to be a single dynamic entity endowed with a large number of discriminable states 

(Alkire et al., 2008). Some studies have shown evidences that the level of consciousness has correlates 

with the network properties of functional connectivity. For example, impaired consciousness during 

non rapid eye movement (NREM) sleep is associated with a higher degree of segregation among 

different functional systems (Boly et al. 2012). Furthermore, the functional connectivity of thalamus, 

posterior cingulate cortex, and precuneus is reduced during impaired consciousness due to vegetative 

state, anesthesia, and deep sleep (Boveroux et al. 2010; Horovitz et al., 2009; Laureys et al., 2000; 

Vanhaudenhuyse et al., 2010). Considering that LF, but not VLF, includes typical hemodynamic 

timescales to a single event (10–20 s), functional connectivity in the LF may reflect transient coherence 

that is well suited to generate dynamic integration among different brain regions. Therefore, the 

investigation of topological property of the frequency-specific network in the LF may provide a clue to 

understand the issue of consciousness. 

 There are two limitations in the method used in our study. First, non-neural fluctuations 

included in hemodynamic signals may affect the current results. It has been demonstrated that 
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hemodynamic signals included signal fluctuations due to non-neural physiological origins such as 

respiratory and cardiac pulsations (Bhattacharyya and Lowe, 2004; Lowe et al., 1998), changes of 

respiratory and cardiac rates (Birn et al., 2006; Shmueli et al., 2007; Wise et al., 2004), blood pressure 

(Katura et al., 2006), changing of vascular tone for cerebral autoregulation (Lagopoulos et al., 2006), 

and vasomotion (Aalkjaer et al., 2011). The coherence due to the respiratory and cardiac pulsations had 

peaks out of 0.01–0.10 Hz ([respiratory: ~0.3 Hz] and [cardiac: ~1Hz]) (Fig. 4.3D, E). Because the 

sampling rate of fMRI is not sufficiently high, the functional connectivity can be biased by aliasing of 

these confounds with higher frequency. On the other hand, usage of NIRS, whose sampling rate is 10 

Hz, revealed that frequency characteristics of functional connectivity is not due to aliasing of the noises. 

However, the frequency ranges of some of these non-neural fluctuations, such as changes of respiratory 

and cardiac rates, blood pressure, and vasomotion are included in hemodynamic signals fluctuating 

within 0.01–0.10 Hz. Moreover, it is possible that signal fluctuations by these non-neural tissues are 

contained uniformly in the gray matter voxels (Desjardins et al., 2001; Greicius et al., 2003; Macey et 

al., 2004). To avoid the bias in the estimation of functional connectivity due to the physiological 

confounds, there are many methods to remove these confounds by using simultaneously recorded 

physiological data with fMRI signals (Glover et al., 2000) and/or by exploiting inherent information in 

the resting state fMRI data (Anderson et al., 2011; Chai et al., 2012; Chang and Glover, 2009; Fox et al., 

2005). In this study, I used one method called PSTCor, which uses only resting state fMRI data sets for 

correction, in order to factor out non-neural fluctuations for increasing confidence in the results of 

functional connectivity (Anderson et al., 2011). However, although using the method for physiological 

correction can suppress the over-estimation of functional connectivity, it may cause under-estimation in 

turn because variations in physiological regulations may be correlated with neural activities (Murphy et 
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al., 2013). For example, emotional arousal and activity levels of the autonomic nervous system are 

indicated by the variability of heart rate (Macefield, 2009). Furthermore, it has been still unclear if 

there are regionally specific physiological confounds or not. Because the above-mentioned corrections 

cannot treat such signals, other correction methods will be required. Moreover, with comparison to 

other physiological confounds, the contribution of vasomotion on hemodynamic signals is still poorly 

understood (Murphy et al., 2013). For example, it is still contested as to whether or not vasomotion has 

an effect on hemodynamics independently of other physiological origins (Morita-Tsuzuki et al., 1992; 

Biswal and Kannurpatti, 2009; Hudetz et al., 1998). Further studies of the relationship between 

physiology and hemodynamic signals are of importance to ensure certainty of the results of functional 

connectivity. 

 Second, I should also be careful to the stationarity of the functional connectivity. Although 

most of the studies in functional connectivity collect 5–11 min of resting state fMRI data, some studies 

have reported that there are non-stationary characteristics in functional connectivity used by the similar 

length of resting state data sets (Chang and Glover, 2010; Hutchison et al., in press). To characterize the 

length of time that is required to acquire reproducible functional connectivity measurements, much 

effort has been focused on test-retest reproducibility of the functional connectivity map. Earlier studies 

showed that the strength of functional connectivity becomes stable by using data sets longer than 7 min 

(Braun et al., 2012; Li et al., 2012; Shehzad et al., 2009; Thomason et al., 2011; Van Dijk et al., 2010). 

However, recent investigation into this issue with longer scan length (27 min), as compared to previous 

studies, demonstrated that improvements of the test-retest reliability plateaued around 12–16 min for 

intra-session comparisons and 8–12 min for inter-session comparisons (Birn et al., in press). Therefore, 

to estimate reliable results by averaging the non-stationarity of functional connectivity, I need to 
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acquire resting state data longer than 16 min. Because 20 min resting state data was used to calculate 

functional connectivity in the current study, I could derive our results without being disturbed by 

non-stationarity. However, it should be noted that although the highest test-retest reliabilities can be 

provided by scan length, the degree of reliability of inter-session variability is lower than that of 

intra-session variability (Birn et al., in press). Considering the fact that the brain has a dynamic, 

condition-dependent nature (Hutchison et al., 2013; Rabinovich et al., 2012; von der Malsburg et al., 

2010), this result seems rather natural. Further investigation into the state-dependency of functional 

connectivity will provide more insight in handling the variability of functional connectivity. 

 To determine functional connectivity from correlation and coherence matrices, I must 

threshold these matrices. While I applied thresholds to correlation and coherence matrices by using a 

correlation and coherence value (> 0.6) in Study 1, where functional connectivity was studied by using 

NIRS (see Chapter 2), I also applied thresholds to coherence matrices by using several sparsity 

thresholds, Ss, which ensured that coherence values corresponding to functional connectivity detected 

by all different Ss were significantly higher than 0 in the current study. In this study, I found that, while 

consistent differences on graph metrics between frequency-specific networks constructed from VLF 

and LF of fMRI signals were provided by all Ss, hubs were also detected in consistent regions by using 

different Ss values (data not shown). On the other hand, only one threshold value was used in Study 1. 

Considering the results from the current study, the selection of the threshold value may not affect the 

relative difference of network topology for segregation and integration between frequency-specific 

networks obtained from VLF and LF of NIRS signals, although applying thresholds can change the 

network structure itself (see Fig. 2.2). 

 Theoretical views on the anatomical wiring of the brain portray the basic idea that the brain 
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has fundamental characteristics of reconciling apparently opposing demands of local segregation and 

global integration of information in order to generate brain function (Felleman and Van Essen, 1991; 

Tononi et al., 1994). Until now, this attribute has also been demonstrated to exist in the network 

structure of functional brain organization (Sporns, 2013). Meanwhile, our results suggest that the 

spatial order of the brain can vary by measuring it with different time scales. Indeed, I demonstrated the 

co-existence of two functional brain organizations in a frequency-dependent manner. Because different 

network topologies may contribute to different brain functions, the present study promotes further 

investigation into the relationship between frequency-specific network topologies and the time scales 

of human behavior. 
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4.5 Supplementary material 

 

 

 

Figure 4.S1. Coherence spectra estimated by using public data sets provided by the 1,000 Functional 

Connectome Project. From the pool of resting state fMRI data, I selected four data sets that were 

obtained under similar conditions to our data set. The names of the data sets are AnnArbor_a, Bangor, 

Beijing_Zang, and Taipei_a. Experimental conditions and a part of fMRI parameters that may be 

influential on the estimation of coherence spectra are summarized in a box in the figure. Because only 
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Beijing_Zang had a large number of subjects compared to the other three data sets and was separated 

into five files in the data pool, I used the first file of Beijing_Zang, where the number of subjects was 

40, and referred to it as Beijing_Zang_1. For these four data sets, I conducted the same preprocessing 

and signal extraction with the same ROI sets and ROI-by-ROI coherence analysis in order to 

investigate if characteristics of coherence spectra observed in our data set could be consistently found 

in other data sets. (A) By averaging coherence spectra obtained in the four data sets, I confirmed that 

the coherence values in VLF and LF were higher than those values in other frequency ranges. (B) 

Coherence spectra in each data set.  
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Chapter 5 General discussion 

 

5. 1 Scientific breakthrough 

5.1.1 Topology of the functional connectivity network varies with the time scale 

of brain activity 

 In Study 1 and Study 3, the relationship between the time scales of brain activity and 

spatial characteristics of functional connectivity was investigated by measuring hemodynamic 

fluctuations by using NIRS and fMRI. First, in Study 1, by taking advantage of higher temporal 

resolution of NIRS as compared to fMRI, frequency-specific characteristics were examined on the 

functional connectivity among bilateral frontal, temporal, and occipital cortical regions. As a result, 

functional connectivity between bilateral homologous cortical regions was found within 0.01–0.10 Hz, 

which is a typical frequency band where functional connectivity is generally estimated. On the other 

hand, within 0.04–0.10 Hz of NIRS signals, frequency-specific functional connectivity was observed 

between prefrontal and occipital cortical regions. This suggests that frequency-specific information 

integration can be performed between specific brain regions. 

 Then, in Study 3, frequency-specific topologies of functional connectivity networks 

(FCNs) were observed (Fig. 5.1). By using fMRI signals obtained during the resting state, the 

coherence among 87 brain regions distributed over the whole brain was estimated. As a result, there 

were two frequency bands where coherence was higher than other bands: 0.01–0.03 Hz and 0.07–0.09 

Hz. By investigating the topological architecture bearing information segregation and integration in the 

FCN, communities and hubs were identified in frequency-specific FCNs constructed from 

band-averaged coherence within 0.01–0.03 Hz and 0.07–0.09 Hz. While clearly segregated 
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communities were found in the FCN estimated in 0.01–0.03 Hz, FCN estimated in 0.07–0.09 Hz had 

no segregated community. On the other hand, hubs were located in different brain regions in each 

frequency-specific network (ACC [anterior cingulate cortex] in 0.01–0.03 Hz, and PCC [posterior 

cingulate cortex], precuneus, and thalamus in 0.07–0.09 Hz). These results suggest that the spatial 

order contributing information on segregation and integration in the brain has frequency-specificity. 
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Figure 5.1. Schematic figure of findings. (A) Frequency-specific FCN constructed from fMRI time 

series fluctuating within 0.01–0.03 Hz (VLF). Observations in Study 3 demonstrated that FCN 

constructed within VLF has clearly separated three communities (default mode system [DMS], 

fronto-parietal system [FPS], and cingulo-opecular system [COS]) and six frequency-specific hub 

regions (a big red node) within anterior cingulate cortices (ACC) that were brain regions consisting of 

COS. The structure of FCN suggests that, while functional segregation is achieved by three separate 

communities, functional integration among communities is also established by hubs locating in ACC. 

Black nodes indicate brain regions, black lines indicate functional connectivity, and gray regions 

surrounded by gray lines indicate the sets of brain regions forming community. (B) Frequency-specific 

FCN constructed from fMRI time series fluctuating within 0.07–0.09 Hz (LF). The results of Study 3 

showed that, while there was no separation among three communities, hub regions (red nodes) exist in 

posterior cingulate cortex (PCC), precuneus, and thalamus. Loss of separation among communities are 

represented by broken lines surrounding brain regions consisting of DMS, FPS, and COS. This 

suggests that, because functional segregation with mesoscopic functional systems such as DMS, FPS, 

and COS is difficult to be achieved, direct functional integration among different brain regions may be 

facilitated by coherent brain activities reflected by functional connectivity of hemodynamic 

fluctuations within LF. Black nodes indicate brain regions, black lines indicate functional connectivity.  
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5.1.2 Time scales of functional connectivity may reflect anatomical constraints 

mediating long-range interactions 

 There are remarkable consistencies between the results of NIRS and fMRI studies. In the 

0.01–0.04 Hz, functional connectivity estimated by NIRS was found between different brain regions 

directly connected by cortico-cortical white matter pathways, that is, the corpus callosum, between 

bilateral homologous cortical regions. Results given by fMRI study suggest that topology of the 

network estimated in the 0.01–0.03 Hz range reflects coherence via cortico-corital pathways. On the 

other hand, so far, there have been no reports of the existence of direct cortico-cortical pathways 

between brain regions linked by functional connectivity observed only within 0.04–0.10 Hz of NIRS 

signal fluctuations. Considering that the thalamus was consistently identified as a hub of 

frequency-specific FCN calculated within 0.05–0.10 Hz of fMRI signals, functional connectivity 

observed in 0.04–0.10 Hz of NIRS signals may reflect coherence through poly-synaptic pathways via 

the thalamic hub. 

 

5.1.3 Impact on the study of functional connectivity 

 About 20 years have passed since functional connectivity during the resting state was first 

reported by Biswal et al. (1995). Now, this technique is widely accepted as the standard analysis in the 

field of neuroimaging. However, almost all studies focused only on the space structure of the 

interaction between brain regions and disregarded its relevancy to the time scale of brain activity. The 

above findings demonstrated the dependency between the time scales of brain activity and the spatial 

structure of the FCN contributing to information processing in the brain. This means that we must 

consider this dependency in order to investigate network structure in charge of information processing 
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in the brain. In other words, the concept of an information processing mechanism of the brain, as 

advocated in the studies only investigating the spatial order of functional connectivity, has to be 

re-interpreted by taking the time scale of brain activity into consideration. 

 

5.2 Methodological breakthrough 

 NIRS has several practical merits compared to fMRI: NIRS requires lower physical 

constraints to participants during measurement, and it is an easily-handled method. However, although 

it is assumed that both NIRS and fMRI measure hemodynamic fluctuations in relation to neural 

activities theoretically, it has not been clarified if NIRS and fMRI signals share information on 

functional connectivity. Furthermore, because signals of NIRS are obtained external to participants’ 

craniums and are contaminated by skin blood flow (Takahashi et al., 2011), the reliability of the NIRS 

signal has always been the target of argument. In Study 3, the consistency of estimation of functional 

connectivity between NIRS and fMRI was investigated by conducting concurrent recording of 

hemodynamic fluctuations with these two methods during the resting state in order to clarify whether 

time series measured by NIRS reflect spontaneous hemodynamic fluctuations contributing to functional 

connectivity that is observed among several brain regions, including deep brain regions where NIRS 

measurement cannot be conducted. As shown in Chapter 3, NIRS signals showed significant 

correlation with fMRI signals not only within cortical regions close to NIRS channels, but also within a 

number of distant regions consisting of functional systems such as default mode, dorsal attention, and 

fronto-parietal systems.  

 Furthermore, fMRI has a potential limitation to estimate functional connectivity as 

compared to NIRS: low sampling rate of fMRI may affect the estimation of functional connectivity 
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especially within high frequency ranges such as 0.07–0.09 Hz (LF). However, in Study 3, I confirmed 

that signals obtained by NIRS and fMRI could consistently produce the result that coherence values 

within 0.01–0.03 (VLF) and LF are higher than those within other frequency bands (see Figs. 4.2, 4.3). 

Collectively, these results obtained in Studies 2 and 3 support that these different modalities produce 

consistent results in estimation of functional connectivity. 

These findings suggest that the usage of NIRS can estimate resting state functional 

connectivity that has been reported by using fMRI. This discovery is very influential for the following 

reasons. The reduced physiological demands of NIRS enables us to collect neuroimaging data in 

unique populations, such as infants, and in situations unsuitable to fMRI recordings, such as data 

acquisition in patients with neurological movement disorders and in experimental conditions with 

normal body motion. Furthermore, considering that humans are social animals, investigation of neural 

correlates of social behavior is very important to understand human nature. However, since fMRI 

measurements need to completely cover the head with the device, it is not suitable for acquisition of 

brain activity during direct face-to-face communication, which reflects fundamental social behavior. In 

contrast, usage of NIRS does not disturb such communication and has already succeeded in 

investigating inter-individual interactions (Suda et al., 2010). However, it should be noted that, because 

NIRS can measure hemodynamic fluctuations only within the superficial regions of the cerebral cortex, 

usage of NIRS can investigate functional connectivity only between superficial cortical regions. 

Therefore, the invention of a methodology by which we can estimate brain activity of the deep brain 

regions from a NIRS time series obtained within superficial brain regions is a necessary condition to 

study functional connectivity among whole brain regions by using NIRS alone. Historically, technical 

innovation has always brought novel discovery of scientific truth. For example, until the invention of 
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fMRI, there was no technique of non-invasive whole brain functional imaging that provided 

information on the profound nature of the brain such as FCN. The consistency of the NIRS-fMRI data 

shown in this research adds a new option to the methodology of the acquisition of brain activity, and it 

may promote development of technology in the field of neuroimaging.  

 

5.3 Related topics and future issues 

5.3.1 What are the functions of frequency-specific networks? 

Human cognitive behavior requires the brain to process information over several time 

scales. Considering this, studying a cerebral operation mechanism that focuses attention on the time 

scale of brain activity is reasonable. In the previous chapter, the relationship between 

frequency-specific topology of FCN and the level of consciousness was discussed. As mentioned above, 

most of the studies on neural correlation of consciousness can be divided into two categories by the 

focus of the study: while some studies focus on the levels of consciousness, others focus on the 

contents of consciousness. However, because it is very difficult for us to imagine both the conscious 

state without contents and coma with rich contents of consciousness, the level and content may not be 

independent, but, rather, mutually-dependent aspects of consciousness. Therefore, the topology of FCN 

within 0.07–0.09 Hz takes a role on both the level and content of consciousness. On the other hand, as 

we cannot have visual experiences of an external object without orientation of attention to it, the 

maintenance of the cognitive state may be a prerequisite of the conscious experience. This means that 

the time scale of information processing required to maintain a cognitive state should be longer than 

that required to produce content of consciousness that is constrained by the cognitive state. These 

speculations obtained from the observation of human behavior are consistent with findings introduced 



 

 
145 

in Study 3: while FCNs may contribute to the maintenance of the cognitive state as found within 

0.01–0.03 Hz, the network that may take charge of consciousness was observed within 0.07–0.09 Hz. 

However, the result was obtained by analyzing the brain activity measured during the resting state. 

Therefore, future work needs to test the above-mentioned hypothesis by investigating 

frequency-specific network topology in several cognitive and conscious states. 

 

5.3.2 Do frequency-specific networks work independently or coordinately? 

Although various typical time scales exist in our behavior, do behaviors with different time 

scales take place independently? Or, do they interact with each other? Considering the example of 

speech comprehension introduced in Chapter 1, discrimination of each word in a sentence is necessary 

to understand a sentence as a clump of words. In contrast, when we do not need to understand speech 

or a sentence consisting of a lot of words, we also do not need to identify each of the syllables spoken 

per second as a word. So, speech comprehension is a consequence of the interaction of information 

processing occurring in different time scales in the brain. This view is consistent with the 

above-mentioned relationship between cognitive state and consciousness. Therefore, interaction of 

information processing in different time scales may be essential to generate normal brain functions. 

There are some EEG studies investigating the interaction of neural oscillations fluctuating in different 

frequency ranges. This interaction called cross-frequency coupling is suggested to relate cognitive 

functions like top-down attention and working memory (Axmancher et al., 2010; Buzsáki and Wang, 

2012; Canolty and Knight, 2010; Jensen and Colgin, 2007). Our results promote study focusing on 

cross-frequency coupling by using fMRI with the special emphasis on network topology. 
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5.3.3 How do frequency-specific networks work in real time? 

Stationarity has been assumed in the study of functional connectivity. However, in keeping 

with the information processing in charge of the dynamic nature of human behavior, the brain can vary 

its spatiotemporal order of activity. Recently, some studies reported findings supporting that functional 

connectivity changes during the fMRI measurement (Chang and Glover, 2010; Hutchison et al., 2012). 

While it has been shown that some of the fluctuations of functional connectivity are periodic 

(Handwerker et al., 2012), network topology like community also varies with the time series (Jones et 

al., 2012). There are supportive evidences of the idea that non-stationarity of functional connectivity 

estimated by fMRI has something to do with information processing in the brain (Bassett et al., 2011; 

Ekman et al., 2012; Fornito et al., 2012; Kinnison et al., 2012; Kitzbichler et al., 2011). For example, it 

has been shown that dynamic reconfiguration among fronto-parietal and default mode systems occurs 

with the changes of cognitive states (Fornito et al., 2012). Furthermore, it has been shown that the 

flexibility of reconfiguration of the topology of FCN predicts the amount of learning (Bassett et al., 

2011). Moreover, it has been observed that functional connectivity and the topology of FCN 

dramatically changes in the course of development (Homae et al., 2010, 2011; Fair et al., 2008). These 

evidences indicate that the information processing mechanism in the brain has a dynamic property in 

nature. However, because current studies assumed stationarity of functional connectivity, the 

non-stationary aspects of frequency-specific FCN should be investigated in future studies.  

 In the current study, NIRS had a 20-times higher sampling rate than fMRI. Recently, a 

high-speed data acquisition method (~2 Hz) was invented for fMRI (Boyacioglu and Barth, 2012; 

Feinberg and Yacoub, 2012), and it has been successfully applied to identify temporally independent 

components of FCN (Smith et al. 2012). Application of the high-speed imaging method will provide 
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accurate information on functional connectivity with emphasis on temporal information and 

time-frequency relationships.  

 

5.3.4 Is there any relevance of the results to frequency-specific interactions 

observed in electrophysiological data? 

 Because only hemodynamic fluctuations were acquired and analyzed in the current thesis, 

the relevance of the current findings to electrophysiological evidence cannot be investigated. However, 

because some groups have already reported the relationship, the alternative ideas are introduced in this 

section.  

 Since hemodynamic signals do not represent neural activity in itself, the 

neurophysiological substance of such signals has been a focus of attention. It has been demonstrated 

that fMRI signals increase and the relative signals from tissue oxygenation are generated not by spiking 

activity but by synaptic activity (Lauritzen et al., 2003; Logothetis et al., 2001, 2002; Niessing et al., 

2005; Viswanathan and Freeman, 2007), indicating that functional connectivity observed by fMRI 

signals reflects coherence of synaptic inputs between different brain regions. Subsequently, some 

groups investigated the relationship between spontaneous neural fluctuation and functional 

connectivity and observed the results indicating that slow spontaneous fluctuation (< 0.10 Hz) of 

gamma-power (40–100 Hz) is a basis of inter-hemispheric functional connectivity (Nir et al., 2008). 

Some reports demonstrated that long-range functional connectivity within this frequency range 

contributes to cognitive function, supporting this idea. On the other hand, there are evidences 

supporting that “slow cortical potential,” which is generally observed as fluctuation under 4 Hz (He 

and Raichle, 2009), has direct relationship with hemodynamic signals and functional connectivity (He 
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et al., 2008). For example, He et al. (2008) demonstrated that, by conducting simultaneous recording of 

electrocorticogram (ECoG) and fMRI, a functional connectivity map calculated with slow cortical 

potential of ECoG signals is the most consistent correspondence to that estimated by fMRI signals. 

Because task-related modulation occurs in slow cortical potential of both electrophysiological and 

fMRI signals, this frequency band also relates to fMRI-based functional connectivity (He et al., 2010; 

Palva and Palva, 2012). This diversity of findings can be marshaled by the idea that each 

frequency-specific interaction takes charge of specific computation in the brain (Siegel et al., 2012). In 

the future, this idea should be examined with thorough investigation of the relationship between 

frequency-specific interaction and multiple behavioral states. 
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5.4 Final comments 

 In this thesis, three experimental studies were conducted: Study 1, which assessed the 

frequency-specificity of functional connectivity by recording spontaneous hemodynamic fluctuations 

with NIRS; Study 2, which examined the consistency between NIRS and fMRI on resting state 

functional connectivity; and, Study 3, which investigated frequency-specific topology of FCN by using 

resting state fMRI data. The corresponding findings are as follows: From Study 1, the 

frequency-dependency of functional connectivity varies depending on the combination of cortical 

regions. From Study 2, the usage of NIRS signals obtained during the resting state can reconstruct 

fMRI-based FCN. And, from Study 3, the topology in charge of information processing in the FCN 

varies in a frequency-dependent manner.  

 Human behaviors take place with several time scales. Therefore, it is indispensable to 

investigate cerebral information processing structure in various time scales in order to understand 

human nature. Unlike the previous studies of functional connectivity, I investigated the relationship 

between the structure of FCN and the time scales of the brain activities. The findings introduced in this 

thesis suggest that the brain has an information processing mechanism depending on the time scales of 

brain activities. This suggests that investigations of the relationship between spatial structures and time 

scales of brain activities provide more comprehensive understanding about an operational principle on 

the brain governing human behavior.  

 The evidences supporting that the mind is produced by various activities of the brain are 

overwhelming. However, it is still unclear as to how the brain obtains the activity that produces the 

faculty of the mind in the process of development. In other words, we have no idea as to how our 

brains arise from clumps of neurons to become the "seat of mind." It is very important to further 
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explore and elucidate this concept for better understanding of how the mind emerges from matter. 

Therefore, we must put much effort into examining how the brain changes in the course of 

development to obtain cerebral function. The paradigm introduced in this thesis is combinable with 

various psychological and clinical approaches, and it may promote the elucidation of development 

mechanisms involved in the cerebral functions in charge of human behavior. 
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