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Abstract

High-energy heavy ion collisions provide the unique opportunity to study strongly in-
teracting matter at extreme conditions of temperature and/or density in the laboratory.
Di-electron measurement is a powerful tool to diagnose the matter formed in high-energy
heavy ion collisions. Since di-electrons are not subject to the final state interaction, they

carry information about the properties of the matter at the time of their production.

The hot/dense matter formed in heavy-ion collisions affects the di-electron spectra in
various ways. The shape of the low mass region (Below p mass) is expected to be
modified due to the in-medium modification of low mass vector mesons, in particular p
meson. In addition, theory predicts that the intermediate mass region (Between ¢ and

J /1 masses) is the most appropriate window to observe the thermal radiation from the

QGP.

Previous di-electron measurements suffer from a large number of background electrons
originating from 7° Dalitz decays and ~ conversions. A new detector, Hadron Blind
Detector (HBD), is developed to reject those background electrons by exploiting the
fact that the opening angle of such pairs is very small compared to the opening angle of

other sources like the light vector mesons.

The HBD is a new Cerenkov detector consisting of a 50 cm long radiator operated
with pure CF4 and directly coupled to a triple Gas Electron Multiplier (GEM) photon
detection element. The HBD was installed in PHENIX for 2010 Au + Au runs (Run-10)
and successfully operated. This manuscript presents the results of the first di-electron
measurement at mid-rapidity using the HBD in Au + Au collisions at /s, = 200
GeV. As a result, the consistent results with the previous PHENIX measurement were

obtained for all the mass regions. This fact demonstrates the proof-of-principle of the
HBD.






Contents

Abstract iii
List of Figures ix
List of Tables xvii
1 Introduction 1
1.1 High energy heavy ion collisions . . . . . . .. ... ... ... ....... 1

1.2 Di-electron measurements . . . . . . . ... Lo 4
1.21 Overview . . . . . . .. 4

1.2.2 Lowmassregion . . . . . .. ... ... 7

1.2.3 Intermediate mass region . . . . . . .. ... Lo 12

1.2.4  Charmonium J/¥ . . . . ... 14

1.3 Purpose and organization of this thesis . . . . . . . .. ... ... ... .. 15
1.4 Major contributions . . . . . ... Lo oL 15

2 Experimental setup 17
2.1 Accelerator complex . . . .. ..o 17
2.2 PHENIX overview . . . . . . . . . . . e 18
2.3 PHENIX Central Arm Magnet . . . ... ... ... .. .. ........ 22
2.4  Event Characterization . . . . . . . . . . .. ... 23
2.4.1 Beam-beam counter (BBC) . . ... ... .. ... 23

2.4.2  Zero degree calorimeter (ZDC) . . . ... ... ... .. ... 24

2.4.3 Reaction Plane Detector (RXNP) . . . . ... ... ... ... ... 25

2.5 Charged Particle Tracking . . . . . . . .. . ... ... ... 26
2.5.1 Drift Chamber (DC) . . . . . ... ... 26

2.5.2 Pad Chamber (PC) . ... ... ... ... ... ... 26

2.6 Electron identification . . . . . . .. ... L Lo 28
2.6.1 Ring Imaging Cerenkov Counter . . . . . . ... ... ....... 28

2.6.2 Electromagnetic Calorimeter . . . . .. ... ... ... ...... 29

2.6.3 East arm Time of Flight Detector . . . . . ... ... ... .... 30

2.7 Hadron Blind Detector (HBD) . . ... ... ... ... ... ... .... 33
2.8 Trigger . . . . . oL e e 36
2.9 Data Acquisition . . . . . ... 36

3 HBD calibration and performance 39
3.1 Gain calibration . . . .. ... 39



Contents vi

3.1.1 Gain determination . . . .. ... ... o000 39
3.1.2 Pad-to-pad gain equilibration . . . . . .. ... .00 42

3.2 Quantum Efficiency (QE) correction . . . . . ... ... ... 46
3.3 Alignment . . . . . . 48
3.4 Scintillation background subtraction . . . . . ... ... ... 50
3.5 Pattern recognition . . . . . ... L. Lo o 52
3.5.1 Standalone algorithm . . . . ... ... ... ... ... ... 53
3.5.2 Non-standalone algorithm . . . . ... .. ... ... .. ...... 53

3.6 Performance. . . . . . . ... 54
4 Data analysis 57
4.1 Analysisoverview . . . . . . ... oL e 57
4.2 Collision geometry and centrality determination . . . . . . .. .. .. ... 60
4.3 Charged track reconstruction and momentum determination . . . . . . . . 62
4.4  Electron identification variables . . . . . . . .. ... 0oL 65
441 RICH . .. .. e 65
4.42 EMCaland TOFE . . . .. ... . . ... 66
443 HBD . . .. o 68
4.4.4 Summary of elD variables . . . . . . ... ... 0L 68

4.5 Detector simulations . . . . . .. ... oL 68
46 Eventcuts. . . . . .. . .. e 71
4.7 Runselection . . . . . . .. 71
4.8 Fiducial cuts . . . . . . L 73
4.8.1 HBD projectioncut . . ... ... .o oo 73
4.8.2 HBD support structure conversion cuts . . . . .. ... ... ... 74
4.8.3 Drift chamber fiducial cuts . . . . . .. ..o 75
4.8.4 Other fiducial cuts . . . . . .. .. ... 75

4.9 HBD double hit rejection . . . . ..o oo 77
4.10 Electron Identification . . . . . . . . .. ... o 78
4.10.1 Neural Network training . . . . . . . .. .. ... ... .. ... 79
4.10.2 Step 0: LooseelD cuts . . . . . ... .. .o oL 82
4.10.3 Step 1: PMT erasing . . . . . . .« . . oo v i it 82
4.10.4 Step2a, Step2b and HBD S/D: Cut optimization . . . . ... ... 83

4.11 Pair ghost cut . . . . . . . ... 85
4.11.1 RICH cut . . . . . o oo 86
4.11.2 EMCal cut . . . . .. .. Lo 88
4.11.3 PClcut . . . . oo 89
4.11.4 HBD cut . . . . . . . . e 91
4.11.5 The affected mass regions . . . . . . . . . ... ... 91

4.12 Background subtraction . . . . . .. ... Lo oo 92
4.12.1 Combinatorial pairs . . . . . . . .. ... oo 92
4.12.2 Cross Pairs . . . v v v v i e e e e e e e 98
4.12.3 Jet pairs . . . . . oL 99
4.12.4 Electron-hadron pairs . . . . . .. .. .. ... ... ... ... .. 103
4.12.5 Normalization . . . . . . . . . ... oo 103

4.13 Hadronic cocktail . . . . . . . ... Lo 109

4.13.1 Neutral pion . . . . . . .. 109



Contents vii
4.13.2 Other mesons . . . . . . . . . o v v i i i e 110

4.13.3 Open heavy flavor . . . . . .. . ... .. oL 110

4134 T/ oo 112

4.13.5 Systematic uncertainties on cocktail . . . . .. ... ... L. 112

4.13.6 The Au+Au Run-10 cocktail . . . . . . . ... ... ... ..... 112

4.13.7 Acceptance and efficiency correction . . . . . ... ... 115

4.13.8 Bin shift correction . . . . . . ... ... Lo 118

414 J/p yield ..o 119
4.15 Summary of systematic uncertainty . . . . . . ... ... 119

5 Results and discussion 121
5.1 Invariant mass spectra and acceptance corrected pr spectra . . . . . . .. 121
5.2 Control samples: 7° and J/t¢ region . . . . .. ... ... ... ... ... 124
5.3 Comparison with PHENIX Run-4 data points . . . . . . . ... ... ... 125
5.4 Comparison with cocktail . . . . . .. ... ... ... ... .. ...... 127
5.4.1 Invariant mass spectra . . . . . . . . ..o 127

5.4.2  Acceptance corrected pp spectra . . . ... ... 132

5.5 Comparison with direct photon measurements . . . . . . . . ... ... .. 135
5.6 Comparison with models . . . . . . . . ... ... ... ... ... ..... 137
5.6.1 pmodification . . . . ... 137

5.6.2 QGPradiation . . .. .. .. ... .. ... 139

6 Conclusion and outlook 141
6.1 Conclusion . . . . . . . . . . .. 141
6.2 Outlook . . . . . . . . e 142
Acknowledgements 145
A Non-standalone pattern recognition algorithm of HBD 147
A.1 Cluster size optimization . . . . . . . . . . . .. .. . ... 147
A.2 Definition of hbdid variable . . . . .. ... ... ... ........... 149

B DC fiducial cuts 155
C Weighting factor to introduce “flow” into mixed background 157
Bibliography 161






List of Figures

1.1

1.2

1.3
1.4
1.5

1.6

1.7

1.8

1.9

1.10

1.11

1.12

1.13

2.1
2.2

2.3

Lattice QCD results of energy density scaled with 7~* as a function of
the temperature 7" in units of the critical temperature 7c [5]. . . . . . ..
Space-time evolution of a nucleus-nucleus collision. The times and tem-
peratures for the different phases are taken from [17].. . . . . . .. .. ..
Expected sources of dielectron production as a function of invariant mass.
Schematic view of possible spectral modifications. . . . . . . . .. ... ..
Di-electron invariant mass spectra in p +p collisions at /s, = 200 GeV
measured by PHENIX in the 2009 run [20, 21]. . . . . ... ... ... ..
CERES results [31]. Left Panel: The mass spectrum on top of known
hadron decays. Right panel: The mass spectrum after hadronic decay
component subtraction. The spectrum is compared to the dropping mass
scenario and broadening scenario. . . . . . . ... L oL
NAGO results [32]. The mass spectrum after hadronic decay component
subtraction. The spectrum is compared to the dropping mass scenario
and broadening scenario. . . . . . . ... ..o oo
PHENIX results [35]. Left panel: The measured mass spectrum compared
to the cocktail of known hadron decays including the open charm contri-
bution. Right panel: The mass spectrum compared to several p meson
spectral shape modification scenarios. . . . . . . . . .. ... ... ....
PHENIX results [35]. Di-electron yield per participating nucleon pair
(Npart/2) as function of Npg for two different mass ranges ((a): 0.15 <
Mee < 0.75 GeV/c?, (b): 0 < mee < 0.1 GeV/c?) compared to the
expected yield from the hadronic cocktail. . . . . . ... ... ... ....
STAR preliminary results [37]. Di-electron mass spectra for different
beam energies. The comparison with the broadening scenario is also
shown in the plots. . . . . . . . . .. o
PHENIX results [35]: Di-electron yield in the IMR scaled with N,y vs
Npa?“t- ......................................
STAR preliminary results [37]: Data/cocktail ratio for each centrality bin.
The cé contribution in the cocktail is based on PYTHIA simulation scaled
by Neoll- o v o o e e e
STAR and PHENIX results [52, 53]: The nuclear modification factor as
a function of Np,+ measured by both experiments at mid-rapidity.

RHIC accelerator complex. . . . . . .. .. .. . 0oL
PHENIX configuration in 2010. The top panel shows the central arm
from the beam view. The bottom panel shows the muon arms from the
east side view. . . . .. oL
PHENIX coordinate system. . . . . . . .. .. ... ... ..........

ix

11



List of Figures X

2.4
2.5

2.6

2.7
2.8

2.9

2.10
2.11
2.12
2.13
2.14

2.15
2.16

2.17

2.18

2.19

2.20

3.1

3.2
3.3

3.4

3.5

3.6

3.7

3.8

Magnetic field lines in the “4+—" field configuration [58]. . . . . . . . . .. 22
Magnetic field strength as a function of the distance from the beam axis
153 23

(a) Single Beam Beam counter consisting of one-inch mesh dynode photo-
multiplier tube mounted on a 3 cm quartz radiator. (b) A BBC array
comprising 64 BBC elements. (c¢) The BBC is shown mounted on the
PHENIX detector. The beam pipe is seen in the middle of the picture.
The BBC is installed on a mounting structure just behind the central
spectrometer magnet [59]. . . ... Lo 24
A plan view of the collision region showing the location of the ZDCs [61]. 25
Schematic view of the arrangement of the scintillators in one RXNP arm.
The length of each scintillator side is shown in centimeters [62]. . . . . . . 25
The layout of wire position within one sector and inside the anode plane
(left). A schematic view of the stereo wire orientation (right) [66]. . . . . 27
The pad and pixel geometry (left). A cell defined by three adjacent pixels
is at the center of the right picture. The numbers shown in the figure are

for PC1[66]. . . . . . . . o 28
A cutaway view of the PHENIX RICH detector [68]. . . . . ... ... .. 29
A schematic view of a PbSc module [71]. . . . ... ... ..o 31
A schematic view of a PbGI supermodule [71]. . . .. ... ... ... .. 31
Picture of the TOFE mounted on the East arm [70]. . . . ... ... ... 32
Schematic view of one TOFE panel [70]. . . . . . . ... ... ... .... 32
Triple GEM stack operated in the standard forward bias mode (left) and

reverse bias mode (right) [74]. . . . . . . . ... oL 33
Absolute quantum efficiency of Csl in vacuum and CFy over the band-

width 6.2-10.3 €V [75]. . o o oo 34
The 3D view of the two arm HBD. (left) Exploded view of one HBD arm.

(right) [T4]. . . . . o o 34
HBD response to single electrons (left) and to unresolved double hits

(right) [74]. . . . . .o 36
Schematic diagram of the data acquisition system [76]. . . . . . ... ... 37

Pulse height distribution in one detector. The ordinate is normalized to

represent the number of hits perevent. . . . . . . . .. .. ... ... ... 40
Gain versus run number. . . . . .. L L L Lo 41
Gain versus time for two detector modules. The data are from a few runs
taken at the end of the 200 GeV part of Run 10. . . . . . .. .. ... .. 42
An example for pad gain determination, by fitting the exponential. Shown
are four pads from WN2 module. . . . . ... ... ... ... ....... 43
The distribution of pad gains in two modules WS1 and WN1. Top: before
the equilibration, bottom: after the equilibration. . . . ... .. ... .. 44

Stability of the pad-to-pad gain equilibration throughout the 200 GeV
portion of Run-10 for the ES modules (1-5 from top to bottom). Blue
(red) points are before (after) the gain equilibration. . . . . . ... .. .. 45
HBD cluster charge distribution associated with central arm electrons
(Black). Contribution from scintillation light is estimated with track
swapping (Red) and subtracted to obtain the Cerenkov response (Blue). 47
Charge scaling factor A; of different run groups for ES4 module of the
east arm. . . . . ..o e e e 47



List of Figures xi

3.9

3.10

3.11

3.12

3.13

3.14

3.15

3.16

4.1

4.2

4.3

4.4

4.5

4.6

4.7

4.8

4.9

4.10

4.11

4.12

Peak of “double” charge distribution before and after the quantum effi-
ciency correction for ES4 module. . . . . . ... ... L. 48
“Double” charge distribution before and after the quantum efficiency cor-
rection for five modules of the east arm. . . . . . . . ... ... ... ... 48
The schematic drawing depicting the HBD arm rotation around the x-
axis (PHENIX coordinates). On the left is the view of one HBD arm
from x-direction and on the right is a zoomed drawing of one HBD sector,
containing two modules. . . . .. ..o o oo 49
The HBD module offsets after applied correction. . . . . . . . .. .. ... 50
Photon yield for various scintillating gases excited by %0 ions of E;, =
80 MeV [79]. Intensities are normalized with respect to constant energy

loss. . . o 51
Cell charge per unit area (Qcen/acen) for different centrality ranges. The
displayed data are for module WN2. . . . .. ... ... ... ....... 51
Schematic drawing of HBD readout hexagonal pads. One pad is divided
into 4 mm triangles in the clustering algorithm described in the text. . . . 54

The effective signal (left) and the signal-to-background ratio (right) for
three types of cuts and for each centrality bin. Those values for the central
arm cuts are normalized to be one. HBD(S) refers to the HBD single cut,

hbdid>10, and HBD(D) refers to the HBD double cut, hbdcharge<30. . . 55
Analysis flow. . . . . . ... 58
Collision geometry in 2D (Top) and 3D (Bottom) view. . . .. ... ... 61
Distribution of the BBC total charge for the events with 0 < |zy| < 5

cm. Each slice corresponds to a 10% centrality bin. . . . . ... ... .. 62
Left: Shematic view of a track in the DC r - ¢ plane. Right: Shematic

view of a track in the DC r -z plane [77]. . . . ... ... ... ... ... 64

Schematic description of the variables which characterize a RICH ring. A
track projection vector and five PMTs with correlated hits are also shown. 66
The 7., distribution from single electron simulation. The shaded area

shows the r., region between 3.4 cm and 84 cm. . . ... ... ... .. 66
Charge over momentum (Q/mom) vs ToF for PbSc(left) and TOFE(right)
in the 0-10% centrality bin. . . . . . . . ... ... .. 67

The comparison of major eID variables in data (Black) and in the detector
simulation (Red) using the open Dalitz pairs in the 60-92% centrality bin.
The comparisons of neural network outputs described in Section 4.9 and
4.10 are also shown in the lowest panels. . . . . . . ... ... ... .... 71
Vertex distribution for a run taken with a £30 cm vertex trigger (left)
and a run taken with a 20 cm vertex trigger (right). . . ... ... ... 72
Electron-tracks per event distributions as function of the vertex position
for a run with wide vertex trigger (left) and narrow vertex trigger (right). 72
(disp) as a function of run number. The runs inside the shadowed band
are accepted as good runs. . . . .. ... Lo Lo oo 73
Track projections onto the HBD in the ¢ — z plane. The black points
respresent the tracks before applying the HBD projection cut and the
blue points are the tracks accepted by the projection cut. Minimum bias



List of Figures

xii

4.13

4.14

4.15

4.16

4.17

4.18

4.19

4.20

4.21

4.22

4.23

4.24

4.25

4.26

4.27

4.28

The ¢¢ distribution of all tracks (black) and the tracks accepted by the
cut (red) that removes conversions from the HBD support structure. Min-
imum bias data. . . .. ...
a vs board number for e* yield without fiducial cut (left column) and
with fiducial cut(right column) for all the four sectors in Run Group 01.
Correlation between cos(fy) and bbcz. The left panel shows the raw cor-
relation map and the right panel shows the correlation map after applying
the fiducial cut that removes the tracks around z ~ 0. . . . .. ... ...
The input variables for the neural network (top panels and bottom left).
The red lines correspond to single hits (signal) and the blue lines to double
hits (background). The black is the sum of the two. The resulting neural
network output is shown in the bottom right panel. This is an example
for centrality 30-40% and HBDSIZE=2 from the Monte-Carlo simulation.
nnout0 distribution in the 20-40% centrality bin. The red line corresponds
to signal hits and the blue line corresponds to background hits. . . . . . .
nnout2a distribution in the 20-40% centrality bin. The red line corre-
sponds to signal hits and the blue line corresponds to background hits. . .
nnout2b distribution in the 20-40% centrality bin. The red line corre-
sponds to signal hits and the blue line corresponds to background hits. . .
Scatter plots of the effective signal versus the signal-to-background. The
point shown with the yellow square is the setup selected for the analysis.
Left panel: like-sign foreground, mixed background, and the subtracted
spectra. On can see a large correlation at low masses. Right panel: unlike-
sign foreground and mixed background and the subtracted yield , where
a clear correlation peak is visible at 0.25 GeV /c2. The plots are for 0-10%
centrality. . . . . . . . L
The A¢p— Az distributions in RICH. The left panels show unlike-sign fore-
ground (top), like-sign foreground ++ (middle) and like-sign foreground
—— (bottom). The right panels show unlike-sign mixed background (top),
like-sign mixed background ++ (middle) and like-sign mixed background

The corrected yield vs. the ring sharing cut value. The right plot is a
zoom of the y-axis. The data are for 0-10% central events. . . . . . . . ..
The Ay — Az distributions in EMCal. The left panels show unlike-sign
foreground (top), like-sign foreground ++ (middle) and like-sign fore-
ground —— (bottom). The right panels show unlike-sign mixed back-
ground (top), like-sign mixed background ++ (middle) and like-sign mixed
background —— (bottom). . . . . . ... Lo
The corrected yield vs. the EMCal cut value. The data are for 0-10%
central events. . . . . . . ...
The Ag — A, in PCI1, unlike-sign foreground (left), unlike-sign mixed
background (right). The red ellipse marks the region with extra yield in
the foreground and the magenta ellipse marks the region with missing
yield in the foreground. . . . . . . ... ..o oL
PC1 A¢ distribution to see the effect of the PHENIX track reconstruction
algorithm on the proximity hits in PC1. This A, distribution is obtained
with the ellipse cut shown in Fig 4.26. . . . .. .. ... ... ... ....
Like-sign pair’s opening angle distribution. The plot is for 0-10% central-
ity bin. . . . e

75

76

76

81

81

82

84

86



List of Figures xiii

4.29 Like-sign (left) and unlike-sign (right) foreground spectra without any
pair cuts (Black) and with RICH, EMCal and PC1 pair cuts (Blue). The

plots are for the 0-10% centrality bin. . . . . ... .. ... ... ..... 92
4.30 The ratio between the foreground mass spectrum and the simple mixed

background without flow effect for the 20-40% centrality bin. . . . . . . . 94
4.31 2D flow cartoon. . . . . . . ... 95

4.32 The inclusive single electron yield as a function of the angle relative to
the reaction plane for 0.7 < pr < 0.8 GeV/c in the 20-30 % centrality bin. 95
4.33 The ratio between foreground and mixed background mass spectra in
ToyMC with and without flow effect in the mixed background. Black:

simple mixed-event technique. Red: weighting method. . . . . . . . . . .. 96
4.34 Reaction plane resolution as a function of centrality [86]. . . . . . . . . .. 97
4.35 Inclusive single electron vo. . . . . . . . Lo oo 97

4.36 PYTHIA like-sign foreground spectrum scaled by 1/3.9-(Neoi)- Raa(pr1)-
Raa(pr2) of 20-40% centrality bin. The normalized and scaled mixed

background is also shown in the figure. . . . . . . . . ... ... ... ... 101
4.37 Raa of neutral pion as a function of py from [92].. . . . .. ... ... .. 102
4.38 R4 of charged pion as a function of pp from [93]. . . . . ... ... ... 102
4.39 Illustration of the a possible electron hadron correlation. . . . . . . . . .. 104

4.40 Foreground pairs and normalized background sources in each centrality bin.106
4.41 Unlike-sign pairs after background subtraction. Only statistical errors are

shown in the figure. . . . . . . . ... oo 107
4.42 Like-sign residual yield divided by the mixed background yield as a func-

tion of mass for each centrality bin. The grey shadowed bands represent

the normalization error of the mixed background. The green bands rep-

resent the systematic error due to the like-sign residual yields. . . . . .. 108
4.43 Ideal acceptance of the PHENIX detector in the +— magnetic field con-

figuration. The Y axis is charge/pr and the X axis is the DC ¢ variable.

The red lines are the parametrization used in EXODUS to define the ideal

acceptance. . . . ..o Ll e 113
4.44 Deviation in reconstructed momentum (left), theta (middle) and phi (right) in

the 600-700 MeV /¢ momentum bin. The momentum deviation is fitted with a

Gaussian and an exponential function to account for the radiative tail. The 6

and ¢ deviations are very well fitted by a Gaussian function only. . . . . . . . . 114
4.45 Runl0 dielectron cocktail for minimum bias events. The mesonic contributions

are obtained from EXODUS. The correlated eTe™ pair yield form the semilep-

tonic decays of heavy flavor mesons is from MC@QNLO. The J/v decay into ete™

is taken from Run-9 p + p collisions after scaling with N,;;. The systematic un-

certainties in the cocktail are shown as the yellow band and discussed in Section

4135« L e e e e e 114
4.46 Acceptance and efficiency correction for the pair pr range between 0.8
and 1.0 GeV/c for each centrality bin. . . . . ... ... ... ... 118

5.1 Invariant mass spectra of eTe™ pairs in the PHENIX acceptance for dif-
ferent centrality bins. The invariant mass spectrum for the minimum bias
events is also shown. Statistical and systematic errors are included. . . . . 122

5.2 Acceptance corrected pr spectra of ete™ pairs for 0.3 < me. < 0.5 GeV/c2.123

5.3 Acceptance corrected pr spectra of ete™ pairs for 0.5 < me. < 0.75 GeV/c?.123



List of Figures xiv

5.4 Data/cocktail ratio in the mass region 0.0-0.1 GeV/c?>. The shadowed

band represents the systematic error on the cocktail. . . . . .. ... ... 124
5.5 J/1 Raa as a function of Npg in Run-10 and Run-4 [52]. . . ... . .. 125
5.6  Acceptance corrected pr spectra of ete™ pairs for 0.3 < me. < 0.5 GeV/c?

in Run-4 [35] and in the present analysis of Run-10. . . . ... ... ... 126

5.7 Acceptance corrected pr spectra of eTe™ pairs for 0.5 < me. < 0.75
GeV/c? in Run-4 [35] and in the present analysis of Run-10. . . . . . . . . 126
5.8 Invariant mass spectra of eTe™ pairs in the PHENIX acceptance for dif-
ferent centrality bins. The experimental results are compared to the ex-
pected yield from the cocktail of light hadron decays, correlated heavy
flavor decays and J/1 decays. Statistical and systematic errors both on
data and the cocktail are included. . . . . . .. ... oL 129
5.9 Invariant mass spectra of eTe™ pairs in the PHENIX acceptance for mini-
mum bias events. The experimental results are compared to the expected
yield from the cocktail of light hadron decays, correlated heavy flavor de-
cays and J/1 decays. Statistical and systematic errors both on data and

the cocktail are included. . . . . . . .. oL oo 130
5.10 Invariant mass spectrum of e*e™ pairs in the PHENIX acceptance in
minimum-bias Au + Au collisions compared to the Run-4 cocktail [35]. . . 130
5.11 Data/cocktail ratio in the mass region 0.15-0.75 GeV/c%. The shadowed
band represents the systematic error on cocktil. . . . . . ... oo 131
5.12 Data/cocktail ratio in the mass region 1.2-2.8 GeV/c?>. The shadowed
band represents the systematic error on the cocktail. . . . . . .. ... .. 131

5.13 The ratio of the acceptances in Run-10 and Run-4 to the enhancement

component observed in Run-4. . . . .. ... ... 000 132
5.14 Acceptance corrected pr spectra of ete™ pairs for 0.3 < me. < 0.5 GeV/c2.133
5.15 Acceptance corrected pr spectra of eTe™ pairs for 0.5 < me. < 0.75

GeV/c®. 133
5.16 The mp spectrum for the mass range 0.5 < me. < 0.75 GeV/c? after

subtracting the hadronic cocktail without the p meson contribution. The

fit to the sum of two exponentials is also shown. . . . ... ... ... .. 134
5.17 Acceptance corrected pr spectra of eTe™ pairs for 0.3 < me. < 0.5

GeV/c?. The cocktail with the direct photon yield estimated in [35] is

also shown in the figure. . . . . . ... ... oo 136
5.18 Acceptance corrected pr spectra of eTe™ pairs for 0.5 < me. < 0.75

GeV/c?. The cocktail with the direct photon yield estimated in [35] is

also shown in the figure. . . . . . . ... o oo 136
5.19 Invariant mass spectrum of ete™ pairs in the minimum bias collisions

for the low pr region, 0< pr <0.5 GeV/c. The p meson contribution,

including in-medium effects, calculated by R. Rapp and van Hees [35,

107, 108] is added to cocktail without the p and shown in the figure

by the dashed line. The HMBT(Hadron Many Body Theory) refers to

the broadening scenario and the PY refers to the partonic yield from qgq

annihilation. . . . . .. .. oL L 138

A.1 Charge distribution of 1 pad (pad0), 2 pad (padO0@&padl)and 3 pad (padO®padldpad?2)
clusters for genuine electrons (black) and fake electrons (red) pointing to
the triangle 0 in Fig. 3.15. . . . . . . .. . oo oo 148



List of Figures XV

A.2 Electron efficiency as a function of triangle number (Fig. 3.15) when 90

% of fake hits are rejected. The points with different colors show the
efficiency of different cluster sizes.. . . . . . . . ..o 0oL 149
A.3 Schematic drawing of the HBD readout plane. . . . . . . . ... ... ... 150

A.4 Charge threshold of a cluster consisting of one hexagonal pad in each HBD

module of the east arm at /s = 200 GeV for a rejection of backplane
conversion by a factor of 10. . . . . . ... L o000 oL 151

A.5 Electron efficiency and the remaining fraction of backplane-conversion
electrons as a function of hbdid. See the text for the definition of hbdid. . 152

A.6 Electron efficiency as a function of pr for the case of hbdid > 10. See the
text for the definition of hbdid. . . . . . ... ... ... .. ... ... 153

B.1 « vs board number for e* yield without fiducial cut (left column) and
with fiducial cut(right column) for all the four sectors in Run Group 1. . 155

B.2 « vs board number for e* yield without fiducial cut (left column) and
with fiducial cut(right column) for all the four sectors in Run Group 2. . 155

B.3 a vs board number for e* yield without fiducial cut (left column) and
with fiducial cut(right column) for all the four sectors in Run Group 3. . 156

B.4 « vs board number for e* yield without fiducial cut (left column) and
with fiducial cut(right column) for all the four sectors in Run Group 4. . 156

B.5 «a vs board number for e* yield without fiducial cut (left column) and
with fiducial cut(right column) for all the four sectors in Run Group 5. . 156






List of Tables

1.1

2.1
2.2

2.3

4.1
4.2
4.3
4.4
4.5
4.6

4.7
4.8

4.9

4.10

4.11
4.12

4.13

5.1

5.2

5.3

Summary of dilepton (eTe™ or u™p~) measurements in heavy ion colli-
sions [19]. The energy is quoted in GeV per nucleon in the lab. system
with the exception of PHENIX and STAR where the energy per nucleon
pairisinthe cm.s. . . . . . . . ... ..o

Collision species and their energy delivered by RHIC from 2000 to 2013. .
Pseudo-rapidity An and azimuthal A¢ coverage of each detector (Run-10

Average Npqr¢ and Ngoy of each centrality bin in Au + Aw collisions at
Saw =200 GeV. o
Variables used for the electron identification in the analysis. . . . . . . ..
Signal and background definition for the neural network trainings . . . . .
Input parameters of each neural network . . . . . . . ... ... ... ...
S/D cuts threshold used as a reference. . . . . . . .. ... ... ... ...
Optimized nnout threshold. The nnoutsd thresholds are shown as the
shifts relative to the values listed in Table 4.5. . . . . . .. .. .. .. ...
Branching ratio (BR) used in the jet simulation. . . . ... ... ... ..
Normalization window for each centrality bin. The number of like-sign
pairs in the window is also shown in the table. . . . ... ... ... ...
Fit parameters derived from the 70 and charged pion pr distributions for
different centralities using the modified Hagedorn function [94, 95, 96]. . .
pr integrated yield of 7% and the other light mesons in different central-
ities. For the 60-92% bin, the value from this analysis is used. . . . . ..
Acceptance filter parameters in the +— magnetic field configuration. . . .
Efficiency loss due to detector occupancy for the centrality bins used in
the analysis. . . . . . . . . . L L
Efficiency loss due to the eID step 1 discussed in Section 4.10.3 for the
centrality bins used in this analysis. . . . ... .. .. ... ... ...

The enhanced yields in Run-10 and Run-4 for the minimum bias events.
The Run-4 yields are corrected to the yields in the Run-10 acceptance.
The excess from the cocktail in PHENIX acceptance calculated by the
different models for the range 0.5 < me. < 0.75 GreV/c2 and 0.0 < pr <
0.5 GeV/c. The excess in the data is also shown. . . ... ... .. ...
Thermal radiation calculations for 1.2 < me. < 2.8 GeV/c2 are added
to the cocktail and then divided by the cocktail. The data divided by
cocktail is also shown. . . . . .. .. o oo

. 132






Chapter 1

Introduction

1.1 High energy heavy ion collisions

High-energy heavy ion collisions provide the unique opportunity to study strongly in-
teracting matter at extreme conditions of temperature and/or density in the laboratory.
At such conditions, quarks and gluons are no longer confined inside hadrons. They are
free to move over distances which are large compared to the hadron size and they are
the relevant degrees of freedom [1, 2, 3]. Therefore, the formed matter is often referred
to as “Quark Gluon Plasma (QGP)” [4].

Quantitative calculations are performed using lattice QCD. Figure 1.1 shows the evo-
lution of energy density with the temperature [5]. The step-like behavior, which is a
characteristic feature of a phase transition, is due to the change in the number of degrees
of freedom when the transition between hadron gas and QGP occurs. The energy den-
sity does not reach the Stefan-Boltzmann limit eg5/T* which corresponds to the ideal

gas due to strong interactions in the QGP.

Lattice QCD also predicts the transition into a chirally symmetric phase occurring at
the same time as the transition into the deconfined phase [6]. The chiral symmetry
is spontaneously broken in normal matter [7, 8, 9]. The breaking occurs due to a non-
vanishing ground state expectation value of the quark condensate (gq) and is responsible
for the fact that the constituent quark mass (~300 MeV/c?) is much heavier than the
current quark mass ( ~5 MeV /c?) [10]. In the limit of high temperature and high baryon
density, the quark condensate vanishes ({(gg) — 0 ) and the chiral symmetry is expected

to be restored.

Figure 1.2 shows the space-time evolution of the matter produced in heavy ion collisions

[11]. Immediately after the collision, a huge amount of energy is released in a tiny volume

1
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and free partons are produced. Once equilibrium is achieved, common thermodynamic
quantities, such as temperature and pressure, can be used to describe the system and the
evolution from this point on is modeled by relativistic hydrodynamics [12, 13, 14, 15, 16].
As the matter expands, the temperature drops and crosses the transition temperature
T., where hadronization of partons occurs. If the transition is first-order, the system
passes through a mixed-phase consisting of quarks, gluons and hadrons. Eventually the
inelastic scattering of hadrons ceases. The temperature is called the chemical freeze-out
temperature. Then the elastic scattering of hadrons ceases. The temperature is called
the kinetic freeze-out temperature. After the kinetic freeze-out, the particles stream

freely to the detectors.

The production of particles in heavy ion collisions strongly depends on collision geometry.
(See Section 4.2 for detail.) The perpendicular distance between the paths of the two
nuclei is referred to as impact parameter. Collisions with small impact parameter are

” and collisions with large impact parameter are called

called “central collisions (events)
“peripheral collisions (events)”. Collisions without any selection of impact parameter
are called “minimum bias collisions (events)”. Instead of using the impact parameter,

the following variables directly related to the impact parameter are often used :

e N.y: A variable related to the number of binary nucleon-nucleon collisions. The

particle production at initial stages of collisions is roughly proportional to Ngu;.

® Npuri: A variable related to the reaction volume. The particle production at later

stages of collisions is roughly proportional to Ny

Since the impact parameter, N, and Npq-¢ are not experimental observables, an ex-
perimental quantity called “centrality” is defined and related to those variables via the
Glauber model calculation. Small centrality corresponds to the small impact parameter

and vice versa.

The study described in this manuscript aims at measuring the properties of hadron gas

and partonic matter formed in heavy ion collisions using di-electron channel.
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1.2 Di-electron measurements

1.2.1 Overview

Di-electron measurement is a powerful tool to diagnose the strongly interacting mat-
ter formed in high-energy heavy ion collisions [4]. Di-electrons are not subject to the
strong interaction. Therefore, they are not distorted by final state interactions and carry

information about the properties of the matter at the time of their production.

Di-electrons are produced via various processes during all stages of the heavy-ion col-
lision, from the initial parton-parton collisions till the hadron decays after freeze-out.
To extract the information of the matter at a certain stage, e.g. the QGP, we need to

disentangle the various sources.

Figure 1.3 illustrates the contributions of various sources to the invariant mass spec-
trum. The mass spectrum can be divided into three regions: the low mass region
(LMR, 0-1.2 GeV/c?), the intermediate mass region (IMR, 1.2-2.8 GeV/c?) and the
high mass region (HMR, >2.8 GeV/c?). Di-electrons coming from the decay of light
mesons (77, 7, 77/, p, w, ¢) are the dominant sources in the low mass region. In the in-
termediate and high mass regions, there are contributions from the semi-leptonic decays
of charm and bottom mesons. Heavy quark pairs (cé or bb) produced in the initial hard
scattering of partons undergo fragmentation and form heavy meson pairs, e.g. DY D™,
The subsequent semi-leptonic decays of these mesons produce correlated e™e™ pairs. In

the high mass region, there is also a contribution from charmonia (.J/v, V).

The hot/dense matter formed in heavy-ion collisions affects the spectrum in various
ways. Sources of possible modifications are illustrated in Fig. 1.4. The main focuses of

this manuscripts are:

e Low mass, low pp region:

The shape of the low mass region is expected to be modified due to the in-medium
modification of low mass vector mesons, in particular p meson. (See Sec 1.2.2). In
this thesis, we often present the inclusive mass spectrum, which is mainly affected

by the modifications at low pr.

e Intermediate mass region:

Theory predicts that the intermediate mass region is the most appropriate window

to observe the thermal radiation from the QGP (See Sec 1.2.3).

e High mass region:
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The charmonia are expected to be suppressed due to color screening (See Sec
1.2.4).

The low mass, high pr region is also an interesting region to study the thermal radiation
from QGP. The consistency with previous measurements in this region is discussed in

Section 5.5.

0 LMR

IMR HMR

T

dN/dydm

(@)} vl vl vl vl v vd v vd vl vl

(@] LA I B AL B AL B AL B R

M,. [GeV/c?]

FIGURE 1.3: Expected sources of dielectron production as a function of invariant mass.
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FI1GURE 1.4: Schematic view of possible spectral modifications.

Di-electron measurements using heavy-ion collisions have been performed for decades.

The major experiments are summarized in Table 1.1 [19].

The main experimental difficulty in the dilepton measurements is the huge combina-
torial background of uncorrelated lepton pairs. Since single leptons do not carry any
information about their source, all leptons in the same event are paired to calculate the
invariant mass spectrum. Therefore, it is inevitable to form pairs where the electron
and positron are coming from two different sources. The number of uncorrelated pairs
increases quadratically with the event multiplicity. Typical signal-to-background ratios
at SPS energies are 1/10-1/20 [31, 32] whereas at RHIC energies values of ~ 1/200 for

minimum bias events are reported [35, 37].

Medium effects on dilepton mass spectra are observed as deviations from the expected
di-lepton mass spectra in elementary collisions; therefore, a thorough understanding of
all sources is essential. To confirm the understanding, most experiments measure the
dilepton spectra in p + p collisions as the reference and p(d) + A collisions to establish
possible cold nuclear matter effects. As an example of the reference measurement, Fig.
1.5 shows the di-electron spectra in p + p collisions measured by PHENIX at /s
= 200 GeV [20, 21], using the same setup as in this analysis. The measured spectrum is
well reproduced by the known hadronic sources. The spectrum of the known hadronic

sources is referred to as “hadronic cocktail”.
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TABLE 1.1: Summary of dilepton (e*e™ or u*u~) measurements in heavy ion collisions
[19]. The energy is quoted in GeV per nucleon in the lab. system with the exception
of PHENIX and STAR where the energy per nucleon pair is in the c.m.s.

Accelerator Experiment Probe System Energy
BEVALAC DLS ete C+C,Ca+Ca 1
GSI HADES ete” C+C 1,2
SPS HELIOS-3 T p+W, S+ W 200
CERES ete” p+ Be, Au 450
S+ Au 200
Pb+ Au 158
NA38, NA50 wrp p+W,S+U 200
Pb+ Pb 158
NA60 wpT In+1In 158
RHIC PHENIX (2004) ete™ Au + Au 200
PHENIX (2010) ete™ Au + Au 200
STAR (2010) ete™ Au + Au 19.6, 62.4, 200
§10'2 PHENIX Preliminary
S0 p+p (2009) Vs = 200 GeV n s yee Jy—ee
] : . DATA -=aT] = YEE Y — ee
ém.a : v <035 —7 = yee -+ ¢ = ee (MC@NLO)
; : p? = 0.2 GeVic p—ee —kE s ee (MC@NLO)
Yy w—ee &n'ee —sum
% —i— e &nee
3
]
Gro7
g
=)
;_?

Data/Cocktail

I BRI
r?]“(GeV.-"cz?

FI1GURE 1.5: Di-electron invariant mass spectra in p+ p collisions at /s, = 200 GeV
measured by PHENIX in the 2009 run [20, 21].

1.2.2 Low mass region

Low mass vector mesons (p, w, ¢) are interesting probes to understand chiral symmetry
restoration [19, 22]. The low mass vector mesons are produced in the hot/dense hadron

gas close to the phase boundary, where theoretical studies indicate the mass and width
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of the mesons are modified. Among the low mass vector mesons, the modification of p

is expected to be largest due to its short life time, 7 ~ 1.3 fm/c.

At SPS energies, CERES observed an enhanced di-electron yield below 1 GeV/c? com-
pared to the expected yield from hadronic sources in S + Au and Pb + Au collisions
[29]. The enhancement is interpreted as the thermal radiation from the hadronic phase,

dominated by the two pion annihilation:

+

™ 7r7—>p—>eJr

e (1.1)
Models using the vacuum p spectral shape could not explain the enhancement quan-
titatively and in-medium modifications of the intermediate p meson were introduced

[23, 24, 25, 26, 27, 28]. Two main models with such in-medium modifications are:

e Dropping mass scenario following the Brown-Rho scaling [26, 33]:

The p meson mass scales with the quark condensate (gq), which drops in the high

baryon density medium.

e Broadening mass scenario [34]:

The p meson spectral function becomes broader due to the scattering of the p

meson off baryons in the dense medium.

These two models reproduced equally well the CERES data obtained with the limited
mass resolution of the original spectrometer [30]. After the observation, a significant
breakthrough was achieved by the upgraded CERES experiment [31] and NA60 [32].
These experiments measured the enhancement with better precision, and now, there is
almost a consensus that the approach to chiral symmetry restoration proceeds through
broadening of p and no shift in its mass. Figure 1.6 shows the result of CERES and
Figure 1.7 shows the result of NA60 . Both spectra are compared to dropping mass

scenario [26, 33] and broadening scenario [34] and favor the broadening scenario.
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At RHIC in Au + Auw collisions at /s, = 200 GeV, PHENIX observed a large
enhancement of di-electrons compared to the expected hadronic sources in the mass
range 0.15 < M. < 0.75 GeV/c?®. They reported an enhancement by a factor of
4.7 £ 0.4%%at + 1,555 + 0.9m°%! for minimum bias events [35]. Figure 1.8 shows the
comparison of the invariant mass spectrum to the known hadron decays (left panel)
and to several p meson spectral shape modification scenarios (right panel). None of
the models is able to reproduce the enhancement and its origin is not understood. The
di-electron yield per participating nucleon pair (Npqr¢), integrated over two mass ranges,
is compared to the expected yield from the hadronic cocktail in Fig. 1.9 as a function

of Npart. The anomalous enhancement is visible only in the central collisions.

Recently, STAR also performed di-electron measurements and did not observe such a
strong enhancement [36, 37]. The observed enhancement is 1.53 4 0.075% 4 (.415¥%
for minimum bias events and is compatible with the p broadening scenario. Figure 1.10
shows their preliminary mass spectra for different beam energies. The model calculations

with p broadening scenario are also shown in the figure.

Therefore, it is crucial to perform an additional measurement and settle the inconsistency

between the two experimental results.

L L L A L A I A I
10"k (b) min. bias Au+Au \[s,, = 200 GeV

* DATA  ..ctee(PYTHIA)  R.Rapp & H.vanHees

——
10"E (a) min. bias Au+Au \/s,, = 200 GeV

NI
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e PYTHIA k™ cC — ee (rndm corr) —cocktail
102 lyl <0.35 cc —ee ) 102X ly| <0.35 —sumw/ p vacuum _|
pS>0.2GeVc - cT — ee (rndm corr) %P > 0.2 GeV/ic - -sum w/ p broadening
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e
S
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FIGURE 1.8: PHENIX results [35]. Left panel: The measured mass spectrum compared
to the cocktail of known hadron decays including the open charm contribution. Right
panel: The mass spectrum compared to several p meson spectral shape modification

scenarios.



Introduction

11

Au+Au  \[sy, = 200 GeV

30T

C(a)

25

20

. 3
Yield /(N /2) (10°)

o
\Illl\\lll\\‘lll\lll\l‘l

Yield (150<m_<750 MeV/c?) / (N /2)
ee part

part
= N W
S ———
(=)
-

%
y B %
0% %
LS

TR ooo000%ss
R RRERRK
R

Yield (0<m_ <100 MeV/c?) /(N /2) —
ee part

|I\\Illl\\lll\\‘lll\lll!l‘lll\

Yield/ (N /2) (10°%)

200 250

300

FIGURE 1.9: PHENIX results [35]. Di-electron yield per participating nucleon pair

(Npare/2) as function of Ny, for two different mass ranges ((a):

0.15 < Mee <

0.75 GeV/c?, (b): 0 < mee < 0.1 GeV/c?) compared to the expected yield from the

10!
o 100
>
()]
S
= 10"
[0]
[0
3
~ -2
g, 10
© O
=2
43
5€ 10
<

FIGURE 1.10: STAR preliminary results [37]. Di-electron mass spectra for different

beam energies. The comparison with the broadening scenario is also shown in the plots.

hadronic cocktail.

19.6 GeV

STAR Preliminary

Au+Au Minimum Bias

62.4 GeV

T T T T

200 GeV

sys. uncertainty
— cocktail

+ medium modifications

02 04 06 0.8

1 0 02 04 06 08

1

0 02 04 06 0.8

dielectron invariant mass, Mg, (GeV/c?)

1



Introduction 12

1.2.3 Intermediate mass region

Theoretical models predict that the thermal radiation from QGP can be observed in the

intermediate mass region [4, 38].

Di-leptons in the IMR have been measured at SPS energies initially by HELIOS-3 [39],
and later by NA38 [40] and NA50 [41, 42]. All three experiments observed an excess with
respect to the expected yield. Several models were able to describe the data equally well.
Some models described the data using an enhancement of the c¢ production cross section

[43, 44], and some models used thermal radiation to explain the excess [45, 46, 47, 48, 49].

The NA60 experiment measured the di-muon spectrum in 158 AGeV In + In collisions
and also found an excess in the IMR [50]. The big advantage of NA60 compared to
the other experiments is the vertex information with a resolution of 10-15 pm, which
enables the separation between a prompt source originating at the collision vertex and
the semi-leptonic decays of heavy mesons originating at a displaced vertex. With this
information, they proved that the excess is of prompt origin and interpreted it as thermal

radiation from partonic processes.

The di-electron yield in the IMR behaves differently at RHIC. PHENIX observed Ny
scaling of its yield within the large experimental uncertainties as illustrated in Fig.
1.11 [35]. On the other hand, STAR observed the suppression of its yield in the most
central collisions relative to N, scaling, although the discrepancy is still within the
experimental uncertainties. Fig. 1.12 shows the data/cocktail ratio measured by STAR.
The cé contribution in the cocktail is based on PYTHIA simulation scaled by N.y;. The
suppression in the central events can indicate the modification of the charm contribution

in the formed medium.

Although both results are consistent with N.,; scaling within the experimental uncer-
tainties, there is a hint of spectral modifications. An additional measurement can provide

further insight into those modifications.
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1.2.4 Charmonium J/¢

The J/1 yield in QGP was proposed to be suppressed because the color binding potential

becomes short-ranged due to the Debye screening [51].

PHEIX and STAR performed J/1 measurements at mid-rapidity (|y| < 0.35 for PHENIX
and |y| < 1 for STAR). Figure 1.13 shows the nuclear modification factor R4 as a func-
tion of Npars [52, 53]. The R4 is defined as:

OAA
Rpap = —"—"— 1.2
Neour Opp ( )

where 044 and oy, are the cross sections in Au + Au and p + p collisions, respectively.
The PHENIX and STAR results are consistent with each other. Therefore, the J/v R4

can be used to validate the di-electron analysis procedure.

1.8FA+A — Jp+X @ STARAu+Au i

_ % STAR Cu+Cu
slVom =200 GeV 5 BLENIX AuYAu (lyl<0.35)
Zhao, Rapp

Liu et al.

0.2k L

0 50 100 150 200 250 300 350
part

FIGURE 1.13: STAR and PHENIX results [52, 53]: The nuclear modification factor as

a function of Np..+ measured by both experiments at mid-rapidity.
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1.3 Purpose and organization of this thesis

Di-electron measurements in Au + Au collisions at /5, =200 GeV are already per-
formed by PHENIX and STAR. (STAR results are still preliminary.) However, there is

a large discrepancy between the two results in the low mass region.

Those previous experiments suffer from a large number of background electrons origi-
nating from 7° Dalitz decays or v conversions. A new detector, Hadron Blind Detector
(HBD), is developed to reject those electrons by exploiting the fact that the opening
angle of such pairs is very small compared to the opening angle of other sources like the

light vector mesons.

The HBD was installed in PHENIX for 2010 Au + Au runs (Run-10) and successfully
operated. This manuscript presents the results of the first di-electron measurement at
mid-rapidity using the HBD in Au + Au collisions at /5., = 200 GeV. The major

differences from the old PHENIX measurements are the following:

e The HBD is installed.

e Magnetic field is changed to make a field-free region for the HBD.
The organization of this thesis is as follows. Chapter 2 briefly describes the RHIC
accelerator complex and the PHENIX detector. In Chapter 3, the calibration of HBD
is explained. Detailed analysis procedure of di-electron measurement is summarized in
Chapter 4. The results are presented in Chapter 5. Interpretations of the obtained
results are also discussed in Chapter 5 by comparing the results with the old PHENIX
measurement and theoretical models. Since the STAR results are still preliminary and
acceptance corrected pr spectra are not available yet, the comparison with the STAR

results is not discussed in this thesis. In Chapter 6, the conclusion and an outlook for

future di-electron measurements are summarized.

1.4 Major contributions

The major contributions of the author as a PHENIX collaborator are as follows:

1. Calibration of the HBD
2. Calibration of EMCal timing information

3. Di-electron analysis presented in this thesis






Chapter 2

Experimental setup

The data analyzed in this thesis are Au + Au collisions at /5., = 200GeV collected

at the BNL Relativistic Heavy Ion Collider (RHIC) with the PHENIX detector. In this
chapter the accelerator complex and the details of the PHENIX detector are presented.

2.1 Accelerator complex

The Relativistic Heavy Ion Collider (RHIC) is a collider type accelerator, whose circum-
ference is 3.8 km, located at Brookhaven National Laboratory in the United States [54].
RHIC is a very flexible machine capable of accelerating a variety of nuclei at a variety
of energies: Table 2.1 shows the nuclear species and energies that RHIC delivered from
2000 to 2013. This thesis uses the data from Au + Au collisions at /s, =200 GeV
collected in Run-10.

Figure 2.1 shows the path of a gold beam through the accelerator complex, Tandem
Van de Graaff, Booster Synchrotron (BS), Alternating Gradient Synchrotron (AGS)
and RHIC. The Au ions with negative charge (Au~) originate from a pulsed sputter
ion source and are delivered to the Tandem Van de Graaff. The Tandem accelerates
the ions up to ~ 1 MeV /nucleon. Electron stripper foils are placed in the middle and
at the end of the Tandem. Electrons are stripped and the ions become Au'?* and
Au?t | respectively. The Au3t are then delivered to the BS and accelerated up to 100
MeV /nucleon. At the exit of the BS, another stripping foil brings the ions to be Au""*.
The ions are then injected into the AGS and accelerated up to ~11 GeV /nucleon. While
transferring the ions to RHIC, the two remaining electrons are removed and the ions
become Au"*. The fully stripped gold ions are delivered to two RHIC super conducting

rings: one is known as the Blue ring, where the beam circulates clockwise and the other

one as the Yellow ring, where the beam circulates counterclockwise.

17
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FiGURE 2.1: RHIC accelerator complex.

In Run-10, RHIC delivered Au + Au collisions at a collision energy of /s, = 200

GeV/nucleon and achieved an average luminosity of 20 x 1025 cm~2sec™!, which is an
order of magnitude above the design luminosity. The integrated luminosity during the

10.9 physics weeks was ~ 10 nb~! [55].

2.2 PHENIX overview

The PHENIX detector is a multi-purpose detector consisting of 4 spectrometers: two
central arms [56] and two muon arms [57]. This thesis does not use the muon arms and
therefore the muon arms are not described here. A schematic view of the two central
arms, denoted as the East and West arms, is shown in Fig 2.2. Each arm covers 4+0.35
in pseudo-rapidity and 90° in azimuth with an offset of 67.5° from each other. The
detectors used in the analysis are the following: Beam-beam counter (BBC), Zero De-
gree calorimeter (ZDC), Reaction Plane Detector (RXNP), Drift Chamber (DC), Pad
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TABLE 2.1: Collision species and their energy delivered by RHIC from 2000 to 2013.

Run Year Species  /s5yn (GeV)

1 2000 Au + Au 130
2001/2002 Au+ Au 200
p+p 200

3 2002/2003  d+ Au 200
p+p 200

4 2003/2004 Au+ Au 200
Au + Au 62.4

5 2004/2005 Cu+ Cu 200
Cu+ Cu 62.4

Cu+ Cu 22.5

p+p 200

6 2006 p+p 200
p+p 62.4

7 2007 Au + Au 200
8 2008 d+ Au 200
p+p 62.4

9 2009 p+p 500
p+p 200

10 2010 Au + Au 200
Au + Au 62.4

Au+ Au 39

Au + Au 7.7

11 2011 p+p 500
Au+ Au 19.6

Au+ Au 200

Au + Au 27

12 2012 p+p 200
p+p 510

U+U 193

Cu+ Au 200

13 2013 p+p 510

Chamber 1 (PC1), Ring Imaging Cerenkov Counter (RICH), Electromagnetic calorime-
ter(EMCal), Time of Flight Detector in the east arm (TOFE) and Hadron Blind Detec-
tor (HBD). In addition, there is a central arm magnet with an integrated field integral

[ Bdl ~ 0.43T - m, for the charge and momentum determination of charged particles.

These subsystems can be categorized in five groups:

e Magnet
e Event characterization: BBC, ZDC, RXNP

e Tracking: DC, PC1
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e Electron Identification: RICH, EMCal, TOFE, HBD

e 79 Dalitz and v rejection: HBD

A detailed description of each subsystem is given in the following sections. A data

acquisition system, which enables the data collection from the high granularity detector,
is also described in Section 2.8.

Figure 2.3 shows the global coordinate system used in PHENIX and Table 2.2 summa-

rizes the coverage of each detector in terms of 1 and ¢.

2010 PHENIX Detector
PC3
P gl e
Y
TOF- -
o
B
Il
o
=N
=+
PC1
Acrogel /
' Y
West Beam View East
Central Magnet
ZDC South ZDC North
= ]
||| Y South Side View North

185m= 60 ft

Ficure 2.2: PHENIX configuration in 2010. The top panel shows the central arm

from the beam view. The bottom panel shows the muon arms from the east side view.
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FiGUure 2.3: PHENIX coordinate system.

TABLE 2.2: Pseudo-rapidity An and azimuthal A¢ coverage of each detector (Run-10

setup).

Subsystem An JANO)
Magnet +0.35 360°
Beam-beam counters +3.1t0 3.9 360°
Zero-degree Calorimetr +2 mrad 360°
Drift Chamber +0.35 2 x 90°
Pad Chamber 1 +0.35 2 x 90°
Ring Imaging Cerenkov Counter +0.35 2 x 90°
Time-of-Flight East +0.35 45°
PbSc EMCal +0.35 90° + 45°
PbGl EMCal +0.35 45°

HBD +0.45 2 x 112.5°
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2.3 PHENIX Central Arm Magnet

The PHENIX magnet system consists of the Central Arm Magnet and the North and
South Muon Magnets [58]. This section describes the Central Arm Magnet.

The PHENIX Central Arm Magnet provides a magnetic field parallel to the beam axis
in the polar angle range from 70° to 110°, which corresponds to pseudo-rapidity range
|n| < 0.35. The magnet is energized by two pairs of coils: outer coils and inner coils.
These coils can be run with the fields for the two coils sets adding (the “++” or “——"
configuration) or bucking (the “+—" or “—+” configuration). In Run-10, the “4-—"

13

configuration was used for the first half of the run duration and the “—4” configuration
was used for the latter half. Figure 2.4 shows the magnetic field lines of the Central
Arm Magnet for the “4+—" configuration. The field strength as a function of the distance
from the beam axis at z ~ 0 is shown in Fig 2.5 together with that of the “4++" and

only outer coil configurations. The field integral at z ~ 0 is 0.43 T-m in the “+ — (—+)

configurations.

In the “+ — (—+)” configuration, the current in the inner and outer coils go in opposite
directions, resulting in an almost field free region below ~ 60cm. This field free region

is essential for the Hadron Blind Detector as described in Section 2.7.

. i
PH- -ENIX

FIGURE 2.4: Magnetic field lines in the “4—" field configuration [58].
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FIGURE 2.5: Magnetic field strength as a function of the distance from the beam axis
[58].

2.4 FEvent Characterization

2.4.1 Beam-beam counter (BBC)

The main role of BBC is to provide the trigger for collisions, to measure the time of
collisions with respect to the RHIC clock, to measure the vertex position along the beam
axis and to determine the collision geometry [59, 60]. The determination of collision

geometry is described in Sec 4.2.

The BBC consists of two identical sets of counters installed on both sides of the collision
point along the beam axis, one on the North side and the other on the South side. (Fig.
2.6. ) Each BBC is made up of 64 photomultiplier tubes, which have an intrinsic time
resolution of ~ 50 ps, and are equipped with quarz Cerenkov radiators in front. The
BBC counters are placed at 144 cm from the nominal z=0 interaction point and cover

the pseudo-rapidity range of 3.0 < |n| < 3.9 over the full azimuth.

The vertex (22P%) and the time (t$B¢) of collisions are determined from the hit time

of the North and South BBC counters as follows:

tBBC _ tﬁBC + thC _ £ (2 1)
0 - 9 c .

BBC BBC
Iy — g

=c "2 (2.2)

BBC
z
2
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where L is 144 cm, c is the speed of light , tﬁBC and t?BC are the hit time of each BBC

counter.

A coincidence of the two BBC counters and a vertex position along the beam axis

constitutes the Minimum-Bias Level-1 trigger requirement. (See Sec 2.8)

FIGURE 2.6: (a) Single Beam Beam counter consisting of one-inch mesh dynode photo-
multiplier tube mounted on a 3 cm quartz radiator. (b) A BBC array comprising 64
BBC elements. (¢) The BBC is shown mounted on the PHENIX detector. The beam
pipe is seen in the middle of the picture. The BBC is installed on a mounting structure

just behind the central spectrometer magnet [59].

2.4.2 Zero degree calorimeter (ZDC)

The main purpose of the ZDC is to provide the trigger for collisions, to measure the
vertex position and to monitor the beam luminosity. The ZDC measures the total energy

and the hit time of the spectator neutrons [61].

The ZDCs are sampling type hadron calorimeters, which are located at = 18 m from the
interaction point, just behind beam bending magnets, such that charged particles will
be deflected out of the acceptance before they can hit the ZDC. Figure 2.7 illustrates

the plan view of the collision region showing the location of the ZDCs.
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FIGURE 2.7: A plan view of the collision region showing the location of the ZDCs [61].

2.4.3 Reaction Plane Detector (RXNP)

The Reaction Plane Detector (RXNP) consists of two plastic scintillator paddle detectors
[62]. The RXNP measures the reaction plane (RP) angle event-by-event. The reaction
plane is defined as the plane spanned by the beam axis and the vector connecting the

centers of the colliding nuclei illustrated as the x-z plane in Fig. 4.2.

The RXNPs are located along the beam pipe at a distance of + 39 cm from the center
of PHENIX and comprises a set of 24 scintillators on each arm. A schematic view of
the scintillators arrangement is illustrated in Fig 2.8, where the inner and outer layers
of one RXNP arm are highlighted. The hole in the center of the arm represents the
position of the beam pipe. Each arm covers a pseudo-rapidity range of 1.0 < || < 2.8
and 27 in azimuthal angle. Each scintillator is embedded with fiber light guides on the

surface every 0.5 cm and uses PMTs as readout.

17
15

13

FIGURE 2.8: Schematic view of the arrangement of the scintillators in one RXNP arm.

The length of each scintillator side is shown in centimeters [62].
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2.5 Charged Particle Tracking

The charged particle tracking in PHENIX is performed in each central arm by DC and
a set of PCs. The main detector features of DC and PCs are described below.

2.5.1 Drift Chamber (DC)

The PHENIX drift chamber is a multiwire gaseous detector located at a radial distance
of 2.02 < R < 2.48 m [65, 66]. The DC is made of two identical chambers, one in each
arm, each one covering 90° in azimuth and 2 m along the z direction. The DC measures
the trajectories of charged particles in the r — ¢ plane in order to determine their charge

and transverse momentum prp.

The active volume of the DC is filled with a mixture of 50% Argon and 50% Ethane.
The mixture is chosen due to its good uniform drift velocity at an electric field of E ~
1 kV/cm, high gain, and low diffusion coefficient. Each chamber volume is defined by a
cylindrical titanium frame, divided into 20 identical sectors, each one covering 4.5° in ¢.
There are six types of wire modules in each keystone, called X1, U1, V1, X2, U2, and V2.
The X1 and X2 wires are aligned parallel to the beam axis. The U and V stereo wires
are oriented at an angle of ~ 6° relative to the X wires (See Fig. 2.9), and measure the z
coordinate of the tracks. Each wire module contains alternating in azimuthal direction,
four anode (sense) and four cathode planes,. In addition to anode and cathode wires,
each plane contains “gate” wires and “back” wires as shown in the left panel of Fig.
2.9. The latter shape the electric field lines such that every sense wire is alternatively
sensitive to drift charges from only one side, limiting the left-right ambiguity to a region
of £2 mm. In order to allow for pattern recognition with up to 500 tracks, each sense
wire is electrically insulated in the middle by a 100 pm thick kapton strip. Each half of

a sense wire is read out separately.

The single wire position resolution is found to be 165 um with a single wire efficiency

of 95-96%.

2.5.2 Pad Chamber (PC)

The PCs consist of three layers of multiwire proportional chambers, with cathode pad
readout [66, 67]. They provide space points along the trajectory of charged particles
to determine the polar angle 6, used to calculate the p, component of the momentum

vector.
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FIGURE 2.9: The layout of wire position within one sector and inside the anode plane
(left). A schematic view of the stereo wire orientation (right) [66].

PC1 is essential for the 3D momentum determination by providing the z-coordinate
at the exit of the DC. The DC and PC1 information are combined to determine the
straight-line trajectories outside the magnetic field. PC2 and PC3 are needed to resolve
ambiguities in the outer detectors where about 30% of the particles striking the EMCal
are produced by either secondary interaction or decays outside the aperture of DC and
PC1.

The PC1 is installed just behind the drift chambers, while PC3 sits in front of the
EMCal. The PC2 is only present in the west arm following the RICH detector. Each
PC contains a single layer of wires within a gas volume that is confined by two cathode
planes located at +6 mm from the wire plane. One cathode plane is solid copper, while
the other one is segmented into a fine array of pixels as shown in Fig. 2.10. The basic
unit is a pad formed by nine non-neighboring pixels connected together, which are read
out by one common channel. One cell contains three adjacent pixels in the ¢ direction
and an avalanche must be sensed by all three pixels to form a valid hit. The three pixels
in a cell always belong to different, but neighboring pads and each cell corresponds to
a unique pad triplet. This interleaved design scheme saves a factor of nine in readout
channels while allowing a fine position resolution. The achieved performance of the PCs
are listed in Table 2.3.
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FIGURE 2.10: The pad and pixel geometry (left). A cell defined by three adjacent
pixels is at the center of the right picture. The numbers shown in the figure are for
PC1 [66].

TABLE 2.3: The performance of PC1, PC2 and PC3.

Performance PC1 PC2 PC3
Position resolution in z (mm) 1.7 3.1 3.6
Efficiency >99% >99% >99 %

2.6 Electron identification

Electron identification is provided by the combined information of the following detec-
tors: RICH, EMCal, TOFE and HBD. The details of the detectors are discussed in this

section.

2.6.1 Ring Imaging Cerenkov Counter

Each central arm contains a RICH detector, that serves as the primary device for electron
identification in PHENIX [68, 69, 70]. It is a threshold gas Cerenkov detector that

provides an e/ separation below 4.87 GeV/c.

Each RICH detector has a gas volume of 40 m? filled with COs, which has a refractive
index n=1.000410 at 20 °C and 1 atm. This corresponds to a threshold velocity f; = 1/n
= 0.99590168, resulting in a Cerenkov threshold of py = m~y3 = 18 MeV /c for electrons
(me = 0.511 MeV/c?) and 4.87 GeV /c for charged pions (m, = 139.57 MeV /c?).

Figure 2.11 shows a schematic view of the RICH detector. The Cerenkov light is focussed
by two intersecting spherical mirrors onto two arrays of 1280 photomultiplier tubes
(PMT), located on either side of the entrance window. The PMTs are equipped with 2

inch diameter Winston cones and have magnetic shields that allow them to operate in
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FIGURE 2.11: A cutaway view of the PHENIX RICH detector [68].

a magnetic field of up to 0.01T. In total, the RICH detector has 5120 PMTs (2 arms x
2 sides x 16 in 6 x 80 in ¢). An average of 10 photons per [ ~ 1 particle are emitted
under the angle 6¢ (1/(nf)) ~ 9 mrad and get focussed to a ring on the PMT array

with a diameter of about 11.8 cm.

The PMTs are connected to preamps mounted on small boards attached to the RICH
vessel. The preamp output is fed into a charge integrating amplifier followed by a
variable gain amplifier. Then the outputs are stored in Analog Memory Units (AMU)
clocked at the RHIC beam clock frequency. If a Level 1 accept signal is received, the
voltages of the AMU cell coinciding with the “previous(pre)” and “post” clock of the
event are digitized. Once the digitization is completed, event data are collected from
each module into Readout Modules and sent to Data Collection Modules (DCM). In the

offline analysis, the signal is defined as the difference of the “pre” and “post” samples.

2.6.2 Electromagnetic Calorimeter

The EMCal measures the spacial position, energy and time-of-flight of electrons [71].
The EMCal consists of two subsystems with different technologies. The first one is
a shashlik type sampling calorimeter [72] consisting of 15552 lead-scintillator (PbSc)
towers that covers 3/4 of the central arm acceptance. The other quarter is covered by
a homogeneous detector of 9216 lead-glass (PbGl) Cerenkov calorimeters, which were

previously used in the CERN experiment WA98 at the SPS.
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Lead Scintillator Calorimeters (PbSc)

Each PbSc tower contains 66 sampling cells consisting of alternating tiles of Pb and
scintillator. These cells are connected by penetrating optical fibers. The light is read
out by phototubes at the back of the towers. Four optically isolated towers are grouped
into a single structural entity called a module as shown in Fig. 2.12. Thirty six modules
are held together forming a rigid structure called supermodule. Eighteen supermodules
make a sector. There are 6 sectors, 4 in west and 2 in east. The energy resolution of

PbSc obtained from electron beam test is:

oE 8.1%
98 _ SN 591% 2.3
E = JEGe) 23)

The PbSc has a timing resolution of ~ 450 ps.

Lead Glass Calorimeters (PbGl)

Each PbGI tower or module has a cross-section of 4.0 cm x 4.0 cm and is 40 cm long.
The modules are grouped in arrays of 6 x 4 modules that form supermodules. The
supermodules are in turn grouped into a PbGI sector made of 192 supermodules as an
array of 16 x 12 supermodule(Fig. 2.13). At the back of the towers, PMTs are used for

readout. The energy resolution of the PbGl obtained from electron beam tests is:

oE 5.9%
— = ——30.8% 2.4
E E(GeV) ’ 24

The PbGI has a timing resolution of ~ 700 ps.

2.6.3 East arm Time of Flight Detector

The TOFE is placed in front of part of the PbGl in the East Arm [70]. The TOFE
consists of 10 panels of TOF walls and one TOF wall consists of 96 segments, each
equipped with a plastic scintillator slat read out at both ends by PMTs. Figure 2.14
shows a picture of the TOFE mounted on the East Arm. All the 10 panels are shown

in the picture. Figure 2.15 shows a schematic view of one panel.

The TOFE has a timing resolution of ~ 150 ps.
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FIGURE 2.13: A schematic view of a PbGl supermodule [71].
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FIGURE 2.14: Picture of the TOFE mounted on the East arm [70].
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FIGURE 2.15: Schematic view of one TOFE panel [70].
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2.7 Hadron Blind Detector (HBD)

The Hadron Blind Detector (HBD) aims at rejecting electrons coming from 7° Dalitz
decays and v conversions, which are major background sources in electron measurements
[73, 74]. This is achieved by exploiting the fact that the opening angle of electron pairs
from these sources is very small compared to the opening angle of other sources like the
light vector mesons. To preserve the opening angle, the HBD is placed in a field free

region.

The HBD is a Cerenkov detector consisting of a 50 cm long radiator operated with pure
CF4 and directly coupled to a triple Gas Electron Multiplier (GEM) photon detection
element. The principle of electron detection is illustrated in the right panel of Fig. 2.16.
The Cerenkov photons emitted by an electron track form a circular image, which we
call “blob”, on the top GEM. On the top surface of the top GEM, a Csl photocathode
is evaporated to convert the Cerenkov photons into photoelectrons. The quantum ef-
ficiency of Csl in vacuum and CF4 is shown in Fig. 2.17 [75]. The photoelectrons are
collected and amplified by the triple GEM foils and finally detected by an hexagonal
pad readout at the bottom. Each pad has an area of ~6.2 cm?, which is slightly smaller
than the Cerenkov blob size.

The readout pads are connected to individual hybrid preamplifiers mounted at the back
of the detector. Then, the differential output from the preamplifier is delivered to the
Front End Module (FEM). In the FEM, after a further shaping, the signals are digitized
using a 65 MHz 12 bit flash ADC. Upon receiving a Level 1 trigger, 12 samples per ADC
channel are sent to Data Collection Modules (DCM) via optical fiber. In the offline
analysis, the signal is defined as the difference of the samples (84-9+410) - (0+1+2).
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FIGURE 2.16: Triple GEM stack operated in the standard forward bias mode (left)
and reverse bias mode (right) [74].
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A 3D view of the HBD is shown in the left panel of Fig. 2.18. The HBD is made of
two identical arms placed around the beam pipe. Each arm covers 135° in azimuth and
40.45 in pseudorapidity. The right panel of Fig 2.18 shows each component of one HBD
arm. The total material budget of the HBD in the PHENIX central arm acceptance is
2.4% including 0.56% from CF4 and 1.8% from the backplane of the HBD.
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FIGURE 2.18: The 3D view of the two arm HBD. (left) Exploded view of one HBD
arm. (right) [74].

One HBD arm consists of 12 detector modules, 6 modules in ¢ and 2 modules in z. The
size of each detector module is ~ 23 x 27cm?. In Run-10, 9 modules in east arm and 10

modules in west arm were operated.

The HBD becomes insensitive to hadrons when the triple GEM stack is operated in

the so-called reverse-bias mode as shown in the right panel of Fig. 2.16. The regular
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forward-bias mode is also shown in the left panel of the figure. In the reverse bias mode,
the voltage of the mesh is set higher than the voltage of the top GEM. As a result, the
ionization electrons produced by hadrons drift towards the mesh and are not detected

by the readout pads.

In Run-9 p + p collisions, the HBD was successfully operated and its ability to identity
electrons from 7° Dalitz decays and v conversions was confirmed [74]. As mentioned
above, the opening angle of the electron pairs from those sources is small, therefore,
they produce a double signal amplitude compared to that of a single electron. The
HBD responses of the single and double electrons are extracted using pairs with their
mass below 150 MeV/c2. In the mass region, the contribution from the combinatorial
background is negligible. The extracted responses are shown in the left and the right
panel of Fig. 2.19. The single electron response peaks around 20 photoelectrons and the
double electron response peaks at around 40 photoelectrons. With the achieved number
of photoelectrons, ~80 % of the double electrons can be rejected with an efficiency of

~90 %.

Using this performance, the benefit of the HBD on a di-electron analysis can be esti-
mated. Assuming half of the background electrons produces the overlapping double re-
sponse, the average efficiency of background electrons becomes 0.5-0.940.5-0.2 = 0.55.
Two figures of merit, the effective signal (S/+/B) and the signal-to-background ratio
(S/B), are calculated as:

2
S 6single
X

~ 1.5 2.5
\/E €background ( )
s e
= 5 single ~ 3 (26)
B ebackground

where €gingie is the single electron efficiency (0.9) and €packground is the background
electron efficiency (0.55). Therefore, the HBD is expected to improve the effective signal
by 50% and the signal-to-background ratio by a factor of 3.
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FIGURE 2.19: HBD response to single electrons (left) and to unresolved double hits
(right) [74].

2.8 Trigger

In Run-10, PHENIX collected data using a minimum bias trigger based on the response
of BBC. The Minimum Bias trigger requires at least two hits in each of the BBCs. In
addition, two types of vertex ranges are required: one is |z| < 25 cm and the other is
|z| < 38 cm. They are referred to as “narrow vertex trigger” and “wide vertex trigger”.
The “narrow vertex trigger” is used when beam luminosity is high, e.g. at the beginning
of a fill.

The offline Minimum Bias trigger also requires one hit in one of the ZDCs. The trigger

efficiency is estimated to be 92f§:8 % of the Au + Aw inelastic cross section.

2.9 Data Acquisition

The PHENIX data acquisition (DAQ) system [76] processes the signals from each de-

tector subsystem, produces the trigger decision and stores the triggered data.

The DAQ can handle the large event sizes (~ 200 kbytes) of the high multiplicity Au+ Au
events at an interaction rate of 10 kHz. A schematic view of the data acquisition flow

is shown in Fig. 2.20.

The overall control of the DAQ is provided by the Master Timing Module (MTM), the
Granule Timing Module (GTM), and the GL1. The MTM receives the RHIC clock and
delivers it to the GTM and GL1. The GTM delivers the clock, the control commands
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FIGURE 2.20: Schematic diagram of the data acquisition system [76].

(Mode Bits), and the event accept signal to the Front End Modules (FEMs) of each

detector.

The FEM of each detector is designed to convert the analog response of the detectors
into a digitized signal. The LVL 1 trigger signals are simultaneously generated. The
generation of the global decision, whether an event should be taken or not, takes ~ 30
bunch crossings. During that time, the event data is stored in the FEM. After receiving

the accept signal, each FEM starts digitizing the data.

The data collection from each FEM is performed by a Data Collection Module (DCM)
connected to the FEM via an optical fiber cable. The DCMs provide data buffering,

zero suppression, error checking and data formatting. The DCMs send the compressed
data to the Event Builder (EvB).

The EvB consists of 39 Sub Event Buffers (SEBs), an Asynchronous Transfer Mode
(ATM) switch and 52 Assembly Trigger Processors (ATPs). The SEBs are the front
end of the EvB and communicate with each granule. The SEBs transfer the data from
granule to the ATP via the ATM, where the event assembly is performed. The combined

data are stored on disk with a maximum logging rate of 400 Mbytes/s.






Chapter 3

HBD calibration and performance

HBD is a new detector installed in the PHENIX setup for first physics running in 2010.
This chapter describes the software that had to be developed to make use of the HBD in
the data analysis. Gain calibration and quantum efficiency correction are described in
Section 3.1 and 3.2, respectively. The alignment of the HBD relative to the central arms
is described in Section 3.3. Then, the scintillation background subtraction is described

in Section 3.4. Finally, pattern recognition algorithms are discussed in Section 3.5.

3.1 Gain calibration

3.1.1 Gain determination

The gain of each detector is determined using the scintillation light emitted by charged
particles traversing the CF4 radiator. The scintillation light response has a characteristic
feature being a single pad hit which is not associated to any of the central arm charged
tracks. Figure 3.1 shows a pulse height distribution of such pads. The exponential
component in the very low amplitude part is due to the scintillation light. Using the

slope S of the exponential distribution, the gain G of a module is calculated as:
G=5" (3.1)

The expression is true only when the average number of scintillation photons in a fired
pad is one. This assumption breaks in central Au 4+ Aw collisions, where the probability
of scintillation pile up is significant as shown in Section 3.4. Therefore, the gain in
Au + Au collisions has been determined selecting only very peripheral events with a

centrality > 60%. (See Section 4.2 for the determination of centrality.)

39
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F1GURE 3.1: Pulse height distribution in one detector. The ordinate is normalized to

represent the number of hits per event.

gain in the detector varies as function of time due to two factors:

e Variations of pressure P and temperature T produce variations in the gain. For

example a change of P/T by ~6% induces a gain variation by a factor of 2 [74].
To avoid large excursions of the gain during the run, the detector HV was varied
automatically whenever the P/T value crossed the boundaries of 5 pre-determined
P/T windows. These windows were chosen such that within each window the gain
variations are limited to ~20%. The voltage changes were applied only before the
start of a new run. As an example, Fig. 3.2 shows the gain in ADC channels units

versus run sequential number for the 9 modules of the East arm.

Charge up effects. It is known that some GEMs show an initial rise of gain after
switching on the high voltage or even after switching from standby (i.e. voltage
below any gas amplification) to operational voltage. Since during the run the
HBD HV was usually at standby or even off before a new fill, the charge up effect
is clearly visible at the beginning of new runs corresponding to a new fill. An
example is shown in Fig. 3.3. Over a time scale of a few hours the gain is observed

to increase between a few percent up to a few tens of percent.

To cope with these gain variations, we determine the gain of each module every 3 minutes

of data taking. For that we use the beam clock information stored in each event during

data

acquisition.
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To summarize, the gain calibration during the entire run was done as follows. For each

3 minutes of data taking and for each module:

e Select peripheral events (centrality > 60%)

e Correct the pad amplitude by the pad to pad equilibration factor described in the

next section

e Determine the module gain using the scintillation hits

During the analysis of HBD data, each fired pad is first corrected by the pad to pad
equilibration factor described in the next section and then the corrected amplitude is
divided by the gain corresponding to the same time stamp in order to convert the pad

signal into photoelectrons.

Run-10, Au+Au events at Vs = 200, 62 and 39 GeV, HBD East
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FIGURE 3.2: Gain versus run number.



HBD calibration and performance 42

510 LI IIIIIIIIIIIIII L
a 1
£ ——  Module ES1 :
S 8 +—  Module EN3

o | -
2 | - ]
£ ¢ T i
- 6 x_h. &

8 - M' M o, i

T e
4 7\ / —
\

Beam OFF, HV at standby

2 Beam ON, HV at zero

| Beam OFF, HV at standby

0 11 1 1 11 1 1 11 1 | 11 1 1 11 1

0 100 200 300 400 500
Time (minutes)

FIGURE 3.3: Gain versus time for two detector modules. The data are from a few runs
taken at the end of the 200 GeV part of Run 10.

3.1.2 Pad-to-pad gain equilibration

Although the detector gain is determined for each module and for each run separately,
the gain is not necessarily uniform over the entire module area. There are gain variations
across each GEM’s area, which arise from small differences in the size of the holes and
from the mechanical tolerances of the gaps. In order to correct for these variations, we
use a gain equilibration procedure that normalizes the gain of each pad, Gpqq, in a given

module to the average gain of the module (G).

The procedure applied to determine the gain of each pad, is the same as the one to
obtain the gain in the whole module. We select only the scintillation hits, i.e. single pad
hits not associated with any particle track. For this we use peripheral events selected
with less than 5 central arm tracks. The lower part of the spectrum is fitted with
an exponent, as shown in Figure 3.4, and the gain is extracted as the inverse of the
fitted slope. The fit is made in the histogram of ADC counts, in the range determined
by (maximum + 2) — (mean + 12). A single run with large statistics (~45M events) is
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sufficient to derive the equilibration constants, cpaq = (G)/Gpad. The same equilibration
constants are applied for all the runs. This means that the signal in each pad, Ap.q, is
corrected according to:

Alad = Cpad X Apad (3.2)

where A;ad it the corrected amplitude.

Constant WATE L Q03T
L & - 2387 ¢ G003
. I R PR TTTr o aan

| Sector10 Pad5 | | Sector10 Padé |
= 10" = 10" "
; 3 k] E
> H > F
10° - lo’g--
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1 -r-- : 1;—-‘
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Charge (ADC counts) Charge (ADC counts)

F1GURE 3.4: An example for pad gain determination, by fitting the exponential. Shown

are four pads from WN2 module.

The equilibration procedure is evaluated using a run different than the one used to derive
the constants. The results show that gain variation across the modules are successfully

minimized as demonstrated in Fig. 3.5.
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F1GURE 3.5: The distribution of pad gains in two modules WS1 and WN1. Top: before

the equilibration, bottom: after the equilibration.

Since the pad-to-pad gain variations arise from mechanical properties of the GEMs and

the modules, we expect them to be stable throughout the duration of the Run-10. This

is checked by probing the pad-to-pad gain variation for various runs taken at different

times during the 200 GeV part of Run-10. The tests show that the equilibration is stable

for all modules. As an example, the stability of ES modules is demonstrated in Fig. 3.6,

where the blue and the red symbols represent the RMS of the gain distribution of all

pads belonging to a given module before and after the equilibration, respectively. The

yellow and the green square symbols mark the run used for deriving the equilibration

constants.



HBD calibration and performance

Pad-to-pad gain RMS
» 0.3 p=
= E
T 02—
£ =
> 02—
3 E
g 015 —
£ = ] L | L] ; ii
5 B ¥ ss#f Y3 slgle % : 58 Podeli
3 E [
& E
- 0.05 — L] hd ©
.g = e < .l.:" '.' !3. b ‘..e‘ﬁ 3
Qo = _L L 1 1 1 _1_ 1 1. | x10
301 302 303 304 305 306 307 308 l:;!‘09 P
un
Pad-to-pad gain RMS
» 0.3 p=
: =
g OBE
S =
e 02
S E
3 o5/ il 23 : i ? i&
[<] — -
g = § gt gt i i-3 A EE 5
R A=
& =
o — L)
- 0.05 — e o [
3 = st S R s ,
o = 1 1 1 1 1 1 1 1 1 x10
301 302 303 304 305 306 307 308 3?1 4
Pad-to-pad gain RMS
® 0.3 p=
E =
g “¥E
S 02F
3 = i
o 0.15 — -
g E 'RE I i; 58 05 : 8§ L2 7))
T o & § i
3 E
) = o0 o
< 0.05 —
'Ié = ° oo o - -. - -— — ‘:-“..w .
a 0= _L L 1 L L _1_ 1 1. | x10
301 302 303 304 305 306 307 308 309 4
un
Pad-to-pad gain RMS
1) 0.3 =
E =
T 05—
5 S
2 OE
3 =
g 0.15 = ] ! ;
3 oaE— & ;!! 83 ¥3 8. 3§ 5% i 88, #;3u0
-3 = 5
8 E_ s o °
3 0.05E . e2e & ..-: - - FYE PN | 3
o = 1 1 1 1 L L 1 L 1 x10
0 301 302 303 304 305 306 307 308 309 P
un
Pad-to-pad gain RMS
) 0.3 =
& 0.25 = I i {
c - =
1 E BRI 1 A LS 1 3% 1
S 02F- ii . $
E] =
3 E
] 0.15 — [] %
£ = ; [
E 0.1—
© L=
e = L E e LJ '—LI”
£ 005 s — t—es% L ] v ~¥5
) T E ]
g 0 E 1 L 1 L L 1 L L . [x10°
301 302 303 304 305 306 307 308 l1:5{09 4
2011-06-21 un

FIGURE 3.6: Stability of the pad-to-pad gain equilibration throughout the 200 GeV
portion of Run-10 for the ES modules (1-5 from top to bottom). Blue (red) points are

before (after) the gain equilibration.
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3.2 Quantum Efficiency (QE) correction

Even after the gain correction, time and module dependencies of the HBD response were
observed. These dependencies are attributed to variations of the quantum efficiency.
The quantum efficiency correction is performed using central arm electrons and their
Cerenkov response in the 60-92% centrality bin. The black histogram in Fig. 3.7 shows
the charge distribution of the clusters associated with central arm electrons. The charge
distribution consists of two components: one is the Cerenkov response of the HBD hit
associated to the track and the other is the scintillation light response randomly matched
to the track. The contribution of the scintillation light is estimated by track swapping
(Red histogram in Fig. 3.7) and subtracted to obtain the charge distribution of the

Cerenkov response (Blue histogram in Fig. 3.7).

Using the extracted Cerenkov response, the quantum efficiency correction is applied in

the following way:

1. Time dependence correction

All runs are chronologically divided into 29 groups and one of them is arbitrarily
defined as reference group. The cluster charge of the reference group is scaled
to reproduce the other group’s charge distribution. This is performed module-by-
module. The obtained charge scaling factor A\; for the ES4 module is shown in Fig.
3.8. The scaling factor is cross-checked using fully reconstructed conversion pairs
that produce a double charge singnal in the HBD. The peak position of the double

charge distributions before and after the correction for ES4 is shown in Fig. 3.9.

2. Module dependence correction

The module dependence is corrected in the same way as the time dependence. The
scaling factor is also cross-checked with double charge hits. The double charge

distribution before and after the correction is shown in Fig 3.10.
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Ficure 3.7: HBD cluster charge distribution associated with central arm electrons
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correction for five modules of the east arm.

3.3 Alignment

pe

“Double” charge distribution before and after the quantum efficiency

High precision alignment of the HBD with respect to the central arms is crucial for the

pattern recognition algorithm based on the central arm track projections. (See Section

3.5) The alignment is performed using a hadron track and its associated cluster.

The offsets hbddx, hbddy, hbddz are defined as the difference of the reconstructed HBD

hit and the central arm track projection pint in the x, y and z coordinates. Two kinds

of corrections are applied such that the hbddx, hbddy, and hbddz distributions peak at

zero independently of position and time. These are referred to as the tilt correction and

the time variation correction.
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A schematic drawing of the tilt correction around the x-axis is shown in Fig 3.11. The
tilt angle « in the figure is estimated to be ~ 5 mrad. This tilt correction is the same

for all the runs.

After applying the tilt correction, the residual offset correction is extracted for each
module. The correction is applied to different run groups in which the offsets are ap-

proximately constant.

Fig 3.12 shows the offsets in phi and z direction after applying the corrections. The

residual offsets are minimal and stable in time.

* Estimated angle of rotation from the data:
Ad ~ 1 mrad
Ay~ R Ad ~ 580 mm x 0.001 = 0.58 mm
X Ay o™ 125 mma

- o~ 5 mrad

FI1GURE 3.11: The schematic drawing depicting the HBD arm rotation around the x-
axis (PHENIX coordinates). On the left is the view of one HBD arm from x-direction

and on the right is a zoomed drawing of one HBD sector, containing two modules.
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FiGure 3.12: The HBD module offsets after applied correction.

3.4 Scintillation background subtraction

High track multiplicity in central Au + Awu collisions, results in a high occupancy of the
HBD. This is due to the large amount of UV scintillation photons produced by charged
particles traversing the CF4 radiator gas. The scintillation spectrum of CFy is shown in
Fig. 3.13 [79]. The Csl is sensitive to the line at ~160 nm and produce photoelectrons.
This scintillation background increases with centrality and consequently the cell charge
grows with the centrality class as well. This is illustrated in Fig. 3.14 that shows the
distribution of the cell charge per unit area (Qeen/acen) in module WN2 for different

centrality classes.
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displayed data are for module WN2.
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Consequently, the electron signals produced by Cerenkov photons, sit on top of the
piled-up scintillation charge, which we denote as the underlying event charge. In order
to recognize the electron response in the HBD, the charge of the underlying event needs
to be subtracted. The subtraction is performed on an event-by-event basis, separately
for each HBD module. It is done after the gain equilibration and the quantum efficiency
correction. For each event and for each module we calculate the average charge per unit
area and we subtract it from the charge in each cell, taking into account the cell area.

This can be described as:

<Q> = Z chll/ Z Qcell (3.3)

Qten = Qeent — (Q) X Gceur (3.4)

where (@) is the average charge per unit area in a given module, Q. is the cell charge,
aceyt is the cell area and the @)7,;; is the new cell charge used for further analysis. The

summation in Eq 3.3 is carried out over the cells satisfying the following conditions:

e The cell charge is less than ~ 80 photoelectrons.

e The cell and its first neighbors do not have an electron track projection. Electron
tracks are selected by the central arm. This condition is introduced to avoid
oversubtraction of the underlying event and the correlation between tracks in the

same HBD module.

3.5 Pattern recognition

Two kinds of pattern recognition algorithm are applied on the charges obtained in the
previous section: a standalone algorithm and a non-standalone algorithm. The simple
standalone algorithm works well for p + p collisions and peripheral Au + Awu collisions.
However, in central Au + Awu collisions, there is a large background charge mainly due
to the scintillation light emitted by charged particles in the CF4 radiator. Such charge
can accidentally mimic a real electron signal that can be associated to a backplane-
conversion electron, which in principle does not have a corresponding signal in HBD.
As a result, backplane-conversion electrons contaminate the electron sample. The non-
standalone algorithm minimizes the effect of scintillation background by using only a
limited number of pads around the track projection. The standalone and non-standalone

algorithms are described below.
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3.5.1 Standalone algorithm

In the standalone algorithm, clusters are built around a seed pad having a charge larger
than 3 photoelectrons. Then, the charge of the fired pads among the first six neighbors
of the seed are added to the seed charge to determine the cluster charge. The center of

gravity of the cluster is taken as the hit position of the incident particle.

3.5.2 Non-standalone algorithm

The non-standalone algorithm pre-determines the pads that can potentially contribute to
an electron cluster, which we call cluster size, based on the central arm track projection

point into the HBD. The algorithm is as follows:

1. Find the track projection point at the HBD, which is calculated using central arm

data.

2. Form a cluster using pre-assigned pads around the projection point. The pre-
assigned pads depend on the projection point in a pad and are determined using
simulations. The hexagonal pad is divided into 6 equilateral triangles and each of
these is in turn divided into 16 small equilateral triangles of ~4 mm side as shown
in Fig 3.15. When the central arm track points to triangles 0-8, the cluster includes
pad0 only, when it points to triangles 10-14, the cluster includes (pad0@®padl) and
when it points to triangles 10 and 15, the cluster consists of (pad0®padl®pad2) or
(pad0@padl@pad3), respectively. See Appendix A.1 for the details of the cluster

size optimization.

3. Apply a threshold to the total charge of the cluster to identify electrons. The
threshold is determined so as to reject a given amount of backplane-conversion
electrons and it depends on centrality, cluster size and HBD modules. A variable
which takes into account all of these effects is referred to as hbdid. The hbdid
variable is an integer number between 1 and 25 and a larger number corresponds
to a stronger rejection of backplane conversion electrons. For example, hbdid
> 5 rejects 80% and hbdid > 10 rejects 90% of backplane conversion electrons,
respectively. See Appendix A.2 for the detailed definition of the variable.
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FIGURE 3.15: Schematic drawing of HBD readout hexagonal pads. One pad is divided

into 4 mm triangles in the clustering algorithm described in the text.

3.6 Performance

To evaluate the performance of the HBD in di-electron analysis, two types of figure
of merit, the effective pair signal S/v/B and the signal-to-background ratio S/B, are
considered. Since the pair signal efficiency is proportional to the signal track efficiency
squared €2 and the background pair rejection is proportional to the background track

rejection squared R?, those figures of merit scale as:

\% x el R (3.5)
% x €2 - R? (3.6)

The single track efficiency € is estimated using a ¢ — ee GEANT simulation. (See
Section 4.5 for details about the detector simulation.) The Cerenkov response of the

HBD is embedded in real events to have a realistic scintillation background.

The background track rejection R is estimated using a 7 GEANT simulation. A gen-
erated 70 decays into vy or eevy, and the produced ~s convert into eTe™ pairs inside

materials. The Cerenkov response of the HBD is again embedded in real events.

The € and R are estimated for three types of cuts:

e Only the central arm cuts (CA)
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e The central arm cuts and the HBD single cut (hbdid > 10)

The HBD single cut is applied to reject the electrons originating from the ~ con-
version inside the HBD backplane.

e The central arm cuts, the HBD single cut (hbdid > 10) and the HBD double cut
(hbdcharge < 30), where hbdcharge is the total charge in the standalone algorithm’s

cluster.

The HBD double cut is applied to reject the double tracks, such as 7° Dalitz decays
or the 7 conversions inside the beam pipe (Xy ~ 0.3%).

The derived effective signal and the signal-to-background ratio are shown in Fig. 3.16 for
each cut and for each centrality bin. The effective signal and the signal-to-background
ratio for the central arm cuts are normalized to be one. In the 40-60% and 60-92% bin,
the HBD single cut and the HBD double cut both improve the effective signal and the
signal-to-background ratio. This demonstrates the effectiveness of the HBD. However,
in the 0-10% and 10-20% bin, since the scintillation background smears the response of
the HBD, the single cut and the double cut are no longer as effective as in peripheral
events. The double cut even lowers the effective signal. The double cut is effective only
for the centrality above ~30%, which is equivalent to the number of charged particles
below ~0.01 /cm? /evt.

As shown above, the performance of the HBD degrades in central Au + Awu collisions.
Therefore, in this analysis, all the cut parameters including the central arm variables
are revised from the previous measurement to achieve a sufficient performance for a

di-electron analysis as discussed in the next chapter.
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FIGURE 3.16: The effective signal (left) and the signal-to-background ratio (right) for

three types of cuts and for each centrality bin. Those values for the central arm cuts are

normalized to be one. HBD(S) refers to the HBD single cut, hbdid>10, and HBD(D)
refers to the HBD double cut, hbdcharge<30.






Chapter 4

Data analysis

In this chapter, the di-electron analysis of Au + Au collisions at /5., = 200 GeV is
presented. An analysis overview is described first, and the the details of each step are

discussed in the subsequent sections.

4.1 Analysis overview

The analysis is performed on the data set recorded during the RHIC run in 2010. The
data were collected with the Minimum Bias triggers. There a two vertex ranges, the
narrow vertex trigger and the wide vertex trigger, as described in Sec 2.8. In addition

to the online trigger, one hit in one of the ZDCs is also required.
The analysis flow is illustrated in Fig. 4.1.

First single track cuts are applied to obtain clean electron tracks. Here we reject not only
hadrons but also electrons coming from ~ conversion or 7 Dalitz decays. Then, pair
ghost cuts are applied to reject unphysical correlations in the electron sample through
hit sharing in the various detectors. The electron tracks which pass these cuts are used

for further pair analysis.

Ideally, we would like to analyze only the “physical” pairs. The “physical” pairs are
defined as ete™ pairs from the same parent particle, e.g. an electron and a positron
from a ¢ decay, or ete™ pairs from semi-leptonic DD or BB decays, which are cor-
related through flavor conservation. However, the sources of electrons and positrons
are not known in a real event. Therefore, all electrons and positrons in the same
event are combined to form “foreground” pairs. An electron with a four momentum

(E_,ps,—,Dy,—,D=—) and a positron with a four momentum (E,ps 4,y +,Pz+) form

o7
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FIGURE 4.1: Analysis flow.

a foreground pair with invariant mass me. and transverse momentum pr calculated as

follows:
mo, = (Ey + E_)” = (Do + 0o )> — (oyr +0y-)" — (o +p2-)° (41

p2T = (Pz+ + pw,—)Q + (Py,+ + py,—)Q (4.2)

The (pa,+,Py,+,Pz+) are measured with DC/PC1 and the E4 is calculated as:

By =\/p2 o+ 1} +102 s +m? (43)
where m, = 511 keV /c2.

The inclusive foreground pairs so formed contain the physical signal and a large back-
ground of unphysical pairs. The (me., pr) distribution of the physical pairs is obtained
by subtracting the (mee, pr) distribution of “unphysical” pairs from the (mee, pr) dis-
tribution of the inclusive foreground pairs. The background of unphysical pairs consists

of the following types:

e Combinatorial pairs
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The combinatorial pairs are random combinations of electrons and positrons from
different parent particles and are just the result of combining all electrons and
positrons in an event. The combinatorial pairs account for more than 99% of the

total background in the most central collisions.

e Cross pairs

The cross pairs occur when there are two eTe™ pairs in the final state of a meson,
e.g. ™ — eey — eeee. The combination of an electron directly from 7% and
a positron from -« do not have the same parent particle but they are correlated

through the same “grand parent” particle.

e Jet pairs

The jet pairs are produced by two electrons generated in the same jet or in back-

to-back jets.

e Electron-hadron pairs

The electron-hadron pairs result from the residual detector correlations which can-

not be handled by the pair cuts.

The background model is verified using the like-sign, eTe™ and e~e™, mass spectra,

which have contributions from only “unphysical” pairs.

The spectrum after the background subtraction is corrected for reconstruction efficiency
within the nominal PHENIX detector acceptance. The obtained spectra are compared

to the hadronic cocktail described in the next chapter.

In this chapter, we first discuss the centrality determination (Section 4.2), charged parti-
cle track reconstruction and momentum determination (Section 4.3). We also introduce
various variables used for the electron identification in Section 4.4. These variables need
to be well reproduced in Monte Carlo simulations because the simulations are inten-
sively used in various steps of this analysis: cut optimization, correlated background
simulation and efficiency correction. The details of the Monte Carlo simulations are
discussed in Section 4.5. Then, after describing event and run selections in Section 4.6
and 4.7, the analysis flow between single cuts and background subtraction is described
in Sections 4.8-4.12. The acceptance and efficiency correction is generated using the
hadronic cocktail, therefore, the correction is described in Section 4.13.7 as a part of
hadronic cocktail section (4.13). The comparison between the corrected spectrum and

cocktail is shown in the next chapter.
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4.2 Collision geometry and centrality determination

At high energies, a simple geometric “participant-spectator” picture is often used to
describe the heavy ion collisions. The nucleons inside the colliding nuclei are assumed
to move along parallel, straight-line trajectories and only the nucleons in the overlapping
region interact with each other. The interacting nucleons are called “participants” and

the remaining nucleons are called “spectators”.

Figure 4.2 shows a 2D view of a heavy ion collision. The perpendicular distance between
the paths of the two nuclei is the impact parameter b. Since the impact parameter cannot
be directly measured, we usually use any observable that is a monotonic function of the

overlapping volume to define centrality.

In PHENIX, centrality is determined using the measured BBC total charge. The dis-
tribution is shown in Fig. 4.3. The events having the maximum and minimum BBC
charge are assigned to centrality of 0% and 92%, respectively. The value of 92% is de-
termined by the Minimum Bias trigger efficiency. The total charge distribution is sliced
into 92 bins with the same number of events in each bin. The centrality classification is

performed with a 5 cm binning of the collision vertex.

The centrality class is related to impact parameter via a Glauber model calculation
[80]. In the Glauber model, a nucleus-nucleus collision is treated as a multiple nucleon-
nucleon collision. The nucleons in a nucleus are randomly distributed following the
nuclear density profile and a nucleon-nucleon occurs whenever their distance is less than

v onn/m, where oy is the total inelastic cross section.

The Glauber model also provides the number of participant nucleons Np.+ and the
number of binary nucleon-nucleon collisions N.,; values for a given impact parameter.
The Npqrt and Ny are useful quantities to compare the results from different collision

species, such as d + Au and Au + Au.

The estimated impact parameter, Npqr+ and N, values of each centrality bin in Au+Au
collisions at /5 = 200 GeV are summarized in Table 4.1. The systematic uncertainties
estimated by varying the input parameters of the Glauber model calculation, such as

the size of the nucleus and inelastic cross section, are also shown in the table.
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TABLE 4.1: Average Npqr+ and Ny of each centrality bin in Au + Aw collisions at
VSxn = 200 GeV.

Centrality class (b) (syst) fm  (Npare)(syst)  (Neon)(syst)
Minimum Bias 9.5 (0.4)  109.1 (4.1) 257.8 (25.4)
0-10% 3.2 (0.2) 325.2 (3.3)  955.4 (93.6)
10-20% 57(0.3) 2346 (47)  602.6 (59.3)
20-40% 8.1(0.4) 1404 (4.9) 296.8 (31.1)
40-60% 10.5 (0.4)  60.0 (3.6)  90.7 (11.8)
60-92% 13.0 (0.5) 145 (2.5) 145 (4.0)
Spectators

Participants

Participants

Spectators

FIGURE 4.2: Collision geometry in 2D (Top) and 3D (Bottom) view.
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FIGURE 4.3: Distribution of the BBC total charge for the events with 0 < |zy.| < 5

cm. Each slice corresponds to a 10% centrality bin.

4.3 Charged track reconstruction and momentum deter-

mination

Figure 4.4 shows the path of a charged particle in the bending r - ¢ plane (left) and in
the r - z plane (right). The coordinates measured with DC and PC1 to reconstruct the

particle trajectory are defined as follows:

e ¢: Azimuthal angle of the intersection point of the track candidate with a reference

circle located at a radius of 2.2 m, at the middle of the DC.

¢o: Track’s azimuthal angle at the vertex.

a : Angle of the track candidate with respect to an infinite momentum track

having the same intersection point with the reference circle in the r - ¢ plane.

e zed: z coordinate of the track at the intersection point with the reference circle of
the DC.

B: Inclination angle of the track with respect to the z-axis at the intersection point

in the r - z plane.
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e J: Inclination angle of the track with respect to an infinite momentum track at

the DC reference radius of 2.2 m in the r - z plane.
e (: The polar angle of the infinite momentum track.

e fy: The polar angle of the track at the vertex.

The first stage of track finding [77] utilizes a combinatorial Hough transform technique
in the r - ¢ plane. In this technique, the DC hits in X1 and X2 are mapped pair-wise
into a 2-dimensional space defined by the azimuthal angle ¢ and the track bending angle
a. The basic assumption is that tracks are straight lines within the DC. In this case, all
hit pairs of a given track will have the same (¢, ), thus resulting in a local maximum
in the mapped space. The algorithm first looks for tracks having both X1 and X2 hits,
and then looks for tracks with only X1 or X2 hits.

Tracks are then reconstructed in the r - z plane by combining the information of PC1
hits, UV wire hits and the collision vertex measured by the BBC. First, the straight
line track in the r - ¢ plane is extended to PC1. If there is an unambiguous PC1 hit
association within 2 c¢m distance between the track projection point and the PC1 hit
position in the r - ¢ plane, the track vector in the r - z plane is fixed by the PC1 hit z
coordinate and the z vertex measured by the BBC. If there is no PC1 cluster association,
or if there are multiple PC1 association solutions, the track vector in the r - z plane is
fixed by the DC UV hits.

Reconstructed tracks by DC and PC1 are confirmed by associated hits in the outer
detectors, PC2 in the west arm and PC3 in the east arm. If no associated hits are found
in PC2 or PC3, the track can still be confirmed by associated hits in PC3/EMCal for
the west arm and EMCal for the east arm. The hits are considered to be valid if they are
within 3 o of their resolution in z and ¢. It is convenient to define matching variables
normalized to their resolution as a function of pp, charge and sectors. These variables
are referred to as reduced variables. For example, in the case of EMCal matching, the

reduced variables (emcsd¢, emcsdz) are defined as:

d
emcsdg = emcdé (4.4)
o4(pr, charge, sector)
d
emcsdz = emeaz (4.5)

o (pr, charge, sector)

where (emcd¢, emcdz) are the distance between the projection point of a reconstructed
track on the EMCal surface and the centroid of its associated electromagnetic shower,
and (og4, 0,) are the EMCal resolutions in azimuthal and longitudinal directions, respec-

tively.
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FIGURE 4.4: Left: Shematic view of a track in the DC r - ¢ plane. Right: Shematic
view of a track in the DC r - z plane [77].

Due to the complicated, non-uniform shape of the magnetic field, an analytic solution
for the momentum determination of a particle is not available. Therefore, we use a
non-linear grid interpolation technique [78]. The technique determines the momenta
of particles using a “look-up” table of field integrals in a four dimensional grid. The
four variables are the total track momentum, the polar angle, the radius from the beam
axis and the z coordinate of the collision vertex. The grid is generated by propagating

particles through the measured magnetic field.

The momentum resolution depends on the intrinsic position resolution of the DC and the
multiple scattering inside the materials before DC. As a result, the momentum resolution
is about 1.7% for tracks with pr = 1 GeV/c and the reconstruction efficiency is above

99%.

Since the acceptance for electrons and positrons changes with the magnet polarization,
it is more convenient to use the bending direction of a particle to classify its charge. In
the following analysis, the tracks with a < 0 and « > 0 are referred to as “Typel” and
“Type2”, respectively.
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4.4 Electron identification variables

4.4.1 RICH

The measured ADC value is converted in the number of photoelecrons as follows:

ADC(i)

Np.e(i) = ADChy. (i)

(4.6)
where ¢ is the PMT id, ADC(i) is the measured ADC value and ADC1y ¢ (i) is the ADC
value of one photoelectron peak. Here, the ADC value refers to the difference of ADC

values between “pre” and “post” samples as described in Section 2.6.1.

Track association with RICH is performed with the hit information of PC1 and PC2
in the west arm and PC1 and PC3 in the east arm. If no associate hits are found in
PC2 and PC3, the hit position of the outer detector (the PC3/EMCal for the west arm
and EMCal for the east arm) or DC-PC1 tracks are used. The lines connecting the two
detectors hits are reflected by the RICH mirrors onto the RICH PMT plane. Figure
4.5 shows a part of the PMT array surface with the definition of the variables which
characterize the association between a track and hit PMTs. The distance between the
center of hit PMT ﬁz and the track projection vector is calculated as r¢ .. Figure 4.6
shows the 7, distribution of electron tracks from simulation. The (r,.) of 5.9 cm is
the ideal ring radius and most of the associated phototubes are within a radius of 11
cm. The shaded area shows the 7., range of 5.9 + 2.5 cm corresponding to +10 region.

The number of associated fired PMTs within the 1 ¢ range, n0, is the primary variable

for identifying electrons:

n0 = Number of fired PMTs in the range 3.4 <1’ < 8.4 cm

cor

The number of photoelectrons in the associated PMTs, npe0, is defined as:

npeld = > 3 4cri <84 cm NVpe.(9)

cor

The ring center is reconstructed as the center of gravity of the hit PMTs within 11 cm

from the projection point.

N

— Ny (1) R;

Rcenter(zcentera ¢center) - Z:i;](()l) (4'7)
itVp.e.

where ﬁz is the location of the i-th PMT. The distance between the track projection

point and the ring center is designated as disp.
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In addition, the quality of the measured ring shape is expressed in terms of the difference

to the expected ring shape:

Zi NP~€~(i)(Tzor - TO)Q
22 Npe. (i)

x?/npe0 = (4.8)

where 7q is the ideal ring radius of 5.9 cm.

Uncorrelated Hit PMT

PMT Array surface

BT
z direction
Track projection line

FIGURE 4.5: Schematic description of the variables which characterize a RICH ring.
A track projection vector and five PMTs with correlated hits are also shown.
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FIGURE 4.6: The r.,, distribution from single electron simulation. The shaded area
shows the 7., region between 3.4 cm and 8.4 cm.

4.4.2 EMCal and TOFE

In addition to the EMCal reduced matching variables (emcsd¢, emcsdz), the deposited
energy information of the associated cluster is used for electron identification. Since the
electron mass is negligible compared to its momentum p > 0.3 GeV/c and all its energy

is deposited in the EMCal, the ratio of the deposited energy (ecore) measured by the
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EMCal and the total momentum (p) measured by DC is expected to be 1. In practice,
the ratio is not exactly at one for several experimental reasons: detector resolution,
EMCal shower overlapping and mis-reconstructed momenta of electrons from off-vertex
~ conversions. The last reason, mis-reconstructed momenta, is due to the fact that the
tracking algorithm assumes all tracks originate at the collision vertex. Electrons from -~y
conversions in materials outside the radius of ~ 55 cm traverse less magnetic field, and
are therefore bent less, resulting in a larger reconstructed momenta and ecore/p < 1. In
analogy to the EMCal matching variables, ecore/p is expressed in terms of a reduced
variable, which is centered at zero and has a sigma value of one. The reduced variable
is referred to as dep and it is determined separately for each EMCal sector, each charge

and each pp bin.

Shower shape information is also used for the electron identification. The probability
that the associated EMCal cluster is an electromagnetic shower is referred to as prob.
This variable is calculated from the x? value between the actual tower energy distribution

and the expected distribution of an electromagnetic shower.

The PbSc has a timing resolution of ~ 450 ps. For example, the difference in time-of-
flight from the collision vertex to EMCal (R ~ 500 cm) between a electron and a pion is
640 ps for p = 500 MeV /c. The reduced time-of-flight variable is referred to as stof(PbSc).
The timing information of PbGl is not used in this analysis due to its bad resolution
(~ 700 ps). Instead, the timing information of TOFE, which covers ~ 60 % of the PbGl
acceptance, is used. The timing resolution of TOFE is ~ 150 ps. In the same way as
PbSc, reduced time-of-flight variable is referred to as stof(TOFE). Figure 4.7 shows the
contour plot of time-of-flight (ToF) of PbSc and TOFE as a function of the reciprocal
momentum in the 0-10% centrality bin. The vertical lines around ToF~ 0 corresponds
to electrons and the tilted lines correspond pions. A clear separation between electrons

and hadrons is visible.

x10°

Q/mom [c/GeV]
Q/mom [c/GeV]

4 2 0

4 1 2
ToF [nsl ToF Insl

FIGURE 4.7: Charge over momentum (Q/mom) vs ToF for PbSc(left) and TOFE(right)
in the 0-10% centrality bin.
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4.4.3 HBD

The charge information of clusters formed by the two algorithms described in Section

3.5 is used for electron identification.

The total cluster charge in the standalone algorithm’s cluster is referred to as hbdcharge
and the number of pads in the cluster is referred to as hbdsize. The pad with the largest

charge in the cluster is referred to as maxpadcharge.

The reduced cluster charge variable hbdid described in Section 3.5.2 is used as the major
elD variable from the non-standalone algorithm. The total charge of the pads inside
the non-standalone algorithm’s cluster is referred to as HBDCHARGE and the number

of pads in the cluster is referred to as HBDSIZE.

4.4.4 Summary of elD variables

The eID variables mentioned in the previous subsections are summarized in Table 4.2.
Subsets of this large list of eID variables are used to reject HBD backplane conversions,
hadrons misidentified as electrons in the central arms and for the final electron identifi-
cation. Instead of applying a sequence of one-dimensional cuts which would result in a
large efficiency loss, a multivariate approach is implemented in the analysis. In partic-
ular, we use the neural network from the root package TMultilayerPerception. Details

for the various neural networks used are given in Sections 4.9 and 4.10.

4.5 Detector simulations

The detector simulations are performed in the following way:

1. We first generate tracks with event generators, such as EXODUS (the PHENIX
internal single particle event generator) or PYTHIA [87].

2. The generated particles are passed through the detector simulation software, PISA
(“PHENIX integrated Simulation Application”), developed within the framework
of GEANT3. PISA tracks the primary particles, as well as secodaries produced
from the interaction of the primary particles with the detector materials, such as
~ conversions, and simulates the response of each detector to produce hit informa-

tion.
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TABLE 4.2: Variables used for the electron identification in the analysis.

Variable Detector Short description
n0 RICH Number of hit PMTs
disp RICH Distance between a track projection and its associated ring center
x2/npe0 RICH A x?-like shape variable of the RICH ring
emcsdo EMCal Distance in ¢ between a track projection and its associated cluster
emcsdz EMCal Distance in z between a track projection and its associated cluster
prob EMCal The y?2-like shape variable
ecore EMCal  Measured energy
dep EMCal  Reduced ecore/p
stof(PbSc) EMCal  Reduced time-of-flight
stof(TOFE) TOFE Reduced time-of-flight
hbdcharge HBD Cluster charge from the standalone algorithm
hbdsize HBD Cluster size from the standalone algorithm
maxpadcharge HBD Max pad charge in the cluster from the standalone algorithm
hbdid HBD Reduced cluster charge from the non-standalone algorithm
HBDCHARGE HBD Cluster charge from the non-standalone algorithm
HBDSIZE HBD Cluster size from the non-standalone algorithm
3. The PISA hit information is run through the PHENIX reconstruction software.

The reconstruction is performed without any dead areas, i.e. within the ideal
PHENIX acceptance.

. The reconstructed Cerenkov response of HBD is embedded in real events. This

step is required because PISA does not simulate the scintillation background from
charged particles in a real event and the performance of HBD strongly depends
on the amount of scintillation background. The HBD clustering is done using the

new embedded charges.

. The output is analyzed in the same way as the data. The fiducial cuts described in

Section 4.8 are applied at this stage to have realistic acceptance. Since the event
generators use a flat z vertex distribution, weighting factors are applied to have a

realistic vertex distribution.

It is important to ensure that the detector response in the simulations is the same as in

the real data for all the subsystems involved in the analysis. To compare the simulations

and data, we need to extract clean electron tracks from data. This is achieved by using

the low mass unlike-sign pairs. The pairs are selected with the following cuts:

e Event cut
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Centrality 60-92 % bin, where the effect of occupancy in the central arm is small

and can be ignored.

e Single cut pr > 0.3 GeV/c, nnout0 cuts described in Section 4.10.2, hbdid cuts
described in Section 4.10.3, fiducial cuts described in Section 4.8.

e Pair cut

0.025 < mee < 0.05 GeV/c?, 0.8 < ¢y < 2.6, opening angle larger than 100
mrad. The ¢y is the angle between the plane formed by the pair and the plane
perpendicular to the magnetic field, which is parallel to the z-axis. The ¢y cut is
applied to reject conversions. The pairs selected with these conditions are referred

to as “open Dalitz pairs”.

The combinatorial background is subtracted using the event-mixing technique. The elD
variables of the two legs of the pairs are compared with those of 7 — eey simulations
passed through PISA. The comparisons of major elD variables are shown in Fig. 4.8 .
The comparisons of neural network outputs described in Sections 4.9 and 4.10 are also

shown in the figure.

The quantitative agreement between the detector simulation and data is discussed in
Section 4.13.7.
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FIGURE 4.8: The comparison of major eID variables in data (Black) and in the de-
tector simulation (Red) using the open Dalitz pairs in the 60-92% centrality bin. The
comparisons of neural network outputs described in Section 4.9 and 4.10 are also shown

in the lowest panels.

4.6 Event cuts

Figure 4.9 shows the vertex (bbcz) distributions of runs taken with the narrow vertex
trigger and the wide vertex trigger. The distribution of electron tracks per event as
function of the vertex position is shown in Fig. 4.10. The peaks at bbcz ~ -35 and 30
cm are due to the electrons originating from the - conversion inside the magnet nose
cones. To avoid these electrons, we apply offline vertex cuts of —20 < bbcz < 20 cm for

the narrow vertex runs and —30 < bbcz < 25 cm for the wide vertex runs.

4.7 Run selection

It is important to have stable performance and acceptance of the detectors involved in

the analysis over the entire run, so as to avoid any extra corrections and systematic
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FIGURE 4.9: Vertex distribution for a run taken with a 30 cm vertex trigger (left)
and a run taken with a £20 cm vertex trigger (right).
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F1GURE 4.10: Electron-tracks per event distributions as function of the vertex position
for a run with wide vertex trigger (left) and narrow vertex trigger (right).

errors. Changes can occur by a variety of reasons, such as loss of active areas in the

detector, unstable DAQ conditions, or high voltage problems.

We performed Quality Assurance of the central arm detectors and HBD by inspecting

the following variables on a run by run basis:

e HBD: average charge per pad in central events

e Central arm eID parameters: p, n0 , disp, x?/npe0, emcd¢ and emcdz.

e Acceptance
The QA of HBD and the central arm elD parameters are performed in a similar way.
Here, the QA of disp is shown as an example.

1. Calculate the mean (u4y;) and rms (og4) values of disp using all runs.

2. Calculate the mean (i) of disp for each run. If the run does not satisfy the

following condition, the run is regarded as “bad run” and discarded.

|/'Lrun - Mall| < 304 (4.9)
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FIGURE 4.11: (disp) as a function of run number. The runs inside the shadowed band
are accepted as good runs.

3. Repeat 1. and 2. until all runs satisfy the condition above.

Figures 4.11 shows the (disp) as a function of run number. The runs inside the shad-
owed bands are accepted as good runs. The same procedure is performed for the other

parameters.

In addition to the procedure described above, the hit maps of DC, PC1 and EMCal are

examined by eye and the runs with large dead areas are discarded.

Approximately 1 Billion events are discarded by the QA procedure. This analysis is
based on 5.6 Billion events that passed all the event and QA cuts.

4.8 Fiducial cuts

4.8.1 HBD projection cut

The HBD projection cut selects the central arm tracks pointing to the active areas of the
HBD and excludes the tracks pointing to the EN2 module, which was not operational
during Run-10. This is shown in Figure 4.12.
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HBD proj. ¢ vs. z

HBD proj. ¢ [rad]

{ S PR I MY PR I " s
-30 -20 -10 10 20 . 30
HBD proj. z [cm]

FIGURE 4.12: Track projections onto the HBD in the ¢ — z plane. The black points

respresent the tracks before applying the HBD projection cut and the blue points are
the tracks accepted by the projection cut. Minimum bias data.

4.8.2 HBD support structure conversion cuts

This cut is used to remove the conversion electrons originating from the HBD support
structure. These conversions are mostly localized in ¢, therefore, tracks satisfying the

following conditions are rejected.

phbdp > 1.05 && phbdphi < 1.2 && ¢o > 1.05 && ¢o < 1.2
&& phbdé < 0.04/pr + 0.96 + 0.08
&& phbdphi > 0.05/pr + 0.96 — 0.10 (4.10)

OR

phbdp > 1.95 && phbdphi < 2.1 && ¢y > 1.95 && ¢ < 2.1
&& phbdp < —0.04/pr + 2.14 + 0.10
&& phbdphi > —0.032/pr + 2.14 — 0.05 (4.11)

where phbd¢ is the projection on HBD in ¢.

The effect of the cut is visualized in Fig. 4.13.
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FIGURE 4.13: The ¢¢ distribution of all tracks (black) and the tracks accepted by the
cut (red) that removes conversions from the HBD support structure. Minimum bias
data.

4.8.3 Drift chamber fiducial cuts

Drift chamber fiducial cuts are applied in order to homogenize the detector response

over a sizable fraction of the run time.

The entire 200 GeV data set was divided into 5 groups, with fiducial cuts applied to
each group separately. Two-dimensional plots of @ vs DC board number for the four

sectors (NE, SE, NW and SW) in Group 1 is shown in Fig. 4.14. The plots for other

groups are shown in Appendix B.

4.8.4 Other fiducial cuts

The tracks pointing to dead/low efficiency areas in PC1 and EMCal are also explicitly
removed. The dead region of PC1 and EMCal is less than 5% of the total acceptance.
In addition, a dead region around z ~ 0 found by looking at the correlation between

cos y and bbcz is also removed as shown in Fig. 4.15.
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FIGURE 4.14: o vs board number for e* yield without fiducial cut (left column) and
with fiducial cut(right column) for all the four sectors in Run Group 01.
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FIGURE 4.15: Correlation between cos(fy) and bbcz. The left panel shows the raw
correlation map and the right panel shows the correlation map after applying the fiducial
cut that removes the tracks around z ~ 0.
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4.9 HBD double hit rejection

The reduction of the combinatorial background is the main task of the HBD. Most of the
combinatorial background in PHENIX originates from 7° Dalitz decays and conversions
where only one electron from the pair is reconstructed and the other is lost due to limited
acceptance. However, the e™ and e~ from 7° Dalitz decays and conversions have a small

opening angle and therefore leave overlapping responses in the HBD.

A neural network is used for the separation between the single and double hits in the
HBD. The training sample is provided by single particle simulations, with the HBD
response embedded into data to get realistic cluster charge distributions. The ¢ — ete™
decay, where the two legs are relatively far apart, and therefore result in separated
HBD responses (single hits), is used to define the signal in the training sample. The
background for the training sample is provided by 7% — ete™v decay, where the two

legs are close, and result in overlapping HBD responses (double hits).

The input information for the neural network is:

e HBDCHARGE - the charge of the cluster provided by the non-standalone algorithm.

The cluster size is up to 3 pads.

e hbdcharge - the charge of the cluster provided by the standalone algorithm. The

cluster size is up to 7 pads.

e maxpadcharge - the maximum pad charge in the cluster of the standalone algorithm.

The reasoning for the choice of these variables is the following: the non-standalone
algorithm uses the track projection and forms a cluster around the track projection
point on the HBD. This results in a more precise selection of the hit and a less probable
pick up of a fake hit. However the limited cluster size (up to 3 pads) truncates the
charge information, which is important for the distinction between single and double
hits. Therefore the standalone cluster information is also used. These clusters are formed
by summing all the fired pads around a seed and can result in a cluster containing up to
7 pads. In this way more charge information is preserved, which is especially important
since the double hits can have a small but finite opening angle. In addition, the maximum
pad charge information is used to distinguish those cases where all or most of the charge

is deposited in a single pad.

Separate neural networks are trained for each centrality bin (0-10%, ..., 80-90%) and for
each cluster size of the non-standard algorithm (HBDSIZE = 1,2,3). This last step is
necessary since the HBDSIZE and therefore the HBDCHARGE depend on the projection
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FIGURE 4.16: The input variables for the neural network (top panels and bottom

left). The red lines correspond to single hits (signal) and the blue lines to double hits

(background). The black is the sum of the two. The resulting neural network output

is shown in the bottom right panel. This is an example for centrality 30-40% and
HBDSIZE=2 from the Monte-Carlo simulation.

point. Hence in total there are 9x3=27 cases. An example of the input variables, along
with the resulting neural network output is shown in Figure 4.16. The neural network

output is referred to as nnoutsd.

4.10 Electron Identification

Our electron identification procedure consists of several steps to deal with the high
occupancy of RICH, which is the primary electron identification tool in PHENIX, in the

most central events:

EWG The following 1D cuts are applied at the very beginning of this analysis and only
these tracks are analyzed.
e pr > 0.12 GeV/c
e 0.4 < ecore/p < 10.0

en0>1
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e disp < 8.0 cm
These initial weak cuts are referred to as EWG (Electron Working Group) cuts.

Step 0 A neural network optimized to reject hadrons. At this stage, we use only the

central arm variables and apply loose cuts.

Step 1 In the central arm, a charged hadron track parallel to an electron track is
matched to the PMTs fired by the electron due to the spherical mirror properties
of the RICH detector, and is therefore misidentified as an electron. This RICH
ring sharing effect occurs because the RICH ring reconstruction allows multiple
use of fired PMT by different tracks. The effect occurs for all genuine electrons
traversing the RICH including background electrons generated by ~+ conversion.
We can reduce this effect not only by rejecting background electrons but also
by erasing their associated PMTs. In step 1, RICH PMTs fired by background
electrons are erased and new RICH rings are reconstructed. The RICH variables,
n0, disp and x?/npe0 are recalculated. Those re-calculated variables are referred

to as nO(new), disp(new) and x?/npe0(new).

Step 2a Neural network optimized to reject hadrons using the re-calculated RICH vari-

ables.

Step 2b Neural network optimized to reject HBD backplane conversion electrons.

In this section, the neural network trainings performed for Step 0, Step 2a and Step 2b
are discussed first, and then the applied cuts on the neural network outputs are described

in the subsequent sections.

4.10.1 Neural Network training

The neural networks are trained on HIJING samples [88, 89, 90, 91]. HIJING events
covering all centralities are produced and filtered with the same cuts as applied to the

data.

The neural networks are trained to distinguish between “signal” and “background”
tracks. The signal and background tracks used for each neural network are summa-
rized in Table 4.3. In step 2a, electrons coming from = conversion are excluded from the
signal because both conversion electrons generated at the HBD backplane and hadrons

do not leave a signal in the HBD and the neural network training can be confused.
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TABLE 4.3: Signal and background definition for the neural network trainings

Step Signal Background

0 et Hadrons

2a e® not originating from v conversion Hadrons

2b e® not originating from ~ conversion or 7’ e* from v conversion inside HBD backplane

The input parameters are summarized in Table 4.4. Three sets of input parameters are
used for step 0 and step 2a because the available timing information is different for the
three subsystems: PbSc, TOFE and PbGlI outside TOFE acceptance.

TABLE 4.4: Input parameters of each neural network

Step Type Input parameters

0 PbSc n0, disp, x2/npe0, dep, emcsdr, stof(PbSc)
TOFE  n0, disp, x?/npe0, dep, emcsdr, stof(TOFE)
No TOF n0, disp, X2/npe0, dep, emcsdr
2a PbSc nO(new), disp(new), x2/npe0(new), dep, emcsdr, stof(PbSc),
hbdid, hbdcharge, hbdsize
TOFE nO(new), disp(new), x%/npe0(new), dep, emcsdr, stof(TOFE),
hbdid, hbdcharge, hbdsize
No TOF  n0(new), disp(new), x?/npe0(new), dep, emcsdr,
hbdid, hbdcharge, hbdsize
2b dep, hbdid, hbdcharge, hbdsize

The step 0 and step 2b neural networks are trained separately for centrality 0-10%,
10-20% and 20-40% centrality bins. The neural network trained with centrality 20-40%
is also used for the 40-60% and 60-92% centrality bins because the signal to background
ratio in those bins are large and fine tuning of eID cuts is not necessary. The step 2a
neural network is trained separately for the 0-10%, 10-20%, 20-40%, 40-60% and 60-92%

centrality bins.

The output of the neural network is a single probability-like variable with a value between
0 and 1, where 0 corresponds to background and 1 corresponds to signal. We refer to

the output of step 0 as nnoutO, output of step 2a as nnout2a and output of step 2b as
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nnout2b. The distribution of each neural network output is shown for signal tracks and
background tracks in Figs. 4.17-4.19 for the 20-40% centrality bin.
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FIGURE 4.17: nnout0 distribution in the 20-40% centrality bin. The red line corre-

sponds to signal hits and the blue line corresponds to background hits.
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FIGURE 4.18: nnout2a distribution in the 20-40% centrality bin. The red line corre-

sponds to signal hits and the blue line corresponds to background hits.
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FIGURE 4.19: nnout2b distribution in the 20-40% centrality bin. The red line corre-

sponds to signal hits and the blue line corresponds to background hits.

4.10.2 Step 0: Loose eID cuts

At the beginning of the eID flow, obvious hadrons are removed from the electron sample
using the step 0 neural network. The thresholds applied to nnoutO are chosen such that
the efficiency is more than 80% resulting in threshold values that vary from 0.15 to 0.25

for the different centrality classes.

4.10.3 Step 1: PMT erasing

The RICH PMTs fired by the following types of electrons are erased from the fired PMT
list.

e Clear HBD Backplane conversions selected by loose hbdid cuts
hbdid< 5 (0-10%), hbdid< 10(10-20%), hbdid< 8(20-30%), hbdid< 9 (30-40%),
hbdid< 10 (40-60%) and hbdid< 15 (60-92%)

e HBD double signal
The applied thresholds are optimized in Section 4.10.4 together with the Step 2a
and Step 2b thresholds.

o Low pT tracks
pr < 0.3 GeV/c

e Electron tracks outside HBD acceptance

See Sec 4.8.1.
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e Electron tracks from HBD support conversion

See Sec 4.8.2.

For all cases, nnoutO is used to confirm that the selected tracks are electrons. The
thresholds are optimized such that the probability for a track to be an electron is higher
than the probability to be a hadron. Since the hadron contamination is small even
without optimization for 40-60% and 60-92% centrality bins, the same thresholds as the
20-40% centrality bin is applied for them. The threshold values are varied between 0.3

and 0.5 for the different cases.

4.10.4 Step2a, Step2b and HBD S/D: Cut optimization

The cut thresholds applied to nnout2a, nnout2b and nnoutsd are optimized using HIJING.
Depending on the cuts one obtains a certain rejection of the background tracks with some
efficiency for the signal tracks. The cuts are selected in a such a way as to maximize
the effective signal, S/ V/B, where S is defined as the number of electrons from charm
decay per event and B is defined as the total number of electron tracks per event. The
thresholds are varied between 0.45 and 0.75 in steps of 0.05 for nnout2a and between 0
and 0.6 in steps of 0.05 for nnout2b. The nnoutsd threshods are shifted relative to the
reference values shown in Table 4.5 by -0.3, -0.2, -0.1, 0.0, 4+0.1 and 4+0.2 and the shifts
are independent of HBDSIZE.

The effective signal is maximized within the setups satisfying the following conditions.

e Hadron contamination <~5 %

e The three types of neural networks, one with PbSc timing information, one with
TOFE timing information and one without any timing information, have similar

efficiencies with differences of less than 10%.

Figure 4.20 show the scatter plots of S/v/B vs. S/B of for each centrality bin. The
finally selected setup is shown with yellow square boxes in the figures. The corresponding

thresholds are summarized in Table 4.6.
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FIGURE 4.20: Scatter plots of the effective signal versus the signal-to-background. The

point shown with the yellow square is the setup selected for the analysis.
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TABLE 4.5: S/D cuts threshold used as a reference.

Centrality HBDSIZE
1 2 3
0-10% 0.4 0.36 0.35
10-20%  0.42 0.40 0.44
20-30%  0.39 0.39 0.41
30-40%  0.43 0.46 0.47
40-50%  0.44 0.49 0.54
50-60%  0.45 0.46 0.52
60-70%  0.57 0.61 0.69
70-80%  0.58 0.62 0.70
80-92%  0.60 0.65 0.74

TABLE 4.6: Optimized nnout threshold. The nnoutsd thresholds are shown as the shifts

relative to the values listed in Table 4.5.

TOFE PbSc No TOF

Centrality | S/D 2a 2b | S/D  2a 2b | S/D 2a 2b
0-10% -0.3 0.7 0.35 | -0.3 0.7 0.3 | -0.2 0.55 0.1
10-20% | +0.1  0.55 02 | -01 065 0.25]-0.3 0.55 0.15
20-40% -0.1 0.7 0.45 | 0.0 0.7 0.3 | -0.1 0.55 0.2
40-60% -0.1 0.6 0.45 | +0.1 0.7 0.4 | -0.1 0.45 0.25
60-92% -0.1 0.75 045 | +0.1 075 04 | -0.1 0.75 0.25

4.11 Pair ghost cut

Pair cuts are needed in order to remove pairs generated by artificial correlations induced
in various detectors. The most prominent one is the ring sharing cut in the RICH
detector. When two tracks are parallel after the DC, they share the same RICH response,
i.e. they share the same RICH ring. If one of them is an electron, any other parallel
track, including hadron tracks, will appear to have a Cerenkov response and will be
misidentified as electron. Similar ghost pairs are generated in other detectors (EMCal,

DC/PC1 and HBD) if a track happens to be in close proximity to a real electron track,



Data analysis 86

ko] C o E
e 2
> 105 i— ® Like-sign FG > 105 B ® Unlike-sign FG
: ® Likesign BG ® Unike-sign BG
L Like-sign FG - BG Unlike-sign FG - BG
4 L »
10 g 10% g
: !
10° B 10° B
102l .0 i U I 102 iy bal |
0 0.5 1 0 0.5 1

15 15
Mee [GeV/c?] Mee [GeV/c?]

FIGURE 4.21: Left panel: like-sign foreground, mixed background, and the subtracted

spectra. On can see a large correlation at low masses. Right panel: unlike-sign fore-

ground and mixed background and the subtracted yield , where a clear correlation peak
is visible at 0.25 GeV/c?. The plots are for 0-10% centrality.

or more precisely whenever the two tracks hit the detector within a distance smaller or
equal to the double hit resolution in that detector. The ring sharing artifact as well as
the track proximity in DC/PC1, EMCal and HBD create correlated pairs which cannot
be removed by the mixed event background subtraction. Since we do not know which
track of the pair is a real electron, and since the probability for these pairs is relatively
small we adopt the approach of rejecting the entire event whenever such a pair is found

in that event.

The correlated pairs mentioned above are clearly seen in the mass spectra. For example,
the correlation due to the RICH ring sharing introduces a peak at around 0.25 GeV/c?
in the unlike-sign pair yield and a peak close to zero masses in the like-sign yield. This

is demonstrated in Figure 4.21.

4.11.1 RICH cut

The ghost pairs in the RICH detector are clearly identified by looking at the A¢ — Az
distributions of track pairs in RICH. They are defined as A¢ = ¢1 — ¢ and Az = 21 — 29,
where 1 and 2 refer to the first and the second track, respectively. These distributions

are shown in Figure 4.22.

The projections on the vertical and horizontal axes show Gaussian distributions with
standard deviations of o4 = 0.01 rad and o, = 3.6 cm, for the A¢ and Az distributions,

respectively. We define the total standard deviation in units of sigma as:

S EGRE)
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FI1GURE 4.22: The A¢ — Az distributions in RICH. The left panels show unlike-sign

foreground (top), like-sign foreground ++ (middle) and like-sign foreground —— (bot-

tom). The right panels show unlike-sign mixed background (top), like-sign mixed back-
ground ++ (middle) and like-sign mixed background —— (bottom).

and apply a cut at noy. The question arises: what is the optimal value of n? To
answer this question we examine the yield in the affected region of the unlike-sign mass
spectrum, after subtracting the mixed background® and after correcting for the efficiency
losses of the cut. This is repeated for the following values of n = 0, 3, 5, 7, 10, 12, 15. In
each case, if a pair is found within the given no., the entire event is rejected. The results
are shown in Figure 4.23. The yield decreases with increasing n, since the correlation

is removed. The yield has a minimum at 5 sigma, By increasing the cut the corrected

!The normalization factor for the mixed background is derived as v/nfiinf—_, where nf, and
nf__ are obtained by normalizing the like-sign foregrounds to the like-sign backgrounds in the mass
region 0.64-1.5 GeV /c?
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FIGURE 4.23: The corrected yield vs. the ring sharing cut value. The right plot is a
zoom of the y-axis. The data are for 0-10% central events.

yield saturates after 10 sigma and this is where the final cut is placed. This distance is

equivalent to 2 ring radii in RICH.

4.11.2 EMCal cut

After rejecting the tracks paralel in RICH by the 10 sigma cut, we investigate track
proximity effects in EMCal. To find the correlated yield we look at the Ay — Az distri-
butions. They are defined as Ay = y; — y2 and Az = z1 — 25, where 1 and 2 refer to the

first and the second track, respectively. These distributions are shown in Figure 4.24.

The proximity cut in EMCal is studied using the same procedure as for the RICH ring
sharing cut: apply the cut with increasing width and determine the optimal value from
the corrected yield. The EMCal proximity variable is based on y and z indices associated

to the cluster’s center-of-gravity and is defined as:

Apue =1/ (A2)* + (Ay) (4.13)

Since y and z assume only discrete values, Apyo = 0, 1, 1.41, 2, 2.24, 2.83, 3, etc.

The signal is extracted by subtracting the mixed event, normalized using the like-sign
foregrounds and backgrounds in the mass region above 1 GeV/c?. The subtracted signal
is then corrected for the cut efficiency. The yield is integrated in the region affected by
the cut: 0.19-0.22 GeV/c? and the results are shown in Figure 4.25. They show that the
yield saturates for a cut value larger than ~2.5, hence Agarc > 2.5 is considered to be

the optimal cut condition.
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FI1GURE 4.24: The Ay — Az distributions in EMCal. The left panels show unlike-

sign foreground (top), like-sign foreground ++ (middle) and like-sign foreground ——

(bottom). The right panels show unlike-sign mixed background (top), like-sign mixed
background ++ (middle) and like-sign mixed background —— (bottom).

4.11.3 PC1 cut

The proximity cut in PC1 is needed for two reasons: the PC1 double hit resolution and
the PHENIX tracking algorithm.

The effect of double hit resolution is clearly visible in the PC1’s Ay — A, distributions
in the foreground and in the mixed background as shown in Fig. 4.26. In the unlike-
sign foreground one notices a region with correlated yield (red circle) and a region of
anti-correlated yield (cyan ellipse, half axis 0.02 rad in ¢ and 5 cm in z). The same is

seen in the like-sign foreground. Since none of these effects is reproduced in the mixed
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FIGURE 4.25: The corrected yield vs. the EMCal cut value. The data are for 0-10%
central events.
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FIGURE 4.26: The A, — A, in PC1, unlike-sign foreground (left), unlike-sign mixed
background (right). The red ellipse marks the region with extra yield in the foreground
and the magenta ellipse marks the region with missing yield in the foreground.

background, we select to cut on the cyan ellipse keeping only the yield outside, where

there is no correlation or anti-correlation neither in foreground nor in the background.

The PHENIX tracking algorithm first reconstruct tracks using X1 and X2 DC planes
and then extrapolate the tracks to PC1 as described in Section 4.3. If there is an
unambiguous PC1 hit, PC1 is used, if not, DC UV planes are used to determine the z
coordinate of the tracks. Therefore if two tracks are hitting PC1 with similar ¢, UV
planes are used in the foreground and PC1 is used only in mixed-background. This
produces a dip in the PC1 Ay distribution as shown in Fig 4.27. To avoid the effect, if
two tracks have a Ay difference of less than 0.014 rad on the same side of DC, the two

tracks are rejected.
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FI1GURE 4.27: PC1 A¢ distribution to see the effect of the PHENIX track reconstruc-
tion algorithm on the proximity hits in PC1. This Ay distribution is obtained with the
ellipse cut shown in Fig 4.26.

4.11.4 HBD cut

When hadrons or HBD backplane conversion electrons share HBD hits with other elec-
trons originating before the HBD backplane, they cannot be rejected by HBD. This
correlation results in extra foreground yield at small opening angle as shown in Fig 4.28.

To eliminate such correlated yield, an opening angle cut 0.1 rad is applied.

4.11.5 The affected mass regions

The proximity cut of HBD removes yield at me. ~ 0 for both like-sign and unlike-
sign spectra. However, the other pair cuts affect the like-sign and unlike-sign spectra
differently as shown in Fig. 4.29. The figure shows the foreground spectra without
any pair cuts and with RICH, PC1 and EMCal pair cuts. The like-sign yield around
Mee ~ 0 GeV/c? is affected by all the cuts, on the other hand, two dips are visible in
the unlike-sign spectra. The dip at mee ~ 0.25 GeV/c? is created by the RICH pair cut
and the dip at me. ~ 0.15 GeV/c? is created by the PC1 pair cut. The EMCal pair cut
removes the yield around 0.20 GeV/c?, but the effect is small compared to the other

cuts.
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FIGURE 4.28: Like-sign pair’s opening angle distribution. The plot is for 0-10% cen-
trality bin.
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FIGURE 4.29: Like-sign (left) and unlike-sign (right) foreground spectra without any
pair cuts (Black) and with RICH, EMCal and PC1 pair cuts (Blue). The plots are for
the 0-10% centrality bin.

4.12 Background subtraction

4.12.1 Combinatorial pairs

We use the “event mixing” technique to simulate the combinatorial pairs. The “event
mixing” technique combines tracks from different events with similar characteristics. In
this analysis, all the events are classified into 12 bins in z between +30 ¢m and 10 bins
in centrality between 0 — 100 % and the “event-mixing” is performed for events in the

same bin. In the following these bins are referred to as pools.

We generate mixed-event pairs in a pool as follows.
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1. Tracks from a given event, passing the single cuts and the pair cuts described in
the previous sections are stored in the pool corresponding to that event. Once a
pool accumulates a certain number of events, which we call “depth”, mixed events

are generated using the tracks in the pool. The depth used in the analysis is 1000.

2. First, we choose the number of electrons and positrons in the mixed event. The
numbers are randomly taken from the distribution of real events. Then, we select
the specified number of electrons and positrons from the pool and form the like-
sign and unlike-sign pairs of the generated mixed event. The tracks are chosen so

that tracks from the same event are not used.

3. The pair cuts are applied to the pairs of the generated mixed events. Mixed events
do not have ghost pairs, however, this step is needed to make the phase space

covered by mixed-event pairs to be same as that of foreground pairs.

4. The (mee, pr) spectra are generated for both unlike-sign and like-sign pairs. The
generated spectra are referred to as “mixed event background” or “mixed back-

ground”.

Figure 4.30 shows the ratio between the foreground mass spectrum and the mixed back-
ground spectrum generated as described above in the 20-40% centrality bin. The ratio
is not flat at all because the mixed-event pairs do not have the effect of “elliptic flow”,
which is intrinsic to heavy ion collisions [81, 82, 83, 84, 85]. Figure 4.31 shows the inter-
acting region of two heavy ions crossing each other. The non-isotropic initial collision
geometry results in a partonic pressure gradient and then in a non-uniform distributions
of emitted particles. Figure 4.32 shows the inclusive single electron yield as a function
of the azimuthal angle with respect to the reaction plane in the py range 0.7-0.8 GeV/c
for the 20-30% centrality bin. The result of fitting the distribution to the second Fourier
component, 1 + 2vg cos(2(¢ — ¥)), is also shown in the figure. The mixed-event back-
ground pairs are formed by randomly picking up two tracks from different events and

thus on the average do not have any flow effect.

The elliptic flow is introduce into the mixed-events by “weighting method”. If particles

are generated according to the following distribution function:
1+ 2vg cos(2(¢p —v)) (4.14)

where ¢ is the particle’s emission angle in azimuth and v is the reaction plane angle,

random pairs formed from these particles are distributed as:

P(A¢) =1+ 2vgv9 cos2(p1 — ¢2) (4.15)



Data analysis 94

where ¢; and ¢9 are emission angle of the particles forming the pair. Eq. (4.15) is used
as a weighting factor when filling pair histograms in the step 4 mentioned above. See

Appendix C for a detailed derivation of the weighting factor.

The method is evaluated in a Toy Monte Carlo (ToyMC) simulation. The ToyMC
generates electrons and positrons following a Poisson distribution with a mean value
of three. The particles are uniformly distributed in pseudorapidity between +0.35 and
their momentum distribution is taken from data. The azimuthal emission angle ¢ is
determined according to the distribution 1 + 2v9 cos2(¢ — 1), where 1 is the reaction
plane angle, which is uniformly distributed between +7. The v values are taken from
the inclusive single electron analysis in the 20-40 % centrality bin (see below). The

tracks that pass the PHENIX acceptance filter are used in the pair analysis.

Figure 4.33 shows the ratio of the mass spectra between foreground pairs and mixed
background pairs. Black points correspond to the simple mixed-event technique with-
out introducing flow. We can see that in this approach the foreground shape is not
reproduced by the background shape. A slope is observed which is very similar to
the one seen in data. Red points correspond to the weighting method. The ratio is

completely flat and this method is used for the data analysis.
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FIGURE 4.30: The ratio between the foreground mass spectrum and the simple mixed
background without flow effect for the 20-40% centrality bin.
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FIGURE 4.32: The inclusive single electron yield as a function of the angle relative to
the reaction plane for 0.7 < pr < 0.8 GeV/c in the 20-30 % centrality bin.

To use the weighting method, the inclusive single electron vy needs to be determined
prior to the pair analysis. The vs is determined as a function of centrality and electron
pr using exactly the same single and pair cuts as in the pair analysis. First, the ¢ — ¢
distributions are fitted to 1+ 2v$* cos 2(¢—1)) as shown in Fig 4.32. The v§®® is different
from the true vs due to the finite reaction plane resolution cgp. The true v is calculated

as:

obs
Y

Vo = (416)

ORP
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FIGURE 4.33: The ratio between foreground and mixed background mass spectra in
ToyMC with and without flow effect in the mixed background. Black: simple mixed-
event technique. Red: weighting method.

The orp estimated in 2007 runs are used in the analysis and shown in Fig. 4.34 [86].

The derived vy values are shown as a function of centrality for each centrality bin in Fig

4.35.
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FIGURE 4.34: Reaction plane resolution as a function of centrality [86].
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FI1GURE 4.35: Inclusive single electron vsa.
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So far, we discussed only the shape of the mixed background. The next question is how
to normalize it. We determine the normalization factors of the mixed event like-sign

spectra and uses them to “absolutely” normalize the unlike-sign mixed background.

It is known that, as long as electrons and positrons are produced in pairs, the unlike-sign
combinatorial background is the geometric mean of the like-sign background, indepen-

dent of single electron efficiency and acceptance [35]:

/ BG12 dme. = 2\/ / BG11 dme. / BG22 dme. (4.17)

This equation does not hold true when pair cuts are applied to the spectra because any
pair cuts affect the unlike-sign and like-sign spectra differently. Therefore, the number
of generated pairs before applying the pair cuts are monitored in the step 3 of the mixed-
event procedure: N11°79 N22°"9 and N12°79. The generated unlike-sign spectrum in
step 4 is scaled by 2v/N11979N22979 /N12°"9 to force Eq. (4.17) before applying pair

cuts. From here, the “Mixed BG12” represents the scaled spectrum.

Assuming the effects of the pair cuts on the foreground and mixed-event background
are the same, the normalization factor of the unlike-sign mixed background nf12 can be
calculated from the normalization factors of the like-sign mixed background, nf11 and
nf22 as:

nfl2 = \/nfll - nf22 (4.18)

The normalization of the like-sign mixed background is discussed in Section 4.12.5 to-

gether with the normalization of the other background sources.

4.12.2 Cross pairs

The cross pairs can be produced when a hadron decays with two eTe™ pairs in the final

state. The following hadron decays lead to cross pairs.

™ —eferye — efefefes (4.19)
™ — yi79 — efejes e (4.20)
n—eferv2 —efelesey (4.21)

=M = eferese; (4.22)
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The “cross” combinations give rise to two unlike-sign pairs (efeg and e; e; ) as well as

two like-sign pairs (el+e2+ and e] e, ) that are not purely combinatorial, but correlated via
the 70 or n mass. Therefore, this contribution is not reproduced by the “event-mixing”

technique.
To calculate the cross pairs, we use EXODUS to generate 7° and 7 with the following
input parameters:

e Flat vertex distribution with |z| < 30 cm

e Flat rapidity distribution with || < 0.6 and uniform in ¢ with 0 < ¢ < 2.

e Momentum distribution following Hagedorn function:

d3N
o c (4.23)
d3p  (exp(—apr — bp7.) + pr/po)”

where the parameters a, b, ¢, pg and n for each centrality bin are shown in Section
4.13.

The generated 70 and 7 are passed through the detector simulation machinery described
in the previous section. The decays of 7° and 7 are handled in PISA, in which only the
relevant decays (4.19) - (4.22) are activated. In addition, to enhance the production
yield of cross pairs, the cross section of v conversion is multiplied by 20. The enhanced
cross section is compensated by applying a weighting factor to the electrons coming
from ~ conversion. By selecting reconstructed cross pairs, one can determine the shape
of the cross pairs invariant mass spectrum. The obtained spectra are then absolutely
normalized using the rapidity density dV m° /dy and dN"/dy measured by PHENIX as

a function of centrality. The measured d/N /dy are summarized in Section 4.13.

4.12.3 Jet pairs

The jet pairs are reproduced with PYTHIA. The PYTHIA code is a widely used Monte
Carlo simulation package of high-energy elementary particle collisions such as p + p.
PYTHIA 6.319 with CTEQ5L parton distribution functions has been used. The follow-
ing hard QCD processes are activated [35]:

o MSUB 12: f;f; — fufx

e MSUB 13: fif, — g9
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e MSUB 28: fig — fig
e MSUB 53: g9 — fufs

e MSUB 68: gg — gg

where g denotes a gluon, f; ;. is a fermion with flavor 4, j , k and ?wk is the corre-
sponding antiparticle . A Gaussian width of 1.5 GeV for the primordial k7 distribution
(MSTP(91)=1, PARP(91)=1.5) and 1.0 for the K-factor (MSTP(33)=1, PARP(31)=1.0)
are used. The minimum parton pr is set to 2 GeV /¢ (CKIN(3)=2.0).

From the PYTHIA output, 7° and 7 are extracted and passed through PISA. The z
coordinate of the vertex position is uniformly distributed between 430 cm. In addition
to changing the cross section of v in the same way as for the cross pair simulation, the
branching ratios of the 7° and 7 decays are also modified to increase the sample of eTe™
pairs. The branching ratios used in the simulation are summarized in Table 4.7. The
effect of these modifications is corrected by applying weighting factors according to the

source of electrons.

The foreground pairs from PYTHIA consist of jet pairs, “physical” pairs, cross pairs and
combinatorial pairs. The “physical” pairs and cross pairs are excluded from the fore-
ground pairs by requiring that electrons and positrons do not share the same particle in
their history. The combinatorial background is statistically subtracted using the “event-
mixing” technique. The mixed event like-sign pairs are normalized to the foreground
like-sign pairs in the range 1.4 < A¢l™™ < 1.7, where AgE™™™ is the difference in the
azimuthal angle of primary particles, 7° or 1. Figure 4.36 shows Agbg”m distributions
of the foreground pairs and the normalized mixed-event pairs. The excess yield around
Aqbg”m ~ 0 corresponds to “near-side” jet and Agbgrim ~ 7 corresponds to “away-side”

jet.

After subtracting the combinatorial background, the PYTHIA spectra are scaled to
reproduce the jet contribution in Au + Awu collisions. First, the subtracted spectra are
scaled to give the yield per p + p minimum bias event. The scaling factor is determined
such that the 7° yield in the PYTHIA simulation matches the measured 7° yield. The
value is determined to be 1/3.9. Second, the spectra are scaled by the average number
of binary collisions ((/Ney)) for each centrality bin. In addition, the jets in heavy ion
collisions are known to be suppressed. The suppression factor is estimated as the square

of the single particle suppression factor (R4).

d2N44 /dprdy
Ncoll>d2Npp/dedy

RAA<pT) = < (4.24)
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where pr is the transverse momentum, y is the rapidity. The values of R4 are taken
from the published charged and neutral pion measurements by PHENIX [92, 93]. The
charged pion data are used for the low momentum region where neutral pion data are
not available. Figures 4.37 and 4.38 show R44 as a function of pr. The Ra4 of n is
assumed to be same as that of pions. In summary, a jet pair originating from tracks

with primary momenta pr 1 and pr s is scaled by (Neou) - Raa(pr,) - Raa(prz2)-

TABLE 4.7: Branching ratio (BR) used in the jet simulation.

Initial state 70 n

Final state vy eery vy 30wt a0 gt

Ty eey  ppy
Original BR | 98.802 1.198 | 39.31 32.57 22.74 460  0.69 0.09

Modified BR | 70.05 29.95 | 23.12 19.17  13.41 2.78  41.40 0.12
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FIGURE 4.36: PYTHIA like-sign foreground spectrum scaled by 1/3.9 - (Neoy) -
Raa(pri) - Raa(pra) of 20-40% centrality bin. The normalized and scaled mixed back-

ground is also shown in the figure.



Data analysis 102

1.4
E Au+Au Minimum Biasy/s,,=200GeV £ Au+Au 0-10%\s,,=200GeV
125 pHENIX E PHENIX
1H [ BfE [ |
H L= | |
0.8F E
f L] § ;o"
F » * FooBy . i %
“t = -
[ || T S WS WA W WA A L I NS NS NTEE REEE FEEE R N R R Y W
F AutAu 20-30%\/5,,=200GeV E AutAu 40-50%\(S,,=200GeV
125 pHENIX E PHENIX
1 [ BfE [ |
§ H | B[ | |
0. 1 i
1 B %
0. F
£ot N Ly
0.4 -
F .W'. s B £
0.2F E
n: L 1 1 L L L L 1 F L 1 1 1 1 L L
E Au+Au 80-70%\[s,,=200GeV E  Au+Au 80-92%\(s,,=200GeV
120 pHENIX B PHENIX
P [ BfE 1 [ |
H + | | A [ é % | |
0.8F ﬁéﬁ i ;......iié 'H
o : '
0.4- E
0.2 E
3: L 1 1 1 L 1 L L 1 E L 1 1 1 1 1 L L L
D 2 4 6 8 1012141618 0 2 4 6 8 10 12 14 16 18 20

P, (GeVic)
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FIGURE 4.38: R4 of charged pion as a function of pr from [93].
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4.12.4 Electron-hadron pairs

Even after applying pair cuts, electron hadron pairs correlated through detectors remain
in the foreground pairs. Figure 4.39 illustrates an example of such an electron hadron
pair. First, an electron-positron pair is generated by any source, e.g. a photon conver-
sion. Then, the positron shares photomultipliers in the RICH detector with a parallel
hadron track and the hadron is mis-identified as an electron. If both the positron and
the mis-identified hadron are detected, the event is rejected as described before. How-
ever, if the positron is not detected due to detector efficiency or acceptance, the electron
and the mis-identified hadrons are allowed to form a pair in the end. This pair is not a
combinatorial pair but correlated through the positron. Although the mis-identification
of hadrons via hit sharing occurs also in other detectors, the amount is small compared
to that of RICH. Therefore, only RICH is considered as the source of such correlated

pairs.

We simulate the electron hadron pair using electrons from 7° and 7 simulation and
hadrons from data. The 7° and 7 simulations are the same ones used for cross pair

simulation. The hadrons in data are all the tracks that fail the eID cuts.

The simulation is performed in the following way: First, an event is formed using “elec-

trons” from one 79

or n and “hadrons” from a real event. Then, their associated PMT
information is merged and new rings are reconstructed. The original RICH eID vari-
ables, n0, disp, x?/npe0 are overwritten with those from the new rings. Using the new
RICH variables, the regular analysis procedure, eID cuts and pair cuts, is performed on
the event. Finally, the combination of tracks from simulation and data are extracted.

The spectra are absolutely normalized using the measured d /N /dy shown in Section 4.13.

4.12.5 Normalization

Since the crosspairs, jet and electron-hadron pairs are absolutely normalized, the only
free parameters are the normalization factors of the mixed background spectra, nf11,
nf22 and nf12. Once the nf11 and nf22 are determined, nf12 can be determined by
Eq 4.18. The like-sign spectra consist of only the background sources, and therefore,

the nf11 and nf22 are calculated in a normalization window as follows:

nfll _ NFGll - Ncrosspairll - Arjetll - Nehll (425)
NmixedBGll

nf22 _ NFG22 - Ncrosspair22 - N]'et22 - Neh22 (426)
NixedBG22
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FIGURE 4.39: Illustration of the a possible electron hadron correlation.

where NFG11(22)7 Ncrosspair11(22)7 ]Vjetll(22)7 Neh11(22) and NmixedBG11(22) are the number

of pairs of each source in the normalization window.

The normalization window needs to satisfy two competing conditions. On the one hand,
a small normalization window containing only combinatorial pairs is preferred to avoid
being affected by other background sources. On the other hand, a wide normalization
window is required to achieve good statistical accuracy. As a result, the normalization
window is varied for each centrality bin. The chosen normalization windows are shown

in Table 4.8 together with the number of like-sign pairs in the windows (Nhke_sign).

Figure 4.40 shows the foreground pairs and the normalized background sources for each
centrality bin. The unlike-sign spectra after all the background subtraction is shown
in Fig. 4.41. The background subtraction procedure is verified using like-sign spectra.
The like-sign residual yields after all the background subtraction divided by the mixed
background yields are shown as a function of mass in Fig. 4.42. The grey shadowed
bands represent the normalization error due to the limited statistics in the normaliza-
tion window. Most of the points are inside the bands, showing that the background
model reproduces the data. However, there are a few regions where the data points
are systematically higher than the bands. The deviations in low mass region for all the
centrality bins, me. < 200 MeV /c?, are attributed to the scale error of cross pairs. The
points in this region are fitted to a flat line and the fit results are used as the systematic
uncertainties in this mass region. In addition, data points are always higher than the

bands above 1 GeV/c? in the 20-40% centrality bin. This might indicate the existence
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of additional back-to-back correlation, and therefore, to be conservative, the data points
are fitted to a flat line above 1 GeV/c?. If the fit gives a value larger than the upper
limit of shadowed bands, the fit result is used as systematic error in the region. The
same procedure is performed for all the centralities and additional systematic errors are
assigned for 10-20% and 20-40%. The resulting total systematic errors coming from

background subtraction are shown by the solid black lines in Fig. 4.42.

TABLE 4.8: Normalization window for each centrality bin. The number of like-sign
pairs in the window is also shown in the table.

Centrality Normalization window  Njjke-sign

0-10% 0.7 < Ay < 3.14 L.OM
10-20% 0.7 < Adp < 2.3 440K
20-40% 0.9 < Ay < 2.1 160K
40-60% 0.9 < Agy < 2.1 16K

60-92% 0.9 < A¢p < 2.1 1.1K
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4.13 Hadronic cocktail

The extracted signal in the data analysis is dominated by the ete™ pairs from hadron
decays, which we call “cocktail”. The procedure to calculate the expected pair yield
from those sources is described in Section 4.13.1 - 4.13.6. In addition, the reconstruction

efficiency derived using the cocktail is also discussed in Section 4.13.7.

The cocktail consists of three ingredients:

e The photonic sources (Dalitz decays of light neutral mesons: 7, n, n’ — ete ™y
and w — ete~7Y) and the non photonic sources (di-electron decays of the light

vector mesons: p, w, » — ete™) generated with the EXODUS package.

e The correlated pairs from semi-leptonic decays of heavy flavor (charm and bottom)
mesons generated with the MCQNLO package or PYTHIA.

e The heavy meson J/1 parameterized using 2009 pp data taken with the HBD and

with the same magnetic field configuration as used in the 2010 run.

After generating the various sources with EXODUS, MC@NLO or PYTHIA, the cocktail
is filtered through the ideal acceptance of the PHENIX detector and smeared with the
detector resolution. This cocktail is then ready to be compared to the measured invariant

mass spectrum.

4.13.1 Neutral pion

70 is the dominant electron source and also the fundamental input for EXODUS. The

pion spectra are parametrized using the modified Hagedorn function:

d3N c
E — 4.27
d*p  (exp(—apr — bp%) + pr/po)™ (4.27)

The parameters, a, b, ¢, pg and n, are obtained by a simultaneous fit of the PHENIX
published results for 7° [94, 95] and charged pions [96]. The resulting fit parameters are
shown in Table 4.9. The dN,0/dy obtained by integrating the function over pr is also

shown in the right most column.

For 60-92%, our measured dN o/dy turned out to be smaller than that of [94, 95, 96]

by factor ~2. Since the dN/dy measurements in peripheral events suffers from the large
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systematic uncertainty in Ny, and since the d/V,0/dy measurements are consistent in
other centrality bins (See Section 5.2), dN,0/dy derived in this analysis is used for the
60-92% centrality bin.

TABLE 4.9: Fit parameters derived from the 7° and charged pion pr distributions for
different centralities using the modified Hagedorn function [94, 95, 96].

Centrality c a b Do n  dNo/dy
[(GeV/e)™?] [(GeV/o)™!] [(GeV/e)?] [GeV/c]

0-10% 1331 0.57 0.19 0.74 8.4 281

10 - 20 % 1001 0.53 0.16 0.75 8.3 201

20 - 40 % 634 0.43 0.11 0.79 8.5 117

40 - 60 % 313 0.36 0.13 0.76 8.4 48

60 - 92 % 81.9 0.33 0.088 0.74 8.4 11

4.13.2 Other mesons

The spectra of other mesons are based on the parametrization of the pion spectrum

and assuming mg scaling i.e. the modified Hagedorn parametrization is used with

pr replaced by \/ Pr 4 MZeson — mfro. The absolute normalization for each meson is
provided by the ratio of the meson to 70 invariant yields at high p7. We use the values

as given in ref [97] and we assume those values to be independent of centrality:

o /7’ = 0.48
e p/7 = 1.00
e w/m™ = 0.90
o 1//m% =0.25
e ¢/n° =0.40

The resulting pr integrated yields, d N /dy, for the various mesons and different central-
ities are listed in Table 4.10.

4.13.3 Open heavy flavor

The correlated eTe™ yield from open heavy flavor decays is calculated using the MC@QNLO
package and the cross sections obtained from Run-8 d 4+ Aw collisions [99, 100]. The
MC@NLO package (vers. 4.03) [101, 102] is a next-to-leading order simulation to gen-
erate hard scattering events. These events are fed to Herwig (vers. 6.520) [103] for

fragmentation in the vacuum.
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TABLE 4.10: pr integrated yield of 7% and the other light mesons in different central-
ities. For the 60-92% bin, the value from this analysis is used.

Centralities (dN/dy)0 (dN/dy), (dN/dy), (dN/dy), (dN/dy),, (dN/dy)s

0-10% 281 32 39 34 5.9 7.2
10 - 20 % 201 22 27 24 3.9 5.1
20 - 40 % 117 12 15 13 2.2 2.9
40 - 60 % 48 4.6 5.6 4.9 0.81 1.1
60 - 92 % 6.1 0.51 0.62 0.53 0.08 0.11

The bb and cé cross sections for d + Au collisions are derived in [100] by fitting the
MC@NLO spectra to the measured di-electron spectra. Then, the obtained cross sections
are scaled by the average number of binary collisions (Ny;) to give the p+ p equivalent

cross sections:

oP? = 958 + 96(stat) + 335(syst) ub (4.28)
prBp = 3.4 £+ 0.8(stat) + 1.1(syst) ub (4.29)

In this analysis, the MCQ@QNLO spectra are first scaled to the cross section and then

scaled by N, of the corr