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Abstract

We have systematically studied rapid gamma-ray variability of blazars with Fermi in or-

der to investigate the nature of blazar flares. The Large Area Telescope (LAT) onboard

the Fermi satellite has a capability of observing gamma-rays from 20 MeV to 300 GeV,

which correspond to the energy band where Flat Spectrum Radio Quasar (FSRQ) blazars

emit most of their radiative energy. Fermi-LAT is therefore well suited for studying en-

ergy dissipation processes in blazar jets, and in particular acceleration mechanisms lead-

ing to generation of ultra-relativistic particles emitting the observed gamma-ray photons.

Our goal in this thesis is to locate the emitting region in blazar jets by examining time

profiles of gamma-ray flares with unprecedentedly good time resolution. We selected ten

bright flares with the best photon statistics from all the LAT-detected FSRQs amounting

to ∼400 objects for this work. In our systematic analysis of short-timescale variability,

we discovered very rapid flux changes with doubling timescale as short as 1 hour, which

was the shortest variability time scale in the GeV range found for all the Active Galactic

Nuclei (AGN) so far. For investigating high-amplitude variability on sub-hour timescales,

where photon statistics were limited, we adopted Bayesian method in modeling the light

curves. In this Bayesian analysis we found an indication for marginal sub-hour variabil-

ity for only one flare among the ten selected events. Our novel findings that FSRQs

show hour-scale variability and little indications for sub-hour variability in GeV energy

range puts strong constraints on the gamma-ray emitting region which is a long-lasting

question in blazar studies. We modeled time profiles of the brightest blazar flares with

numerical blazar code assuming internal shock scenario, and succesfully constructed a

consistent picture of blazar emission.
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Chapter 1

Introduction

One of the most energetic and spectacular phenomena associated with Active Galac-

tic Nuclei (AGN) is the production of relativistic jets. About 10% of the total AGN

population distinctly show high activity in radio band with highly collimated radio jets

launched from the vicinities of super massive black holes (SMBHs) located in the centers

of AGN. These jets are believed to be driven by the enormous amount of power re-

leased when gas and dust accrete onto the deep gravitational potential of SMBHs whose

mass exceeds millions of solar mass. The energy of the accreting matter is converted

very efficiently into the kinetic energy of relativistic, highly magnetized outflows either

in the innermost parts of the accretion disks, or in the ergospheres of rotating SMBHs

(Blandford & Znajek 1977).

Relativistic jets can be studied most effectively in blazars, which constitutes a sub-

class of radio-loud AGN. As the direction of a jet points toward the Earth in the case

of blazars, the observed spectrum of a system is dominated by a jet component due to

the beaming effect. The spectral energy distribution (SED) of blazars is characterized

by two broad-band non-thermal components: synchrotron radiation of relativistic elec-

trons which peaks in optical/UV/X-rays, and inverse Compton radiation which peaks

in gamma-rays. Blazars which show strong optical line emission of the circumnuclear

matter (‘broad- and narrow line regions’) are called flat spectrum radio quasars (FS-

RQs). FSRQs constitute most luminous population of blazars with SMBHs accreting at

high rates (over 1% of the Eddington limit), and show high-amplitude multi-wavelength

variability on various time scales from decades down to hours. The observed rapid and

high-amplitude variability suggests that bulk of the kinetic energy in the jet is dissipated

in extremely compact region relative to large jet structure reaching hundreds of kpc scale.

However, the location of the emitting region in FSRQ jets (the ‘blazar emission

zone’), which is crucial for understanding the energetics of AGN systems as well as the
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dynamics of relativistic outflows in general, has been an open question for years, despite

the extensive research in the field. Furthermore, there is no consensus on whether a

single emitting region contributes to the overall multifrequency spectrum or multiple

emitting regions exist. According to some researchers, the combined radio and optical

polarization studies of blazar sources suggest the dominant emitting region to be located

as far as ∼ 10 pc from SMBHs (“far-dissipation zone” scenario; e.g., Marscher et al.

2010), while the other authors, based on the overall SED modeling, advocate for much

closer distances from the central engine, ∼ 0.01 pc (“near-dissipation zone” scenario; e.g.,

Ghisellini 2010).

A way of sampling in conventional multifrequency blazar monitoring programs may be

one of the main reasons for this controversy. Current multifrequency study using data

integrated over days inevitably mask variability shorter than the integrated intervals.

In addition, multifrequency observations carried using various telescopes are rarely truly

simultaneous, and involve uneven sampling of the source light curve with different binning

and exposure gaps caused by various operational issues of individual instruments.

A new approach for blazar variability study, making full use of the available gamma-

ray data, is presented in this thesis. Since most of the radiative power of FSRQs is

released in GeV gamma-rays, rapid and high-amplitude variability in this energy range

is of particular importance for investigating energy dissipation processes and energetics of

relativistic jets in this type of sources. We therefore analyse systematically FSRQs with

Fermi-LAT, which provides currently best quality GeV gamma-ray data since 2008. The

accumulation of five-year all-sky survey data by Fermi-LAT includes a variety of blazar

flares with excellent photon statistics, allowing one to study sub-daily blazar variability

for the first time in the GeV energy range. Such studies were not possible in the past

with the previous GeV gamma-ray instrument EGRET onboard Compton Gamma Ray

Observatory (CGRO) launched in 1991, because of a much smaller effective area of the

detector.

This thesis is organized as follows. Chapter 2 presents review of properties of AGN

and relativistic jets. Chapter 3 presents detailed description of LAT onboard the Fermi

spacecraft. Chapter 4 presents selection procedure of the blazar flares analysed in this

thesis, where we identified ten flaring periods with the highest flux level from all the

Fermi detected blazars based on the 5-year data. Chapter 5 presents systematic analysis

for hour-scale time variability for the selected flaring intervals of blazars. Discussions

on source energetics implicated by rapid variability is also included in this chapter.

Chapter 6 presents further investigation for sub-hour variability. We introduce Bayesian

block method to characterize variability for very limited photon statistics. Chapter 7
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presents time-dependent modeling of the observed rapid variability and discussions on

emitting region of blazars. Chapter 8 presents a summary of this thesis.
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Chapter 2

Relativistic Jets Emerging from

Super Massive Black Holes

2.1 Active Galactic Nuclei

Active Galactic Nuclei (AGN) are compact regions present at the center of galaxies.

They emit enormous amount of radiation (1040 − 1046 erg s−1) which often exceeds total

energy emitted from other components of host galaxies, such as stars, gas, and dust.

Electromagnetic radiation from AGN spans over entire observable wavelength from radio

to sometimes very high energy gamma-ray. It is also known that the emission from AGN

is highly variable on a timescale less than days (see § 2.3.2 for details). Such a powerful

emission of AGN from compact region is believed to be produced by mass accretion

onto super massive black holes (SMBHs) which have millions times solar mass, because

accretion is a very efficient energy release process that could extract ∼ 10% of the rest

energy of the infalling mass (e.g., Peterson 1997).

2.1.1 Classification

In general, AGN are divided into two classes based on their ratio of radio intensities to

optical intensities (Ormes et al. 1996). It is known that about 90% of AGN show low

radio activity and hence are classified as “radio quiet”. The radio quiet AGN include

Seyfert galaxies and radio quiet quasars. On the other hand, ∼ 10% of AGN with

high radio activity are classified as “radio loud” AGN, which accompany jet structures

extending in opposite directions from the central SMBHs.

A schematic picture of the current paradigm for radio-loud AGN is shown in Fig-

ure 2.1 (Urry & Padovani 1995). It is believed that the structure surrounding the AGN
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is axisymmetric. The central SMBH, accretion disk, and Broad Line Region (BLR)

are surrounded by obscuring dusty torus. Because of the high velocity of clouds, optical

emission lines from the broad line region show broad structure. Narrow line region, which

emits narrow optical lines, is believed to be located outside the BLR. This unification

scenario leads to the idea that the observational characteristics of any individual AGN

depend only on its orientation relative to the Earth. At lines of sight near the equator of

the SMBH, the radio jets are approximately in the plane of the sky and indeed Cygnus

A is a good example of an AGN with such an orientation, as shown in Figure 2.2 (Perley

et al. 1984). When both the broad and narrow lines are visible, such sources are clas-

sified as broad line radio galaxies. In case that the BLR is obscured by the torus and

only Narrow Line Region (NLR) is visible, the object is classified as narrow line radio

galaxies.

At the opposite extreme are AGN for which the line of sight is very close to the jet

axis. High spatial resolution radio observation revealed that these sources are dominated

at arc-second scale by compact and flat-spectrum synchrotron emission from the central

region. At milli arcsecond scale, superluminal jet motion is observed for many sources,

with apparent speeds of up to > 50c. Unique to AGN with this orientation is the presence

of gamma-ray emission arising from inverse Compton scattering by high-energy electrons

in the jet. These AGN are known as blazars.

2.1.2 Blazars

Blazars are classified into two major classes, Flat Spectrum Radio Quasars (FSRQs)

and BL Lac objects. This classification is based only on the equivalent width (EW) of

optical emission lines. Optical spectra of FSRQs exhibit strong optical emission lines,

while those of BL Lacs show very weak or no emission lines. It is believed that this

difference is due to the luminosity of the accretion disk around these objects. Namely,

the luminous standard accretion disk (Shakura & Sunyaev, 1973) of FSRQs ionizes the

BLR and strong optical lines are present, while BL Lac objects have less luminous disk

and so the emission line is not present or very weak (e.g., Ghisellini et al. 2011).

Electromagnetic radiation of blazars extends over entire wavelength from radio to

gamma-ray band. The broadband spectrum is characterized by two broad non-thermal

bumps. The lower-energy bump peaks at optical to X-ray band and this component

is thought to be due to synchrotron emission by ultra-relativistic electrons accelerated

within the jet. Strong polarization in radio and optical bands support the synchrotron

origin. On the other hand, the higher-energy bump peaks at gamma-ray band and this
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1.2. BLAZAR CLASSIFICATION 3

Figure 1.1 — Schematic diagram of a radio-loud AGN. (Image credit: C. M. Urry
and P. Padovani.)

Figure 2.1: Schematic view of radio-loud AGN, which is taken from Urry & Padovani

(1995).

is considered to be inverse Compton emission by the same population of electrons. It is

thought that the seed photons for inverse Compton process are synchrotron ones for BL

Lac objects, while photons from external radiation field such as BLR and dusty torus

are believed to be the seed one for the case of FSRQs (e.g. Sikora et al. 1994).

It is known that more powerful FSRQ show (1) lower peak frequencies of the syn-

chrotron and inverse Compton spectra and (2) increase of the ratio of the inverse Comp-

ton component relative to the synchrotron one, as compared to dim BL Lac objects

(Kubo et al. 1998, Fossati et al. 1998, Donato et al. 2001). A common interpretation of

this “blazar sequence” is that Compton cooling of electrons is more efficient for luminous

objects due to high photon density of external radiation field such as BLR. BL Lacs are

therefore believed to accelerate electrons to higher energy than FSRQs.

7



Figure 2.2: (left) VLA 5 GHz image of Cygnus A, which is taken from Perley et al.

(1984). The east-west extent of the radio emission is 127′′. (right) VLA 1.4 GHz image

of Mrk 421, which is taken from Becker et al.(1995).

2.2 Radiative Processes

Since broadband spectrum of blazars from radio to TeV band is characterized by two

broad bumps, the lower and higher of which are thought to be synchrotron and inverse

Compton emissions, here we briefly provide the basic formulae of the relevant processes,

together with the γγ annihilation process which is essential above sub-TeV high energy

gamma-rays (e.g., Rybicki & Lightman 1979, Longair 2011).

2.2.1 Synchrotron Radiation

The synchrotron power per unit frequency emitted by relativistic single electron with

Lorentz factor γ is given as,

P (ω) =

√
3

2π

e3B sinα

mec2
F

(
ω

ωc

)
, (2.1)

where α is the angle between electron velocity and magnetic field direction (B), and ωc

is critical frequency given by the following equation,

ωc =
3γ2eB sinα

2mec
. (2.2)

F (x) is defined as

F (x) ≡ x

∫ ∞

x

K 5
3
(ξ)dξ, (2.3)

where K5/3 (x) is the modified Bessel function of 5/3 order. Integration of P (ω) over ω

and averaging over the angle gives the total emitted power by synchrotron emission of

P =
4

3
σT cβ

2γ2UB, (2.4)

where σT is Thomson cross section and UB = B2/8π is the magnetic field energy density.
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Figure 2.3: Scattering geometries in the observer’s (Left) and electron rest (Right)

frames, that are taken from Rybicki & Lightman 1979.

2.2.2 Inverse Compton Scattering

We first consider a scattering process by a single relativistic electron for a single photon

in Thomson regime. The scattering geometry is shown in Figure 2.3. The electron

energy, photon energy, and scattered photon energy are represented by γ ≡ (1−β2)−1/2,

ϵ0, and ϵ. We also show parameters in electron rest frame with prime, while those in

laboratory frame without prime. Lorentz transformation and Compton kinematics give

the following equations.

ϵ′0 = ϵ0γ (1 − β cos θ) , (2.5)

ϵ = ϵ′γ (1 + β cos θ′) . (2.6)

Since the scattering in the electron rest frame is elastic (Thomson regime), we can safely

assume ϵ′0 = ϵ′. Hence, the ratio of photon energy before scattering, in the electron rest

frame, and after scattering is expressed as

ϵ0 : ϵ′0 : ϵ ≃ 1 : γ : γ2. (2.7)

This means that a low-energy photon ϵ0 is upscattered by relativistic electrons γmec
2

and gains energy up to γ2ϵ0.

We then consider the case that isotropic distribution of relativistic electrons upscatter

the isotropic distribution of photons. The total power emitted in the observer rest frame

could be written as,

dE

dt
= cσTγ

2

∫
(1 − β cos θ)2 ϵvdϵ = cσTγ

2

(
1 +

1

3
β2

)
Uph (2.8)
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where v = v(ϵ) is photon number density, σT is Thomson cross section. Since photon

field is isotropic, ⟨
(1 − β cos θ)2

⟩
= 1 +

1

3
β2. (2.9)

Also, Uph is the initial photon energy density and expressed as,

Uph ≡ mec
2

∫
ϵv(ϵ)dϵ. (2.10)

Finally energy loss rate of electrons via inverse Compton process is

PIC =
4

3
σT cβ

2γ2Uph. (2.11)

Thus, we obtain a well-known relation from equations (2.4) and (2.11),

Psync

PIC

=
UB

Uph

(2.12)

We note that Thomson regime is valid only in the case that photon energy is much

smaller than the electron rest mass in the electron rest frame (γϵ0 ≪ mec
2). If the

incoming photon energy approaches the electron rest mass energy γϵ0 ∼ mec
2, the quan-

tum relativistic cross-section has to be introduced. The relevant total cross-section in

the Klein-Nishina regime is given by the Klein-Nishina formula,

σKN = πr2e
1

x

{[
1 − 2 (x+ 1)

x2

]
ln 2x+ 1 +

1

2
+

4

x
− 1

2 (2x+ 1)2

}
, (2.13)

where x = ϵ0/mec
2 and re is the classical electron radius. In the deep Klein-Nishina case

of x≫ 1, the Klein-Nishina cross-section is expressed as

σKN = πr2e
1

x

(
ln 2x+

1

2

)
. (2.14)

The cross-section roughly decreases as x−1 at higher energies and consequently this

results in significant decrease of luminosity in Klein-Nishina regime.

2.2.3 γγ Absorption

When two photons have sufficiently high energy, they can annihilate and generate an

electron-positron pair. For this process to take place, the total energy of the two photons

has to be above at least the rest mass energy of the electron and positron. Let us first

consider that a high energy photon of energy E1 collides with a target photon of energy

E2 and derive the minimum threshold energy E2 required for γγ annihilation to occur.

The four-momenta of the two photons before collision are,

P1 = [ϵ1/c, (ϵ1/c) i1] , P2 = [ϵ2/c, (ϵ2/c) i2] , (2.15)
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Energy and momentum conservation requires,

P1 + P2 = P3 + P4, (2.16)

where P3 and P4 are the four-momenta of electron and positron. To calculate the

threshold energy, the produced electron and positron need to be just at rest, and hence

P3 = [mec, 0] , P4 = [mec, 0] . (2.17)

By squaring both sides of Eq.(2.16) and using the following equations,

P1 · P1 = P2 · P2 = 0, (2.18)

P3 · P3 = P4 · P4 = P3 · P4 = m2
ec

2, (2.19)

the threshold condition can be derived as follows,

E2 ≥ Eth =
2m2

ec
4

E1 (1 − cos θ)
, (2.20)

where θ is the angle between the directions of the two photons. For example, considering

the head-on collision (θ = π), γγ annihilation occurs when

E2 ≥
m2

ec
4

E1

=
0.26 × 1012

E1

eV. (2.21)

Considering the BLR photon whose energy is typically ∼ 10 eV, the gamma-ray above

30 GeV begin to be absorbed by BLR photon field.

2.3 Observations of Blazars

2.3.1 Spectral Characteristics

Spectral Energy Distribution (SED) for several blazars including BL Lacs and FSRQs

are shown in Figure 2.4. Kubo et al. (1998) first claimed that despite the differences

in the continuum shapes of different sub-classes of blazars, a unified scheme is possible,

whereby blazar continua can be described by a family of analytic curves with the source

luminosity as the fundamental parameter. The main suggested trend is that with in-

creasing luminosity both the synchrotron peak and the inverse Compton peak move to

lower frequencies and that the latter becomes energetically more dominant (e.g., Kubo

et al. 1998, Fossati et al. 1998). The proposed scenario, in which the intrinsic jet

power regulates, in a continuous sequence, the observational properties from the weaker

High-frequency peaked BL Lac (HBL), through Low-frequency-peaked BL Lac (LBL),
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Figure 2.4: Broadband Spectral Energy Distribution (SED) for blazars (Ghisellini 2013).

Solid lines represent the phenomenological models presented in Fossati et al. (1998).

to the most powerful FSRQs, also fits in very nicely with the unification of FR I and

FR II type radio galaxies as proposed by Bicknell (1995). The whole radio-loud AGN

population could be unified in a two parameter space one being the intrinsic jet power,

and the other the viewing angle.

2.3.2 Temporal Studies

One of the main features of blazars is their rapid time variability, and intense flares

have been detected in various wavelengths. Most strikingly, the shortest variability of

the order of several minutes has been detected mainly in TeV band by ground-based

Imaging Atmospheric Cherenkov Telescopes (IACTs). HESS detected rapid variability

from High-frequency peaked BL Lac (HBL) PKS 2155−304 and the variability timescale

was ∼ 200 s (Aharonian et al. 2007). Similar rapid variability of the timescale of

minutes was also detected by MAGIC in sub-TeV range from FSRQ 4C 21.35 (Aleksic et

al. 2011). Since sub-TeV photons of E ≳ 100 GeV cannot escape from the region within

BLR due to γγ annihilation, detection of sub-TeV photons from FSRQ implies that the
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emission region is outside BLR, possibly pc-scale from central SMBH (e.g., Aleksic et

al. 2011, Tanaka et al. 2011). Very recently, VERITAS also detected similar TeV flare

from BL Lac and the decay time was obtained as 13 ± 4 min (Arlen et al. 2013).

Temporal analysis has been a powerful tool to understand working processes and

derive physical quantities in blazar dissipation region (e.g., Takahashi et al. 1996, Taka-

hashi et al. 2000, Kataoka et al. 2001). For example, from ASCA X-ray data, Takahashi

et al. (1996) reported a time lag of about 4000 s between soft (0.5–1.0 keV) and hard

X-ray bands(2–7.5 keV) (soft X-ray variation lags behind the hard X-ray one) from a

famous BL Lac object Mrk 421. The authors also found that the X-ray spectrum corre-

spondingly evolved in a clockwise way within the flux and index plane. This clockwise

variation is naturally interpreted in terms of energy-dependent synchrotron cooling and

magnetic field strength at the emission region was derived only from the observed time

lag as B ∼ 0.2 G for δ = 5).

X-ray variability timescale was first derived as ∼ 0.5 days based on structure function

analysis for ASCA continuous X-ray light curve of 7 days for Mrk 421 (Takahashi et al.

2000). Figure 2.5 shows the calculated structure function in which a sharp turnover

was clearly seen at ∼ 0.5 day. The variability timescale allows us to roughly estimate

the location of the emission region. Under the assumption of a conical jet geometry of

opening angle θ ∼ 1/Γ, where Γ is the Lorentz factor of the jet and Γ ∼ 10 is supposed,

the location of the emission region (distance from the central SMBH, D) is evaluated

as R ∼ D/Γ. Here, R is the size of the emission region and is grossly evaluated to be

R ∼ ctvarδ ∼ 1016 (δ/10) cm, where δ is the beaming factor and δ ∼ 10 is assumed.

Symmetric flare shapes were also observed from the same ASCA data, implying that the

dominant timescale is the light crossing time through the emission region (Takahashi et

al. 2000).

2.3.3 One Zone Emission Model

In 1980s, the observed emissions from blazars were considered to be produced every-

where in the jet, depending on magnetic field and number density of emitting particles

(Marscher (1980), Konigl (1981)). In this picture, higher energy photons were consid-

ered to be produced at close position to the SMBH, and the variability timescales were

different for different energy photons.

In 1990s, however, this picture of emission was abandoned because of the development

of new gamma-ray observatories such as Compton Gamma Ray Observatory (CGRO).

EGRET onboard CGRO discovered that blazars are strong gamma-ray emitters, and the
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Figure 2.5: Structure function of Mrk 421 calculated from ASCA, RXTE and EUVE

data (Takahashi et al. 2000).

gamma-ray time profile often changes simultaneously with X-ray and optical emission

(Hartman et al. (1999)). This Observational evidence caused a paradigm shift from the

multi emitting zone paradigm to the one zone model, which had been a successful model

for describing variability of broadband emission with fewer parameters.

Finally, recent observation revealed that the situation is not simple that we could

understand whole emission from blazars based on the one zone model. Radio VLBI

maps show that the jet is actually composed of several distinct knots, which possibly

contribute to observed flux from the jet (Kellermann et al. (2004)). Furthermore, as a

result of progress in observation technique, very often the broadband SED could not be

explained by the one zone model (Nalewajko et al. (2012)).

2.4 Beaming Effects in Relativistic Jets

Since the jets accompanied with blazars have ultra relativistic speed (Γ ≫ 1 where Γ is

the bulk Lorentz factor of jets), relativistic effects affect observed properties of blazars.

We briefly review such effects in this section. When a blob is moving relativistically

and radiating isotropically in the rest frame K ′, the emission is strongly beamed or

anisotropic in the observer’s frame K. As a result, the following three effects emerge.
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2.4.1 Aberration of Light

According to the well-known Lorentz transformation formula, light traveling direction

can be related as

tan θ =
sin θ′

Γ (cos θ′ + v/c)
, (2.22)

cos θ =
cos θ′ + v/c

1 + (v/c) cos θ′
. (2.23)

Here Γ is the blob’s Lorentz factor and defined as Γ = (1 − β2)
−1/2

. In the case of

θ′ = π/2, the above two equations provide the direction of the light in the observer’s K

frame as

tan θ =
c

Γv
, (2.24)

sin θ =
1

Γ
. (2.25)

This suggests that half of the photons emitted isotropically in the forward direction in

the K ′ frame are concentrated in a narrow cone of θ ∼ 1/Γ.

2.4.2 Time Dilation

It should be noted that emission time interval ∆te is different from arrival time interval

∆ta for a moving source. By taking into account the difference in the traveling distance

of light, relation between the two quantity is derived as,

∆ta = ∆te (1 − β cos θ) . (2.26)

On the other hand, Lorentz transformation gives the following relation,

∆te = Γ∆t′e. (2.27)

Finally, we obtain

∆ta = Γ (1 − β cos θ) ∆t′e = ∆t′e/δ. (2.28)

Here δ = [Γ (1 − β cos θ)]−1 is beaming factor. As is known, if the viewing angle θ is

small, the beaming factor exceeds unity.

2.4.3 Frequency and Luminosity Enhancements

Since frequency is the inverse of the time, relation of frequency is derived as

ν = δν ′. (2.29)
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It is known that a quantity of I (ν) /ν3, which is specific intensity I (ν) divided by the

cube of the frequency ν3, is Lorentz invariant. Hence, we obtain

I (ν) = δ3I ′ (ν ′) = δ3I ′ (ν/δ) . (2.30)

The integration over the frequency provides

I =

∫
I (ν) dν = δ4

∫
I ′ (ν ′) dν ′ = δ4I ′ (2.31)

Hence, by assuming isotropic emission, we obtain the relation between emitted and

observed luminosities as

Lobs = δ4L′
src. (2.32)

Thus, if the viewing angle is small (δ ∼ 10), the observed luminosity is enhanced by

factor of 104 compared to the total emitted luminosity.

2.5 Internal Shock Model

An internal shock model is the most successful among various models for describing

multi-band and time-dependent emission from blazar jets (e.g., Rees 1978, Sikora et al.

1994), and hence we briefly describe the details. The key idea is that the central engine

intermittently injects the energy into the jet, implying the ejection of individual shells

that have different bulk Lorentz factors and energies. A faster shell catches up and

collides with a slower one and shock is formed within the colliding region. The internal

shock is considered to accelerate particles up to ultra-relativistic energies by first-order

Fermi or other unknown processes.

As is shown schematically in Figure 2.6, let us assume first that two shells of bulk

Lorentz factor Γ1 and Γ2 and mass of M1 and M2 are ejected from the central SMBH

with a time interval of t0. When Γ2 > Γ1, the faster shell catches up with the slower

one. Using the conservation of energy and momentum, the Lorentz factor of the merged

shell could be calculated as follows (Kobayashi et al. (1997), Sari & Piran (1995)).

Γ ≃

√
M1Γ1 +M2Γ2

M1/Γ1 +M2/Γ2

(2.33)

The internal energy of the merged shell could be defined as the difference of kinetic

energy before the collision and after the collision,

Eint = M1c
2(Γ1 − Γ) +M2c

2(Γ2 − Γ) (2.34)
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The efficiency of the conversion of the kinetic energy into the internal energy is expressed

as,

η = 1 − (M1 +M2)Γ

M1Γ1 +M2Γ2

(2.35)

This efficiency is maximized when M1 = M2, which is the condition we are thinking of

in the following arguments.

Velocity of the emerged shock which propagates along the merged shell could be cal-

culated as follows. The considering situation is shown in Figure 2.7. We note that values

measured in the upstream region rest frame (moving with the Lorentz factor of Γ1 rela-

tive to the observer rest frame) are expressed by double-prime and those measured in the

emitting region rest frame (moving with the Lorentz factor of Γ relative to the observer

rest frame) are expressed by single-prime. The Lorentz factor of the generated shock

and velocity of emitting region in the upstream region rest frame could be calculated as

follows (Stawarz et al. (2004), Komissarov & Falle (1997)).

Γ′′
sh =

√
(Γ′′ + 1)(4Γ′′ − 1)2

8Γ′′ + 10
(2.36)

β′′ =
β − β1
1 − ββ1

(2.37)

β′
sh =

β′′
sh − β′′

1 − β′′
shβ

′′ (2.38)

If Γ2 ≫ 1 and Γ2/Γ1 ≫ 1, the velocity of the emerged shock in the emitting region rest

frame is known to take marginally constant value; β′
sh ≃ 0.1 (Stawarz et al. (2004)).

Since particle acceleration takes place while the shock is going through the merged

shell, the observed (rising) timescale of flares should be directly coupled with the time

interval the shock runs in the merged shell. If we assume τ ′ as the time since collision in

the emitting region rest frame, the extent of the shocked region in along the jet in the

emitting region rest frame could be expressed as,

l′sh = cβ′
shτ

′ (2.39)

Finally we obtain the corresponding shock length in the observer rest frame as,

lsh ≃ cβ′
shδΓτobs (2.40)

17



Figure 2.6: A figure illustrating the internal shock scenario, which is taken from Tanihata

2001 (Ph.D. thesis). Relativistic shells are ejected intermittently from the central black

hole, and when a faster shell catches up to a slower shell, a shock is formed, where

particle acceleration takes place.

Figure 2.7: A figure illustrating the internal shock propagating along the merged shell.

Γ and Γsh represent Lorentz factor of the merged shell and the forward shock. lsh is the

length of the shocked region measured in the observer rest frame.
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Chapter 3

Fermi Gamma-ray Space Telescope

3.1 Overview

The Fermi Gamma-ray Space Telescope has been continuously observing the entire sky in

the high-energy gamma-ray domain with an unprecedented sensitivity and an improved

angular resolution. The Large Area Telescope (LAT) onboard the Fermi, which is the

main instrument covering an energy range from 20 MeV to 300 GeV, has a large effective

area, a large field of view (FOV), a good time resolution, and dead time short enough

to investigate transient phenomena (See Table 3.1 for the detailed values). The LAT

adopts active background rejection and discrimination against the large flux of charged

particles such as cosmic rays and Earth-albedo gamma-rays. The Fermi Gamma-ray

Burst Monitor (GBM) onboard Fermi performs spectral and temporal measurements

in an energy range from 10 keV to 40 MeV. The GBM mainly detects and localizes

transient phenomena such as gamma-ray bursts (GRBs) and solar flares, and alerts

the observatory control unit of a GRB trigger for a more refined search with the LAT

instrument. Fermi can autonomously repoint to the direction of strong GRBs in order to

observe so-called afterglow emission during and after the prompt phase, and can provide

rapid notification to the science community. Details of the instruments is described in

the following sections.

3.1.1 Mission Timeline

Fermi was launched in June 11th, 2008, from Cape Canaveral by a Delta rocket (also

known as a Delta II Heavy) into an initial orbit of ∼ 565 km altitude at a 25.6 degree

inclination with an eccentricity of 0.01. The period of one orbit is 96.5 minutes, and has

a 53.4-day precession period (so the sky coordinates, RA and Dec., of the orbit poles

19



trace a 25.6 degree circle on the sky every 53.4 days). The mission design lifetime is

currently planned to be 10 years as a goal.

After the launch, the mission first entered 2-month initial in-orbit checkout (Phase

0). Then, it started one-year science verification during which a all-sky survey was

performed (Phase 1). It is currently in normal science operation phase determined by

the scientific goals and requirements of guest investigations (Phase 2). Annual guest

investigation cycles has continued during Phase 2. The LAT and GBM data become

publicly available immediately after the data are processed.

3.1.2 Observing Modes

The LAT and GBM have very large FOVs, and the observatory is capable of pointing

flexibly to most directions. One observational constraint is to avoid pointing at or near

the Earth to detect astrophysical photons as much as possible. The Earth’s limb is

indeed a very strong source of albedo gamma-rays, which the LAT sometimes observes

for instrument calibration. The South Atlantic Anomaly (SAA) is known as a high

particle-background region over the South Atlantic where charged particles trapped by

the Earth’s magnetic field have high density. While the observatory is passing through

the SAA, no science data are taken because the instruments lower the high voltage of

their photomultiplier tubes (PMTs). The SAA passage costs ∼15% of the total potential

observation time of the LAT and GBM.

The Fermi spacecraft operates mainly in two observing modes: the survey and point-

ing modes. Transition between the two modes can be commanded from the ground or

by the spacecraft itself. The observatory has been operated in the all-sky survey mode

during most of the mission life (> 80% of the observing time). In this mode, the LAT

telescope is pointed toward the zenith (the opposite direction to the Earth), and therefore

the pointing position gradually and constantly changes relative to the sky. The unifor-

mity of the telescope exposure is realized by rocking the pointing position perpendicular

to the orbital motion.

During the first year operation, the instrument axis was rocked 35 degrees north for

one orbit, then 35 degrees south for the next orbit, resulting in a two-orbit periodicity.

This rocking profile was changed in September 2nd 2009 to a 50 degree rocking angle as

a result of optimizing the uniformity of sky coverage. The maximum rocking angle (in

case of e.g., sun maneuver) is set to 60 degrees. This observation mode gives uniform

sky coverage when averaged over 2 orbits (∼ 3 hours) with the ∼30 minutes of on axis

exposure for every portion of the sky. Figure 3.3 shows the sensitivities for exposures on
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Table 3.1: Summary of LAT instrument parameters and estimated performance (Atwood

et al. (2009)).

Parameter Value
Energy range 20 MeV to 300 GeV
Effective area at normal incidence 9,500 cm2

Energy resolution (equivalent Gaussian 1σ)
100 MeV – 1 GeV 9%–15%
1 GeV – 10 GeV 8%–9%
10 GeV – 300 GeV 8.5%–18%

Single photon angular resolution
on-axis, 68% containment radius:
>10 GeV < 0.15◦

1 GeV 0.6◦

100 MeV 3.5◦

on-axis, 95% containment radius < 3 × θ68%
Field of View 2.4 str
Timing accuracy <10µs
Event readout time 26.5µs

various timescales.

Based on the localization information derived onboard using GBM data, an au-

tonomous repoint request can be sent to the spacecraft in order to change the observation

mode to monitor the location of a GRB or another short-timescale transient. This mode

keeps the Earth outside of the FOV, and the default Earth Avoidance Angle, which is

defined as the minimum angle between the LAT axis and the Earth’s limb, is set to 30

degrees. When the target is unocculted but within the Earth Avoidance Angle of the

Earth’s limb, the spacecraft keeps the target in the FOV with the Earth out of the FOV.

After a pre-determined time, which is set to three hours for such autonomous repoint,

the telescope will return to the usual survey mode. The pointing accuracy is < 2 degrees

(1σ goal of < 0.5 degrees), with a pointing knowledge of < 10 arcsec (goal < 5 arcsec).

3.2 Large Area Telescope

The principal objective of the LAT is highly sensitive gamma-ray observations of celes-

tial sources in the energy range from 20 MeV to 300 GeV. Table 3.1 shows the main

characteristics of the LAT instrument. The effective area of the LAT is six times larger,

and the field of view is five times larger than the predecessor EGRET onboard Comp-

ton Gamma Ray Observatory (CGRO), which was launched in 1991 (Thompson et al.

(1993)).
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3.2.1 Detection Methodology

The LAT is a pair-conversion type gamma-ray detector. Figure 3.1 and 3.2 show

schematic views of the pair conversion process taking place within the LAT instrument.

Gamma-rays which penetrate into the detector interact with a high-Z converter mate-

rial, tungsten, to generate an electron-positron pair. Since the gamma-ray energy is

much higher than the rest mass of the electron and positron, the produced pair proceed

within the detector in almost the same direction as the incident gamma-ray has. The

trajectories of the electron and positron are tracked by silicon strip detectors. At the

bottom of the detector there is a calorimeter array made of CsI(Tl) where electromag-

netic showers develop and which records the total energy deposited and therefore allows

good estimation of the energy of the incident gamma-ray.

Charged particles (e.g. cosmic rays) incident on the LAT also interact with the de-

tectors, resulting in multiple charged-particle tracks. To veto these charged particles,

which are “background” for an astrophysical telescope, the LAT is surrounded by an

anti-coincidence detector (ACD), which consists of plastic scintillation tiles. Very high

energy gamma-rays (E>> 1 GeV) produce thousands of electrons, positrons and gamma-

rays some of which escape from the LAT through the ACD (“backsplash”). The EGRET

detector onboard CGRO, which operated in 1990’s, had a monolithic ACD that vetoed

an event whenever such e−/e+/γ hit the ACD. The LAT ACD is on the other hand seg-

mented, and only when such a backsplash hits an ACD tile on the path of the incoming

gamma-ray, the event is vetoed. This segmentation also results in a more uniform anti-

coincidence threshold over the whole ACD. The segmentation design of the LAT ACD

dramatically increases the LAT’s effective area for high-energy gamma-rays relative to

the EGRET, whose sensitivity decreased above a few GeV.

The output data from the LAT contain the signal pulse heights generated in different

parts of the trackers and calorimeters. By combining the pulse heights with the x-y

instrumental coordinates on each silicon strip layer, one can reconstruct the particle

trajectory. The total energy loss is obtained by summing up the energy deposition over

the whole calorimeters. This complete analysis allows us to distinguish between events

resulting from photons and background, determine the incident direction, and estimate

the energy.

3.2.2 Detector Structure

The LAT consists of an array of 16 tracker (TKR) modules, 16 calorimeter (CAL) mod-

ules, and surrounding segmented ACD tiles. The TKR and CAL modules are mounted
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at the center of the LAT structure. The three components of the LAT instrument can

be seen in Figure 3.1.

Each TKR module has 18 horizontal tracker planes and in each plane an array of

silicon-strip detectors (SSDs) is equipped to detect charged particles. The SSDs in each

plane are composed of two layers of silicon strips, one extending in the x and the other

in the y directions, thereby allowing us to localize the passage of a charged particle. The

first 12 planes with tungsten plates which have 0.035 radiation length thickness are put

in front of the SSD pairs, and thicker tungsten plates (0.18 radiation length) are put

within the next 4 planes. The last 2 planes which are just in front of the CAL do not

have tungsten plates. Note that radiation length is defined as the length in a material

in which an electron loses 1 - e−1 of its energy by bremsstrahlung.

Gamma-rays incident from within the LAT’s FOV are converted into an electron-

positron pair in one of the TKR’s tungsten plates. The directions of the electron and

positron are determined from interaction points registered by the SSDs layers after the

conversion point. Multiple scattering in the first few tungsten layers causes an angular

deflection that is an unavoidable limit to the low energy angular resolution. Cosmic rays

also interact within the TKR modules. Reconstruction of each event from the recorded

tracks identifies the type of particle, its energy, and incident direction.

Each CAL module has 8 layers each of which consists of 12 CsI(Tl) crystals and are

put in an alternating orthogonal manner. The crystals are read out by two PIN diodes

at each end. The CAL’s segmentation and read-out yield precise three-dimensional

localization of the particle shower in the CAL. The CAL’s depth is 8.5 radiation lengths

at normal incidence. The CAL is a total absorption calorimeter with excellent energy

resolution.

The ACD is composed of segmented 89 plastic scintillator tiles, and supplemented

with fiber ribbons. The plastic scintillators are read out by waveshifting fibers connected

to one PMT at each end.

3.2.3 In-orbit LAT performance

The LAT performance is mainly governed by three things, namely LAT hardware design,

event reconstruction algorithms, and background selections and event quality selections.

These are described by instrument response functions (IRFs) as a function of photon

energy, incidence angle, conversion point within the instrument, and other important

parameters. The version of IRFs we utilized in this thesis are Pass 7 version 6, which were

developed post-launch using information obtained from flight data. The most evident
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Figure 3.1: Schematic view of the Large Area Telescope onboard Fermi. Calorimeters are

put below Silicon-strip layers and the overall detector system is surrounded by plastic

scintillators to reject particles. The telescope’s dimensions are 1.8 m×1.8 m×0.72 m.

The power required and the mass are 650 W and 2789 kg, respectively (Hays (2010)).

Figure 3.2: Zoomed-up schematic view of pair conversion and propagation processed

within the TKR layers in the LAT (Hays (2010)).
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Figure 2. LAT source sensitivity for exposures on various timescales. Each map is an Aitoff projection in galactic coordinates. In standard sky-survey mode, nearly
uniform exposure is achieved every two orbits, with every region viewed for ∼30 minutes every 3 hr.
(A color version of this figure is available in the online journal.)

Nucleare, Centre National de la Recherche Scientifique/Institut
National de Physique Nucléaire et de Physique des Particules,
Hiroshima University, Naval Research Laboratory, Ohio State
University, Royal Institute of Technology—Stockholm, Univer-
sity of California at Santa Cruz, and University of Washington.
Other institutions that have made significant contributions to the
instrument development include Institute of Space and Astro-
nautical Science, Stockholm University, University of Tokyo,
and Tokyo Institute of Science and Technology. All of these
institutions as well as the Istituto Nazionale di Astrofisica in
Italy are making significant contributions to LAT data analysis
during the science operations phase of the Fermi mission.

2. LARGE AREA TELESCOPE

2.1. Technical Development Path

The LAT is designed to measure the directions, energies, and
arrival times of γ -rays incident over a wide FoV, while reject-
ing background from cosmic rays. First, the design approach
(Atwood et al. 1994) that resulted in the instrument described
in detail in Section 2.2 made extensive use of detailed simula-
tions of the detector response to signal (celestial γ -rays) and
backgrounds (cosmic rays, albedo γ -rays, etc.). Second, de-
tector technologies were chosen that have an extensive history
of application in space science and high-energy physics with
demonstrated high reliability. Third, relevant test models were
built to demonstrate that critical requirements, such as power,
efficiency, and detector noise occupancy, could be readily met.
Fourth, these detector-system models, including all subsystems,
were studied in accelerator test beams to validate both the design
and the Monte Carlo programs used in the simulations (Atwood
et al. 2000).

The modular design of the LAT allowed the construction,
at reasonable incremental cost, of a full-scale, fully functional
engineering demonstration telescope module for validation of
the design concept. This test engineering model was flown on a
high-altitude balloon to demonstrate system level performance
in a realistic, harsh background environment (Thompson et al.
2002; Mizuno et al. 2004) and was subjected to an accelerator
beam test program (Couto é Silva et al. 2001). Particle beam tests

were also done on spare flight tracker and calorimeter modules
(see Section 2.5.1).

2.2. Technical Description

High-energy γ -rays cannot be reflected or refracted; they
interact by the conversion of the γ -ray into an e+e− pair.
The LAT is therefore a pair-conversion telescope with a
precision converter-tracker (Section 2.2.1) and calorimeter
(Section 2.2.2), each consisting of a 4 × 4 array of 16 modules
supported by a low-mass aluminum grid structure. A segmented
anticoincidence detector (ACD; Section 2.2.3) covers the tracker
array, and a programmable trigger and data acquisition system
(DAQ, Section 2.2.4) utilizes prompt signals available from the
tracker, calorimeter, and ACD subsystems to form a trigger.
The self-triggering capability of the LAT tracker in particular
is an important new feature of the LAT design that is possible
because of the choice of silicon-strip detectors, which do not
require an external trigger, for the active elements. In addition,
all of the LAT instrument subsystems utilize technologies that
do not use consumables such as gas. Upon triggering, the DAQ
initiates the read out of these three subsystems and utilizes on-
board event processing to reduce the rate of events transmitted
to the ground to a rate compatible with the 1 Mbps average
downlink available to the LAT. The onboard processing is opti-
mized for rejecting events triggered by cosmic-ray background
particles while maximizing the number of events triggered by
γ -rays, which are transmitted to the ground. Heat produced by
the tracker, calorimeter, and DAQ electronics is transferred to
radiators through heat pipes in the grid.

The overall aspect ratio of the LAT tracker (height/width)
is 0.4, allowing a large FoV60 and ensuring that nearly all
pair-conversion events initiated in the tracker will pass into the
calorimeter for energy measurement.

2.2.1. Precision Converter-Tracker

The converter-tracker has 16 planes of high-Z material in
which γ -rays incident on the LAT can convert to an e+e− pair.

60 FoV =
∫

Aeff (θ,φ)dΩ/Aeff (0, 0) = 2.4 sr at 1 GeV, where Aeff is the
effective area of the LAT after all analysis cuts for background rejections have
been made.

Figure 3.3: A figure illustrating LAT exposures on various timescales, which was taken

from Atwood et al. (2009). Each map is an Aitoff projection in galactic coordinates.

Nearly uniform exposure would be achieved every two orbits in nominal all sky survey

mode. As a result, every point in the sky is viewed for ∼30 minutes every 3 hr.

on-orbit effects such as pile-up effect which occurs when cosmic rays arrive at almost the

same time are taken into account when they constructed the response function by the

Monte Carlo simulations.

Energy dependence of PSF and effective area of LAT are shown in Figure 3.4. The

PSF means accuracy of an incident direction measured by the LAT, which is quantified

as angles from the reconstructed incident direction which contains a certain fraction of

all the incoming photons. The figure shows that the PSF strongly depends on energy.

Finally, all sky map obtained by 1-year Fermi-LAT is shown in Figure 3.5. We can

see many bright point sources located in high latitude. Most of them are blazars. Blazars

constitute significant fraction among the 1873 sources detected by the first 2-year survey

of LAT, which will be discussed in the next chapter.
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Figure 3.4: LAT PSF and effective area as a function of energy, which is taken from

http://www.slac.stanford.edu/exp/glast/groups/canda/archive/pass7v6/

lat Performance.htm.

Figure 3.5: Fermi-LAT 5-year all sky map generated by using gamma-ray data over 1

GeV. Image Credit: NASA/DOE/Fermi LAT Collaboration.

(http://fermi.gsfc.nasa.gov/ssc/)
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Chapter 4

The Brightest Blazar Flares

Observed with Fermi-LAT

Thanks to the large effective area and high sensitivity of the LAT, we are able to study

gamma-ray emitting objects with excellent statistics. As a result, a number of blazars

have been detected by Fermi as variable sources with time scales as short as days or

even hours, which had not been reported by studies with previous GeV gamma-ray

instruments such as EGRET onboard CGRO satellite. This unprecedentedly good time

resolution for GeV gamma-ray variability study would bring new insights about the

blazar jets through their variability patterns, characteristic time scales, and so on. For

this comprehensive study, the brightest (high-flux) sample of blazars with the best photon

statistics is indispensable. In this chapter, we performed flux-limited selection of the 10

brightest flaring periods from the currently best blazar sample available from 5 year all

sky survey data of Fermi-LAT.

4.1 Blazars Detected with Fermi-LAT

By August 2010, 1,873 gamma-ray sources have been detected with 5σ confidence level

during the first 24 month-long Fermi-LAT all sky survey which began on 2008 Au-

gust 4. These sources are included in “the second Fermi-LAT catalog (2FGL)” (Nolan

et al. 2012) with their associated classifications. (See Figure 4.1) Among them, the

detected 436 BL Lac objects and 370 FSRQs account for more than 40% of all the

2FGL sources. We also note that there should be additional contribution to the blazar

population from 833 possible blazar candidates classified as “uncertain type AGN” or

unassociated sources.

The Fermi blazars show characteristic trend on their flux-index plots, as shown in
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Figure 4.1: Association of the 1,873 2FGL sources.(referred from Nolan et al. 2012)

Figure 4.2. In this figure, no blazars are found in the upper-left region mostly because of

the detection limit of Fermi-LAT. A source which has hard spectral shape has more high

energy photons compared with a softer one, which makes it easy to be detected even with

low photon statistics. On the other hand, there is a clear trend that the GeV spectrum

of blazars get softer as blazars become brighter. Figure 4.2 shows that there are actually

no blazars with high flux and hard spectral shape. This trend coincides with what one

expects from the blazar diagram (Fossati et al. (1998)), namely the peak frequency of

inverse Compton scattering becomes smaller as the source becomes brighter. Note that

Kubo et al. (1998) also claimed that the relativistic electrons are accelerated to higher

energies in BL Lacs, thus the GeV photon index become steeper in these objects.

We should be careful that the brightest flares do not always happen in the brightest

sources in average. Since what we are interested in is a detailed study during flares,

we need to collect a sample of the brightest flares. Both the flux and the index value

are “averaged” over the first 24 months LAT survey in Figure 4.2. Since blazars show

drastic variability in apparently random timescales, from years to months, days and

even shorter scales, the averaged flux would wipe off possible huge variability on short

timescales. Thus we need to proceed to investigate variability in each blazar for obtaining

the complete flaring sample.
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Figure 4.2: Relation of averaged flux and photon spectral index for all the 2FGL blazars

(436 BL Lacs and 370 FSRQs). Large blue points represent the brightest blazars selected

in this chapter. 1: 3C 454.3, 2: PKS 1510–089, 3: 4C 21.35, 4: 3C 273, 5: CTA 102, 6:

PKS 0402–362. Red points represent maximum daily flux and index for the sources.
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4.2 The Brightest Blazars in GeV Gamma-ray

4.2.1 Fermi-LAT Monitored Sources

We selected the intervals with the highest flux from all the accumulated data of blazars

of Fermi-LAT survey. As blazars are generally variable on various timescales, collecting

blazars with the highest averaged flux is not enough for collecting the brightest flares

from all the blazars. We referred to “Fermi-LAT Monitored Sources list” for selecting

blazars which had experienced bright states in the past 5 years of LAT survey.

Fermi-LAT Science Support Center monitors flux values for a number of bright

sources and transient sources(not only blazars) that have shown flares during the mis-

sion. As sources exceeded the monitoring flux threshold of 1 × 10−6 cm−2s−1, they are

added to the monitored source list. (The initial flux threshold was 2 × 10−6 cm−2s−1,

but this value was lowered in June 2009.) Daily-binned and weekly-binned light curves

of these sources after they crossed the threshold value for the first time are provided1.

This monitored source list is being kept updated automatically everyday. They note

that source fluxes in the list may have variations of up to 10% uncertainties in addition

to overall normalization uncertainties, caused by currently-uncorrected dependencies of

the gamma-ray detection efficiency on variations of the particle background in orbit due

to preliminary instrument response functions and calibrations.

Currently there are 109 sources in the monitored source list (October 21, 2013). We

performed automated search for determining their associations with 2FGL sources, by

searching for 2FGL counterparts of the monitored sources. We imposed a condition that

the position of the monitored source is included by only one 2FGL source within 95%

confidence error radius of the 2FGL source. The results are listed in Figure 4.3. The list

consists of 59 FSRQs, 22 BL Lacs, 2 Seyfert galaxies, 2 non-blazar AGN, 1 radio galaxy,

6 uncertain type AGN and 1 high-mass binary. We also note remaining 15 sources were

not associated with any source in 2FGL catalog, given 95% confidence error of 2FGL

source positions. These sources were newly detected sources after 2FGL catalog was

published. Now we have extracted 81 blazars with 15 possible blazar candidates with

flux-limited selection from ∼ 1000 blazars in the 2FGL catalog.

4.2.2 Selection of the Brightest Blazars

At first, we selected blazars which had been in high flux state at its daily maximum

from the monitored source list as in 2013 October 21. The maximum daily flux for 109

1Light curves are available at http://fermi.gsfc.nasa.gov/ssc/data/access/lat/msl lc/.
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Figure 4.3: Associations for 109 monitored sources. (made from the Fermi-LAT moni-

tored source list in October 2013 and the 2FGL catalog.)

monitored sources are presented in Figure 4.4. For extracting the blazars which had large

flares, here we set a flux criterion of 5 × 10−6 ph s−1 cm−2 in 100 MeV – 300 GeV for

the source selection. Only 7 objects exceeded this value at their maximum daily fluxes

in the past 62 months Fermi -LAT survey (MJD 54682 – 56348; 2008 August 4 – 2013

October 21). One of them is Crab pulsar, and all the remainings are FSRQ type blazars

which are located away from the Galactic plane (|b| > 10◦), namely 3C 454.3, PKS 1510–

089, 4C 21.35, 3C 273, CTA 102 and PKS 0402–362. These blazars also constitute the

brightest population on the 24-month averaged flux value presented in 2FGL catalog (see

Figure 4.2).

4.3 Interval Definition of Flares

We need to define the flaring intervals from the six brightest blazars in the next step. In

general, we can see very spiky variability with gradually changing components in blazar

light curves, and it is difficult to find typical time scale or periodicity in variability of

blazars. Thus the definition of a flare is not obvious and one cannot distinguish a flare

from a “quiescent” state clearly, which requires a rigorous definition of flaring intervals

to proceed the systematic study performed in this work.

Here we propose a method for interval definition of flaring states by using a duty
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Figure 4.4: Maximum daily flux values of the 109 monitored sources, measured in the

energy range of 100 MeV < E < 300 GeV.

cycle of each blazar. At first we set a flux threshold above which each blazar spends

5% of the total number of observing days, and extract intervals in which every observed

daily flux value exceeded the threshold in the next step. We applied this method of

definition to the 6 blazars selected above.

For calculating flaring intervals, we created daily-binned light curves of 62-month

Fermi-LAT observation utilizing likelihood analysis method described in chapter 5. The

light curves in the monitored source list were not used for two reasons. First, sources in

the monitored source list started to be monitored after they first exceeded the threshold

flux. In other words, daily flux data before they exceeded the threshold do not appear

in the monitored source list even though the sources may be detected at a significant

confidence level. This causes the bias when defining threshold value using only the daily

flux values recorded in light curves of the monitored sources. Second, a significance of

the detection and flux upper limits are useful information for characterizing variability

properties, which are however missing in the monitored source list for particular dates

(2010-09-14 to 2011-02-21). For these reasons, we performed standard likelihood analysis

using event data in the energy range of 100 MeV – 300 GeV utilizing a science tool

software provided by Fermi-LAT team. Details in the analysis are exactly the same as is

described in chapter 5, namely assuming power law spectral shape for the blazars with
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photon index and flux set free in the maximum likelihood procedure. Time intervals

without significant detection more than 5 σ were eliminated from the flux calculation

procedure. Instead, upper limit computation of 95% confidence level was done for these

dates. Figure 4.6 and Figure 4.7 show the derived daily light curves of five years.

Figure 4.5 shows the duty cycles for the 6 selected blazars calculated based on 62

months of Fermi-LAT daily flux data. Vertical dotted lines indicate the 5% highest

flux threshold out of 62-month observation for each blazar. Daily flux determined with

more than 5σ significance is presented as black histogram, while red histogram represents

upper limit flux values for days with lower significance level. Only the daily data with

more than 5σ significance are used for counting the number of bright days, whereas all

the data points including dates with upper limits are used for counting the total number

of observed days for making the 5% threshould. The flux threshold values are 8.68×10−6,

3.16 × 10−6, 1.75 × 10−6, 1.39 × 10−6, 0.94 × 10−6 and 0.49 × 10−6 ph cm−2 s−1 for 3C

454.3, PKS 1510–089, 4C 21.35, 3C 273, CTA 102 and PKS 0402–362, respectively.

Finally, flaring periods of these blazars were collected by extracting continuous in-

tervals in which daily fluxes stay over the thresholds for each blazar, together with 1

day extra margin before and after the periods. Intervals with peak flux value exceeding

5.0 × 10−6 ph cm−2 s−1 are listed in Table 4.1. We selected 10 brightest flares, which is

#1 - #9, and #12 in the table, which were analysed in this paper. In this step, intervals

whose flux peaks exceeds the threshould for only one day were excluded since those are

not suitable for studying flaring profiles in detail. We note all the selected 10 flares have

peak fluxes above 5.0× 10−6 ph cm−2 s−1, that makes the selected intervals independent

of the threshold value of 5.0×10−6 ph cm−2 s−1 we defined when selecting bright blazars

from the monitored source list.

4.4 Properties of the Brightest Blazars

The six selected blazars are flat spectrum radio quasars (FSRQs) that emit majority of

their radiatively dissipated energy in GeV gamma-rays. Properties of these blazars are

summarized in Table 4.2. All the selected flaring intervals of the brightest blazars have

maximum daily flux values over 8 × 10−6 ph s−1 cm−2 in energy range of 100 MeV < E

< 300 GeV, that are extremely bright samples among all the GeV gamma-ray emitters.

These selected blazars were overwhelmingly brighter than other neighboring sources over

entire LAT energy range as is inferred from count maps for the selected flares presented

in Figure 4.8. There are only small contamination from the Galactic and extragalactic

diffuse components which would be dealt in chapter 6.
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Figure 4.5: Duty cycles of the selected blazars created by Fermi LAT daily flux of 62

months. Daily flux value was calculated via likelihood analysis over 100 MeV. Black

histograms represent daily flux value when TS value was above 25. Red histograms

represent 95% upper limit flux value when daily flux is under 25. Vertical dotted lines

shows 5% flux threshold out of 62 months observation.
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Table 4.1: Flaring periods with peak flux values above 5.0 × 10−6 ph cm−2 s−1. “ * ”

mark means that only single day is over the flux threshold, which is excluded in this

study.

ID Source MJDStart MJDStop Fpeak[10−6 ph s−1 cm−2]

1 3C 454.3 55501 55558 67.38

2 3C 454.3 55164 55177 20.10

3 3C 454.3 55561 55572 18.39

4 3C 454.3 55287 55305 15.02

5 PKS 1510-089 55850 55856 14.32

6 4C 21.35 55307 55319 11.82

7 4C 21.35 55362 55393 11.69

8 PKS 1510-089 55865 55878 11.27

9 3C 273 55088 55113 9.43

*10 3C 454.3 55304 55307 8.97

*11 3C 454.3 55194 55197 8.79

12 PKS 1510-089 54944 54955 8.73

13 PKS 1510-089 54913 54919 8.03

14 PKS 1510-089 55743 55748 7.91

15 PKS 1510-089 55979 55995 7.12

16 PKS 1510-089 56552 56560 6.79

17 PKS 0402-362 55820 55915 6.68

18 PKS 1510-089 55997 56005 6.44

19 4C 21.35 55339 55346 6.41

20 CTA 102 56187 56213 6.20

*21 PKS 1510-089 54960 54963 5.87

*22 PKS 1510-089 55766 55769 5.76

23 4C 21.35 55355 55363 5.42

24 PKS 1510-089 55957 55964 5.29

*25 PKS 1510-089 56563 56566 5.27

26 4C 21.35 55232 55241 5.21

27 PKS 1510-089 54844 54848 5.01
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Figure 4.6: 62-month LAT light curves of the brightest blazars with daily binning. Red

triangles represent upper limits with 95% confidence level, calculated for points with

daily TS value less than 25. Vertical dotted lines show flaring intervals analysed in this

paper.
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Figure 4.7: 62-month LAT light curves created in the same manner as Figure 4.6.

Table 4.2: Properties of the selected blazars. Viewing angle, bulk Lorentz factor, and

Doppler factor for the blazars are referred from Hovatta et al. 2009.

Source Name RA DEC Type z Viewing Lorentz Doppler

(L) (B) angle(◦) factor factor

3C 454.3 343.49 16.15 HPQ 0.859 1.3 19.9 33.2

(86.11) (-38.18)

PKS 1510-089 228.21 -9.10 HPQ 0.36 3.4 20.7 16.7

(351.29) (40.14)

4C21.35 186.23 21.38 LPQ 0.43 5.1 45.5 5.2

(255.07) (81.66)

3C 273 187.28 2.05 LPQ 0.16 3.3 14.0 17.0

(289.95) (64.36)
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3C 454.3 (#1)

4C 21.35 (#6)

0.1-1 GeV 1-10 GeV 10-100 GeV

0 40 80 0 40 80 0 40 80

0 2 4 6 8 0 2 4 6 8 0 2 4 6 8

PKS 1510-089 (#5)

0 4 8 0 4 8 0 4 8

0 4 8 0 4 8 0 4 8

3C 273 (#9)

Figure 4.8: Count maps for the selected flares within 10◦ radius around the blazars. Yel-

low crosses represent positions of 2FGL sources which were detected above 5σ significance

in the first 2-year of Fermi-LAT all sky survey.38



Chapter 5

Systematic Analysis of Short Time

Variability

Most of the contemporary blazar investigations with Fermi-LAT have utilized data inte-

grated for relatively long time duration such as days or months due to the limited photon

statistics. We should keep in mind that such data integrated for long duration not only

obscure rising and decaying profile of variability but also mask fine structures of flares

which last for less than days. Moreover such short variability of blazars in GeV range are

indeed quite possible considering rapid variability reported in other wavelength, such as

sub-daily variability in X-ray, and sub-hour variability recently detected in TeV gamma-

ray and optical band. Photon statistics of the sample of blazar flares collected in the

previous chapter have never been available in GeV energy range before, and now we can

study hour-scale variability for the first time in this range. In this chapter, we search for

variability in the selected blazars with timescale as short as 3 hours, which is possible

only for these blazars with excellent photon statistics.

5.1 Data Reduction

5.1.1 Analysis Method

Standard data analysis method of Fermi-LAT is presented in this section. The LAT

analysis is based on maximum likelihood method in order to treat the extent of the

LAT PSF. The standard analysis software provided as “Fermi-LAT science tools”1. We

briefly introduce the method of likelihood analysis below. See Mattox et al. (1996) for

the throughout arguments.

1Fermi-LAT science tools are available at http://fermi.gsfc.nasa.gov/ssc/data/analysis/software/
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Maximum Likelihood Analysis

The likelihood equals the probability of the data observed given a predicted model of high

energy gamma-ray emission. The likelihood analysis for the LAT utilizes a gamma-ray

count map, and a corresponding exposure map provides the exposure (cm2 s sr) for each

pixel. In the case of Fermi-LAT analysis, the predicted model consists of the distribution

of gamma-ray sources in the sky, and flux and spectral shape of each source. The model

parameters are estimated by maximizing the likelihood. The likelihood is written as the

product of the probability of observed counts for each pixel on a count map.

L =
∏
i, j

pij (5.1)

where

pij =
θ
nij

ij e
−θij

nij!
(5.2)

is the Poisson probability that nij counts are observed in pixel ij when the predicted

number of counts in the pixel by the model is θij. The logarithm of the likelihood is

used.

lnL =
∑
i, j

nij ln(θij) −
∑
i, j

θij −
∑
i, j

ln(nij!) (5.3)

Since the last term is model independent, it can be eliminated for the parameter estima-

tion. The second term represents a total number of predicted counts on the count map,

thus can be written as
∑
i, j

θi, j = Npred. Then the above equation can be rewritten as,

lnL =
∑
i, j

nij ln(θij) −Npred (5.4)

In the likelihood analysis of the LAT data, we run gtlike in the standard analysis

package for performing maximum likelihood fit to optimize spectral parameters of the

input model. The gtlike could be performed in two ways, namely unbinned and binned

likelihood analysis. The binned analysis divides observed data into bins which have finite

sizes in energy and spatial position, that are specified by the user. Note that the data

are integrated over the full time interval, thus information of arrival time for each photon

is abandoned. A bin may include more than two photons. Since the binning decrease

the information, smaller bins would bring more accurate likelihood. In this sense, the

unbinned likelihood analysis offer us the most accurate estimations of parameters since it

utilizes bins with infinitesimally small size that every pixel includes at most one photon.

(See 6.1.1 for more general arguments for unbinned likelihood analysis.) The following

analysis performed in this chapter was done by unbinned likelihood analysis.
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Test Statistic

The likelihood ratio is often used for comparing different predicted models. The ratio of

likelihood when there is no point source at the position under consideration (null hypoth-

esis; L0) and the likelihood when there is a point source there (alternative hypothesis;

L1) is defined as “test statistic”, which is given by,

TS = −2(lnL0 − lnL1) (5.5)

According to the Wilks’s theorem (Wilks (1938)), TS is distributed as χ2 with ∆m

degrees of freedom where ∆m is the number of additional parameters that are optimized

for the alternative hypothesis. Basically, the square root of the TS is approximately

equal to the detection significance for a given source.

5.1.2 Event Selection of LAT Data

The data discussed in this chpater were collected from the brightest sample of blazar flares

extracted in the previous chpater. Only the events with energies greater than 100 MeV

were used in this analysis since current response functions (Pass 7, see chapter 3 for

detail) have large systematic uncertainties in the parameter estimation below 100 MeV.

Zenith angles < 100◦ were included in this analysis. The maximum zenith angle selection

is designed to exclude time periods when any portion of the region of interest is close

to the Earth’s limb, which causes higher background levels. The Earth’s limb lies at a

zenith angle of 113◦, that means the zenith cut with 100◦ provides protection against

significant contamination by atmospheric gamma-ray. We selected good time intervals

(GTIs) by using a logical filter of “DATA QUAL==1” and “LAT CONFIG==1”, which excludes

time periods when some spacecraft event has affected the quality of the data.

5.1.3 Source Modeling

We should consider contributions from nearby sources even if we want to analyse one

particular source, because LAT PSF is large at lower energy (68% containment angle

at 100 MeV is 3.5 degree; see Table 3.1). Therefore we should choose sufficiently large

region of interest (ROI) in order not to miss source photons. In the following analysis,

the gamma-ray photons were extracted from a circular ROI with radius of 10◦, centered

at the radio position of the four selected blazars.
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Point Sources

The target blazar and other point sources within the ROI and the surrounding 5◦-wide

annulus taken from the second-year LAT catalog (Nolan et al. (2012)) were considered

for the source model of each blazar. In addition, for each interval of flares analysed in

this chapter, count maps were made to check if there were another bright nearby sources

that should be considered in this source modeling.

We approximated the gamma-ray emission of the selected blazars with a simple

power-law model, keeping both photon indices and fluxes free. For the other point

sources within 10◦ radius around the target blazar, normalizations were set free, while

spectral parameters (e.g. index) were fixed following the second-year LAT catalog. For

the point sources located in the surrounding 5◦-wide annulus, all the parameters were

fixed following the second-year LAT catalog. For each time bin analysed, point sources

with the test statistic (TS) values ≤ 0 were removed from the source model, since these

sources are extremely faint and introduce unnecessary degree of freedom for the maxi-

mum likelihood procedure.

Diffuse Sources

In addition to the nearby sources, diffuse emission from the Galactic plane and unresolved

isotropic emission from extragalactic sources contribute the observed count maps. The

Galactic diffuse emission template version “gal 2yearp7v6 v0.fits” and the isotropic

diffuse emission template version “iso p7v6source.txt” were assumed in the modeling.

“gal 2yearp7v6 v0.fits” is a spatial and spectral template, which was developed by

deriving the distribution of interstellar gas from spectral line surveys of HI and CO (as

a tracer of H2) in Galactocentric rings. “iso p7v6source.txt” is an isotropic spectral

template, which provides the spectral form by fitting the emissions at Galactic latitudes

above 30 degree that includes both extragalactic diffuse gamma-rays and remaining resid-

ual cosmic-ray emission. In the following analysis of light curves, we fixed the fluxes of

the diffuse emission components at the values obtained by fitting the data collected over

the entire period of each flare.

As for the source modeling of PKS 1510−089, we included an additional variable gamma-

ray point source located at (R.A., Dec.) = (233.168, −13.311), i.e. about 6.4◦ away from

PKS 1510−089. This object, tentatively associated with the FSRQ TXS 1530–131 (Gas-

parrini & Cutini (2011)), did not appear in the 2FGL, although it was clearly detected
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during the period MJD 55834 (2011 September 30) to MJD 55903 (2011 December 8)

at relatively high flux level of F>100MeV ≃ (1.1 ± 0.1) × 10−7 ph cm−2 s−1.

5.2 Results of Systematic Analysis with 3-hour Binned

Light Curves

We analysed the ten brightest flaring intervals selected in chapter 4 with 3-hour binned

light curves. Since Fermi-LAT sweeps all the sky in 3 hours in its nominal mode, generally

3-hour binning is the minimal time binning for obtaining nearly constant exposure for

each bin. The excellent photon statistics allowed us to study these flares with shorter time

binning, down to the minimum 3 h dictated by the survey mode of the LAT instrument.

Derived variability of photon flux and spectral index during the flares were shown in

Figure 5.1 (3C 454.3), Figure 5.2 (PKS 1510–089), Figure 5.3 (4C 21.35), and Figure 5.4

(3C 273), respectively.

We assumed power law spectral shape for these blazars with flux and photon index

set free, which are fitted by the maximum likelihood method for each bin in the light

curves. In these figures, photon flux and index were calculated for bins with TS>10.

95% confidence level flux upper limits correspond to the detection significance values TS

< 10, which is a conventional choice in the analysis of daily-binned light curves of bright

LAT sources (see, e.g., Tavecchio et al., 2010; Orienti et al., 2013).

These figures clearly show there were high amplitude rapid variability in sub-daily

timescale, moreover even as short as 3 hours, for all the selected blazars. On the other

hand, the spectral indices during the flares are around 2.0, and become even harder

during the huge outbursts. Photon spectral index of 2.0 corresponds a peak in the νFν

SED, since νFν ∝ E2Fph ∝ E2−γ where Fph is photon flux at certain energy and γ is

photon spectral index of power law. This means GeV gamma-ray is located at the peak

of SED and the most luminous energy band in the inverse Compton spectrum.

Next, we confirmed how dramatically flux changes within the timescale of 3 hours. We

performed systematic search for high-amplitude variability based on the 3-hour binned

light curves for the ten selected flares. Flux ratios for every consecutive bins were cal-

culated to pick up bins indicating high-amplitude variability. Consecutive points in the

light curves which show the highest amplitude within 3 hours in the energy band 100 MeV

– 300 GeV were summarized in Table 5.1. Since the bin-width is constant (3 hours), the

highest amplitude variability means the shortest timescale of τd calculated as follows.
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τd = (t2 − t1) ×
ln 2

ln(F2/F1)
(5.6)

Table 5.1 lists variability with both of consecutive bins have TS values larger than

25 and characteristic variability timescale τd calculated via Eq.(5.6) less than 2 hours,

where Fi is the observed flux value at time ti (i = 1,2). For rising phase (F2 > F1), τd

represents duration it takes to flux increases by factor 2. For decaying phase (F2 < F1),

−τd represents duration it takes to flux decreases by factor 2. Thus the formula of τd is

widely used as flux doubling/halving timescale.

From this analysis, FSRQs were discovered to show high-amplitude variability with

timescale as short as a few hours. Though flaring time profiles with the flux doubling

timescales of the order of several hours has been reported for some other flaring FSRQs

observed with LAT, namely PKS 1454–354 (Abdo et al. (2009a)) and PKS 1502+106

(Abdo et al. (2010a)) for example, their confidence level were low due to large errors re-

lated with lower flux level of the source. The selected sample of the brightest blazar flares

allows us to investigate hour-scale variability with relatively small errors and discover

the shortest variability timescale claimed for all the AGN in GeV so far.

Among the high-amplitude variability listed in Table 5.1, PKS 1510–089 showed the

most spectacular variability by factor ∼6 in only 3 hours, which is the highest amplitude

variability found in this analysis. Furthermore, the flux value of 45 × 10−6 cm−2 s−1

was extreme among the analysed intervals. Such a high amplitude and rapid variability

would be masked in the conventional daily-binned analysis despite its importance for

constraining physical parameters of jets.

5.3 Discussions on Very Rapid Gamma-ray Variabil-

ity in PKS 1510–089

We discovered the variability with timescale of ∼1 hour in PKS 1510–089 from our

analysis in 3-hour binning, which is indicated from flux change by factor of 6 in 3 hours

(See Table 5.1). This is the shortest variability timescale found for all the blazars in GeV

range. Our analysis showed rapid variability with the timescale of hours indeed exists

for blazars in GeV energy range. Such a rapid variability could have been masked in

conventional longer time binning so far. We discuss how apparent flaring profiles change

by different time binning based on further analysis of #5 and #8 in PKS 1510–089, and

implications of rapid variability for underlying physics in blazar jets.

44



Table 5.1: Summary of the highest amplitude flux variability observed in the selected

flares of the brightest blazars, analysed based on 3-hour binned light curves. F1, F2 are

photon fluxes of consecutive bins in the light curves. Unit of T1, T2 is MJD, and F1, F2

is 10−6 ph cm−2 s−1(100 MeV – 300 GeV). Characteristic timescales are calculated for

two consecutive bins with TS values larger than 25 (5σ) in both bins via Eq 5.6. The

consecutive bins which show variability timescale |τd| (hours) less than 2 hours are listed

below.

Flare ID Tstart Tstop F1 F2 |τd| Rise/Decay

PKS1510-089

#5 55853.6875 55853.8125 7.76±4.50 44.81±4.55 1.19±0.40 Rise

#5 55853.0625 55853.1875 5.24±1.42 15.39±2.13 1.93±0.54 Rise

#5 55852.0625 55852.1875 13.27±2.00 4.54±1.40 1.94±0.62 Decay

#8 55869.0625 55869.1875 13.54±2.40 3.80±1.15 1.64±0.45 Decay

#12 54947.1875 54947.3125 4.10±1.86 15.17±4.37 1.59±0.65 Rise

4C 21.35

#6 55317.4375 55317.5625 1.35±0.57 4.92±1.47 1.61±0.64 Rise

#7 55386.6875 55386.8125 1.49±0.68 5.60±1.30 1.57±0.61 Rise

#7 55369.5625 55369.6875 1.47±0.57 4.57±1.13 1.83±0.74 Rise

#7 55386.8125 55386.9375 5.60±1.30 1.80±0.79 1.83±0.80 Decay

3C 273

#9 55094.9375 55095.0625 3.74±1.47 11.25±1.95 1.89±0.73 Rise
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Figure 5.1: Flux and spectral variability during the selected flares in 3C 454.3 shown in

3-hour binned light curves.
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Figure 5.2: Flux and spectral variability during the selected flares in PKS 1510–089

shown in 3-hour binned light curves. 47



Figure 5.3: Flux and spectral variability during the selected flares in 4C 21.35 shown in

3-hour binned light curves.
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Figure 5.4: Flux and spectral variability during the selected flares in 3C 273 shown in

3-hour binned light curves.

5.3.1 Effect of Binning

Flaring interval of PKS 1510–089 including flare #5 and flare #8 were analysed in 24-

hour, 12-hour, 6-hour, and 3-hour binning for clarifying how apparent characteristics

of flares change and rapid variability of ∼hour appears. The analysis procedure is the

same as is discussed in the previous section. Figure 5.5 presents the daily gamma-ray

light curve of PKS 1510−089 at photon energies 0.1–300 GeV during the period 2011

September – December. As shown, during the discussed time interval three major

high-amplitude gamma-ray outbursts of the source were detected with photon fluxes

F>100MeV ∼ 10−5 ph cm−2 s−1 and flux doubling timescales less than a day.

The upper left panel in Figure 5.6 presents the light curves of PKS 1510−089 around

the time of the first major gamma-ray outburst, binned in the intervals of 12 h, 6 h, and

3 h (upper, middle, and lower panels, respectively). As shown, the rising segment of

the flare is unresolved down to the timescale of 3 h.Previously all the high-amplitude

flux changes of FSRQs detected in the GeV range were characterized by longer (≥ 1 d)

timescales, while any shorter variability consisted of a small-amplitude flickering only.

Here, instead, the recorded flux increases from about F1 ≃ 8 × 10−6 ph cm−2 s−1 up to

F2 ≃ 45 × 10−6 ph cm−2 s−1 within 3 hours, giving formally the flux doubling timescale
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of ∼1 hour only (See Table 5.1). This value should be considered as an upper limit only,

because of a limited exposure of PKS 1510−089 during the analyzed 3 h visibility window.

Interestingly, the decay segment of the flare seems to be marginally resolved with the

3-hour binning. Such an apparently well resolved decaying profile of rapid flare would

provide crucial information for constraining blazar emission as is discussed in chapter 7.

The second gamma-ray outburst of PKS 1510−089 for which the LAT light curves in

12, 6, and 3 hours bins are presented in the upper right panel in Figure 5.6, constitutes a

very different case. Here the flare seems to be resolved with 12-hour binning, displaying

shorter exponential growth and a slower linear decay, as expected in most of the models

of FSRQs’ variability involving a fast injection of accelerated electrons and their slower

radiative cooling dominated by the Comptonization of the soft photons produced exter-

nally to the jet (e.g., Sikora et al., 2001). However, with the minimum 3-hour binning a

significant sub-structure of a flare becomes prominent, consisting of several apparently

chaotic and unresolved yet still large-amplitude events, often characterized by the flux

doubling timescales < 3 hours. This clearly illustrates the fact that with the limited

time resolution, the apparent profiles of high-energy outbursts in blazar sources may not

reflect the exact temporal characteristics of the source flux changes.

Finally, the lower left panel in Figure 5.6 presents the light curves of PKS 1510−089

around the time of the third major gamma-ray outburst, binned again in the intervals of

12 hours, 6 hours, and 3 hours. As shown, the flare seems to be nicely resolved in short

binning, displaying a moderately asymmetric profile with a faster flux increase (doubling

timescale between 3 hours and 6 hours), and a longer flux decay (e-folding timescale of

about 11 h). However, we cannot exclude a possibility that with even shorter binning of

the light curve, this smooth and seemingly coherent flaring event would be decomposed

into a series of rapid overlapping but not necessarily related sub-events.

5.3.2 Energetics

From the observed daily-averaged gamma-ray flux of ∼ 15× 10−6 ph cm−2 s−1 in the first

flare (shown in Table 5.2), it turned out that most of kinetic energy of the jet was emitted

as GeV gamma-rays. The isotropic daily-averaged HE luminosity of the first flare ana-

lyzed here is Lγ, iso ≃ 7× 1048 erg s−1. The corresponding total power emitted in gamma-

rays (i.e., the power as would be measured by the detector completely surrounding the

emitting region; e.g., Sikora et al., 1997) is therefore Lγ, em ≃ Lγ, iso/4Γ2
j ≃ 5×1045 erg s−1

(assuming Γj ≃ 20), which is almost exactly the same as the total kinetic power of the

PKS 1510−089 jet emerging from broad-band modeling based on different datasets and
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model assumptions, Lj ≳ 5 × 1045 erg s−1, and also as the observed UV disk luminos-

ity in the system, Ldisc ≃ 5 × 1045 erg s−1 (Kataoka et al., 2008; D’Ammando et al.,

2009; Abdo et al., 2010c). This implies that, during the discussed flaring event, the

power dissipated in the jet within less than a day and emitted as gamma-ray pho-

tons constitutes the bulk of the total kinetic luminosity carried out by the outflow,

Lγ, em/Lj ≲ 1, and also a substantial fraction of the entire available accretion power,

Lγ, em/Lacc ≃ 0.1 (assuming the standard ηdisk ≃ 10% radiative efficiency for the accre-

tion disk, Lacc ≃ Ldisc/ηdisk ≃ 5 × 1046 erg s−1). Note in this context that, for the black

hole mass in the system MBH ≃ 5 × 108M⊙ (Abdo et al., 2010c), the active nucleus in

PKS 1510−089 accretes at the maximum Eddington rate, Lacc ∼ LEdd. A very similar

set of the source parameters, implying the extremely efficient conversion of the accre-

tion power to the jet gamma-ray luminosity has been established before by Tanaka et

al. (2011) for the analogous blazar PKS 1222+216 observed with LAT during its flaring

state.

5.3.3 Emitting Region

We briefly discuss how such a rapid variability constrains the blazar emission zone in a

conventional framework, though we would perform more dedicated modeling in chapter 7.

This argument is based on the emerging timescales and the related (via the causality ar-

guments) emission zone spatial scales. In particular, the observed flux doubling timescale

of τd ≃ 1 h and the bulk Lorentz factor Γj ≃ 20 (equal by assumption to the jet Doppler

factor, consistently with the expected jet inclination θj ≃ 3◦) give the spatial scale of

the emitting region Rvar ≤ cτdΓj/(1 + z) ≃ 1.5 × 1015 cm. Meanwhile, the gravitational

radius of the PKS 1510−089 supermassive black hole is rg = GMBH/c
2 ≃ 7 × 1013 cm.

Assuming a very basic scenario in which the scale of the event horizon sets a lower limit

on the spatial scale of the jet disturbances that can be identified with the zones of the

enhanced energy dissipation, one should expect such structures, when created near the

black hole, to be advected along the outflow and to release the bulk of their power around

rem ≃ Γ2
j rg ≃ 3 × 1016 cm distances from the core (Begelman et al., 2008). The char-

acteristic radial scale of the outflow at that point is then expected to be approximately

Rj ≃ rem/Γj ≃ 1.5×1015 cm, following the standard expectation for the jet opening angle

≃ 1/Γj. The agreement between the derived values of Rvar and Rj is striking.

This identified blazar zone would be located inside the region of the highest ionization

of the broad line-emitting circumnuclear clouds (‘broad line region’; BLR), for which the

characteristic scale in the discussed system is rBLR ≃ 2 × 1017 cm (Abdo et al., 2010c;
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Nalewajko et al., 2012). There the energy density provided by the line-emitting clouds

should exceed energy densities of the other photon fields in the jet rest frame, and

hence the dominant production of the gamma-ray photons should be related to the IC

upscattering of the UV emission (observed energies ε0 ≃ 10 eV) reprocessed with the

ξBLR = 10% efficiency within the BLR (e.g., Ghisellini & Tavecchio, 2009; Sikora et

al., 2009). The corresponding cooling timescale for the electrons emitting gamma-rays

with the energies of εγ = 100 MeV, as measured in the observer frame, would then be

τrad ≃ (3mec/4σTu
′
BLR) × [ε0(1 + z)/εγ]1/2 ≳ 10 min, for the jet comoving BLR photon

energy density u′BLR ≃ ξBLR LdiskΓ
2
j /4πr

2
BLRc ≃ 10 erg cm−3. This timescale is shorter by

a factor of 10 − 50 than the observed e-folding decay timescales of the flares, implying

that the observed flux decrease is shaped not solely by the radiative energy losses, but

instead by a combination of different factors. These other factors may be related either

to the geometry and sub-structure of the emitting region (e.g., Tanihata et al., 2001), or

to a residual particle acceleration still ongoing after the peak of a flare.

The ‘near-dissipation zone’ scenario, with the dominant emission region located rela-

tively close to the central engine (≲ 0.1 pc), was advocated in the literature for FSRQs in

general based on the modeling of their HE gamma-ray spectra (Poutanen & Stern, 2010).

The complication arises, however, due to the aforementioned detection of a few FSRQs,

including PKS 1510−089 and PKS 1222+216, at TeV photon energies (see Tanaka et al.,

2011; Tavecchio et al., 2011). The emerging agreement is that such VHE emission, if

detected, must be produced instead at further distances from the core, i.e. beyond the

characteristic scale of the circumnuclear dust (> 0.1 pc).

Table 5.2: Major gamma-ray flares of PKS 1510−089.

MJD F>100MeV Γγ

(1) (2) (3)

55853.5–55854.5 14.86± 0.89 1.97± 0.04

55867-55869 10.95± 0.57 2.21± 0.04

55872–55874 8.39± 0.44 2.19± 0.04

(1) Dates of the three major gamma-ray flux maxima in the daily-binned light curve of PKS 1510−089;

(2) photon fluxes measured at the flux maxima in the units of [10−6 ph cm−2 s−1], averaged over the

specified time intervals; (3) the corresponding photon indices.
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Figure 5.5: Daily γ-ray light curve of PKS 1510−089 during the period MJD 55834–55903

analyzed in this paper. 95% flux upper limits are represented by triangles. Horizontal

lines separating the three major flares are chosen arbitrarily just to guide the eye.
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Figure 5.6: Fermi -LAT light curves of PKS 1510−089 around the three major γ-ray

outburst, binned in the intervals of 12 h, 6 h, and 3 h (upper, middle, and lower panels,

respectively).
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Chapter 6

New Approach for Finding Shorter

Variability

The discovery that apparently coherent single flare could be resolved into superpositions

of sub-structures in shorter time binning poses further question, namely what the shortest

variability time scale of GeV blazar flares is. We found the shortest GeV variability time

scale of ∼1 hour in PKS 1510–089, but there might be even shorter high-amplitude

variability which would be masked in 3-hour binned light curves.

Photon statistics principally limits further investigation with better time resolution

even for the collected samples of the brightest blazar flares. Another thing is that we

couldn’t obtain continuous data of our target sources due to exposure gaps caused by

all-sky survey operation of Fermi-LAT. As Fermi goes around the earth in 90 minutes

and surveys all sky in 3 hours in its nominal operation, we have sources in LAT’s FOV

typically for < 30 minutes in each orbit. As a result, we have only 10+ photons for

each exposure window even in the very bright flaring states. For reducing variability

characteristics from such limited photon statistics, in this chapter, we adopted Bayesian

approach to search for sub-hour variability.

6.1 Introduction to Bayesian Block Method

We introduced Bayesian block method which divides time series data into sections rep-

resented by piecewise constant model. This method is developed in Scargle (1998) and

Scargle et al. (2013). We applied Bayesian blocks algorithm to 10 brightest flaring periods

of blazars for searching for sub-orbit time scale variability.
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6.1.1 Bayesian Block Method

Definition of Event Cells

At first, we define event cells for a series of time-tagged events. If we know arrival time

for each photon with sufficient timing accuracy, which is the case with Fermi-LAT, the

event cell could be defined as, (
tn + tn−1

2
,
tn+1 + tn

2

)
(6.1)

where tk is the arrival time of k th photon. In this representation, every event cell contains

single photon as is shown in Figure 6.1.

Unbinned Likelihood Function

Bayesian block utilizes unbinned likelihood function. Fitness function is calculated as

follows (Tompkins (1999)). Assume M(x) as the number of model prediction counts at

given position, energy, and time represented by x. If we construct bins of size |dx|, where

each bin is sufficiently small, the probability of finding more than two photons in the

bin could be ignored. Considering the Poisson distribution, the probability of finding a

photon in the bin;P1 and that of finding no photons;P0 could be calculated:

P (X = k) =
λke−λ

k!
(6.2)

P1(x) = P (X = 1) = M(x)dxe−M(x)dx (6.3)

P0(x) = P (X = 0) = e−M(x)dx (6.4)

If we write the set of bins with a photon as A, and the set with no photons as B, the

likelihood function for entire data set is,

L =
∏
i∈A

P1(xi)dxi ×
∏
i∈B

P0(xi)dxi

=
∏
i∈A

M(xi)e
−M(xi)dxi ×

∏
i∈B

e−M(xi)dxi

=
∏
i∈A

M(xi)dxi ×
∏

i∈A,B

e−M(xi)dxi

(6.5)

logL =
∑
i∈A

logM(xi) +
∑
i∈A

log dxi −
∑
i∈A,B

M(xi)dxi

=
∑
i∈A

logM(xi) +N log(dx) −
∫
M(x)dx

(6.6)
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Since the second term in the above equation is independent of the model parameters, it

could be eliminated when calculate likelihood ratio or look for the maximum likelihood

model. Thus the likelihood fitness function is written as,

logL =
∑
i∈A

logM(xi) −
∫
M(x)dx (6.7)

Block Fitness Function

Consider a set of time-tagged events, which contains Nk events(photons) within a time

interval of Tk. If we represent the set of events with constant model, the likelihood

function in Eq.(6.7) could be written as follows by using constant model parameter

M(x) = λk.

logLk = Nk log λk − λkTk (6.8)

By solving d(logLk)/dλk = 0, the likelihood function is derived to be maximized at

λk = Nk/Tk. Then the maximum likelihood function is written as,

logLk,max = Nk(logNk − log Tk) −Nk (6.9)

Since the last term in the right hand side does not affect calculations of likelihood ratio,

it could be ignored. Finally, we obtain the maximum likelihood function for a single data

set characterised by (Nk, Tk) as follows.

logLk,max = Nk(logNk − log Tk) (6.10)

Constructing Piecewise Constant Model

Bayesian block method constructs optimum piecewise constant representation of event

data, by maximizing the sum of likelihood fitness functions among all the combinations of

event cells. That means it explores 2N possibilities by combining/decombining junctions

of all the event cells, where N is the total number of events. The amount of calculation

could be reduced to N2 by utilizing dynamic programming (See Jackson et al. (2005) for

further detail).

Simply maximizing the sum of the likelihood function; Eq.(6.10) gives the piecewise

constant representation which is resolved into N event cells. This could be confirmed by

following calculations. Consider the likelihood functions of the first event cell and the

second event cell, which are written as

logLi,max = 1(log 1 − log Ti) = − log Ti, i = 1, 2 (6.11)
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Thus the sum of the likelihood function for the 2 blocks is written as,

logLmax = logL1,maxL2,max = − log T1 − log T2 = − log T1T2 (6.12)

On the other hand, if we consider the combined block of the 2 event cells, the likelihood

function is written as,

logL′
max = 2(log 2 − log(T1 + T2)) (6.13)

Then the ratio of these two likelihood functions is,

log

(
Lmax

L′
max

)
= logLmax − logL′

max

= − log T1T2 − 2(log 2 − log(T1 + T2))

= log
((T1 + T2)/2)2

T1T2

≥ 0

(6.14)

Since Lmax ≥ L′
max is always true, 2 block representation is always favored over the

combined representation. Thus the simple maximum likelihood method will inevitably

results in N-block representation consisting of N individual event cells, which is rather

meaningless representation.

For suppressing the excessive fitting to the data of maximum likelihood procedure,

we introduced prior probability in the framework of Bayesian statistics. The likelihood

function would be biased with prior probability; ψNB , where 0 < ψ ≤ 1 and NB is the

number of blocks.This prior distribution was chosen to set the probability for representa-

tions with many blocks lower. Then the alternative function which should be maximized

could be written as,

L =
∏
k∈B

Lk,max × ψNB (6.15)

logL =
∑
k∈B

logLk,max +NB logψ

=
∑
k∈B

Nk(logNk − log Tk) +NB logψ
(6.16)

where B is the set of blocks and NB is the total number of blocks.

How the prior parameter ψ affects the data representation would be confirmed and

calibrated via numerical simulations in the following part of this chapter. Then we tried

to obtain the best representation of the LAT data by maximizing the function; Eq.(6.16).
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6.1.2 Calibration of Bayesian Block

In this section, we characterized effect of the prior parameter ψ on the resulting repre-

sentations. We could choose ψ within 0 < ψ ≤ 1 in order to avoid the excessive fitting

to data, and suppress the resulting number of blocks of the Bayesian Block.

For quantifying the relation of ψ and resulting block representations in comprehensive

way, “false positive probability”; fp is introduced here. fp is the probability that the

Bayesian Block falsely find change points in uniformly random data. In other words, it is

the probability that the algorithm results in more than two blocks for data with merely

random series of events. Then 1 − fp means the probability algorithm correctly rejects

the presence of change points for random events. If we know fp − ψ relation, we could

simply choose convenient fp value in running the algorithm.

The fp− ψ relation could be estimated by applying the algorithm to random series

of events for many times, which would be done in the next step. fp only depends on ψ

and the number of events (N), thus we could write ψ = ψ(N, fp) (Scargle et al. (2013)).

Definition of Event Cells

The definition of event cells at the first and the last event is not obvious, and it would

significantly affect the fp−ψ relation. In Scargle et al. (2013) event cells are defined like

the upper panel in Figure 6.1, namely the edges of the first and the last cells correspond

to the arrival times of the first and the last event. However, if considering the case of

actual observation, information of exposure beyond the edges of the first and last event

cells would be lost in this definition.

For making full of the exposure information provided by the LAT, we applied new

definition of event cells by which the edges of the first and the last cells correspond to the

time of observation starts and stops (see the lower panel in Figure 6.1). We performed

simulations for estimating fp−ψ relation based on this definition of event cells. Definition

of event cells except for the first and the last event was following Eq.(6.1).

Numerical Simulations to Obtain fp− ψ Relation

We performed numerical simulations for estimating fp−ψ relation by producing random

series of events for various sets of the number of events (N). For given N and ψ, we

estimated fp by following procedures.

1. Make random series of events, where the number of events is N.
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Figure 6.1: Event cell definitions for the Bayesianblock analysis. Open circles represent

arrival times of photons, and blue vertical lines represent edges of event cells. Difference

of two types of definition is whether the first and the last event cells include all the

exposure toward the start and end of the observation. We use definition of (2) for the

analysis in this thesis.

2. Find block representation which maximizes the likelihood value of Eq.(6.16).

(This is the application of the Bayesian Block.)

3. Repeat 1. and 2. for 100,000 times.

4. Estimate fp. Assuming the number of trials which result in more than two block

representation as n, fp could be calculated as n/100, 000.

We performed the above simulations for every N within 2 ≤ N ≤ 200, and − logψ

within 0 ≤ − logψ ≤ 9.0 in every 0.1 steps. We note that − logψ always takes positive

value since 0 < ψ ≤ 1. Figure 6.2 shows the results of simulations for both manners of

event cell definitions. There are obvious differences in the fp − ψ relation, especially

for small number of events, while as the number of events becomes larger the difference

becomes smaller. We also note that the following formula gives good approximation of

the relation for the conventional manner of event cell definition, namely for the first and
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the last event cells correspond the arrival times of events (Scargle et al. (2013)).

− logψ = 4 − log

(
fp

0.0136N0.478

)
(6.17)

The dotted lines in the graphs represent this formula, which is marginally consistent

with simulation results over various sets of N and − logψ for the case of conventional

event cells definition (left panel in Figure 6.2), whereas it completely does not work for

the definition of event cells used in this thesis (right panel in Figure 6.2). In the following

analysis, we treat the relation of fp and − logψ based on the simulated table, not on

the Eq. (6.17).

Figure 6.2: Relation between − logψ and fraction of false positive detection (fp) obtained

from simulations of random event series by varying the parameter of prior distribution

ψ for different number of events. We simulated 100,000 times for each point in the plots.

Dotted line in both panels represents Eq. (6.17). (left) Event cell definition of (1) in

Figure 6.1 is utilized. (right) Event cell definition of (2) in Figure 6.1 is utilized. Though

we simulated all the number of events under 200 and − logψ in every 0.1 steps, only a

part of them are presented in these figures.
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6.2 Analysis Setup for Fermi-LAT Data

6.2.1 Optimization of Region of Interest

Region of interest (ROI) should be chosen carefully since the Bayesian analysis discussed

in this chapter takes arrival time of all the photons in the ROI into account. We lose

significant number of photons due to moderate point spread function (PSF) of Fermi-

LAT (see Figure 3.4 ) when small ROI is chosen, while the ROI is contaminated with

background photons or photons from nearby sources when large ROI is chosen. There-

fore, ROI should be optimized for maximizing the source significance we are intended to

analyse. Optimum ROI would be affected by complex effects of energy band, brightness

and spectral shape of nearby sources or the Galactic/Extragalactic background, and flux

of the target source.

We derived optimum ROI for the selected brightest flares based on estimation of the

source and background photons. The number of photons from each source and diffuse

emission in the source model file is predicted via the likelihood analysis performed in

the previous chapter. Assuming radius of the ROI as θ, the predicted number of pho-

tons from the target source as NS(θ), and the predicted number of photons from the

Galactic/Extragalactic emission and the other sources nearby the target source (includ-

ing stray photons from outside the ROI) as NB(θ), the total number of photons in the

ROI could be written as,

N(θ) = NS(θ) +NB(θ) (6.18)

Figure 6.3 shows how NS(θ) and NB(θ) depend on ROI selection. Full interval of #6

flare in 4C 21.35 is analysed in this case. The ROIs were changed from 1◦ to 10◦ by

1◦ step, with all the ROIs were centered on the source position of 4C 21.35. At first,

we compute likelihood analysis for 10◦ ROI radius with flux and photon index of 4C

21.35 are set free in each energy band. Then varying ROI radius from 9◦ to 1◦ with flux

and photon index fixed at the values obtained by the analysis of 10◦ ROI radius, while

parameters of other sources and diffuse components are fixed at their nominal values

referred from 2FGL catalog. This figure clearly shows that the number of signal photons

and background photons become comparable for large ROI such as 10◦ radius. On the

other hand, photon statistics of the target source become significantly worse for small

ROI radius especially for lower energy bands. Right panel in the figure represents source

fraction over total number of photons in the ROI. Components which consist of observed

background photons are shown in Figure 6.4. Extragalactic isotropic background and
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the Galactic diffuse background are the major component of total background over all

the ROI, while there is a little contribution from point sources near 4C 21.35.

Next, selection of optimum ROI by considering the balance of the number of signal

and background photons is described below. We defined the significance S as a ratio of

the signal counts to the total counts;

S(θ) =
NS(θ)√
N(θ)

(6.19)

ROI dependence of S(θ) is shown in Figure 6.5. The ROIs which give maximum source

significance are 5◦, 4◦, and 3◦ for energy bands of 0.1 - 1 GeV, 0.3 - 1 GeV, and 1

- 300 GeV. There are background contamination of 15%, 7% and 3% for these energy

bands, thus systematic increase of source flux by 18%, 11% and 3% would be expected in

average mainly due to isotropic extragalactic background when analysed by the aperture

photometry analysis.

The optimum ROI radius and background contamination for the selected brightest

blazar flares are summarized in Table 6.1. Extragalactic and Galactic diffuse components

are major origin of background photons in the ROI through all the flares. We note these

dominant diffuse components are not considered to vary in short time scale as studied in

this work. In the following Bayesian analysis, we performed the analysis in two energy

range, which are 0.3 - 1 GeV and 1 - 300 GeV. From Figure 6.5 we know that ROI radius

of 3 degree offers marginally optimum ROI for both energy ranges. We fixed ROI for

the event selection at 3 degree in the following analysis.

6.2.2 Treatment of Exposure Variation

As the Fermi-LAT surveys all sky with its field of view of 2.4 sr, and covering the entire

sky in 3 hours in its survey mode, exposure toward any point in the sky varies with time.

Typically arbitrary point in the sky would be included in LAT FOV for ∼ 30 minutes in

every three hours (we defined this duration as “exposure window” hereafter).

Exposure of the Fermi-LAT could be calculated in the minimum time scale of 30

seconds, which corresponds to a cycle that attitude information of the LAT is recorded

to the spacecraft data file. Figure 6.6 shows exposure variation during the brightest

flare in PKS 1510-089. A region with 5◦ radius around PKS 1510-089 was chosen for

calculating the exposure, using gtexposure function in the LAT science tool. In order

to provide reasonably accurate flux estimates for broad energy bands, the exposure must

be weighted by a function that approximates the spectral shape of the target source.

Here we ran gtexposure assuming a photon spectral index of 2.
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Figure 6.3: (left) ROI dependence of the number of signal photons (NS) and background

photons (NB) in the ROI. (right) ROI dependence of the fraction of the number of signal

photons relative to the total number of photons in the ROI.

6.2.3 Aperture Photometry Analysis

Since the optimum ROI chosen for the Bayesian block analysis is rather small compared

to the LAT PSF, source modeling in standard likelihood analysis could not be performed

in such small ROI. Thus flux estimation in this chapter is based on aperture photometry

analysis instead of a standard likelihood analysis which was discussed in chapter 5. In

the aperture photometry analysis, photon flux is calculated by dividing the number

of photons by the exposure (cm2 s) in the ROI (Region of Interest). Compared to the

likelihood analysis, the aperture photometry analysis calculates photon flux in less model

independent way, and enables the use of short time bins whereas likelihood analysis

requires that time bins contain sufficient photons for analysis.

For clarifying how aperture photometry works, comparison of aperture photometry

and likelihood analysis for 4C 21.35 bright flare is presented in Figure 6.7, where ROI for

the aperture photometry was set to 3 degree. Those two methods give very similar fluxes

over 1 GeV, though there are more than 20% discrepancy due to background photons

under 1 GeV. Above 1 GeV, both calculations almost coincides, which means background

photons are negligible compared to source photons.
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6.3 Application of Bayesian block to the Observed Gamma-

ray Flares

6.3.1 Verification of Bayesian Block Method Using the 5-year

LAT Data

At first, we confirmed how Bayesian Block works in characterizing flux variability based

on 62-month data of the four selected brightest blazars. 62-month LAT data of the

brightest blazars were analysed in 0.3–1 GeV and 1–300 GeV bands to check if there were

high-amplitude sub-daily flux changes or variability only in the high energy band which

would be missed in the standard daily-binned analysis presented in chapter 4. Figure 6.8

shows 62-month light curves with Bayesian block analysis. ROI was set to 3◦ and false

positive probability; fp= 0.01 for both energy bands. Compared with the daily-binned

light curves produced by standard likelihood method presented in Figure 4.6, variability

trends seen in Figure 4.6 were also depicted in the light curves by the Bayesian block

method. Both very short (sub-daily) spiky structure of flaring profiles which appeared

in PKS 1510–089 at MJD 55850 and 3C 273 at 55200 as well as relatively long lasting

brightening observed around MJD 55200 in PKS 1510–089 are successfully identified by

this method. Moreover, all the selected brightest flares based on daily-binned light curves

are confirmed as indeed brightest ones, and the selected intervals are well defined. On the

other hand, selection based on the daily binned light curves underestimated amplitudes

of flares occurred in very short time scale, as shown in 3C 273 at 55200 for example.

We also note that no obvious flarings above 1 GeV were detected with no accompanying

low-energy flux change.

6.3.2 Results of Systematic Analysis

We tried to investigate if there is significant variability within the single exposure window

(∼30 minutes) under the all sky survey mode of LAT. Bayesian block is introduced to

search the variability under very limited photon statistics. We applied Bayesian block

method to the LAT data of the top ten brightest blazar flares presented in Table 4.1,

based on the modified false positive probability(fp) relation discussed in the previous

section. In collecting photons from the target sources, we chose circular ROIs with

radius 3◦, centered at the radio positions of the target based on the optimization of ROI.

Variability was investigated in two energy bands of 300 MeV – 1 GeV, and 1 – 300 GeV,

by varying fp value. More than 70% and 95% of source photons are included in this
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ROI above 300 MeV and 1 GeV, and fraction of photons from other sources are less than

10% of the number of photons from the targets at very bright flaring states.

Event cells were defined based on Eq.(6.1) which utilizes arrival times of photons

in ROI. For each event cell, the width of the cell was weighted with LAT exposure at

the moment. The time profile of exposure (= effective area × observed time) towards

the targets is calculated by gtexposure. Photon index of 2.0 is assumed when running

gtexposure for modifying an effect of tails of PSF exceeding ROI for calculating flux.

The analysis results of 3C 454.3, PKS 1510–089, 4C 21.35, and 3C 273 are presented

in Figure 6.10, Figure 6.11, Figure 6.12, and Figure 6.13, respectively. Bayesian block

analysis were performed with − logψ value which corresponds to fp value of 0.1. Light

curves presented in left panels were created by calculating flux via aperture photometry.

Every orbit which has at least 3 photons was analyzed.

Each LAT exposure window during the flares were separately analysed with Bayesian

blocks in order to investigate sub-orbit variability, which corresponds to sub-hour vari-

ability. Examples of outputs from Bayesian block analysis applied to single orbit are

presented in Figure 6.9. In these cases, Bayesian block analysis found one flux change

point in the series of data, and resulted in two block representations. However, we could

not conclude that sub-orbit variability was confirmed from these results, since there is

possibility that the two block representation could be resulted from false positive detec-

tion. Thus we applied Bayesian block to all the exposure windows during the flares to

evaluate significance of positive detection.

In order to evaluate significance of sub-orbit variability, fraction of orbits which are

detected as variable was estimated for different fp values from 0.1 to 0.9 in 0.1 steps.

The results of detected fraction is presented in right panel in Figure 6.10, Figure 6.11,

Figure 6.12, and Figure 6.13. We defined orbits where Bayesian block analysis resulted

in more than two block representation as positively detected orbits. Here we assumed

the number of positively detected orbits follows binomial distribution of B(n, fp), where

n is the total number of orbits (exposure windows) during a flare. Then the error of the

number of positively detected orbits were calculated as
√
n× fp(1 − fp). According

to the analysis of the flares, the number of orbits which were detected as variable are

consistent with the number expected for false positive detection for uniform and random

events for nine of the ten selected flares.

On the other hand, there were deviations from the fp – detected fraction profile

expected for uniform random events for flare #5 in PKS 1510–089. The positively

detected fraction was 0.8 when fp was set to 0.5, which showed most prominent deviation

from fp value. Probability that events subject to constant flux accidentally give such
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a deviation could be calculated. Since the positively detected fraction (p) for uniform

random events subjects to binomial distribution, the chance probability that the uniform

events give p > 0.8 is 1.6 × 10−4, which corresponds to 3.5σ deviation in the context of

Gaussian distribution.

6.3.3 Evaluation of Variability via Simulations

From the application of Bayesian block to the selected sample of flares, flare #5 in

PKS 1510–089 showed some indications for sub-orbit variability. The positively detected

fractions in #5 flare were beyond solid line, which corresponds to the expected profile

for random events, for all the fp values.

Properties of number of photons per orbit and exposure time were shown in Fig-

ure 6.14. Orbits which have more than 3 photons were analysed with the Bayesian

method here, and mean exposure time for such orbits was 38.5 minutes for 0.3 – 1 GeV

and 35.4 minutes for 1 – 300 GeV.

To quantify the variability amplitude expected in sub-orbit timescale during the flare,

we performed Bayesian block simulations assuming rectangle flux profiles to compare with

observation results as is shown in the left panel in Figure 6.15. We chose the variability

profile of rectangular shape simply because there is only one parameter which need to

characterize the variability.

The procedure of the simulation is,

1. Assume rectangular variability profiles with T/5, T/3, T/2, and T(this means

constant flux) which lie in the middle of time window in the LAT exposure.

2. Multiply the variability profile and LAT exposure profile for each orbit to obtain

expected count distribution profile when the rectangular variability is observed

with LAT.

3. For each orbit, simulate events subject to the distribution obtained in 2.. The

number of events simulated is set at the same number as is observed in real data.

Orbits which has at least 3 photons were selected for the simulation.

4. Apply Bayesian block to the sets of events obtained in 3. by changing fp.

5. Repeat 3. and 4. for 100 times for suppressing statistical errors with simulations.

6. Make “fp - positively detected fraction” profile.
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Finally the simulated profiles of fp – detected fraction were compared with the derived

profile of #5 flare in PKS 1510–089 in the right panel of Figure 6.15. Comparison

with simulation results indicates sub-orbit variability, corresponding to ∼15 minutes

variability which is approximately the half-width of the exposure window, with the power

of T/2 or T/3 in this flare.

6.3.4 Conclusions

In this chapter, we introduced Bayesian method to investigate sub-hour variability during

the flares. According to the analysis of variability during exposure windows lasting for

∼30 minutes, nine of the ten flares showed no sub-hour variability, and only one flare in

PKS 1510–089 showed an indication of sub-hour variability. However, the fact that the

deviation is 3.5σ at the optimum fp value and the expected power of variability estimated

with simulations is rather moderate made us conclude that sub-hour variability in FSRQ

is not general.
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Figure 6.4: ROI dependence of background components to total photons. (upper left)

0.1 - 1 GeV, (upper right) 0.3 - 1 GeV, (lower left) 1 - 300 GeV.
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Figure 6.5: ROI dependence of source significance over background for several energy

bands.

Figure 6.6: Exposure variation toward PKS 1510-089 during flare #5. ROI was set to

3◦.
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Table 6.1: Optimum ROI radius for the selected blazar flares.

ID Source Energy(GeV) Optimum ROI (◦) Background Galactic +

(Significance) fraction Extragalactic

1 3C 454.3 0.1 - 1 7 (181.2) 0.089 0.08

0.3 - 1 5 (114.4) 0.051 0.046

1 - 300 3 (65.0) 0.021 0.019

2 3C 454.3 0.1 - 1 7 (69.9) 0.123 0.112

0.3 - 1 5 (45.0) 0.073 0.066

1 - 300 3 (25.5) 0.032 0.029

3 3C 454.3 0.1 - 1 6 (54.6) 0.099 0.089

0.3 - 1 5 (33.9) 0.074 0.068

1 - 300 3 (18.9) 0.032 0.029

4 3C 454.3 0.1 - 1 6 (86.3) 0.104 0.094

0.3 - 1 4 (52.2) 0.056 0.050

1 - 300 3 (28.2) 0.038 0.034

5 PKS 1510-089 0.1 - 1 5 (24.3) 0.148 0.138

0.3 - 1 4 (17.4) 0.093 0.087

1 - 300 3 (12.8) 0.042 0.042

8 PKS 1510-089 0.1 - 1 5 (38.0) 0.189 0.177

0.3 - 1 4 (26.0) 0.129 0.121

1 - 300 2 (15.6) 0.041 0.041

12 PKS 1510-089 0.1 - 1 5 (31.7) 0.221 0.206

0.3 - 1 3 (20.8) 0.101 0.097

1 - 300 2 (11.0) 0.066 0.065

6 4C 21.35 0.1 - 1 5 (35.0) 0.152 0.142

0.3 - 1 4 (26.2) 0.079 0.075

1 - 300 3 (19.7) 0.028 0.028

7 4C 21.35 0.1 - 1 5 (53.3) 0.172 0.161

0.3 - 1 4 (36.1) 0.101 0.096

1 - 300 2 (23.4) 0.021 0.021

9 3C 273 0.1 - 1 5 (42.8) 0.207 0.166

0.3 - 1 3 (26.7) 0.094 0.079

1 - 300 2 (13.5) 0.053 0.051
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Figure 6.7: Comaprison of aperture photometry and likelihood method for the flare of

4C21.35. (upper panel) Comparison in orbit-binned light curve. black point–likelihood,

red point–aperture photometry. (lower panel) Comparison in different energy bands.
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Figure 6.8: 62-month LAT light curves of the brightest blazars analysed by Bayesian

block. Flux in 1 - 300 GeV was multiplied by 3. fp=0.01, ROI=3. Vertical dotted lines

represent selected intervals by daily-binned analysis. Detail description of Bayesian block

method is described in Chapter 6.
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Figure 6.9: Examples illustrating how the Bayesian block works to detect sub-orbit

variability for different statistics. Four examples of orbits presented were taken from flare

#5 in PKS 1510–089, and analysed with fp = 0.1. Each exposure typically lasts ∼30

minutes. (upper panels) Raw count histogram with piecewise constant blocks obtained

with Bayesian blocks. (middle panels) Exposure variation during a single orbit. (lower

panels) Flux values calculated by dividing counts by exposure.
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Figure 6.10: Results of Bayesian blocks. 3C 454.3. (left) Orbit-binned light curves with

BB results. Black points represent orbital-binned light curves calculated by aperture

photometry. Red triangle points show flux change. fp value was fixed at 0.1.(right) Rela-

tion of fp value and positively detected fraction. Observational error is added assuming

binomial distribution following B(n, fp).
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Figure 6.11: Results of Bayesian blocks. PKS 1510–089. (left) Orbit-binned light curves

with BB results. Black points represent orbital-binned light curves calculated by aper-

ture photometry. Red triangle points show flux change. fp value was fixed at 0.1.(right)

Relation of fp value and positively detected fraction. Observational error is added as-

suming binomial distribution following B(n, fp).
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Figure 6.12: Results of Bayesian blocks. 4C21.35. (left) Orbit-binned light curves with

BB results. Black points represent orbital-binned light curves calculated by aperture

photometry. Red triangle points show flux change. fp value was fixed at 0.1.(right) Rela-

tion of fp value and positively detected fraction. Observational error is added assuming

binomial distribution following B(n, fp).
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Figure 6.13: Results of Bayesian blocks. 3C 273. (left) Orbit-binned light curves with

BB results. Black points represent orbital-binned light curves calculated by aperture

photometry. Red triangle points show flux change. fp value was fixed at 0.1.(right) Rela-

tion of fp value and positively detected fraction. Observational error is added assuming

binomial distribution following B(n, fp).
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Figure 6.14: Distributions of exposure duration and number of events per orbit during

flare #5 in PKS 1510–089. (left panel) Distribution of number of photons in ROI(3◦) for

each orbit during the flare. Orbits with more thant 3 photons were taken into account

for the Bayesian analysis. (right panel) Distribution of exposure duration for orbits with

more than 3 photons.

Figure 6.15: Bayesian block simulations with rectangle flare profile compared with #5

flare in PKS 1510-089 (0.1 - 3 GeV). (left) Assumed rectangle flare profile with duration

of T/2, T/3, and T/5, where T corresponds to time window of the LAT exposure. (right)

Simulated detected fraction and observation results.
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Chapter 7

Numerical Modeling of Jets

From the systematic analysis of the brightest blazar flares in this thesis, blazars were

discovered to be drastically variable in GeV energy range with time scale of hours,

even as short as one hour. Moreover, further search for shorter time scale variability

with Bayesian block method found no significant sub-hour variability for nine of the ten

selected flares, while there was only a slight indication for sub-hour variability in only one

flare which took place in PKS 1510–089. Now the question is how these findings improve

our understandings of relativistic jets. In this chapter, we interpreted the observed GeV

short time variability with numerical modeling method to extract physical evolution

involved during the flares, and impose new constraints on emissions from relativistic

jets.

7.1 Issues in Locating the Blazar Emission Zone

Current studies have never reached an agreement on location of emitting region(s) in

blazar jets.The combined radio and optical polarization studies of blazar sources sug-

gest the dominant emitting region to be located as far as ∼ 10 pc from SMBHs (“far-

dissipation zone” scenario; e.g., Marscher et al. 2010). On the other hand, other study

based on the overall SED modeling suggests much closer distances from the central en-

gine, ∼ 0.01 pc (“near-dissipation zone” scenario; e.g., Ghisellini 2010).

The huge disagreement seems to be caused by two problems regarding the conven-

tional modeling of balzar jets which utilizes multi-wavelength data of observations rang-

ing from radio to gamma-ray. First, the collected multi-wavelength data is usually quasi-

simultaneous or non-simultaneous due to operational issues for the instruments of each

wave band, such as weather or observation mode of satellites. As blazars show rapid

variability during flares, we could not infer multi-wavelength time evolution of flares
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with sufficient quality by utilizing unevenly sampled data set. Second, current model-

ings have been done for data integrated over relatively long duration, e.g. more than

days. This introduces a concern for reaching wrong interpretation by modeling data with

such insufficient time resolution, since apparently coherent single flare would be resolved

into superpositions of sub-flares, as we noticed from the analysis in chapter 5. Further-

more, the one zone emission model which is widely used for modeling broadband SEDs

often could not explain the simultaneous observation results (see 2.3.3 for detail). Thus

putting constraints on emitting region from single-wavelength data is of importance, and

that is why we focused on only the Fermi-LAT data in the analysis in this thesis.

A common method for locating blazar emitting region simply utilizes the timescale

of variability observed in certain wavelength. The conventional argument goes like this.

Let us assume time interval between flare starts and flux changes by factor 2 in observer

rest frame as ∆t. In the jet rest frame, the interval between flare starts and emitting

power changes by factor 2 is expressed as δ∆t, assuming the jet moving toward the Earth

with the Doppler factor δ. On the other hand, the size of the emitting region (R) should

be less than its light crossing time R/c. Considering above conditions, we could obtain

R/c ≤ δ∆t which constrains R, R ≤ cδ∆t. Thus cδ∆t means the maximum size of the

emitting region allowed for producing variability time scale of ∆t. Then assuming conical

jet with simple opening angle of about the inverse of bulk Lorentz factor; 1/Γ yields the

location of emitting region from the super massive black hole as cδΓ∆t. According to

this argument, producing 1 hour variability requires GeV emitting region to be 0.01 pc

from the core in the case of PKS 1510–089.

However, problems arise if we consider such a close dissipation region to the central

blackhole. First, high energy emissions from FSRQs are produced via inverse Compton

scattering of photons in broad line region (BLR) and hot dusty torus (HDT), with

negligible contribution from synchrotron self Compton radiation (see 2.1.2). Typical

sizes of BLR and HDT are considered to be 0.1 pc and 1 pc, and the typical energy

of photons in each photon field is 10 eV and 0.1 eV, respectively (Sikora et al. (1994),

Pian et al. (2005), Nenkova et al. (2008)). If we consider the gamma-ray emitting zone

at 0.01 pc from the central blackhole, the gamma-ray emitting electrons would be very

quickly cooled by the dense photon field of BLR. In spite of the estimated cooling time for

the gamma-ray emitting electrons of less than ten minutes (see Eq. (7.7) and Figure 7.1

for the calculation), decaying time scale of flares as short as 10 minutes has never been

observed for any blazars.

Another problem relevant to the estimation of emitting region from the variability

timescale is caused by detection of rapid TeV variability in FSRQs. As is reviewed
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in chapter 2, very recently MAGIC detected rapid variability with timescale of several

minutes from 4C 21.35 (Aleksić et al. (2011)). According to the rough estimation of the

emitting region from this variability timescale yields the emitting zone at ∼ 1× 10−3 pc

from the central blackhole. However, TeV gamma-rays could not come from such a close

zone to the blackhole since they could not escape from the dense BLR photon field due

to γγ absorption. According to Eq.(2.21), gamma-rays above 30 GeV would be absorbed

by BLR photon with energy of 10 eV.

These observational results clearly show that the rough estimation of balzar emission

zone from the observed timescale does not fully work, and require more realistic model for

producing rapid gamma-ray variability. In this chapter, we consider particle acceleration

by internal shock as the relevant process for producing the rapid variability.

7.2 Constraints on Blazar Emission Zone

In this section, we present how gamma-ray variability is interpreted by the internal shock

scenario. Next we present strategy of modeling for observed rapid gamma-ray variability

with Fermi-LAT.

7.2.1 Rising Time Scale

As is reviewed in chapter 2, the internal shock model assumes two blobs with different

velocity collide each other, and the timescale of the shock running inside the merged

blob determine the timescale of particle acceleration. This means that we don’t have

to place the emitting region at very close to the central blackhole to reproduce the

observed rapid variability (rapid rising profile). The observed rapid rising profile could

be reproduced even at distant position from the central blackhole as long as the shocked

wave in thin shell accelerates enough amount of particles accounting for the observed

flare. For example, the variability of one hour could be produced by shocked region

whose thickness is 3 × 1016 cm (∼0.01 pc) according to Eq.(2.40).

7.2.2 Decaying Time Scale

After the shock ran through the merged blob, there are no more processes for gaining

energy of particles, and the accelerated particles lose their energy by physical processes

such as synchrotron radiation or inverse Compton scattering. In FSRQs, gamma-ray

emitting electrons lose their energy via inverse Compton scattering of soft photons in
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external photon fields (BLR or HDT). This means cooling timescale of relativistic elec-

trons via inverse Compton scattering is reflected to the observed decaying timescale of

gamma-ray time profile.

Well-resolved decaying time profile during flares would provide important clues to

determine gamma-ray emitting region by comparing it with estimated cooling time scales.

Energy density of BLR and HDT falls with distance from the central black hole beyond

their typical sizes (Sikora et al. (1994), also see the left panel in Figure 7.1). This implies

that radiative cooling time scale becomes longer as the emitting region goes away from

the central blackhole. Thus, we could put constraints on gamma-ray emitting region

by comparing observed decaying time scale with estimated cooling time. (But see the

discussion below where we found another factor contributing to the observed decaying

profile.) For estimating dependence of cooling time on distance from the central black

hole, we presented expected cooling time scale and external photon field.

Cooling Time of Relativistic Electrons

Typical cooling time of relativistic electrons with Lorentz factor γ is described as,

t′cool =
γ

|dγ/dt′|
(7.1)

where values with primes are measured in jet comoving frame and dγ/dt′ is cooling rate

of electrons.

Lorentz factor of electrons which emit photon with energy ϵIC via inverse Compton

scattering of soft photon ϵext, which is energy of external photon in observer frame, is

calculated as follows (in the Thomson regime).

ϵ′IC ≃ γ2ϵ′ext (7.2)

Then observed energy of this photon could be calculated considering energy of the ex-

ternal photon would be amplified by bulk Lorentz factor of jet and ϵIC = δϵ′IC, where δ

is the Doppler factor of jet (Sikora et al. 2002).

ϵIC ≃ γ2δ2ϵext (7.3)

γ ≃ 1

δ

(
ϵIC
ϵext

) 1
2

(7.4)

External Compton radiation is the dominant process for electron cooling and the cooling

rate is expressed as follows using energy density of external photon field U ′
ext.

dγ

dt′
= − 4σT

3mec
U ′
extγ

2 (7.5)
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Then the formula of cooling time scale is written as,

t′cool ≃
3mec

4σTU ′
extγ

≃ 3mecδ

4σTU ′
ext

(
ϵext
ϵIC

) 1
2

(7.6)

Finally we could derive cooling time scale of relativistic electrons in the observer rest

frame considering the jet is going toward us.

tcool ≃
t′cool
δ

≃ 3mec

4σTU ′
ext

(
ϵext
ϵIC

) 1
2

(7.7)

Energy Density of External Photon Fields

We consider a spherically symmetric external photon field which has monochromatic

temperature and distance dependence of energy density by a factor 1/(1 + r2/R2
ext),

where r is distance from the central black hole and Rext is the typical size of the external

photon field (Sikora et al. (1994), Sikora et al. (2002), Sikora et al. (2009)). Emission

from this photon field would be described as single black body radiation at temperature

Text, which is expressed as below.

Bext(ν, Text) =
2hν3/c2

exp(hν/kText) − 1
(7.8)

The energy density in laboratory frame is obtained by integrating this equation over

frequency.

uext(r) =
1

c

∫
Bext(ν, Text)dνdΩ

1

1 + (r/Rext)
2

=
4σT 4

ext

c

1

1 + (r/Rext)
2

=
Lext

πcR2
ext

1

1 + (r/Rext)
2

(7.9)

where σ is Stefan-Boltzmann coefficient and Lext = 4πR2
extσT

4
ext.

The comoving energy density of the external radiation field is calculated as follows.

u′ext(r) =
1

c

∫
I ′extdΩ′

=
1

c

∫
Iextδ

−2dΩ

≃ Γ2uext

≃ Γ2Lext

πcR2
ext

1

1 + (r/Rext)
2

(7.10)

where δ is Doppler factor of the propagating shell.
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Figure 7.1: (left) Energy density of the magnetic field, BLR radiation field, and hot

dusty torus. UB = B2
0/8π

2 × R0/R where R0 = 0.7 × 1018 and B0 = 0.75G,LBLR =

0.5 × 1045, RBLR = 0.12 × 1018, LIR = 1.0 × 1045, and RIR = 1.94 × 1018 are assumed.

right) Dependence of cooling time scale of relativistic electrons in BLR and HDT on

distance from the central core, which was calculated by Eq.(7.7).

Radial Dependence of Electron Cooling Time

Finally we could derive cooling time scale at given distance from the central black hole

by combining Eq.(7.5) and Eq.(7.9). For example, distance dependence of the external

photon fields and cooling time scale in the laboratory frame is estimated for PKS 1510–

089 in Figure 7.1, where parameters of the external fields is taken from Barnacka et al.

2013. Cooling time scale of gamma-ray (100 MeV) emitting electron is very sensitive to

its location, namely several minutes at 1017 cm and ∼200 minutes at 1018 cm for BLR

photon field. This makes it very important to probe gamma-ray flux variability with

hour-scale time resolution in order to determine the emitting region.

7.3 Application of BLAZAR Code to the Gamma-ray

Rapid Variability

The BLAZAR code was developed to propagate time evolution of emissions from relativistic

jets, based on the internal shock scenario. A uniform and expanding shell moving along

86



a jet is assumed as emitting zone in this model. We utilized ”BLAZAR” model developed

in Moderski et al. (2003) and Moderski et al. (2005) for our modeling of the rapid flares.

The prescription of the code to study the time evolution of relativistic electrons in jets

and to calculate the observed emission are briefly described below. For further detail,

see Moderski et al. (2003).

7.3.1 Electron Evolution

The code assumes conical jet geometry shown in Figure 7.2. Evolution of electron energy

distribution while a shell propagating along the conical jet is obtained by solving the

kinetic equation for the total population of relativistic electrons, assuming that electron

injection function and energy densities of magnetic field and of external radiation fields

are uniform across the shell. The equation is written in the following form.

∂Nγ

∂t′
= − ∂

∂γ

(
Nγ

dγ

dt′

)
+Q (7.11)

which could be rewritten as,

∂Nγ

∂r
= − ∂

∂γ

(
Nγ

dγ

dr

)
+

Q

cβΓΓ
(7.12)

where
dγ

dr
=

1

βcΓ

(
dγ

dt′

)
rad

− 2

3

γ

r
(7.13)

Q is the electron injection function (defined in 7.3.3), Nγ is number density of electrons

which have Lorentz factor γ, r is the location of the emitting shell measured from the

central blackhole, Γ and βΓ are bulk Lorentz factor and velocity of jet (emitting shell)

and t′ is time measured in jet rest frame. The second therm in above equation represents

the adiabatic losses due to two-dimensional conical expansion of the shell.

7.3.2 Physical Processes

Synchrotron radiation and inverse Compton scattering, which are the major radiative

processes contributing to blazar emission, are implemented in the code. Also gamma-

ray absorption in the broad line region and hot dusty torus, which become significant

for observed sub-TeV spectrum is implemented in the code. This code offers correct

treatment for cross section of inverse Compton scattering in Klein-Nishina regime which

become significant in the high energy gamma-ray emission in blazars (See chapter 2 for

the process).
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Figure 7.2: A figure illustrating the geometry taken into account in the BLAZAR code,

which was taken from Moderski et al. (2003). An shell which encloses relativisric electrons

within the opening angle of the jet (2ψj) is considered. The shell is divided into a number

of cells (100 cells in our calculation). The observer is located at the angle ψobs from the

jet axis. Observed SED at given moment is obtained by integrating over θ contributions

from cells located at different radii.
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7.3.3 Calculation Procedure and Model Parameters

The BLAZAR code assumes particle acceleration via internal shock, which is implemented

as constant injection of relativistic electrons while the shell propagating along the jet.

The shell is assumed to move along the jet with gradually expanding its volume, and

time evolution of the shell is calculated. At first, time evolution of electron distribution,

synchrotron spectrum, and synchrotron self Compton (SSC) spectrum in the jet rest

frame are calculated. Next, time profile of the observed flux is calculated. Detail of the

calculation is described below.

• Step1

Calculate electron distribution on various distances from the center, and syn-

chrotron luminosity and SSC luminosity in a jet comoving frame at various dis-

tances. Continuous injection of relativistic electrons expressed in Eq.(7.14) is as-

sumed while the shell propagates from Rstart to Rend, which are also input parame-

ters for the model. After the shell goes beyond Rend, there is no injection any more.

Evolution of the electron distribution and corresponding emission are calculated

until the shock reaches at Rstop.

• Step2

Calculate the observed luminosity of the source at various times. Observed SED

at given time is calculated by integrating over θ contributions from cells located at

different radial distances. A set contributing cells at given observation time (tobs)

is collected by solving R = ctobs/(1 − β cos θ), where R is radial distance from the

top of the conical geometry and Γ is the bulk Lorentz factor.

The parameters of the location of electron injection (Rstart, Rend, Rstop) shown above

are input parameters to the code. We could also input the distribution of injected

electrons, energy density and size of the external photon fields, that are described below.

Geometry of shocked shell

We could specify bulk Lorentz factor, angular width, and the observation angle of the

shell. We could also specify locations where injection starts(Rstart), ends(Rend), and

calculation stops(Rstop).

Energy distribution of injected electrons

Constant injection of relativistic electrons is assumed in the BLAZAR model. The electron

distribution expressed in the following formula is assumed to be produced by the shock
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acceleration. The injection function is written as,

Q(γ) =

{
Keγ

p−q
b γ−p for γmin < γ < γb

Keγ
−q for γb < γ < γmax

(7.14)

where Ke is the normalization of the injection function, p and q are spectral indices for

injecting electrons, and γb, γmin, γmax are electron Lorentz factors for break, minimum,

and maximum energy. The parameters characterizing the injected electron distribution

are input parameters to the model.

External photon field

Radial size, temperature, and energy density are input parameters for external photon

field. Broad line region and hot dusty torus are taken into account, with radial depen-

dence of the photon fields assumed to obey Eq.(7.9).

7.4 Modeling the Observed Gamma-ray Rapid Vari-

ability

7.4.1 Flare Selection for Modeling

We performed modeling of GeV variability for the selected brightest flares. Isolated sin-

gle flares with well resolved flaring profiles in 3-hour binning were to be extracted from

Figure 5.1, Figure 5.2, Figure 5.3 and Figure 5.4. Apparently unresolved flares would in-

troduce extra complexity to the modeling procedure because various flares would be

reflected in the light curves as sub-structural components. For example, chaotic and

moderate variability in 3C 454.3 suggests the observed time profile is composed of su-

perpositions of many sub-flares, thus inappropriate for the modeling.

On the other hand, outbursts in PKS 1510–089 around MJD 55854 (included in flare

#5) and MJD 55873 (included in flare #8) show coherent profile even in 3-hour bin-

ning, and an outburst in 4C 21.35 around MJD 55317 (included in flare #6) also shows

marginally resolved profile. If observed time profiles of these flares are actually con-

tributed from a single component, we could assume collision of two blobs produced the

observed huge flares in the framework of the internal shock scenario. We chose three-

hour binned light curves of these three apparently resolved flares for the modeling in this

chapter.
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7.4.2 PKS 1510–089, #5

Light curve of the recorded huge GeV outburst in PKS 1510-089 which reached daily

flux of 14.3× 10−6 ph s−1 cm−2 (100 MeV<E< 300 GeV) was modeled here. In principle

truly simultaneous multiwavelength data at the moment are needed to model rapidly

varying emissions from blazars, however such data do not exist.

Values of parameters decided in Barnacka et al. (2013) provide rough standard since

they performed broadband SED fitting based on most recent multi-wavelength observa-

tions taken in 2009. We basically used the same parameters as presented in the literature,

while only parameters for normalization of electron injection(Ke) and the location of

emitting shell (Rstart, Rstop, Rend) were changed based on observed gamma-ray properties

of the flare. Model input parameters for PKS 1510–089 are shown in Table 7.1.

Parameter Constraints

We would briefly describe how the model input parameters for electron injection, external

photon fields, and geometry of the jet were constrained from observations. Spectral index

of electrons were decided to explain multiwavelength SED data. The thing is that FSRQs

including PKS 1510–089 are known to show harder spectra in GeV range during flares,

with energy break around several GeV (Abdo et al. (2009b), Tanaka et al. (2011)). In

this sense, parameters for electron injection used in Barnacka et al. (2013) provided most

reliable values since they modeled multiwavelength observations during a recent flare in

PKS 1510–089.

Size and intensity of external photon fields (broad line region and hot dusty torus)

were fixed by independent observations and very basic assumptions/modeling results

regarding the environment of active SMBH. From UV observations, disk luminosity were

estimated as ∼ 5×1045 erg s−1 in several literature (Nalewajko et al. (2012), Celotti et al.

(1997), Kataoka et al. (2008)). Luminosity of broad line region and hot dusty torus are

commonly estimated from disk luminosity assuming a fraction of reprocessed emission

from the accretion disk, which were assumed to be ξBLR = 0.1 and ξHDT = 0.2 here. The

size of broad line region was estimated based on the following equation presented in Pian

et al. (2005), in which they characterized the relation of size of broad line region obtained

by reverberation mapping(Peterson et al. (2004)) and UV spectra observed with Hubble

Space Telescope.

RBLR = (22.4 ± 0.8) ×
(
λLλ(1350Å)

1044 erg s−1

)
light days (7.15)

Thus we could obtain RBLR = 0.12 × 1018 cm. On the other hand, the size of hot dusty
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torus is approximately estimated as RDT ≃ 2.9 pc ×
(

T
1000K

)−2.6 ≃ 1.94 × 1018cm (see

Tavecchio & Ghisellini (2008), Nenkova et al. (2008), Sikora et al. (2009)), where the

temperature of the torus was set to 1,800 K according to Nalewajko et al. (2012). From

the estimations of size and luminosity for the external photon fields, finally we obtained

the energy density as uBLR ≃ 0.09 erg s−1 and uHDT ≃ 5 × 10−4 erg s−1.

There are some general assumptions regarding the jet geometry and kinematics which

are very common for very different models of the blazar emission discussed in the liter-

ature. We assume that the jet at the position of the blazar emission zone is (a) conical,

(b) free, and (c) characterized by the constant bulk velocity equal to the terminal jet

velocity. (a) means that we can relate the jet radius(r) to the distance from the core(R)

by a simple scaling relation R ≃ θjetr, where θjet is small (by assumption) jet opening

angle. (b) means that the jet opening angle θjet ≃ 1/Γ where Γ is the jet bulk Lorentz

factor, when considering the free expanding jet. (c) means that we can identify the jet

bulk velocity Γ within the blazar emission zone with the jet bulk velocity inferred from

observations of superluminal motions at larger (>pc) scales, because we assume that at

the position of the blazar emission zone the jet is already accelerated up to its terminal

(maximum) velocity, which is then roughly constant along the outflow.

Note that in addition we assume that the jet opening angle is of the order of the

jet viewing angle, namely θobs ≃ θjet. This assumption can be justified by the presence

of a beaming which requires θobs ≤ θjet, and the fact that the observations of extreme

superluminal motion exceeding 20c (Homan et al. (2001), Homan et al. (2002)) requires

the observation angle of jet to maximize the superluminal motion, that is, θobs = 1/Γ.

We set blazar zone considering the observed time scale in the gamma-ray flare. Dis-

tance of the shock propagation in the observer rest frame, which corresponds to the

distance between the position where electron injection starts and stops, was decided

considering rising time of the flare. The Distance range of the shock operation dealt in

the BLAZAR code is written as (Eq.(49) in Moderski et al. (2003)),

∆rcoll ≃
ctfl

1 − β cos θobs

1

1 + z
=
ctflΓδ

1 + z
(7.16)

where tfl is rising timescale of the flare, β and Γ are velocity and bulk Lorentz factor of

the shocked shell, and δ is Doppler factor defined as [Γ(1 − β cos θobs)]
−1. Producing a

flare with rising time scale of ∼ 3 hours which is observed rising profile in flare requires

∆rcoll ≃ 2 × 1017 cm assuming the model parameters of Γ = 22, δ = 44, and z = 0.36.

From several trials of simulations, we obtain the distance injection starts at 1.1 × 1018

cm and ends at 1.3×1018 cm from the central black hole as the best location of emitting

zone which explains the observed time profile. Finally the normalization of the electron
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injection is set so that simulated flux coincides with observed GeV flux.

Timing Profile

Simulated light curve is compared with the observed rapid gamma-ray flare in Figure 7.4.

Flaring profile generated with BLAZAR code is in very good agreement with Fermi-LAT

observation for both rising and decaying phases. Together with the simulations with

different distance from the central blackhole (Rstart, Rstop, Rend), we could locate the

emitting region at ∼ 1.1×1018 cm with uncertainty of ∼ 0.3×1018 cm. (See Avni (1976)

for the estimation of errors).

In this case, the rising phase of the GeV outburst was contributed from the particle

acceleration and emission during the shocked shell propagates from Rstart to Rend. The

distance the shocked shell propagated is 2 × 1017 cm and radius across the jet cross

section is Rstartθjet ≃ 1.1 × 1018 cm × 0.045 rad = 5 × 1016 cm.

Spectral Profile

Spectral shape significantly changes even within the rapid flare lasting only a day. Time

evolution of simulated broadband SEDs is presented in Figure 7.6, and evolution of GeV

spectrum during the flare is compared with the simulated SEDs in Figure 7.7. The

observed spectra of Fermi-LAT were created using data only above 100 MeV, and energy

bins which have TS more than 25 (corresponding to 5σ) were plotted on the SEDs.

Observed GeV spectrum created in 3-hour binned interval indicates the spectral variation

during the flares, namely the spectral break is going to disappear as the flare decays. In

other words, the simulated SED peak of inverse Compton scattering gradually became

lower as the shell propagates along the jet. Tendency of this profile is well reproduced

by the simulations, though still there is some discrepancy.

This trend of break energy during the flare could be understood considering the

evolution of electron distribution. The simulated evolution of electron distribution is

shown in Figure 7.5. This figure shows that the higher energy electrons lose their energy

quicker than lower ones. Since radiative cooling rate is expressed as γ̇ ∝ γ2, cooling

time scale of electron with energy γ is Tcool = γ/γ̇ ∝ γ−1. Until the injection stops,

the number of relativistic electrons grew. After the injection stops, higher energy are

cooled very rapidly while lower energy ones are not. As a result, the break energy in

electron energy distribution became lower, and this is reflected to the observed spectrum

of inverse Compton scattering.
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Figure 7.3: Simulated light curves illustrating how the gradient doppler factor affects

the observed time profiles. Simulations were performed for different values of θjet and

θobs, while the location of emitting region was fixed at Rstart = 1 × 1018 cm.
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Figure 7.4: Simulated photon flux between 0.1 GeV and 300 GeV superposed on 3-

hour binned light curve of the rapid flare (#5) in PKS 1510-089 around MJD 55854.

Simulations were performed for different locations of emitting shell. We set Rstart from

0.2 × 1018 cm to 2 × 1018 cm in 0.1 × 1018 cm steps, and Rstop and Rend accordingly

so that Rstop − Rstart = 0.2 × 1018 cm and Rend − Rstart = 1.6 × 1018 cm. (left panel)

Simulated light curves where start time of the flare and peak flux were renormalized

so that simulated peak flux coincides with observed data. (right panel)χ2 values were

calculated for each simulation using decaying three observed points (bold crosses).
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Figure 7.5: Simulated evolution of electron distribution during the flare #5 in PKS

1510–089. γ is Lorentz factor of relativistic electrons and N is the number density of

electrons whose Lorentz factor is γ.

96



Figure 7.6: Variation of SEDs during the flare #5 in PKS 1510–089. Each SED cor-

responds to each simulated point in the light curve (Rstart = 1.1 × 1018 cm) presented

in Figure 7.4. Vertical dotted lines show the Fermi-LAT energy range (0.1 GeV – 300

GeV).
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Figure 7.7: Zoomed-up SEDs during the flare #5 in PKS 1510–089 for the Fermi-LAT

energy range (100 MeV – 300 GeV). Three-hour binned Fermi-LAT spectra correspond-

ing to the time of simulated points were drawn on each SED.
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Table 7.1: Input parameters for the modeling of flaring state in PKS 1510-089 and 4C

21.35. Parameters of PKS 1510–089 which are changed from those presented in Barnacka

et al.(2013) are highlighted.

Parameter name 1510#5 1510#8 4C21#6

Minimum electron Lorentz factor 1 1

Break electron Lorentz factor 900 1000

Maximum electron Lorentz factor 1 × 105 2 × 105

Low-energy electron spectral index p 1.2 2.0

High-energy electron spectral index q 3.4 3.5

Normalization of the injection function Ke (s−1) 2.8× 1047 3.0× 1047 8× 1048

Bulk Lorentz factor Γ 22 20

Jet opening angle θjet(rad) 0.045 0.045

Jet viewing angle θobs(rad) 0.045 0.045

Location where injection starts; Rstart(cm) 1.1× 1018 3.7× 1018 0.9 × 1018

Location where injection stops; Rstop(cm) 1.3× 1018 4.6× 1018 1.5 × 1018

Location where the calculation stops; Rend(cm) 2.7× 1018 8.1× 1018 2.7 × 1018

Jet magnetic field intensity(G) at Rstart 0.75 0.16

Scale of the broad line region rBLR(cm) 0.12 × 1018 0.2 × 1018

Energy density of the BLR UBLR (erg cm−3) 0.055 0.033

Photon energy of the BLR hνBLR(eV) 10 10

Scale of the host dusty torus rDT(cm) 1.94 × 1018 1.0 × 1019

Energy density of the HDT UBLR(erg cm−4) 5 × 10−3 2 × 10−4

Photon energy of the HDT hνDT(eV) 0.15 0.1

7.4.3 PKS 1510–089, #8

Modeling of another flare in PKS 1510–89 which showed apparently resolved profile

shows distinctly different features compared with the former one.Again, parameters were

basically taken from Barnacka et al. (2013) except for electron distribution and the

locations of electron injection. Comparison of the modeled light curve with the observed

three-hour binned light curve is presented in Figure 7.8. In this case, the distance electron

injection lasts is set to 0.9× 1017 cm and the location of injection starts is set to Rstart =

3.3×1018 cm to reproduce the observed light curve. In this case, the assumed location of

emission is significantly farther than the former flare, which causes spectral components

contributing to GeV emission different from the former one.

As the emitting region is placed farther in this case, the dominant component con-

tributing to GeV gamma-ray flux becomes inverse Compton scattering of soft photons

in hot dusty torus (HDT). Figure 7.9 presents simulated time evolution of SED and Fig-

ure 7.10 shows the time evolution of the simulated GeV spectrum superposed on the
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Figure 7.8: Simulated photon flux between 0.1 GeV and 300 GeV superposed on 3-hour

binned light curve of the rapid flare (#8) in PKS 1510-089 around MJD 55872.

observed Fermi-LAT spectra created in three-hour binning.

7.4.4 4C 21.35, #6

We also modeled the apparently marginally resolved flare in 4C 21.35, which was in-

cluded in flare #6 according to our definition. In this case, input parameters for the

code were collected from literature they estimated parameters based on recent observa-

tions. Parameters for the external photon fields were taken from literature (Tanaka et

al. (2011)), in which they estimated the RHDT from the observed disk luminosity.

RHDT ≃ 4

(
Ldisk

1046 erg s−1

)
pc ≃ 1019cm (7.17)

They also derived the scale and luminosity of BLR based on the optical intensity of Hβ

line, that is RBLR ≃ 2 × 1017 cm and LBLR ≃ 25.3 × LHβ ≃ 5 × 1044 erg s−1. Finally, we

referred the luminosity of the broad line region and hot dusty torus from Malmrose et

al. (2011), which are LHDT ≃ 7.9 × 1045 erg s−1.

The modeled light curve is shown in Figure 7.11, and the evolution of SED is shown

in Figure 7.12 Figure 7.13. In this case, the location of emitting region is similar with
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Figure 7.9: Variation of SEDs during the flare #8 in PKS 1510–089. Each SED corre-

sponds to each simulated point in the light curve presented in Figure 7.8. Vertical dotted

lines show the Fermi-LAT energy range (0.1 GeV – 300 GeV).
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Figure 7.10: Zoomed-up SEDs during the flare #8 in PKS 1510–089 for the Fermi-LAT

energy range (100 MeV – 300 GeV). Three-hour binned Fermi-LAT spectra correspond-

ing to the time of simulated points were drawn on each SED.
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Figure 7.11: Variation of SEDs during the flare #6 in 4C 21.35. Each SED corresponds

to each simulated point in the light curve presented in Figure 7.11. Vertical dotted lines

show the Fermi-LAT energy range (0.1 GeV – 300 GeV).
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Figure 7.12: Variation of SEDs while the shell propagates along the jet. Each SED

corresponds to each simulation point in Figure 7.11. Vertical dotted lines show the

Fermi-LAT energy range.
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Figure 7.13: Zoomed-up SEDs during the flare #6 in 4C 21.35 for the Fermi-LAT energy

range (100 MeV – 300 GeV). Three-hour binned Fermi-LAT spectra corresponding to

the time of simulated points were drawn on each SED.
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the first flare in PKS 1510–089, where broad line region is the dominant component for

GeV emission.

7.5 Gradient Doppler Effect on the Observed Light

Curves

We found that the cooling time scales of electrons are not sufficient to produce the time

profile of the decay phase of the identified flares. The distribution of viewing angle of

the colliding shells plays an important role to characterize the time profile. This viewing

effect comes from the fact that there is gradient of Doppler factor inside the jet even if

bulk Lorentz factor is uniform across the jet (Figure 7.14). Viewing angle (θ) relevant to

observed photon flux ranges in θobs − θjet(= θmin) < θ < θobs + θjet(= θmax), that results

in gradient of doppler factor; δmin < δ < δmax where δmin = 1/γ(1 − β cos(θobs + θjet))

and δmax = 1/γ(1 − β cos(θobs − θjet)) (see Figure 7.14). As a result, the observed flaring

profile consists of superposition of components of different doppler factors.

Time lag of flaring profile from different components of jets could be calculated as

follows. Assuming that the internal shock forms at Rs and disappears at Re from the

center O, then the photon leaves (Rs, θmin) and (Rs, θmax) at t = 0 would be observed in

the Earth at,

Ts,θmin
=
D −Rs cos θmin

c
(7.18)

Ts,θmax =
D −Rs cos θmax

c
(7.19)

respectively. On the other hand, when the shock propagates along the jet with velocity

of cβ to Re, the emitted photon at (Re, θmin) and (Re, θmax) would be observed at,

Te,θmin
=
Re −Rs

cβ
+
D −Re cos θmin

c
(7.20)

Te,θmax =
Re −Rs

cβ
+
D −Re cos θmax

c
(7.21)

respectively. From the above equations, we could estimate the effect of the distortion on

observed flaring profile.

The observed time lag at beginning of the injection from components with different

viewing angle (θmin, θmax) is estimated as,

∆Ts = Ts,θmax − Ts,θmin
=
Rs

c
(cos θmin − cos θmax) (7.22)
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while the observed lag at the end of the injection is,

∆Te = Te,θmax − Te,θmin
=
Re

c
(cos θmin − cos θmax) (7.23)

On the other hand, observed duration of the flare from different components with

different viewing angle is estimated as,

∆Tθmin
= Te,θmin

− Ts,θmin
=

∆R

cβ
(1 − β cos θmin) (7.24)

∆Tθmax = Te,θmax − Ts,θmax =
∆R

cβ
(1 − β cos θmax) (7.25)

respectively, where ∆R = Re −Rs. Then the observed duration from a component with

larger viewing angle is expanded by,

∆Tθmax

∆Tθmin

=
1 − β cos θmax

1 − β cos θmin

=
δmax

δmin

(7.26)

Finally the effect of the gradient Doppler factor is summarized in Figure 7.15. We note

that the difference in Doppler factor also causes the difference in beaming effect, which

results in difference in observed flux.

This effect of time difference significantly affects the flaring profile we considered

in the previous section. Figure 7.3 and Figure 7.16 shows comparison of modeling light

curve with BLAZAR code, decaying profile considering only corresponding cooling effect,

and the observed light curve. Cooling timescale is significantly shorter than the observed

decaying timescale.The effect of the gradient Doppler effect for each case in Figure 7.16

could be roughly estimated as ∆Ts ≃ 1 hour and 6 hours respectively, where θmin =

0rad, θmax = θobs = 0.045 rad are assumed. Thus this effect becomes more significant

when we the emitting region is far from the central blackhole.

7.6 Properties of the Internal Shock Contributing to

Blazar Flares

Based on the picture of the internal shock scenario presented in chapter 2, we could

evaluate the properties of the internal shock contributing to the particle acceleration

during the flares. In the case of flare #5 in PKS 1510–089 which showed very rapid

profile, the rising timescale of the flare is less than three hours. The size of the internal

shock contributing to the flare could be estimated with equations presented in chapter 2.

The length of the shocked region is lsh ≃ 3 × 1016 cm in the observer rest frame and

l′sh ≃ 1.5 × 1015 cm in the jet rest frame, assuming the speed of shock is 0.1c in the jet
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Figure 7.14: Jet picture presented in polar coordinates. The observer locates at (D,

0). A component of the relativistic shell propagating along the jet with velocity of cβ

radiates at (R, θ).
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Figure 7.15: A figure illustrating the contributions from components with different ob-

servation angle to the observed flaring profile. The observed profile of flare would be

distorted even the emitting shell has uniform bulk Lorentz factor across the jet.

Figure 7.16: Comparison of electron cooling timescale and simulated decaying timescale

of the flare #5 in PKS 1510–089 for different locations of emitting region. Black lines

were obtained by numerical simulations with BLAZAR code. Blue lines were calculated

by Fpeak exp ((t− tpeak)/tcool), where tcool was estimated from Eq. (7.7). Black points

represent observed flux with Fermi-LAT.
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rest frame. The value of lsh is very small compared to the location of emitting region

∼ 7 × 1017 cm, and implies very thin shock contributes to the huge GeV flare involving

the whole energetics of the relativistic jet.

In this chapter, we successfully modeled the observed light curves of rapid GeV

variability based on the internal shock scenario. We discovered that the rising profile

of rapid variability depends on shock length of internal shock, and the emitting region

should not necessarily be located at extremely close to the central blackhole. This model

avoid the difficulty in the conventional model assuming the GeV emitting region to be

extremely close to the central blackhole for producing rapid variability that the expected

cooling timescale for relativistic electrons is much shorter than the observed decaying

time scale of a flare. Another difficulty in the conventional model in explaining TeV

detection of rapid variability in 4C 21.35 (Aleksić et al. (2011)) could also be avoided by

the internal shock model.

We should note that the location of emission zone would be treated as upper limit

in some situations. We could not exclude possibility of substructures of flares which

are currently masked due to exposure gaps (which lasts about 60 minutes per orbit). If

there are sub-flares in the gaps of light curves, each flare has faster decaying time than we

inferred from 3-hour binned light curve. Then the location of real emission zone will be

closer to the central black hole, where we expect fast cooling due to a dense photon field.

Another thing we should keep in mind is the simplicity of the model. For example, we

assumed electron injection at constant rate which immediately stops at certain distance

from the BH. If there is still weakened injection of electrons in the decaying phase of

flares, the expected decaying time of a flare should be longer than what we calculated

with the modeling. In this case, we should put the emission zone closer to the BH.
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Chapter 8

Conclusions

We studied rapid gamma-ray variability during the bright flares in FSRQs with Fermi-

LAT. GeV gamma-ray study is of great importance since most of radiative energy of

relativistic jets is dissipated as GeV gamma-rays in FSRQs. Followings are the conclu-

sions in this thesis.

• For investigating variability of FSRQs with fine time resolution, we extracted a

flux-limited sample of the brightest blazar flares observed with Fermi-LAT. Six

bright objects were selected from ∼ 400 Fermi-detected FSRQs based on daily

peak fluxes (3C 454.3, PKS 1510–089, 4C 21.35, 3C 273, CTA 102 and PKS 0402–

362). We proposed interval definition of flares using duty cycle of the sources, and

collected a sample of the ten brightest blazar flares from five-year data of the six

bright blazars.

• We systematically analysed the ten selected intervals with three-hour binning,

which is the shortest binning that we can expect basically constant exposure for

all the bins. Very rapid GeV gamma-ray variability with the timescale of a few

hours was discovered in PKS 1510–089, 4C 21.35 and 3C 273 from the systematic

analysis of the selected flares. Among the analysed flares, PKS 1510–089 showed

the shortest variability timescale of one hour, where photon flux increased by factor

seven in three hours, which is the shortest variability timescale claimed for all the

AGN in GeV range so far.

• The discovered rapid variability indicates that the total power released during

the studied rapid and high-amplitude flares constitutes the bulk of the power ra-

diatively dissipated in the source, and a significant fraction of the total kinetic

luminosity of the underlying relativistic outflow.
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• Sub-hour variability during the flares was investigated in the next step. Bayesian

method was introduced in order to evaluate variability under very limited photon

statistics, which is the case with our analysis. We adopted Bayesian block, which

finds flux change points based on arrival times of events. We applied Bayesian block

to each exposure window of LAT during the flares in order to study if there was

significant variability within the exposure window lasting ∼30 minutes. Among the

ten selected flares, variability within the single exposure window was marginally

indicated for only one flare in PKS 1510–089, while there were no indications of

variability for remaining nine flares. From these results, we concluded sub-hour

variability in FSRQ would not be general.

Next, we interpreted the rapid gamma-ray flaring profiles based on the internal shock

scenario, which gives us good prescription to interpret the observed rapid variability. We

performed numerical simulations to derive a consistent set of parameters that describe

the flare properties such as blazar emission zone.

• Rapid rising timescale of flares can be explained as the injection timescale of rela-

tivistic electrons in emitting shell in the internal shock scenario, and the emitting

region is not necessarily located very close to the central blackhole. This picture

avoids two major problems accompanied with a common interpretation of rapid

variability which places the emitting region very close to the central blackhole,

namely too fast cooling and the detection of rapid TeV gamma-ray variability.

• We discovered that gradient of Doppler factor inside the jet significantly distorts

the decaying time profile of a flare. As a component of jet with larger observation

angle has smaller Doppler factor, observed time profile of emission from the com-

ponent would be delayed compared with the one from a component with smaller

observation angle even if bulk Lorentz factor is uniform across the jet. We pointed

out this effect should be taken into account when modeling the decaying time

profile of flares.

• Finally we could successfully explain the whole time profile of the rapid flares

based on the internal shock scenario. Furthermore, we suggested a new method for

constraining the blazar emission zone using the well-resolved decaying timescale

of a flare. As energy density of the external photon fields (broad line region and

hot dusty torus) decay as a function of distance from the central blackhole, cooling

timescale of relativistic electrons becomes long at far distance. Thus the observed

rapid decaying would put strong constraints on the emitting region. We applied
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this method to the observed decaying time profile of flares, and constrained that

the GeV gamma-ray emission in PKS 1510–089 flare took place at around 1018

cm from the central blackhole assuming the observed flare was formed by a single

shock.

In this thesis, we discovered the existence of hour-scale and high-amplitude GeV

variability which involve the whole energetics of relativistic jets in FSRQs. We explained

the mechanism inducing such rapid and huge variability based on the simple internal

shock scenario, and constrained the location of blazar emission zone which has been a

long lasting question in the blazar studies.

Our study of rapid variability is based on the best sample currently available in GeV

energy range. Future gamma-ray instruments with larger effective area would reveal

nature of blazar flares by examining shorter time variability, and focusing on short time

variability presented in this thesis should play an important role.
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Appendix A

Estimation of Emission Zone with

Orbit Binned Light Curves

We performed modeling of light curves based on orbit-binned light curves, instead of

3-hour binned light curves presented in Chapter 7. By binning in each exposure win-

dows, we could obtain better time resolution at the expense of photon statistics. Flux

estimation (100 MeV – 300 GeV) was performed using standard maximum likelihood

analysis (see Chapter 4).

The modeling results for the flare #5 in PKS 1510–089 are shown in Figure A.1 with

placing simulated light curves at two different positions. Parameters for simulations were

exactly same as was presented in Table 7.1 except for the locations of electron injection

which were free parameters here. The optimum location where injection starts were

(1.2 ± 0.2) × 1018 cm and (0.8 ± 0.1) × 1018 cm for upper and lower cases in Figure A.1,

while the comparison of both cases suggests that the upper case is better fitted to the

decaying time profile of the orbit binned light curves.

In conclusion, we could estimate the gamma-ray emission zone at (1.2±0.2)×1018 cm

from the central black hole in the framework of this modeling, which is consistent value

obtained from the modeling with 3-hour binned light curves; (1.1 ± 0.2) × 1018 cm (See

Figure 7.4 for comparison).
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Figure A.1: Modeling results of orbit-binned light curves of the flare #5 in PKS 1510–

089. Since we could not tell the time of flux peak in the orbit-binned light curves,

we present results by setting the peak at two different times (upper panels and lower

panels). Bold data points in the figures were used for evaluating likelihood values. From

the maximum likelihood method, we could estimate the location where injection starts

at (1.2 ± 0.2) × 1018 cm and (0.8 ± 0.1) × 1018 cm for upper and lower cases.
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