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Abstract

Molecules (atoms) meet solids at their surfaces and interact with each other. The interaction
mixes the electronic states of molecules as isolated systems and solids as condensed systems,
which leads to adsorption of molecules on surfaces.

Metal oxides have characteristic electronic properties such as wide band gaps and electron
correlation. On oxides, point defects such as oxygen vacancies are important structures, which
affect the surface electronic structures and promote the interaction with molecules. Molecular
adsorption, furthermore, significantly affects the surface electronic structure. Therefore, studies
on adsorbed states of molecules are important on defective surfaces as well as on stoichiometric
surfaces.

Metal oxide surfaces often reveal imhomogeneity. The power-law relation observed in the
pressure decay in a vacuum chamber has been attributed to distribution of the adsorption energy
of molecules on complex oxide surfaces, which remains to be solved.

In this dissertation, we firstly focus on the electronic structure of SrTiO3(001) surfaces, and
their interaction with hydrogen. Hydrogen has an amphoteric character and is expected to reveal
either positively and negatively charged state.

On SrTiO3, oxygen vacancies are readily formed. We have studied the effects of electron
irradiation and subsequent oxygen adsorption on the electronic and atomic structure of the
SrTiO3(001) surface with ultraviolet photoemission spectroscopy (UPS) and low energy elec-
tron diffraction (LEED). While electron irradiation induces an in-gap state due to electron stim-
ulated desorption of oxygen on the topmost surface, the vacancy-free surface is restored by
molecular oxygen dosage. Electron irradiation also induces downward band bending, which
seems to result in the formation of a conductive layer in the surface. This allows us to control
the area density of the oxygen vacancies at the surface, thereby enabling us to switch the surface
between semiconducting and metallic regimes.

On the SrTiO3(001) surface, we have studied the hydrogen-adsorption effects on the surface
electronic structure. On a nearly-vacancy-free (NVF) SrTiO3(001) surface, atomic-hydrogen
exposure induced in-gap states at 1.3 eV below the Fermi level, which is observed by UPS.
The hydrogen coverage was quantitatively evaluated to be 3.1 ± 0.8 × 1014 cm−2 with H-
specific1H(15N,αγ)12C nuclear reaction analysis (NRA). Upon molecular hydrogen exposure
to an oxygen-deficient (OD) SrTiO3(001) having in-gap states due to oxygen vacancies, on the
other hand, the in-gap state intensity was reduced with a hydrogen coverage of 0.9± 0.7× 1014

cm−2. We argue that H is positively charged on the NVF surface by being coordinated to the
O atom, whereas H is negatively charged on the OD surface by occupying the oxygen vacancy
site.

In addition, we have studied the rotational-state transition in the scattering of molecular hy-
drogen on the SrTiO3(001) surfaces without and with oxygen vacancies. Molecular hydrogen
exists in two nuclear-spin isomers, ortho-H2 (I = 1) and para-H2 (I = 0), and the transition
between ortho-H2 and para-H2 is sensitive to the surface spin density. For the scattering exper-
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iments, we have constructed a molecular-hydrogen beam with a flux of 3× 1015 cm−2s−1. The
H2 beam was incident to SrTiO3(001) with and without oxygen vacancies, and scattered H2 was
state-selectively detected by (2+ 1) REMPI via E,F1Σ+g . The probability of the ortho-para con-
version in the scattering process were estimated to be 0.15±0.05 and 0.28±0.05 for the surface
without and with oxygen vacancies, respectively. The magnetic properties on the surface with
oxygen vacancies are discussed on the basis of the change in the rotational distribution.

Next, in order to analyze the adsorption energy of molecules on inhomogeneous oxide sur-
faces, we derived an analytical formula that directly transforms the pressure change into the
distribution of adsorption energy (the adsorption density of states: ADOS). This method shows
that the power-law behavior is equivalent to the situation in which the chamber surface has a
constant-or exponential-type adsorption density of states for particles under a quasi-static con-
dition.

On the basis of this formula, we analyzed the pumping-down curves reported in literatures to
obtain ADOS of water molecules. The ADOS was dependent on the initial exposure pressure
of water. The origin of the pressure dependence is discussed.

In order to further discuss the ADOS, temperature dependence of hydrogen depth distribution
in a stainless steel surface was investigated by NRA. The activation energy for desorption of
hydrogen was analyzed from the temperature dependence of NRA profiles. The activation
energy was found to be distributed from 0.8 eV to 2.4 eV, which is consistent with the form
of ADOS analyzed from the pressure decay curves.
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Chapter 1

Introduction

1.1 Interaction of molecules with solid surfaces

Solid surfaces are fields where molecules (atoms) as isolated systems and solids as condensed
system interact with each other. In isolated molecules, electronic and vibrational states are
localized with discrete energy levels. Energy and angular momentum are conserved in the
molecules. On the other hand, the electronic and vibrational states of condensed matter are
spatially extended forming continuous energy bands. When a molecule approaches a solid, their
states interact with each other through electromagnetic interactions and exchange the energy and
angular momentum.

The interaction is firstly seen in the change in the electronic structure in a molecule. Figure
1.1 (a) shows a schematic of the electronic structure of a molecule with an unpaired electron
in the vicinity of a surface. When the molecule is enough far from the surface, the discrete
energy level of the unoccupied state is atU above that of the occupied state.U corresponds
to the repulsion energy between the electron in the occupied state and an additional electron
which fill the occupied state. As the surface-molecule distance decreases, the energy difference
between the occupied state and the unoccupied stateUeff is reduced by an image charge on the
surface and the transfer integralt between the surface and the molecule. The energy levels of
the molecule is also broadened byt. As the broadening overcomesUeff, the electronic structure
of the molecule mixes with and finally accords with that of the surface depolarizing the spin in
the molecule.

The change in the electronic structure also shifts the energy of the molecule and the surface.
One calculates the each total electronic energy fixing the position of the nuclei at a certain point
in the range of the Born-Oppenheimer approximation. Figure 1.1 (b) shows the energy curve as
a function of the surface-molecule distance, which is called an adiabatic potential curve. When
the molecule is enough far from the surface, the gas state is the eigenstate. The adsorbed state
of the molecule, on the other hand, is the eigenstate in the near distance from the surface. In the
adsorbed state, molecular electronic states mix with electronic states of the solids, which lowers
the total energy. The energy gain is the adsorption energy. The adsorption energy depends on
the local electronic structure of the adsorption site. Therefore, the adsorption energy is strongly
influenced by the local atomic structure, which governs the local electronic structure.
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Figure 1.1: (a) A schematic of the electronic structure of a molecule with an unpaired electron
in the vicinity of a surface.EF andU denote the Fermi level and the difference of
the energy between the highest occupied state and the lowest unoccupied state of
the molecule in an isolated state. (b) A schematic of an adiabatic potential curve for
adsorption and desorption of molecules.

1.2 Dynamics of molecules at surfaces

Adsorption is the transition, in which the molecule approaches the surface and falls in the ad-
sorbed state. As shown in Fig. 1.1 (a), the initial state is a continuum state in gas phase, and
the final state us a bound state in the adsorption well. Desorption is the reverse process of the
adsorption.

Such transitions are accompanied by the exchange of phonon, electrons, and spins between
molecules and surfaces. Examples of transitions caused by the molecule-surface interaction are
described in the following.

The energy transfer effectively occurs in adsorption. Adsorption of molecules is an exother-
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mic process, in which the adsorption energy has to be dissipated. In the case of chemisorption1

on metals, the adsorption energy is about 0.5 ∼ 3 eV [1, 2, 3, 4]. The adsorption is dissipated
as the excitation of electron-hole pairs in metal surfaces [5, 6, 7]. Chemisorption of electroneg-
ative molecules on surfaces with low workfunctions such as alkali metals transfers electrons in
a surface to the affinity level of the molecules. Deexcitation of the transferred electrons emits
light or the Auger process emits electrons [8]. On the other hand, a physisorption2 process on
a metal dissipates the adsorption energy into the substrate phonons [9, 10, 11]. Transitions in-
volving the modification of chemical bonds of molecules also require energy transfer between
the molecules and surfaces. For example, the reaction of H+ H → H2 releases the energy of
4.5 eV [12]. The transition rarely occurs in two-body collision of hydrogen atoms, because the
energy cannot be dissipated by radiation [13, 14]. On the other hand, the transition is effectively
induced on solid surfaces [15, 16]. Although the detailed mechanism is yet to be elucidated,
the released energy in the transition is also considered to be transferred into electron or lattice
systems in solids.

Other important processes are the transitions triggered by electronic transitions. When a
metal is irradiated with light or electrons, electrons around the Fermi level are excited. The
excited electrons move into unoccupied levels of adsorbed molecules. Deexcitation of the elec-
trons involves vibrational excitation or desorption of the molecules [17, 18, 19, 20, 21, 22]. The
irradiation of electrons of tens of eV on metal oxides desorbs light molecules such as oxygen
and hydrogen atoms via an interatomic Auger process [23, 24]. Photocatalyzed reaction is also
a transition induced by electronic transitions in solids. When a matter with a band gap of a few
eV such as oxides is irradiated with light with the energy of longer than the band gap, electrons
and holes are excited to the conduction band and the valence band, respectively [25]. The ex-
cited electrons (holes) diffuse into adsorbed molecules with positive (negative) charges [26] and
the neutralized molecules desorb as products [27].

The moelcule-surface interaction also exchanges the spins as realized in the nuclear spin
conversion of physisorbed hydrogen molecules. Molecular hydrogen exists in two nuclear-spin
isomers, ortho-hydrogen and para-hydrogen. Due to the symmetry of the total wave function
with respect to the permutation of the two nuclei, ortho-hydrogen having the total nuclear spin
I = 1 is in the rotational state with odd rotational quantum numberJ, while para-hydrogen of
I = 0 has evenJ. The conversion between the ortho and para states is so slow in the gas phase
with a conversion time of the order of∼ 1020 s [28]. On the other hand, the ortho-para conver-
sion can be promoted on surfaces. The main mechanisms of the promotion within the first-order
perturbation are the interaction of the nuclear spin with the magnetic moment on a surface, spins
of electrons distributed around the nuclear (Fermi contact interaction), and the effective mag-
netic field induced by the motion of electrons [14]. Theoretical works suggest the ortho-para
conversion is promoted also by the second-order perturbation [29, 30, 31, 32, 33, 34]. In the
second-order perturbation, coulomb interactions mix the ground state of molecular hydrogen

1Adsorption of molecules with making chemical bonds.
2Adsorption of molecules with a van der Waals force.
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X1Σ+g , electrons in the surface, and an excited state of molecular hydrogen b3Σ+u . The b3Σ+u

state is deexcited to the X1Σ+g state by the Fermi contact interaction, which induces the ortho-
para conversion as in the case of the first-order perturbation. Experiments have confirmed that
the second-order perturbation is the dominant factor in the conversion on Cu and Ag surfaces
[35, 36].

1.3 Approach to understanding molecule-surface
interaction

To understand the molecule-surface interaction, the first step is characterization of the initial
and the final states, which include configurations of nuclei and electronic structures on bare
surfaces and molecule-adsorbed surfaces. Detecting internal states and the translational energy
of desorbed and scattered molecules also notices the final states.

1.4 Interaction of molecules with oxide surfaces

Metal oxides have particular characters such as wide band gaps of more than 3 eV and strong
electron correlation. Owing to the wide band gap, interesting photocatalytic reactions are real-
ized [37, 27], which are the specific transitions on oxide surfaces. The desorption of molecules
via an interatomic Auger process is also a phenomenon observed on oxide surfaces. In addi-
tion, the lifetime of excited electrons and holes depends on the band gap [38]. Therefore, the
mechanism of chemisorption, and vibrational excitation and desorption of molecules by light
irradiation, which include excitation of electrons in surfaces, might be different from that on
other materials.

1.4.1 Atomic structures of oxide surfaces

Two main characteristics of atomic structures of oxide surfaces are the variety of surface recon-
structions and the existence of point defects [39].

Surface reconstructions are associated with changes in the stoichiometry of surfaces. The
variation of the stoichiometry is because of near-degenerate energies for various structures.
The structures are accordingly changed by the balance of the chemical potentials of atoms
such as oxygen in oxides and gas phase. This balance is determined by the temperature and
the pressure of the gas molecules. When the chemical potential goes beyond the chemical
potential of oxygen in the gas phase, the oxygen atoms desorbs to the gas phase. The decrease
of oxygen atoms in the oxide brings about surface reconstructions. A typical example is seen on
an Al2O3(0001) surface. The surface shows the (1×1) structure under 1000◦C [40]. Annealing
the surface in vacuum at 1200, 1300, and 1400◦C reconstructs the surface into (2× 2), (3

√
3×

3
√

3)−R30◦, and (
√

31×
√

31)−R±9◦, respectively [41]. In the reconstructed surfaces, the ratio
of oxygen atoms is lower than that in the (1× 1) surface.
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On the other hand, point defects are quasi-stable structures usually produced in non-equilibrium
conditions such as the irradiation of ions and molecules. Point defects on oxide surfaces include
oxygen vacancies, adatoms, cation vacancies, and interstitial atoms. Adatoms are essentially
same as the adsorbed molecules, which will be explained below. Among the defects, oxygen
vacancies are important structures observed in various kinds of oxides [39, 42, 43, 44]. This
is because oxygen vacancies not only influence the electronic properties [45, 46, 47] but also
promote interactions with molecules [48, 49, 50]. Oxygen vacancies dope 0∼ 2 electrons de-
pending on matter and the position of the Fermi level [51, 52, 53]. In the case of SrTiO3, an
oxygen vacancy supply two electrons [54]. Oxygen vacancies are often produced by ion sput-
tering, which changes the surface composition [55] and makes the surface disordered [56, 57].
Therefore, the atomic structure of oxygen vacancies had remained to be elucidated [58]. Re-
cently, the structure of oxygen vacancies on TiO2 induced by electron stimulated desorption
has been reported [59]. The oxygen vacancies form rows by the selective desorption of oxygen
atoms [59].

1.4.2 Molecular adsorption on oxides

As metal oxides are widely used in gas sensors, the electronic structures are strongly affected
by the adsorption of molecules [60, 61, 62, 63, 64, 65, 66, 67]. In particular, the influence of
the adsorption of hydrogen is large as well as oxygen compared with other molecules. This
is because the large adsorption energy of a few eV [4], which means the mixing of electronic
structures in hydrogen and surfaces is large.

When atomic hydrogen adsorbs on ZnO surfaces with the stoichiometric composition at room
temperature, hydrogen donates electrons on the surfaces. The amount of the donation depends
on Miller index as (10̄10)>(000̄1)>(0001). The former two surfaces are metalized by the hy-
drogen and show metallic bands [68]. On the (101̄0) surface, excess hydrogen adsorbs at 200
K. The hydrogen receives electrons and removes the surface metallicity [69]. The adsorption of
atomic hydrogen on oxygen atoms on an n-type semoconducting SrTiO3(001) surface similarly
dopes electrons and metalize the surface [70, 71, 72]. The adsorption also increases an elec-
tronic state in the band gap. The state spread throughout the band gap and the center is about
1.2 eV below the Fermi level.

On the other hand, the adsorption of hydrogen on oxygen vacancy sites are reported on
MgO surfaces [73, 74]. An interesting point in the case is that the adsorbed hydrogen exists
as the hydride anion [73, 74, 75]. The presence of the hydride anion on an oxygen vacancy
on the other oxide has not been reported, though it has been reported in bulk oxides such as
12CaO·7Al2O3,[76], BaTiO3 [77, 78], ZnO [75, 79], and TiO2 [80].

In order to discuss the molecule-surface interaction on oxide surfaces, the knowledge of
molecular-adsorbed states on defective surfaces as well as on stoichiometric surfaces are nec-
essary. There are much fewer works for molecular-adsorbed states on oxide surfaces than on
metal surfaces [39, 81]. Furthermore, the interaction of defective surfaces, whose structure is
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specified, with molecules has just started to be studied in the present date [82, 83].

1.5 Effects of inhomogeneity on oxide surfaces

Molecular-adsorbed states on inhomogeneous oxide surfaces have been suggested not to be
understood by the sum of the states on single crystal surfaces. One suggestion is the pressure
change in an evacuation process of a vacuum chamber made of stainless steel, whose surface is
covered by the complex of oxides.

If the desorption of molecules is assumed to be negligible, the time change in pressureP by
evacuation is given by

dP
dt
= −PS, (1.1)

whereS is the evacuation speed of a pump. The solution of Eq. (1.1) is

P = P0 exp(−S t), (1.2)

whereP0 is the pressure decided by the initial condition. Equation (1.2) insists that the pressure
exponentially decreases as a function of time. In the next step, one type of molecules are
assumed to desorb from the wall of the vacuum chamber covered by an oxide single srystal. We
let the surface sojourn time of the moleculesτ, which is defined by

τ = τ0 exp(Ed/kBT). (1.3)

τ0 andEd denote a constant and the activation energy of desorption, respectively. Whenτ is
enough longer than the flying time of the molecules from a wall to the other wall, the pressure
change is given by

P ∝ exp

(
− t
τ(1+ c(s−1 − 1))

)
, (1.4)

wherec is the sticking coefficient of the molecule,s is a constant proportional to the evacuation
speed of the pump [84]. Equation (1.4) means that the decrease of the pressure forms a expo-
nential characterized byτ, c, ands. In the case that the surface is aα-Cr2O3(0001) surface,τ0,
Ed, andτ are 1.4×10−13 s, 0.92 eV, and 3.9×102 s, respectively [85]. If we increase the number
of kinds of single crystal surfaces, the pressure change is approximately presented as the sum
of exponentials in the right-hand side of Eq. (1.4). The candidates of the surface includes a
FeO(111) surface, whereτ0, Ed, andτ for the monomer of a water molecule are 3.0× 10−15 s,
0.54 eV, and 1.0× 10−7 s, respectively [86].

However, the pressure change in a evacuation process shows a power-law decay in real sys-
tems [87]. The inconsistency suggests that the molecular behaviors on inhomogeneous oxide
surfaces are not reduced to the behaviors on single crystal surfaces.

Power-law statistics is frequently found in various phenomena such as excited-electron de-
cays [88, 89, 90], charge decays in capacitors [91], protein structures [92], dewetting silicone
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layers [93] and momentum distribution functions in the Tomonaga-Luttinger liquid [94]. The
power-law behavior is known to reflect the intrinsic interaction of the system. In the case of
the evacuation process, the power-law has been discussed to originate from the distribution of
the adsorption energy of molecules [95, 96], as explained in Sect. 4.1. Despite much effort,
however, a method to specify the distribution of the adsorption energy from measured pressure
changes is yet to be constructed.

1.6 Purpose of the present study

Based on the above backgrounds, the present study treats SrTiO3(001) surfaces and inhomoge-
neous oxide surfaces.

We have induced surface oxygen vacancies by using electron stimulated desorption and stud-
ied the effect of the oxygen vacancies on the electronic structure (Sect. 3.1). On the oxygen-
vacancy-controlled surface, the change in the surface electronic structure by adsorption of hy-
drogen and the charged states of the hydrogen has been studied (Sect. 3.2). We also have
developed an atomic and molecular hydrogen beam source and a state-selective measurement
system for scattered hydrogen (Sect. 2.2). With the apparatus, we have measured the rotational
and the nuclear spin state of molecular hydrogen scattered from the SrTiO3(001) surfaces with
and without oxygen vacancies. The magnetic properties on the surface with oxygen vacancies
are discussed on the basis of the change in the rotational distribution (Sect. 3.3).

Focusing on inhomogeneous oxide surfaces, we have deduced an analytical formula for cal-
culating the distribution of the adsorption energy on chamber surfaces from measured pressure
change (Sect. 4.1). The distribution of the adsorption energy of water adsorbed on the surface
of a stainless steel chamber was analyzed with the formula (Sect. 4.2). In order to confirm the
analyzed distribution of the adsorption energy, thermal stability of hydrogen atoms has been
measured (Sect. 4.3).
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Chapter 2

Experimental

2.1 Principle

2.1.1 Low energy electron diffraction

Low-energy electron diffraction (LEED) measures electron diffraction from a solid surface.
Analysis of the diffraction gives the information of the atomic structure of the surface. The
wavelengthλ (Å) of an electron with an energy ofE (eV) is given by

λ =

√
h2

2m0E
=

√
150.4

E
, (2.1)

whereh is Planck’s constant andm0 is the mass of an electron. In LEED measurements, an
electron with energies of 50∼ 300 eV irradiates a sample. The wavelength of the incident
electron is∼1 Å following Eq. (2.1), which is similar to the interatomic spacing in solids.
This causes the diffraction of the electron reflecting atomic arrangements. In addition, the low
incident energy of an electron lets LEED be a surface sensitive measurement.

Surface sensitivity of LEED is firstly explained in the sense of the mean free path of electrons.
Figure 2.1 shows the mean free path of electrons in solids as a function of the electron energy
[97, 98]. The mean free path is relatively independent of materials. The curve is accordingly
called the universal curve. The universal curve shows that the mean free path of electrons with
energies of 50∼ 300 eV is less than 10 Å. This means that the diffracted electron is emitted
from only the region whose depth is less than 10 Å from the surface.

Electron diffraction is an elastic scattering of electrons by Coulomb potential in a matter. The
wavefunction of incident electronsψin(r) satisfies the Schrödinger equation in a free space,

− ~
2

2m
∇2ψin(r) = Eψin(r). (2.2)

The energy of incident electronsE is determined by the accelerated voltage of the electrons.
One of the solution of Eq. (2.2) is a plane wave, which specifies the incident electrons, given
by

ψin(r) = exp(iK0 · r), (2.3)

whereK0 is the wave number of the wavefunction of the incident electrons. If we consider only
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Figure 2.1: The universal curve of the electron mean free path as a function of the electron
kinetic energy, as fit to experiment data for many metallic surfaces [97, 98].

the elastic scattering of the electrons in a matter, the potential in the matter is replaced with an
electrostatic potentialV(r). The wavefunction of the electrons underV(r) is given by[

− ~
2

2m
∇2 + eV(r)

]
ψ(r) = Eψ(r), (2.4)

whereψ(r) is the total wavefunction for the incident and scattered electrons. The solution of
Eq. (2.4) is mathematically given by

ψ(r) = exp(iK0 · r) +
m0e
2π~2

∫
exp(iK0|r − r′|)
|r − r′| V(r′)ψ(r′)dr′. (2.5)

We consider Eq. (2.5) when|r| >> |r′|. In the condition,K0|r − r′| ∼ K0|r| − K0 · r′. In the first
order Born approximation,ψ(r′) is replaced withψin(r′). Then Eq. (2.5) is transformed into

ψ(r) = exp(iK0 · r) +
m0e
2π~2

exp(iKr )
r

∫
V(r′) exp[−i(K − K0) · r′]dr′, (2.6)

whereK is the wave number of the scattered wave. The second term of the right-hand side of
Eq. (2.6) means that the wavefunction of the scattered electronsψsc(r) is rearranged as

ψsc(r) =
1
r

exp(iKr )Φe(K − K0), (2.7)

Φe(K − K0) ≡
m0e
2π~2

∫
V(r′) exp[−i(K − K0) · r′]dr′. (2.8)

In a crystal,V(r′) in Eq. (2.8) is the sum of the contribution from atoms in the crystal. An
electrostatic potential atr′ produced byk th atom is defined asVk(r”), where r′′ = r′ − rk and
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rk is the position of thek th atom.V(r′) is accordingly given by

V(r′) =
∑

k

Vk(r′′). (2.9)

Substituting Eq. (2.9) into Eq. (2.8) yields

Φe(K − K0) =
∑

k

f e
k exp[−i(K − K0) · rk], (2.10)

f e
k =

m0e
2π~2

∑
k

{∫
Vk(r′′) exp[−i(K − K0) · r′′]dr′′

}
, (2.11)

where f e
k is the atomic scattering factor for thek th atom. The position of the unit cell which

includes thek th atomRn is given by

Rn = n1a1 + n2a2 + n3a3, (2.12)

whereni ’s are integers andai ’s are unit lattice vectors. The position of thek th atom in the unit
cell is defined asr j. With Rn andr j, Eq. (2.10) is written as

Φe(K − K0) = F(K − K0)S(K − K0), (2.13)

F(K − K0) =
∑

j

f e
j exp[−i(K − K0) · r j], (2.14)

S(K − K0) =
∑

n

exp[−i(K − K0) · Rn], (2.15)

whereF(K − K0) is the crystal structural scattering factor. The intensity of diffracted electrons
is given by

I ∝ I0|F|2|S|2, (2.16)

whereI0 is the intensity of incident electrons.|G|2 is written as Laue function,

|S|2 = sin2[πN1(K − K0) · a1]

sin2[π(K − K0) · a1]

sin2[πN2(K − K0) · a2]

sin2[π(K − K0) · a2]

sin2[πN3(K − K0) · a3]

sin2[π(K − K0) · a3]
, (2.17)

whereNi denotes the number of atoms aligned ina1 direction in the crystal. In LEED,N3 is
generally at least smaller than 10 because incident electrons probe a few atomic layers from the
surface. Equation (2.17) has therefore maxima when

(K − K0) · ai = hi (i = 1,2), (2.18)

wherehi ’s are integers. Equation (2.18) is satisfied only when (K − K0) accord with the two
dimensional reciprocal lattice vectorG parallel to the surface, which is given by

G = l1g1 + l2g2, (2.19)
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wherel i ’s are integers andgi ’s are unit reciprocal lattice vector defined as

g1 = 2π
a2 × n

a1 · (a2 × n)
, (2.20)

g2 = 2π
n× a1

a1 · (a2 × n)
, (2.21)

wheren is the unit vector normal to and pointing out of the surface. Thus, diffracted patterns of
LEED represent two dimensional reciprocal lattice patterns of a surface.

2.1.2 Photoemission spectroscopy

Photoemission spectroscopy (PES) is a method to investigate the electronic structure of matter.
In a PES measurement, a matter is irradiated with light. Electrons in the matter firstly absorb
the light and excited to an excited state. Then the excited electrons diffuse to the surface of the
matter and are emitted out of the matter. The kinetic energy of the emitted photoelectronsEkin

is measured to know the original energy level of the emitted electron in matter.

PES includes X-ray photoemission spectroscopy (XPS) and ultraviolet photoemission spec-
troscopy (UPS), which use X-ray and ultraviolet as incident light, respectively. XPS is mainly
used to measure the core level of electrons in matter and UPS is used to measure shallow levels,
in particular, the valence band in the case of solids. In addition to this, synchrotron radiation is
an effective light source, which varies the wavelength continuously.

PES is basically a surface sensitive measurement due to the short diffusive distance of excited
electrons in matter, which is also described by the universal curve shown in Fig. 2.1 (a).

Photoionization probability dominantly depends on the excitation probability of electrons
irradiated with light in matter. When an electron is in the radiation field, the Hamiltonian of the
electron is given by

H = H0 + H′,

H′ = − e
2m

(A · P+ P · A) − eΦ +
e2

2m
|A|2, (2.22)

whereH0 is the original Hamiltonian of the electron,e is the elementary charge,m is the mass
of the electron,P is the momentum operator, andA andΦ are the vector and the scalar potential
of the incident light field, respectively. If multi-photon processes are negligible and the direct
transition from an initial statei with the wavefunctionψi to a final statef with the wavefunction
ψ f is dominant, the transition probability per unit time dω/dt is given by Fermi’s golden rule:

dω
dt
=

2π
~
| < ψ f |H′|ψi > |2δ(E f − Ei − ~ω), (2.23)

whereω is the frequency of the light andE f and Ei are the energy eigenvalues of the final
and initial states, respectively. Substituting Eq. (2.22) into Eq. (2.23) gives the differential
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photoionization cross-section dσ/dΩ, which is proportional to dω/dt,

dσ
dΩ
∝ | < ψ f |A · P+ P · A|ψi > |2δ(E f − Ei − ~ω). (2.24)

In Eq. (2.24), a guage whereΦ = 0 is chosen and the small diamagnetic term|A|2 derived from
a two-photon process is ignored. The commutator [P, A] = −i~∇ · A changes Eq. (2.24) into

dσ
dΩ
∝ | < ψ f |2A · P− i~∇ · A|ψi > |2δ(E f − Ei − ~ω). (2.25)

The term∇· A is negligible in a uniform medium, though it may not be small compared toA · P
at a surface. Here, we assume that∇ · A is small andA is written as a plane wave in free space,

A(r, t) = A0 exp(−iωt + iq · r), (2.26)

whereq is the momentum of the light.q is negligible compared toP at a photon energy below
∼10 keV andA is regarded as a constantA0. Then Eq. (2.25) becomes

dσ
dΩ
∝ | < ψ f |P|ψi > ·A0|2δ(E f − Ei − ~ω). (2.27)

Commutation relations ofH0 with P andr converts Eq. (2.27) into

dσ
dΩ
∝ | < ψ f |r|ψi > ·A0|2δ(E f − Ei − ~ω). (2.28)

Equation (2.28) represents the photoionization cross-section whenψ f andψi are independent
of the photoionization process itself. More precisely, we have to use the multi-particle picture.
The wave function of a ground state ofN particles is given by

ψN
0 = ϕiΨ

N−1
i , (2.29)

whereϕi is the single-particle wave function of the electron to be removed andΨN−1
i is the

properly antisymmetrized determinant of the remainingN − 1 electrons. In the same way, the
final state in the excitation process is written as

ψf = ukΦi, j(N − 1), (2.30)

whereuk is a constant andΦi, j is the wave function of ions in which an electron ini th orbital
is removed. j denotes all excited states of the ion with a hole in thei th orbital. Then the
photoionization cross-section is given by

dσ
dΩ
∝ | < uk|A · P|ϕi >< Φi, j |ψi > |2. (2.31)
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Figure 2.2: A schematic of the photoemission from a solid.

Next, we consider the conservation of energy in the photoioniaztion process:

~ω + EN
0 = EN−1(i) + Ekin(i), (2.32)

whereEN
0 is the total energy of the neutral particle system in the ground state,EN−1(i) is the total

energy of theN − 1 ionic system in thei th state, andEkin(i) is the kinetic energy of the peak in
the photoelectron spectrum corresponding to thei th state of the ion. The binding energyEB(i)
is defined as the characteristic of the statei and independent of the photon energy, as follows,

EB(i) +W.F. = ~ω − Ekin(i),

EB(i) = EN−1(i) − EN
0 , (2.33)

where W.F. denotes the workfunction of matter.

Figure 2.2 shows a schematic of the photoemission from a solid. Incident light excites elec-
trons from initial states to final states. Then the excited electrons are emitted to vacuum con-
serving the distribution of the initial state energy. It should be noted that the workfunction of
the sample is determined from the cutoff energy of secondary electrons. In practice, negative
bias is applied to the sample to extract the secondary electrons. The cutoff of the kinetic energy
of the secondary electronsEcutoff

kin and the kinetic energy of the electrons emitted from the Fermi



Section 2.1. Principle 23

15
N

2+

E i = E res

E res

N ion energy

γ
-r

a
y
 y

ie
ld

E i = E res + ∆E

E res + ∆E

γ-rayH

15 2+
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level EFermi
kin gives the workfunction of the sample W.F.sampleas follows,

EFermi
kin − Ecutoff

kin = ~ω −W.F.sample. (2.34)

Ecutoff
kin is usually determined by the Fermi edge of metals such as gold.

2.1.3 Nuclear reaction analysis

Nuclear reaction analysis (NRA) via1H(15N,αγ)12C enables us to know the depth profile of hy-
drogen in solids. Figure 2.3 shows a schematic of the NRA measurement. In NRA, accelerated
15N2+ with an energy of around 6.385 MeV collides with hydrogen in a solid and induces a
resonant nuclear reaction,

15N +1 H→12 C+4 He+ γ. (2.35)

The 4.43 MeVγ-ray emitted in the reaction at the narrow 6.385 MeV energy resonanceErespro-
vides the signal proportional to the H concentration. H depth profiles are obtained by recording
the γ-ray yield as a function of the incident15N2+ ion energyEi. Ei and the stopping power
dE/dz define the probing depthz as

z=
Ei − Eres(

dE
dz

) . (2.36)

The depth resolution is mainly limited by the width of the Doppler-broadened energy resonance
peak atEi = Eres and typically amounts to a few nanometers [99].

Theγ yield I is quantitatively replaced with the H density by calibration of theγ-detection ef-
ficiency with a sample of known hydrogen concentrationIref. We define a proportional constant
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α which makes the connection betweenγ yield and hydrogen volume density in a sample,

α =
dE
dz ref

Iref

Cref
, (2.37)

wheredE/dzref is the stopping power of a reference,Iref is theγ yield from the reference, and
Cref is the hydrogen concentration of the reference. Then, the hydrogen volume density of a
sampleC is given by

C =
dE
dz

I
α
. (2.38)

2.1.4 Resonance enhanced multi-photon ionization

Resonance enhanced multi-photon ionization (REMPI) is a laser spectroscopy method for atoms
and molecules. (n+m)-REMPI denotes a process wheren photons resonantly excite an atom or
a molecule andmphotons ionize the excited particle. Our study uses the two-photon excitation
of Q-branch between the X1Σ+g(ν” = 0, J”) and E,F1Σ+g(ν′ = 0, J′ = J”) states of hydrogen
molecules.

The two-photon resonant transition probability from the X1Σ+g state to the E,F1Σ+g stateM f i is
given by the second order perturbation of an electric dipole transition,

M f i ∝
∑

n

< ψ f |A0 · r|ψn >< ψn|A0 · r|ψi >

En − Ei − ~ω
, (2.39)

whereψ f , ψn, andψi are the wavefunctions of a final state, an intermediate state, and an initial
state, respectively, andEn andEi are the energy of the intermediate state, and the initial state
respectively. Finite< ψ f |A0 · r|ψn > and< ψn|A0 · r|ψi > require the change of the parity
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Table 2.1: Correction coefficients for (2+1)E,F1Σ+g ← X1Σ+g REMPI of hydrogen molecules
[105, 106].

J” Experimental Theoretical
0 1.12± 0.06 1.034
1 · · · 1.031
2 1.04± 0.07 1.026
3 0.90± 0.06 1.019
4 0.88± 0.06 1.010
5 · · · 0.999
6 1.03± 0.04 0.987
7 0.94± 0.04 0.975
8 0.99± 0.11 0.958
9 0.90± 0.12 0.942
10 0.95± 0.12 0.927
11 1.04± 0.11 0.911
12 1.62± 0.32 0.977
13 1.44± 0.272 0.867
14 02.61± 0.67 1.076
15 1.72± 0.36 0.812

of the wavefunctions becauseA0 · r has an odd parity. As a result, the parity ofψ f andψi is
required to be the same. In addition, the electron spin and nuclear spin states remain unchanged
during the transition with negligible spin-orbit interactions and hyper-fine interactions in the
wavefunctions, becauseA0 · r does not include spin operators. On the other hand, the change
in the rotational quantum number∆J in theψi-ψn andψn-ψ f transitions are±1. This lets∆J in
the transition between the initial and final states be±2 or 0. The transition lines of∆J = −2, 0,
and+2 are called O-branch, Q-branch, and S-branch, respectively.

Figure 2.4 (a) shows the adiabatic potential of hydrogen molecules [100, 101, 102, 103, 104].
The rotational energy of hydrogen molecules in the X1Σ+g and in the E,F1Σ+g is given byErot =

BX J”( J” + 1) (BX ∼ 7.5 meV) andErot = BE,FJ”( J” + 1) (BE,F ∼ 4.1 meV), respectively. There-
fore, hydrogen molecules with different rotational quantum numbers are selectively measured
by tuning the laser wavelength as shown in Fig. 2.4 (b).

Photoionization probability generally depends onJ”. Correction coefficients for (2+1)E,F1Σ+g

← X1Σ+g REMPI of hydrogen molecules are shown in Table 2.1. The correction coefficients for
J” = 0 ∼ 3 states obtained by experiments are almost in accordance with those by theory, which
are around 1 independent ofJ”.
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Figure 2.5: A schematic of (a) a thermal equilibrium molecular beam and (b) a supersonic
molecular beam.

2.1.5 Molecular beam

A molecular beam is a linear flux of neutral particles such as atoms and molecules. The beam is
categorized into two types depending on the balance between the mean free path of molecules
and the size of the exit of the molecular beam.

One is the thermal equilibrium molecular beam, in which molecules with a mean free path
of longer than the diameter of the exit is effused from the exit to a vacuum. As shown in Fig.
2.5 (a), the effused molecules pass through the apertures, and the shape becomes linear. The
translational, vibrational, and rotational temperatures of the molecules follow the Boltzmann
distribution defined by the initial temperature of the molecules [107, 108].

The other is the supersonic molecular beam, whose schematic is shown in Fig. 2.5 (b). In
the beam, the mean free path of molecules at the exit is shorter than the diameter of the exit.
The effused molecules adiabatically expand and the center of the flux is extracted by a skimmer.
The adiabatic expansion narrows the distribution of the translational velocity and decreases the
rotational temperature [107, 108].

Figure 2.6 shows a schematic of the adiabatic expansion of the supersonic molecular beam
at the exit. Adiabatic expansion requires the condition for the pressure in the nozzleP0 and the
background pressure in the vacuum regionPb,

P0

Pb
>

(
γ + 1

2

) γ
γ+1

, (2.40)

whereγ is the ratio of the specific heat,Cp/Cv [109, 107]. Cp andCv are the molar constant
pressure specific heat and the molar constant volume specific heat, respectively. The right-hand
side in Eq. (2.40) is smaller than 2.1 [107]. In the nozzle, molecules form a viscous flow,
which is in equilibrium with the nozzle temperature ofT0. As a result, also at the exit of the
nozzle, molecules collide with each other frequently. The collision transfers the thermal energy
of the molecules into the translational energy toward the exit. As a result, the temperature of
the molecules decreases and their Mach number, which is defined by the molecular velocityv

divided by the acoustic velocitya, reaches 1. Then, the effused molecules migrate downstream
as a molecular flow with an increased Mach number in the region called the zone of silence.
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Figure 2.6: A schematic of adiabatic expansion of supersonic molecular beam at an exit [107].

Around the zone of silence, collisions of molecules form shock waves called barrel shoch and
Mach disk. The position of the Mach diskxM is empirically given by

xM

d
= 0.67

(
P0

Pb

) 1
2

, (2.41)

whered is the diameter of the nozzle exit [110, 109, 107]. At the Mach disk, the molecular
flow from the zone of silence disappears because of the collisions of molecules. Therefore, the
skimmer set at the upstream of the Mach disk extracts the molecular flow with the Mach number
of above 1 and forms a supersonic molecular beam. The Mach number near the nozzle exit is
given by

M ∼ A
( x
d

)γ−1

, (2.42)

wherex is the position from the nozzle exit andA is a constant defined byγ [107]. A is 3.26
and 3.65 for monatomic and diatomic gas, respectively. Then, lack of collisions in the zone of
silence lets the Mach number converge intoMc, whose value is empirically given by

Mc = 2.05
(
λ0

dϵ

)
, (2.43)

whereλ0 is a mean free path of molecules in the nozzle andϵ is the collisional efficiency [107].
For example,ϵ for Ar and He is 0.25 and 0.1∼0.5, respectively [107].

The Mach number defines the temperature and the velocity of the supersonic molecular beam
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Figure 2.7: The specific heat capacity (Cp) of H2 divided by the gas constant (R) as a function
of temperature [111, 112].

as discussed below. The acoustic velocity is given by

a =

√
γRT
W

, (2.44)

whereR is the gas constant,T is the temperature of the molecules, andW is the molar weight
of molecules [109, 107].M is accordingly written as

M =
v
a
= v

√
W
γRT

. (2.45)

For the supersonic molecular flow, the translational energy and the thermal energy of the
molecules are treated independently. IfCp is assumed to be constant, the energy-conservation
law is represented as

1
2

Wv2 =

∫ T0

T
CpdT, (2.46)

whereCp is molar constant pressure specific heat.Cp generally depends on temperature, as
shown in Fig. 2.7. In a first approximation,Cp is assumed to be constant. Rearrangement of
Eq. (2.46) yields

v =

√
2Cp

W
(T0 − T),

=

√
2R
W

(
γ

γ − 1

)
(T0 − T), (2.47)
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Figure 2.8: The calculated translational velocity of molecular hydrogen as a function of initial
temperature.

where the relationCp = (Rγ)/(γ − 1) is used. By combining Eq. (2.45) and Eq. (2.47),T andv

are expressed as functions ofM andγ,

T
T0
=

(
1+

γ − 1
2

M2

)−1

, (2.48)

v = M

√
γRT0

W

(
1+

γ − 1
2

M2

)− 1
2

. (2.49)

Substituting Eq. (2.42) into Eqs. (2.48) and (2.49) givesT andv as a function ofx.

For the molecular hydrogen case, however,Cp strongly depends on the temperature as shown
in Fig. 2.7 [111, 112].v of molecular hydrogen is directly calculated by Eq. (2.46) and the
value ofCp in Fig. 2.7 with assumption thatT ∼ 0. Figure 2.8 shows the calculatedv and the
translational energy of the molecular hydrogen beam as a function of the initial temperature.
At an initial temperature of 300 K,v and the translational energy were calculated to be 3850
m/s and 154 meV, respectively. As shown in Fig. 2.8,v and the translational energy can be
modulated by the initial temperature, which is equivalent to the nozzle temperature. The ve-
locity distribution of a supersonic beam is known to be given by a Shifted-Maxwell-Boltzmann
distribution with the drift velocityv,

f (u)du∝ u2 exp

(
−m(u− v)2

2kBT

)
du. (2.50)
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Figure 2.9: A schematic of an apparatus for photoemission spectroscopy.

2.2 Apparatus

2.2.1 Apparatus for PES

Photoemission spectroscopy was performed in the apparatus shown in Fig. 2.9. The apparatus
consists of two UHV chambers for photoemission spectroscopy and sample preparation.

Samples were prepared in the preparation chamber with a base pressure of 3× 10−7 Pa. For
electron irradiation experiments, an electron gun (Kimball Physics, 3H-1399) and the controller
(Kimball Physics, EGPS-3H X) were used. The beam energy range, beam current, and spot size
of the electron beam are 0 to 1500 eV, 0.2 to 10 mA, and 20 to 50 mm, respectively. The electron
flux was measured as a function of the electron energy with a Faraday cup set at 150 mm from
the electron gun, as shown in Fig. 2.10. The electron flux is approximately proportional to the
square of the distance between the electron gun and a targetd. Then, a fitting to the measured
values gives the electron fluxFe (cm−2s−1) at a distance ofd (mm) with an electron energy of
Ee (V),

Fe =

−7.89× 1014+
6.91× 1015

1+ exp
(

442−Ee
202

) (1502

d2

)
. (2.51)

Molecular hydrogen to which samples were exposed was purified by a palladium-diffusion
hydrogen purifier (Power+Energy Inc., model 3001). Atomic hydrogen was prepared by a hot
tungsten tube heated at 1900 K, on which introduced molecular hydrogen thermally dissociates.

After preparation, the samples were transferred to the chamber for photoemission spec-
troscopy, which is equipped with an electron energy analyzer, an ultraviolet (UV) source, and an
X-ray source (VG cienta, ESCA-lab II). The typical base pressure of the chamber was 1× 10−8

Pa. The UV source emits the He I line (hν = 21.22 eV) and He II line (hν = 23.1 eV) by



Section 2.2. Apparatus 31

7x10
15

6

5

4

3

2

1

0

E
le

c
tr

o
n

 f
lu

x
 (

c
m

-2
s

-1
)

160012008004000

Electron energy (eV)

Figure 2.10: Electron flux emitted by an electron gun (Kimball Physics, 3H-1399) as a function
of the electron energy. The circles denote values measured with a Faraday cup set
at 150 mm from the electron gun and the solid line denotes a fitting curve.

discharge of He. The X-ray source provides two types of light, AlKα (hν = 1487 eV) and Mg
Kα (hν = 1254 eV). The energy analyzer was controlled by a home-made LabVIEW program.
The energy resolution for He I UPS and XPS was estimated as 150 meV and 2 eV from the
broadening of the Fermi edge and a 4f7/2 peak of Au, respectively.

2.2.2 Apparatus for NRA

For NRA, accelerated15N2+ ions were prepared in an accelerator, 5 MV vertical tandem-type
Van der Graaf accelerator (Peletron corp.) at Micro Analysis Laboratory, Tandem Accelerator
(MALT) in The University of Tokyo. Schematic of the accelerator is shown in Fig. 2.11 (a). At
the first step of the generation of the15N2+ ions, a cathode target, which is a mixture of Ti15N
and C, is sputtered by Cs+ accelerated to 6 keV. The sputtering produces C15N− ion, which
is injected to the first stage of the accelerator. The C15N− is accelerated to about 3 MeV and
collides with Ar gas at the terminal. The collision changes the C15N− into 15N2+ ion, which is
accelerated to∼ 6.4 MeV in the second stage of the accelerator. An analyzing magnet chooses
the mass of the ion and analyzes the energy. The obtained15N2+ beam is introduced to a beam
line of 1E or 1C by a switching magnet.

The experiments for SrTiO3(001) surfaces were performed in an UHV chamber with a base
pressure of 2× 10−8 Pa at the 1E beam line. A schematic of the chamber is shown in Fig.
2.11 (b). The experimental components in the chamber are similar to these in the preparation
chamber for PES. Molecular hydrogen is purified by the purifier (Power+Energy Inc., model
3001) before the exposure of molecular hydrogen and atomic hydrogen. The electron gun is the
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same as that used in the PES experiments. The electron flux is accordingly estimated by Eq.
(2.51).γ-ray emitted in NRA experiments is detected by aγ-ray scintillator behind the sample.

The experiments for a stainless steel surface were performed in another UHV chamber illus-
trated in Fig. 2.11 (c) with a base pressure of 1× 10−5 Pa at the 1C beam line. The15N2+ beam
intensity and the sensitivity for theγ-ray detection were approximately twice as high as that in
the 1E beam line, because twoγ-ray detectors were installed in the chamber.

2.2.3 Development of apparatus for hydrogen scattering experiments

In this section, the apparatus used for hydrogen scattering experiments, which we have devel-
oped in the present work, is described. The apparatus mainly consists of an atomic and molec-
ular hydrogen beam source and a state-selective detective system for hydrogen by REMPI.

Outline

A scale model and a schematic of the system are shown in Fig. 2.12 and Fig. 2.13 (a), respec-
tively. For the molecular hydrogen beam, a nozzle made of quartz glass or stainless steel with
exit diameters of between 30µm and 500µm is mounted on an xy stage. The inlet pressure of
molecular hydrogen is 102 ∼ 105 Pa depending on the nozzle exit diameter. Then, the nozzle
introduces molecular hydrogen into the first chamber with a skimmer. Passing through a differ-
ential pumping and an aperture, the molecular hydrogen is introduced into the sample chamber
as a beam.

For the atomic hydrogen beam, on the other hand, a quartz glass nozzle with an exit diameter
of 500µm is directly attached to the first chamber instead of the nozzle for molecular hydrogen.
A microwave cavity is mounted on the front side of the O-ring seal. Microwave generated by
the cavity dissociates molecular hydrogen into atomic hydrogen with an inlet pressure of∼ 100
Pa. If the position of the microwave cavity is far from the nozzle exit, the generated atomic
hydrogen recombines to form molecular hydrogen on the quartz glass surface. Therefore, the
cavity was placed as close to the flange as possible.

The molecular or atomic hydrogen beam is directly characterized by a quadrupole mass spec-
trometer or REMPI in the sample chamber. For scattering experiments, a sample is exposed to
the molecular hydrogen beam. Scattered molecular hydrogen from the sample is measured with
REMPI. Molecular hydrogen ionized by REMPI is collected by an ion optical system with an
electric lens and a repeller. Then a micro channel plate (MCP) detects the H+

2 ions produced by
(2+ 1)REMPI.

H2(2 + 1) REMPIvia E,F1Σ+g ← X1Σ+g is performed with laser with a wavelength of∼ 201
nm. A schematic of the laser system is shown in Fig. 2.13 (b). Nd:YAG laser (Continuum8010)
generates light withλ =532 nm by the second harmonic of the fundamental light withλ =1064
nm. The 532 nm light with a power of< 300 mJ/pulse pumps dye laser (Lambda Physik SCAN-
MATE 2E) whose dye is Rhodamin640 (Oscillator and Preamplifier: 79.4 mg/l, Amplifier: 22.5
mg/l). The generated light withλ ∼ 605 nm by the dye laser is frequency-tripled with twoβ-
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Figure 2.12: A scale model of an apparatus used for hydrogen scattering experiments.
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Figure 2.14: (a) The nozzle-skimmer distance dependence of H2 beam intensity, the back-
ground, and the signal-background ratio measured by QMS for nozzle exit diame-
ter of 500µm. (b) QMS spectra of H2 beam, the background, and the base pressure
for the nozzle diameter of 500µm with the nozzle-skimmer distance of 30 mm and
the nozzle pressure of 100 Pa.

BaB2O4 (BBO) crystals, where the second harmonic and the sum frequency produce the light
with λ ∼ 201 nm.

Adjustment of molecular hydrogen beam

The intensity of the molecular hydrogen beam depends on the distance between the nozzle
exit and the skimmer. After the beam alignment, the nozzle-skimmer distance dependence of
the beam intensity and the background was measured by QMS. The background was derived
from the pressure rise in the sample chamber by the beam incidence, which was measured by
cutting the beam with a shield in front of QMS. It should be noted that the beam signal and the
background (S/B) ratio measured by QMS is not in accordance with the true S/B ratio, because
the sensitivity of QMS for the background is higher than that for the beam, and the background
due to the difference in their incident solid angle. Figure. 2.14 (a) shows the signal, background,
and S/B ratio at a nozzle-exit diameter of 500µm. The inlet H2 pressure in the nozzle was 100
Pa and the pressure in the first chamber was 2×10−2 Pa. In Fig. 2.14 (a), the beam signal and the
background monotonically decreased as the nozzle-skimmer distance increased. On the other
hand, the S/B ratio showed a maximum at the nozzle-skimmer distance of between 30 mm and
80 mm. The decrease of the S/B ratio at the distance of above 80 mm is considered to be caused
by the Mack disk, where the beam intensity is drastically lowered by scattering. The position of
the Mach disk calculated from Eq. (2.42) was 75 mm, which is consistent with the result. On
the other hand, the low S/B ratio at the distance of below 30 mm can be explained as follows. A
large part of the molecular hydrogen effused from the nozzle goes into the differential pumping
chamber, which increased the pressure. The filled hydrogen in the differential pumping chamber
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diffused into the sample chamber and increased the background.

Figure 2.14 (b) shows the QMS spectra for the nozzle diameter of 500µm with the nozzle-
skimmer distance of 30 mm and the nozzle pressure of 100 Pa. The S/B ratio measured with
QMS was 7.0 as also shown in Fig. 2.14 (b). The introduction of the H2 beam into the sample
chamber increased the QMS signals at the mass of 18 and 28, whose intensity is 1/200 as high
as H2 beam itself.

The fluxF (m−2s−1) of the molecular beam at a chamber can be evaluated from the pressure
increase in the chamber∆P. In a steady state, the increase of the number of molecules in
a chamber per unit time by incident molecular beamdNbeam/dt is identical to the number of
pumped molecules per unit timedNpump/dt,

dNbeam

dt
=

dNpump

dt
. (2.52)

Pumping speedS (m3 s−1) and the change of the volume density of molecules by incident beam
in the chamber∆n (m−3) givesdNpump/dt as

dNpump

dt
= ∆n · S (2.53)

=
∆P · S
kBT

, (2.54)

where the relation∆P = ∆nkBT is used. The molecules are regarded as in equilibrium with
chamber temperatureT. On the other hand,dNbeam/dt is given by

dNbeam

dt
= FA, (2.55)

whereA (m2) is the cross section of the beam. Combining Eqs. (2.52)-(2.55) yields

F =
∆PS
AkBT

. (2.56)

In the case of Fig. 2.14 (b),∆P of 1.1 × 10−6 Pa,S for H2 of 0.35 m3s−1, and the aperture
diameter of 3.0 mm evaluated the beam flux of 1.3× 1015 cm−2s−1.

For the other nozzle-exit diameter, the nozzle-skimmer distance of 20∼30 mm was employed
as results of similar calibration. The flux of the beam with the nozzle exit diameter of 30µm
and a inlet H2 pressure of 1.3× 104 Pa is 3× 1015 cm−2s−1.

Adjustment of atomic hydrogen beam

The atomic hydrogen beam is generated by the dissociation of molecular hydrogen with mi-
crowave irradiation. Microwave accelerates electrons in gas atmosphere, which collide with
molecular hydrogen. The collision dissociates molecular hydrogen into mainly atomic hydro-
gen at the ground state or excited states. The accelerated electrons also ionize atomic hydrogen
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Figure 2.15: (a) Emission from molecular hydrogen irradiated with microwave. (b) A schematic
of Balmer series. (c) A typical spectrum for H2 dissociation with the H2 inlet
pressure and the microwave power of 80 Pa and 85 W, respectively.

by collision. The atomic hydrogen at the excited states emits the light, as shown in Fig. 2.15 (a).
In particular, the transition from excited states to the state with the principal quantum number of
2 emits visible light, which is called the Balmer series. Figure 2.15 (b) shows a schematic of the
transition for the Balmer series. Light emitted by (3→ 2), (4→ 2), (5→ 2), and (6→ 2) tran-
sitions are called H-α, H-β, H-γ, and H-δ lines, whose wavelength are 656 nm, 486 nm, 434 nm,
and 410 nm, respectively. Figure 2.15 (c) shows a typical spectrum for H2 dissociation in the ap-
paratus measured with optical emission spectrometer (Rover Scientific, LN/CCD-1100PF/UV).
The H2 inlet pressure and the microwave power were 80 Pa and 85 W, respectively. With the
assumption that the excitation and deexcitation probability of atomic hydrogen is independent
of external parameters such as microwave power and pressure, the total intensity of the Balmer
series is proportional to the volume density of atomic hydrogen generated in the quartz glass.

Figure 2.16 (a) shows the microwave power dependence of the emission intensity, which is
the integral of the Balmer series. The inlet pressure of molecular hydrogen in the quartz glass
was 80 Pa. The emission intensity gradually increases above the microwave power of 20 W,
which is the threshold power of the plasma generation. As the microwave power exceeds 80
W, the emission intensity dramatically increased and then gradually decreased. The behavior is
due to the balance of the translational energy of electrons and the collision cross section. With
the power of above 85 W, microwave accelerates electrons which provide molecular hydrogen
with the dissociation energy. On the contrary, the effective cross section of collisions between



Section 2.2. Apparatus 39

1.6

1.2

0.8

0.4

0.0E
m

is
s
io

n
 i
n

te
n
s
it
y
 (

a
u

b
. 
u

n
it
s
)

120100806040200

Microwave power (W)

8

6

4

2

0E
m

is
s
io

n
 i
n

te
n
s
it
y
 (

a
rb

. 
u
n

it
s
)

140120100806040200

H2 inlet pressure (Pa)

800

600

400

200

0

In
te

n
s
ity

 / P
re

s
s
u

re
 (a

rb
. u

n
its

)

Figure 2.16: The emission intensity of the microwave discharge of molecular hydrogen as a
function of (a) microwave power and (b) H2 inlet pressure. The emission intensity
divided by the H2 inlet pressure is also plotted on the right-hand axis in (b).

the electrons and molecular hydrogen decreases at a higher electron energy, which leads to
reduction of the dissociation rate of H2.

In Fig. 2.16 (b), the emission intensity is plotted on the left-hand axis as a function of the
H2 inlet pressure in the quartz glass. The microwave power was 85 W. The emission intensity
started to increase at a pressure of 30 Pa, showed a maximum at 110 Pa, and then decreased.
The behavior can be explained as follows. The discharge probability increases with increasing
number density of hydrogen, which is proportional to the pressure. On the other hand, the
flow velocity of hydrogen in the region is accelerated with the increase of the pressure. Higher
current velocity lowers the sojourn time of hydrogen in the discharge region, which decreases
the dissociation probability. The competition of the two factors yields a maximum for the
emission probability. In order to consider the dissociation rate for each hydrogen molecule, the
emission intensity divided by the H2 inlet pressure is plotted on the right-hand axis in Fig. 2.16
(b). The trend is similar to that of the simple emission probability, though, the position of the
maximum moved to around the H2 inlet pressure of 100 Pa.

These results suggest that the microwave power of around 85 W and the H2 inlet pressure of
around 100 Pa are appropriate for the efficient dissociation of molecular hydrogen. Figure 2.17
shows the QMS spectra for the hydrogen beam with and without microwave irradiation, from
which the background is subtracted. The dissociation of molecular hydrogen by the microwave
irradiation results in a peak for atomic hydrogen in the QMS spectra. The change in the peak
height for molecular hydrogen evaluated the dissociation rate, because the QMS sensitivity for
H and H2 is different. The dissociation rateα is given by

α =
Ion− Ioff

Ion
, (2.57)
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whereIon and Ion are the peak height for H2 with and without microwave irradiation, respec-
tively. From Eq. (2.57),α was calculated to be 0.45. The flux of the atomic hydrogen beam
was 6.6× 1013 cm−2s−1.

Characterization of H 2 beam by REMPI

Width of H 2 beam

The space distribution of the H2 beam was characterized by REMPI. When the H2 beam from
the nozzle with the exit diameter of 500µm was introduced in the measurement chamber, the
REMPI signal of H2 with J = 1 state was measured as a function of the laser position, as shown
in Fig. 2.18. The possible H2 beam width of 4.2 mm was geometrically determined by lines
through the exit of the nozzle and the edge of the aperture in the system shown in Fig. 2.12.
The H2 beam width estimated from Fig. 2.18 was 4.2∼ 4.4 mm, which is consistent with the
geometrical beam width. Thus, REMPI has confirmed that the H2 beam width is characterized
by the geometric structure.

Rotational temperature of H 2 beam

In order to estimate the rotational temperature of the H2 beam, the REMPI spectra of a gas
phase H2 was used for the normalization of the intensity. Figure 2.19 (a) shows REMPI spectra
of gas phase H2 with a pressure of 2.5 × 10−5 Pa measured at room temperature. Fitting with
a Gaussian to each rotational-state profile gives the ratio of the REMPI signals forJ = 0 ∼ 3
states as 1 : 3.23 : 0.68 : 0.35. The population of theJ = 0 ∼ 3 states is theoretically given by
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the Boltzmann distribution,

I = gN(2J + 1) exp

(
− Erot

kBT

)
, (2.58)

whereI is the population of a state,gN is the nuclear-spin degeneracy of the state, andErot is the
rotational energy of the state. Equation (2.58) gives the ratio of the population of theJ = 0 ∼ 3
states at room temperature as 1.00 : 5.03 : 0.87 : 0.64. The mismatch between the measured
ratio and the theoretical ratio is derived from laser conditions. The ratio between the measured
populations and the theoretical populations is used for the correction of signals of the measured
REMPI spectra.

Figure 2.19 (b) shows a REMPI spectrum for the H2 beam. The diameter of the used nozzle
was 30µm, the inlet H2 pressure in the nozzle was 1.0× 104 Pa, and the beam flux at the mea-
surement position was 3× 1015 cm−2s−1. Gaussian fitting to the spectrum yields the population
of the J = 0 ∼ 3 states. The obtained population was normalized to the correction factor as
obtained from the gas phase measurement. Figure 2.19 (c) shows the normalized population of
J = 0 ∼ 3 states. The rotational temperatureTrot of the beam is estimated from a Boltzmann
plot of Fig. 2.19. The transformation of Eq. (2.58) yields

ln

[
I

gN(2J + 1)

]
= − 1

kBTrot
Erot, (2.59)

whereTrot is the rotational temperature. Equation (2.59) means thatTrot is estimated from the
gradient of a Boltzmann plot. Figure 2.19 (d) shows the Boltzmann plot of Fig. (2.19) (c).
Fitting with a straight line on the Boltzmann plot estimated the rotational temperature of the
beam as 308± 42 K, which is equal to the room temperature in the range of error.
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2.3 Samples

This chapter introduces SrTiO3(001) surfaces and stainless steel surfaces, which were used
in the present study as a single crystal oxide surface and an inhomogeneous oxide surface,
respectively.

2.3.1 SrTiO3

SrTiO3 is a typical perovskite type transition metal oxide. The unit cell of SrTiO3 is shown in
Fig. 2.20. It forms a layer-by-layer structure along the [001] axis, in which the TiO2 layer and
SrO layer are stacked alternately. SrTiO3 with the stoichiometric composition is an insulator
with a band gap of 3.17 eV [113, 114]. Carriers can be doped by the replacement of cations
[115] or the formation of oxygen vacancies [116]. The doping modulates the bulk carrier density
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Figure 2.20: A schematic of the unit cell of SrTiO3.

of between 1018 cm−3 and 1021 cm−3 and changes the bulk into a superconductor withTc of
0.1 ∼ 0.5 K [117].

2.3.2 Surfaces of SrTiO 3(001)

The surface of SrTiO3 has received greater attention in recent years due to photocatalytic activity
under visible light [27, 118, 119] and generation of a two-dimensional electron gas [120, 121]
as well as for the substrate of oxide-based devices [122, 123].

The structure of SrTiO3 changes as a function of temperature. Cleaning the surface by the
heat treatment under 800◦C keeps the structure (1× 1) [124, 125]. Approximately 90 % of the
surface is covered by the TiO2 layer and the rest shows a SrO layer [126]. When it is heated
to a higher temperature, desorption of oxygen atoms induces the reconstructions of the surface
structure. The surface shows (2× 1) and (4× 4) structures by UHV annealing up to 800◦C and
900 ◦C, respectively [127, 128]. Upon annealing at higher temperatures the surface changes
into (2× 2) and (

√
5 ×
√

5) − R26.6 structures [129, 130, 131]. The surface was reported to
be perfectly terminated by a TiO2 layer after the etching in a pH-controlled buffered NH4F-HF
(BHF) solution, however, subsequent annealing at 600∼ 800 ◦C forms a bilayer of TiO2 with
the (2× 1) periodicity [132].

If we look at the electronic property of the surface, the surface is also insulating with sto-
ichiometric composition. Recent works revealed that the Nb-doped semiconducting surface
becomes metallic by cleavage [120], UV irradiation [121], and the adsorption of atomic hydro-
gen [71, 72]. In the two former cases, two dimensionality of the conductive electrons has also
been observed.

2.3.3 Stainless steel

Stainless steel is an alloy, which mainly consists of Fe, Cr, and Ni. Fe and the other metal atoms
are randomly located on the lattice position in a unit cell. The phases of the stainless steel are
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Figure 2.21: Schematics of unit cells for (a) the austenite phase, (b) the ferrite phase, and (c)
the martensite phase.

similar to those of Fe. One is the austenite phase, which forms the unit cell as shown in Fig.
2.21 (a). The unit cell is a face-centered cubic lattice, in which carbon atoms are located on
interstitial sites. The phase is widely used for household products, tanks for liquid natural gas,
and nuclear reactors because it has high thermal and corrosion resistance. Among the austenite
stainless steel, the composition of the two popular types 304 and 316 are listed in Table 2.2.

Table 2.2: The composition in % of type 304 and 316 stainless steel except Fe.

C Si Mn P S Ni Cr Mo
type 304 < 0.08 <1.00 <2.00 <0.045 <0.030 8.00∼10.50 18.00∼20.00 -
type 316 < 0.08 <1.00 <2.00 <0.045 <0.030 10.00∼14.00 16.00∼18.00 2.00∼3.00

Due to the resistance for magnetization and low outgassing rate, type 304 and 316 stainless
steel are often utilized for vacuum chambers. The ferrite phase has a body-centered cubic lattice
with low solid solution of carbon, as shown in Fig. 2.21 (b). Kitchens and furniture usually use
the phase. The martensite phase also has a body-centered cubic lattice, although a large amount
of carbon exists in the lattice. The carbon distorts the lattice as shown in Fig. 2.21 (c). The
phase is used for blades and shafts because of the high hardness.

2.3.4 Surfaces of stainless steel

Corrosion resistance of the stainless steel is due to the Cr2O3 films on the surface. In reality,
however, the surface is covered by complex oxides of iron and chromium [134].

Frankenthalet al. showed that the depth profile of iron on Fe-Cr alloy surfaces changes as
a function of temperature [135]. They have investigated the composition of the alloy surfaces
with different Fe-Cr ratios using Ne and He ion sputtering. The amount of oxygen in the surface
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(a) (b)

Figure 2.22: (a) The depth profile of the Cr/Fe ratio and the concentration of oxygen on a 304
type stainless steel surface. The squares and the triangles denote the Cr/Fe ratio
and the concentration of oxygen. The open markers are for the sample exposed to
air at room temperature after heat treatment in vacuum. The closed markers are
for the sample heated in air. (b) The depth profiles of ionized Fe (open circle) and
Cr (open square) divided by the number of Fe toms and Cr atoms, respectively.
Reproduced from [133] with permission from Elsevier.

oxidized layer continuously decreased toward the bulk. The Cr/Fe ratio in the oxidized layer
was proportional to that in the bulk and took maximum at the depth of 2.3 Å. Heat treatments
of the samples decreased the Cr/Fe ratio, which became nearly 0 at 380◦C. The Cr/Fe ratio just
beneath the oxide film decreased below 300◦C and increased above 300◦C.

Odakaet al. have measured depth profiles of the oxide film on stainless steel with X-ray
photoemission spectroscopy combined with Ar ion sputtering [133]. Their sample made of
type 304 stainless steel was heated at 400◦C in 10−4 Pa for 30 min. Then the exposure to air
for 1 hour and heating at 200◦C in vacuum for 18 hours were repeated three times. After that,
air was exposed to the sample for 1 hour and the chamber was evacuated. The measured Cr/Fe
ratio and the concentration of oxygen as a function of the depth are plotted in Fig. 2.22 (a).
The Cr/Fe ratio, which was 4 at the topmost surface, decreased as the depth increased and was
in accordance with the bulk value at the depth of 2 nm. From the depth profile of the oxygen
concentration, the thickness of the oxide layer was estimated to be about 3 nm. Additional
heating of the sample at 200◦C in air for 3 hours and the evacuation changed the profiles, as
shown in Fig. 2.22 (a). Cr diffused to around 4 nm and the degree of the oxidation increased.
Figure 2.22 (b) shows the numbers of ionized metals normalized by the numbers of the metals
in the sample as a function of the depth. Thickness of the iron and chromium oxides in the
sample were 5 nm and 10 nm, respectively.

Water and acid treatment of stainless steel changes the part of the surface oxides into hydrox-
ides and oxyhidroxides [136, 137, 138, 139]
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Chapter 3

Single-crystal SrTiO 3

3.1 Control of the Surface Electronic Structure of
SrTiO3(001) by Modulation of the Density of Oxygen
Vacancy

The influence of electron irradiation and following oxygen adsorption on the
electronic and atomic structure of a SrTiO3(001) surface was investigated by ul-
traviolet photoemission spectroscopy (UPS). Electron irradiation induced an in-
gap state (IGS) as observed by UPS keeping the surface (1× 1), which is consid-
ered to originate from oxygen vacancies on the topmost surface due to electron-
stimulated desorption (ESD) of oxygen. Electron irradiation also caused a down-
ward shift of the valence band maximum indicating downward band-bending
and formation of a conductive layer on the surface. Adsorption of oxygen on
the electron-irradiated surface, on the other hand, reduced the intensity of IGS
along with upward band-bending, which points to disappearance of the conduc-
tive layer. The results show that ESD and oxygen adsorption can control the sur-
face electronic structure switching between semiconducting and metallic regimes
by changing the density of the oxygen vacancy.

3.1.1 Introduction

On SrTiO3 surfaces, oxygen vacancies on the surface have an influence on the electronic prop-
erties of the surface [46, 47] and promote the interaction with gas molecules [56, 57, 140, 141],
in common with other oxides [48, 49, 50]. In previous studies, oxygen vacancies have often
been introduced by annealing or ion sputtering of the sample. However, annealing of SrTiO3

caused a variety of surface reconstructions [142, 128, 131, 143] and ion sputtering makes the
surface disordered and non-stoichiometric [56, 57, 144, 125, 145, 146].

The way to introduce oxygen vacancies on oxide surfaces without changing the crystal struc-
ture includes two methods: Epitaxial growth of thin films under a precise control of oxygen gas
supply [147, 148] and electron stimulated desorption (ESD) of oxygen [149]. In the process of
ESD, core-hole excitation associated with electron irradiation induces selective desorption of
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atoms such as hydrogen and oxygen on the topmost layer [149, 150, 151, 59]. Oxygen ESD is
of particular interest because O vacancies are expected to be formed only at the topmost layer
in a controlled manner. Although ESD of oxygen on SrTiO3 surfaces has been reported [23], its
effects on SrTiO3 atomic and electronic structures remain to be elucidated.

In the present paper, we have studied the effects of electron irradiation and subsequent oxygen
adsorption on the electronic structure of the SrTiO3(001) surface with ultraviolet photoemission
spectroscopy (UPS) and low-energy electron diffraction (LEED). Electron irradiation induced
desorption of oxygen on the topmost surface producing in-gap states keeping the surface (1×1).
With increasing electron dose, the intensity of the in-gap state increased and the conduction
band minimum crossed the Fermi level forming a conductive layer on the surface. Following
exposure of oxygen, on the other hand, was found to reduce the in-gap state intensity. The
maximum area density of surface electrons and oxygen vacancies generated by the ESD is
estimated to be 1–2× 1014 cm−2.

3.1.2 Experimental detail

The sample used in the present study is non-doped SrTiO3(001). A clean SrTiO3(001) surface
was prepared by heat treatment at 923 K under oxygen gas (99.999 % purity) of 6.5× 10−4 Pa
for 30 min. The surface is expected to be dominantly covered by the TiO2 layer with a slight
mixture of the SrO layer [126]. Then the surface was annealed in ultrahigh vacuum (UHV) at
1000 K for 10 min, which is lower than the temperature for reconstructions [126]. This process
slightly introduces oxygen vacancies in the bulk, which causes electric conductivity and allows
UPS measurements without charging-up. The electron density induced by annealing is∼1019

cm−3, which is too small to be seen in UPS measurements [116]. The surface was finally
exposed to oxygen of 1000 L (1 L= 1.33× 10−4 Pa·s) at room temperature to compensate
oxygen vacancies on the surface, which we regard as the vacancy-free surface in the present
paper. Electron irradiation was performed with an electron fluid gun at an energy of 1500 eV
and a sample temperature of room temperature. The electron flux was monitored by a Faraday
cup. The UPS measurement was carried out with the He I line (21.22 eV) at an incidence
angle of 45◦ in the normal emission at room temperature. The typical acquisition time for a
spectrum was 500 s. The flux of the light was< 4.5 Jcm−2, which is enough small to avoid
photostimulated desorption of oxygen by the light [121].

3.1.3 Results

Figure 3.1(a) shows UPS spectra near the Fermi level (EF) taken for vacancy-free, UHV-
annealed, and electron-irradiated surfaces. For the vacancy-free surface, no particular feature
was observed betweenEF and−3.1 eV except background and a hump at−2.7 eV, which was
ascribed to the emission due to the 23.1 eV line of He I [144]. The strong intensity below−3.1
eV corresponds to the valence band mainly due to O 2p of SrTiO3(001). The position of the va-
lence band maximum (EV) was evaluated by linear extrapolation of the valence band to the zero
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Figure 3.1: (a) Ultraviolet photoemission spectra of ultrahigh-vacuum-annealed, vacancy-free
and electron-irradiated SrTiO3(001) surfaces near the Fermi level (EF) with a pho-
ton energy of 21.2 eV taken at room temperature. The energy and the amount of
irradiated electrons are 1500 eV and 5× 1018 cm−2, respectively. IGS andEV de-
note the in-gap state and the valence band maximum, respectively. Low-energy
electron diffraction patterns of (b) the vacancy-free and (c) the electron-irradiated
SrTiO3(001) surfaces with an electron energy of 135 eV taken at room temperature.
Reproduced from the post-print of [152].

intensity as shown in Fig. 3.1(a). After electron irradiation of 5.0× 1018 cm−2, the spectrum
revealed an electronic state in the band gap at 1.3 eV belowEF. As reported for Ar-sputtered,
La-doped and H-adsorbed SrTiO3 surfaces [56, 115, 71], the in-gap state (IGS) derives from the
electron doping into the Ti 3d band of SrTiO3. As displayed in Fig. 3.1(a), the electron irradia-
tion also shiftsEV toward a lower energy. As electron irradiation tends to induce oxygen ESD,
the electron doping is likely to be associated with oxygen vacancies on the topmost surface in
the present work. ESD induces oxygen desorption as a neutral species, which was originally
O2− in SrTiO3(001). As a result, the two electrons in O2− are transferred to the Ti 3d band on
the surface. There have been several discussions on how the doped electrons are localized in
the band gap forming IGS, such as the polaronic effect [153] and the Ti 3d-O 2p hybridization
effect [154].

For the UHV-annealed surface, on the other hand, the position ofEV was shifted by−70 meV
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Figure 3.2: (a) Peak area of the in-gap state, positions of the valence band maximum (EV) and
conduction band minimum (EC) on the vacancy-free SrTiO3(001) surface as a func-
tion of the electron dose with an electron energy of 1500 eV. (b) A schematic of the
band bending due to the electron irradiation. CBM and VBM denote the conduction
band maximum and the valence band minimum, respectively. Adapted from the
post-print of [152].

compared to that of the vacancy-free surface. This indicates that there occurs band bending
after UHV-annealing. The reason for this band-bending is likely to be introduction of oxygen
vacancy at the surface. Judging from the peak area of IGS, however, the density of the surface
oxygen vacancies by the UHV annealing is lower than 1/10 of that induced by ESD. Figure
3.1(b) and (c) shows LEED patterns at a primary electron energy of 135 eV for the vacancy-
free and electron-irradiated surfaces. The surface remains (1× 1) with a slight increase of the
background intensity after electron irradiation.

Figure 3.2(a) shows the peak area of IGS and the position ofEV as a function of the number of
irradiated electrons on the vacancy-free surface. The position of the conduction band minimum
(EC) is also shown by adding the bulk band gap energy of 3.17 eV toEV [113, 114]. The peak
area increases with increasing amount of electron irradiation and saturates at about 2× 1018

cm−2. A fit with an exponential function to the experimental data gives the ESD cross section
of 1.8× 10−18 cm2. This value is smaller than that for TiO2 of 9 × 10−17 cm2 [59], probably
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because the chemical stability of oxygen atoms in SrTiO3 is higher than that in TiO2 [155].
The saturation density of oxygen vacancy is estimated to be∼ 1014 cm−2 as discussed below,
which is about 15 % of the surface oxygen density of SrTiO3(001). This indicates that the
electron-stimulated desorption of oxygen is quenched at a certain electron dose. The quenching
of oxygen ESD is considered to be caused by neutralization of the excited hole relevant to ESD
with the doped electron [59].

Next, we focus on the shift ofEV andEC. Figure 3.2(a) also shows that the electron irradiation
lowersEV from −3.09 eV to−3.29 eV andEC from 0.08 eV to−0.12 eV with the assumption
that the band gap is 3.17 eV. This means a downward band bending near the surface, and as
a result,EC seems to crossEF suggesting that a conductive layer is formed on the surface, as
shown in Fig. (3.2)(b). The degree of the band bending is close to that caused by atomic-
hydrogen adsorption on a Nb-doped SrTiO3(001) surface, where a band bending of 0.2 eV was
observed along with formation of a metallic state [71]. Metallic states atEF was not observed
in the present study with electron irradiation of 5× 10−18 cm−2 as shown in Fig. 3.1(a). This
is because the photon energy of 21.22 eV used in the present study. The metallic state appears
aroundΓ point, which can be efficiently excited to a final state at 81 eV aboveEF with a photon
energy of 81 eV [71].

The electron-irradiated surface was then exposed to molecular oxygen. Figure 3.3(a) shows
the peak area of IGS and the positions ofEV andEC as a function of oxygen exposure. The dos-
ing of oxygen reduces the peak area of IGS, which eventually becomes 0 at an oxygen exposure
of ∼2.5 L. This is because neutral oxygen is either dissociatively or molecularly adsorbed at the
oxygen vacancy receiving electrons from the surface. At the same time,EV andEC shift toward
a higher energy, andEC crossesEF quenching the conductive layer on the surface, as shown in
Fig. (3.3(b). As a result, the surface is considered to be depleted. It is noted that the positions
of EV andEC further increase with increasing oxygen exposure from 10 to 1000 L. This result
suggests that oxygen is dissociatively adsorbed on the Ti site with a small probability [156].

3.1.4 Discussion

On the assumption that the oxygen adsorption at the oxygen vacancy is a first-order reaction,
the density of oxygen vacancy produced by ESD can be estimated from IGS as follows. The
adsorption rate of oxygen on the surface is given by

dσ
dt
=

snv
4σ0

(σ0 − σ), (3.1)

where,σ is the area density of the adsorbed oxygen on the oxygen vacancy,t is time, s is the
sticking probability,n is the number density of molecular oxygen in the gas phase,v is the
root-mean-square velocity,σ0 is the initial area density of the oxygen vacancy. Since the peak
area of IGS is proportional to the number of doped electrons by the oxygen vacancy, a fit of
the exponential function to the data in Fig. 3.3 givesσ0/s= 1.9× 1014 cm−2. Since an oxygen
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Figure 3.3: (a) Peak areas of the in-gap state, positions of the valence band maximum and con-
duction band minimum on the electron-irradiated SrTiO3(001) surface as a function
of oxygen exposure. (b) A schematic of the band bending due to the oxygen expo-
sure. CBM and VBM denote the conduction band maximum and the valence band
minimum, respectively. Adapted from the post-print of [152].

vacancy donates two electrons [54], the final area density of doped electrons on the surface by
electron irradiationnS is twice as much asσ0 andnS/s is estimated to be 3.8 × 1014 cm−2. In
the case of TiO2, s is around 0.6 [157]. By assuming thats on SrTiO3 is similar,σ0 andnS are
estimated to be 1× 1014 cm−2 and 2× 1014 cm−2, respectively.

The area density of doped electrons can also be estimated by the metallic state (MS) when
EV is located at belowEF [158, 120, 71]. We assume that the conductive layer forms MS in
the present study and discuss the relation between MS and IGS. Fig. 3.2 (a) indicates that the
electron doping started to grow IGS without the appearance of MS, as schematically shown in
Fig. 3.4 (a). Then, whenEV crossedEF, MS appeared and started to grow. This means that
the growth of IGS is independent of that of MS. In other words, both of the states reflect the
amount of doped electrons independently.

Therefore, based on the values ofnS estimated from MS in the previous works [158, 120],
we evaluatenS in the present study without using the peak area of IGS but with using the band
bending. In the Wedge model, the bent band is expressed by a triangle well as shown in Fig.
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(MS) as a function of the change of the doped electrons by the electron irradiation
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3.4 (b). The band bending∆V is given by

∆V = eFL, (3.2)

wheree is the elementary charge,F is the electric field, andL is the depth of the triangle well.
The homogeneous volume density of doped electronsNS representsnS as

nS =
NSL

2
. (3.3)

Combining Eqs. (3.2) and (3.3) yields

nS =
NS

2eF
∆V. (3.4)

Santander-Syroet al. estimated thatnS, L, andF were 1.5× 1014 cm−2, ∼15 Å, and 8.3× 107

Vm−1, respectively [120]. Substituting the values ofnS andL into Eq. (3.3) givesNS of 2×1021

cm−3. Then substituting theF and theNS into Eq. (3.4) yields the relation between∆V (eV)
andnS (cm−2) as

nS(Santander−Syro) = 1.2× 1015∆V. (3.5)

On the other hand, Aiuraet al. have obtained∆V, NS, andL of 0.2 eV, 8.4 × 1020 cm−3, and
70 Å , respectively [158]. Substituting the values of∆V and theL into Eq. (3.2) givesF of
2.9× 107 Vm−1. Eq. (3.4) is transformed into

nS(Aiura) = 1.5× 1015∆V. (3.6)
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Finally, substituting the band bending of 0.20 eV obtained by Fig. 3.2 into Eqs. (3.5) and (3.6)
yields nS of 2.4 × 1014 and 3.0 × 1014 cm−2, respectively, which are well consistent with the
value of 2× 1014 cm−2 estimated from the IGS change by the oxygen adsorption.

3.1.5 Conclusion

In conclusion, the effects of electron irradiation and oxygen exposure on the electronic and
atomic structure of SrTiO3(001) were investigated by UPS and LEED. While electron irra-
diation induces an in-gap state due to oxygen ESD on the topmost surface, the vacancy-free
surface is restored by molecular-oxygen dosage. Electron irradiation also induces downward
band-banding, which seems to result in formation of a conductive layer in the surface. This
allows us to control the area density of the oxygen vacancy at the surface thereby enabling us to
switch the surface between semiconducting and metallic regimes. As a future prospect, it will
be possible to fabricate a nanoscale metallic structure with a desired electron density by locally
producing oxygen vacancies with focused electrons.
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3.2 Two Charged States of Hydrogen on the SrTiO 3(001)
Surface

The effects of hydrogen exposure on the electronic structure of two types of
SrTiO3(001) surfaces, oxygen-deficient (OD) and nearly-vacancy-free (NVF) sur-
faces, were investigated with ultraviolet photoemission spectroscopy and nuclear
reaction analysis. Upon molecular hydrogen exposure to the OD surface which
reveals in-gap states at 1.3 eV below the Fermi level, the in-gap state intensity
was reduced to half the initial value at a hydrogen coverage of 0.9 ± 0.7 × 1014

cm−2. On the NVF surface which has no in-gap state, on the other hand, atomic-
hydrogen exposure induced in-gap states, and the hydrogen saturation coverage
was evaluated to be 3.1± 0.8× 1014 cm−2. We argue that H is positively charged
as H∼0.3+ on the NVF surface by being coordinated to the O atom, whereas H is
negatively charged as H− on the OD surface by occupying the oxygen vacancy
site. The stability of H− at the oxygen vacancy site is discussed.

3.2.1 Introduction

The behavior of hydrogen on the SrTiO3 surface is of particular interest, because molecular
hydrogen is formed as a result of photolysis of water [27, 118] and the surface is metalized
by adsorption of atomic hydrogen [71, 72]. The adsorbed hydrogen on the surface forms an
O-H bond [70, 72], which has also been observed in the stoichiometric bulk[159, 160]. Al-
though hydrogen is possibly adsorbed to cations in addition to oxygen, such hydrogen-cation
complexes have not been identified on the SrTiO3 surface to date. With further exposure of the
sample to hydrogen, it is naively expected that oxides are reduced producing oxygen vacancies.
While annealing of a (Ba,Sr)TiO3 film in D2/N2 forming gas induced a substantial increase
in the leakage current [161], annealing of SrTiO3 in hydrogen atomosphere incorporated hy-
drogen in the bulk without making O-H bonds and removed the electrons doped by oxygen
vacancies [160]. The results suggest that an oxygen vacancy is possibly occupied by hydrogen
forming a vacancy-hydrogen complex with hydrogen negatively charged, which is shown to be
stable by a recent theoretical study [162]. The possible presence of the hydride anion at the
oxygen-vacancy site has been experimentally reported for other oxides such as MgO [73, 74],
12CaO·7Al2O3 [76], and BaTiO3 [78], and theoretically predicted for ZnO [75, 79], MgO [75],
TiO2 [80], and BaTiO3.[77].

A previous photoemission studies have shown that the in-gap state due to electron doping into
the Ti 3d state on a SrTiO3(111) surface reduced by annealing in H2 atmosphere, ion bombard-
ment, and post annealing decreases upon H2 dosage [57, 163]. Although hydrogen interaction
with oxygen vacancies on SrTiO3 is of interest and importance, the study was conducted on a
disordered surface [57, 163], and the detailed investigateion remained to be done. The moti-
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vation behind the present study is thus to clarify the interaction of hydrogen and concomitant
charge transfer with the SrTiO3 surfaces with and without oxygen vacancies. We have investi-
gated the effects of hydrogen exposure on the electronic structure of the OD and NVF surfaces
of SrTiO3(001) with ultraviolet photoemission spectroscopy (UPS). Molecular hydrogen expo-
sure to the OD surface reduced surface electrons as probed by the in-gap state intensity induced
by oxygen vacancies in contrast to the NVF surface where atomic hydrogen exposure increased
the in-gap state intensity. Since the knowledge of the hydrogen density on the surface is in-
dispensable for accurate estimation of the charged state of hydrogen, we applied H-specific
1H(15N, αγ)12C nuclear reaction analysis (NRA) to quantify the surface hydrogen coverage on
the surfaces. The increase of the hydrogen coverage of the NVF surface and the OD surface
was quantitatively evaluated to be 3.1± 0.8× 1014 cm−2 and 0.9± 0.7× 1014 cm−2, respectively.
In combination of the UPS and NRA results, the charged state of adsorbed hydrogen and its
stability are discussed.

3.2.2 Experimental detail

A clean SrTiO3(001) surface was prepared by heat treatment at 923 K under 6.5 × 10−4 Pa of
oxygen gas (99.999 % purity) for 30 min. The surface is expected to be dominantly covered
by the TiO2 layer with a slight mixture of the SrO layer [126]. Then the surface was annealed
in ultrahigh vacuum (UHV) at 1000 K for 10 min, which is lower than the temperature for
reconstructions [126]. This process introduces oxygen vacancies in the bulk, which causes
electric conductivity and allows UPS measurements without charging-up. The density of the
oxygen vacancy on the surface induced by annealing is<<1013 cm−2 [152], which we regard
as an NVF surface. Low-energy electron diffraction (LEED) of the NVF surface showed a
(1 × 1) pattern. An OD SrTiO3(001) surface was prepared by electron irradiation on the NVF
surface, which causes ESD of oxygen with the surface kept at (1×1) [152]. Electron irradiation
of 5 × 1018 cm−2 was performed at an energy of 1500 eV and a sample temperature of room
temperature. The area density of the produced oxygen vacancy was estimated to be∼ 1× 1014

cm−2 [152], as shown in Sect. 3.1.

H2 gas (99.999 % purity) was purified by a palladium membrane heated at 400◦C and in-
troduced into the UHV chamber. Atomic hydrogen was produced by passing the purified H2

gas in a tungsten tube heated at 1900 K. As the dissociation probability in the tungsten tube is
not known, mixture of H and H2 was supplied to the surface. In the present experiments, the
SrTiO3(001) surface was exposed to either molecular H2 or mixture of H+H2 at room tempera-
ture.

The surface electronic structure was investigated by using UPS with the He I line (21.22 eV)
at an incident angle of 45◦ in normal emission at room temperature. The absolute amount of
hydrogen and its depth profile were investigated by NRA at the 1E beam line of the 5 MV Van
de Graaff Tandem accelerator in the Microanalysis Laboratory (MALT) of The University of
Tokyo [164]. The15N2+ ion beam irradiated the surface at a current of 40–100 nA and a beam
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Figure 3.5: (a) Ultraviolet photoemission spectra taken at room temperature for the oxygen-
deficient (OD) SrTiO3(001) surface (blue), the OD surface exposed to H2 of 2.5×
104 L (OD:H2, red) and the OD surface exposed to O2 of 10 L (OD:O2, green) with
a photon energy of 21.22 eV. (b) The peak area of the in-gap state (IGS) and the
position of the valence band maximum (EV) on the OD surface as a function of the
H2 exposure. The mark on the ordinate axis indicated by OD denotes the IGS area
for the OD surface. Reproduced from the post-print of [166].

diameter of 2–4 mm on the surface at room temperature. The stopping power (dE/dz) of 2.67
keV/nm for SrTiO3 [165] defines the probing depth.

3.2.3 Results

Figure 3.5 (a) shows the change in the UPS spectrum near the Fermi level (EF) upon O2 exposure
(OD:O2) and H2 exposure (OD:H2) on the OD surface. For the OD surface, an electronic state
is observed at−1.3 eV in the band gap (IGS), which is caused by oxygen vacancies on the
topmost surface due to electron stimulated desorption [152]. As reported for Ar-sputtered [56],
La-doped [115], and H-adsorbed SrTiO3 surfaces [71], IGS derives from the electron doping
into the Ti 3d band of SrTiO3. Although the real cause for the IGS is not yet clarified [153, 154],
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the IGS intensity is used as an index of the surface electron density in the present study.

As shown in Fig. 3.5 (a), O2 exposure of 10 L on the OD surface completely removes the
IGS. At the same time, the position of the valence band maximum (EV) is shifted to a higher
energy. The energy shift is estimated to be 0.2 eV by evaluating theEV position after linear
extrapolation of the valence band spectrum to zero intensity. After H2 exposure of 2.5× 104

L (1 L = 1.33× 10−4 Pa·s) on the OD surface, the peak area of the IGS also decreased. The
peak area of the IGS andEV as a function of H2 exposure are shown in the Fig. 3.5 (b). The
H2 exposure reduces the peak area of the IGS to a half of the initial value. It appears that
the electrons in the IGS induced by oxygen vacancies are transferred to adsorbed hydrogen.
Furthermore, the work function change due to H2 exposure was estimated to be−0.1 eV from
the shift of the cut-off energy of the secondary electron. Along with these changes,EV was also
shifted from−3.22 eV to−3.16 eV. From theEV value, the position of the conduction band
minimum (EC) is estimated by assming the band-gap energy of 3.17 eV, which suggests a shift
of EC from−0.05 eV to 0.01 eV. This indicates that the band is upward bent and thatEC crosses
EF suppressing the conductive layer originating from the surface oxygen vacancy. It is noted
that a metallic state is not observed in the UPS spectrum of Fig. 3.5 (a) althoughEC is expected
to lie belowEF for the OD surface. This is because of the photon energy of 21.22 eV used in the
present study. The metallic state appears around theΓ point, which can be efficiently excited to
a final state at 81 eV aboveEF with a photon energy of 81 eV [71].

Figure 3.6 (a) demonstrates the UPS spectra nearEF for the NVF surface before and after a
H+H2 exposure of 9× 103 L (NVF:H+H2) along with the spectrum of the OD surface. Whereas
the spectrum revealed no change with H2 exposure to the NVF surface, a significant increase
of IGS was recognized after H+H2 exposure. The peak area of IGS andEV as a function of
the H+H2 exposure are shown in Fig. 3.6 (b). The peak area increased with increasing H+H2

exposure and saturated at about 3× 103 L. The peak area at saturation was 44 % of that of
the OD surface. At the same time, the H+H2 exposure loweredEV from −3.12 eV to−3.17
eV and induced a work function change of−0.3 eV. With the H+H2 exposure, furthermore,
a small feature developed at−10.5 eV, which is consistent with the previous study [72] and
attributed to the O-H bond [167], implying that hydrogen was adsorbed on the oxygen atom.
These results indicate electron transfer from hydrogen to the surface. The decrease of the work
function is considered to be caused by the electric dipole moment at the O-H bond. Note that
EC is estimated to change from 0.05 to 0 eV from the change ofEV on the assumption of the
band gap of 3.17 eV.

The NRA profiles measured for the NVF, NVF:H2, NVF:H+H2 and OD:H2 surfaces are
shown in Fig. 3.7. The surfaces were exposed to either H2 or H+H2 of 5 × 104 ∼ 1 × 105 L,
where the change of the IGS intensity saturated. All profiles reveal a maximum at the resonance
energy indicating that H is present at the surface. The solid curves in the figure are fits with a
Gaussian function of the formAexp(−(Ei − E0)2/w2), whereA, E0, andw are fit parameters.
We measured the NRA profiles two or three times for each surface to confirm that the data were
reproducible within the experimental accuracy. For all profiles in Fig. 3.7,E0 was equal to
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Figure 3.6: (a) Ultraviolet photoemission spectra taken at room temperature for the nearly-
vacancy-free (NVF, black) SrTiO3(001) surface, the NVF surface exposed to H+H2

of 9× 103 L (NVF:H+H2, red) and the OD surface (blue) at a photon energy of 21.22
eV near the Fermi level (EF). (b) The peak area of the in-gap state (IGS) and the
position of the valence band maximum (EV) as a function of the H+H2 exposure.
The peak area of IGS for the OD surface is marked on the left axis. Reproduced
from the post-print of [166].

the resonance energy within the uncertainty, andw was 9.4± 0.15 keV reflecting the Doppler
width due to the zero-point vibration [99]. Table 3.1 shows the area density of hydrogen on the
surfaces estimated from the fit values.

For the NVF surface,σH is (2.2± 0.4)× 1014 cm−2 even without hydrogen exposure. The
observed signal might originate from hydrogen trapped at defect sites due to background gas
adsorption, although the origin remains to be elucidated. The amount of hydrogen adsorbed
on the surface due to hydrogen exposure is therefore estimated by subtracting theσH value for
the NVF surface from those obtained after hydrogen exposure, which is shown in Table 3.1 as
∆σH. As the hydrogen density due to the H2 exposure to the NVF surface seems to be negligible
within the experimental uncertainty, H2 is not adsorbed on SrTiO3 without oxygen vacancies.
This result is in agreement with that the UPS spectrum of the NVF surface showed no change
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by H2 exposure. On the other hand,∆σH is (3.1± 0.8)× 1014 cm−2 with the H+H2 exposure to
the NVF surface, which corresponds to the situation where 0.47 hydrogen adsorbs in the surface
unit cell of TiO2. Yukawaet al. estimated the H coverage as 0.8 ∼ 1.1× 1014 cm−2 from the O
1s photoemission analysis [72], which is smaller than the present result. This might be because
the H dosage did not reach the saturation in their work or O 1s analysis underestimated the H
coverage. For the OD:H2 surface, the∆σH value coincides with the oxygen vacancy density of
∼ 1× 1014 cm−2 due to electron irradiation [152], although the uncertainty is large. The results
suggest that a hydrogen atom adsorbs at the oxygen vacancy site.
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Table 3.1: The area density of hydrogenσH evaluated from the NRA profiles for the nearly-
vacancy-free (NVF) surface, the NVF surface exposed to H2 of 5× 104 L (NVF:H2),
the NVF surface exposed to H+H2 of 1×105 L (NVF:H+H2) and the oxygen-deficient
surface exposed to H2 of 1× 105 L (OD:H2). ∆σH denotes the difference ofσH from
that of NVF.

Surface σH (1014 cm−2) ∆σH (1014 cm−2)
NVF 2.2± 0.4 -

NVF:H2 2.0± 0.5 −0.2± 0.6
NVF:H+H2 5.3± 0.7 3.1± 0.8

OD:H2 3.1± 0.7 0.9± 0.7

3.2.4 Discussion

Charged state of adsorbed hydrogen

We first discuss the origin of the IGS due to the H+H2 exposure. On the NVF surface, there is a
possibility that atomic hydrogen abstracts the oxygen atom at the surface as a water molecule,
which leads to formation of the oxygen vacancy on the surface. However, oxygen abstraction
by atomic hydrogen is induced only above 500 K in the case of TiO2 [168]. The calculated
formation energy of the oxygen vacancies in TiO2 and SrTiO3 is 4.44 eV [169], and 5.45 eV
[170], respectively, which indicates oxygen atoms are more stable in SrTiO3 than in TiO2. On
these bases, the abstraction of oxygen atoms by atomic hydrogen at room temperature is not
likely to occur on the SrTiO3 surface. We therefore argue that the IGS observed in Fig. 3.6
is induced by hydrogen adsorbed on oxygen at the surface. We evaluate the area density of
electrons donated to the surface from the IGS intensity. The IGS intensity on the OD surface
shown in Fig. 3.5 corresponds to the surface electron with an area density of∼ 2 × 1014 cm−2

evaluated in Sect. 3.1 [152]. On the assumption that the IGS intensity is proportional to the
surface electron density in IGS, comparison of the IGS intensity of the NVF:H+H2 surface with
that of the OD surface gives the areal electron density of 0.8 × 1014 cm−2 on the NVF:H+H2

surface. This value is similar to the electron density of 0.6 × 1014 cm−2 estimated from the
Fermi wavevector of the metallic state in previous work [71]. Since the amount of the adsorbed
hydrogen on this surface is∼ 3.1 × 1014 cm−2, a hydrogen atom is estimated to donate∼ 0.3
electron to the surface as H∼0.3+. This electron transfer leads to formation of a dipole layer on
the surface. We assume that the O–H bond length is 0.1 nm, the permittivity changes from
the vacuum value ofϵ0 to that of SrTiO3 (∼ 300ϵ0 [171]) at the middle of the O–H, and the
charge of hydrogen uniformly distributes from the top to the half of the O–H bond. Then, the
potential difference in this layer is evaluated to be−0.4 V, which is in rough agreement with the
workfunction change of−0.3 eV.

For the OD:H2 surface, the adsorbed hydrogen reduces the IGS intensity to half the initial
value. Since the H coverage is similar to the oxygen vacancy density, one hydrogen atom seems
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to adsorb on the oxygen vacancy on the surface. This appears to indicate that one hydrogen
receives one electron from the OD surface and the hydrogen exists in the H− state.

Stability of H − at an oxygen vacancy site

Previous experimental studies claimed that H− is present at the oxygen site in bulk oxides [73,
74, 76, 78]. It is also theoretically shown that oxygen vacancies are stably occupied by hydrogen
as H− in TiO2, BaTiO3 and SrTiO3 [80, 77, 162]. It is suggested that the Madelung energy is
dominant for stabilization of H−. We discuss in the following the stability of H− around the
oxygen vacancy on the SrTiO3(001) surface. We first consider the energy required for the H−

formation on SrTiO3:

SrTiO3 +
1
2

H2→ SrTiO+3 + H−, (3.7)

whose energy diagram is shown in Fig. (3.8)(a). The dissociation energy of H2 and the electron
affinity of H are 2.3 eV/H [172], and 0.8 eV [172], respectively. The ionization energy of
SrTiO3 is assumed to be the sum of the work function (5.1 eV) [173] and the energy of the IGS
from EF (1.3 eV). As a result, the energy required for the above reaction becomes 7.9 eV. The
energy gain due to adsorption of H− on SrTiO+3 mainly originates from the electrostatic potential
energy between H− and the ions in SrTiO+3 , because H− is a closed-shell ion [174]. Then, the
total energy for H− adsorption on SrTiO3 is given by the difference between the electrostatic
potential and the H− formation energy.

We calculate the electrostatic potential energy as a sum of the Madelung energy and the
repulsive energy between the electron orbital of H− and SrTiO3(001)+ with a surface oxygen
vacancy. The atomic structure of the surface is schematically shown in Fig. 3.8 (b), and the
electrostatic potential was calculated by varying the H− position. One extra electron charge
due to the IGS was assumed to be shared by the nine Ti atoms around the oxygen vacancy on
the top layer. Figure 3.8 (c) shows a contour plot of the Madelung energy as a function of
the H− position calculated with the Ewald method,[175] which represents a local maximum of
−19.5 eV at the oxygen vacancy site along the [100] direction. This is because of the attractive
interaction from the neighboring Ti ions. Along the [010] and [001] directions, on the other
hand, the Madelung energy shows a minimum at the oxygen vacancy site, which means the
oxygen vacancy site is a saddle point for the Madelung energy.

The repulsive energyU is assumed to be the Born-Mayer type function given byU =

aexp(−d/b), whered is the distance between the centers of ions anda andb are the Born-
Mayer parameters for each pair of ions. The Born-Mayer parameters are adjusted with the
measured H− radii as follows. The Born-Mayer parameters for O2− with each ion in SrTiO3 are
given by Pradeet al. as shown in Table 3.2 [176].

We obtain the parameters for H− by adjusting the parameters for O2− following the procedure
proposed by Catlow and Fender [177]. First, the parameterb’s for O2− can be commonly used
for H−. Next, the parametera’s for H− are given by multiplyinga for O2− by a scaling factor
exp[(rH− − rO2−)/b], whererO2− andrH− are the ionic radii of O2− and H−, respectively. We used
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64 Chapter 3. Single-crystal SrTiO3

Table 3.2: Born-Mayer parameteres for SrTiO3 given by Pradeet al. [176].

a (eV) b (Å)
Sr2+-O2− 3864 0.2831
Ti4+-O2− 1083 0.3340
O2−-O2− 99829 0.1786

Table 3.3:a for variousrH− on SrTiO3.

rH− (Å) a (eV)
Sr-H Ti-H O-H

1.25 2275 691 43097
1.46 4776 1296 139695

rO2− of 1.40 Å, which is almost independent of the environment [178]. ForrH− , on the other
hand, the value distributes from 1.2 to 1.6 Å, depending on the environment [179]. Table 3.3
showsa’s for H− with rH− of 1.25 and 1.46 Å, which are the values in TiH2, NdH2, LiH, and
NaH, respectively.

Figure 3.8 (d) and (e) shows the total energy profiles for H− with radii of 1.25 and 1.46 Å,
respectively, which correspond to the radii measured for TiH2 and NaH, respectively.[179] Most
of the H− radius measured for other materials are between 1.25 and 1.46 Å.[179] Although the
actual H− radius is not known, the total energy takes positive values on Ti and O atoms, which
prohibit adsorption of H− on these sites. Although a Ti atom has a positive charge of 4+, which
stabilizes H−, two O2−’s next to the Ti atom weaken the positive electrostatic potential. Then the
electric repulsive energy between the Ti and H− reduces the gain of the electronstatic potential,
and the total energy becomes positive on the Ti atom. On the other hand, the total energy
reveals a negative value only around the oxygen vacancy site. It is worth emphasizing that the
total energy takes a minimum in all directions for any radii of H− at the oxygen vacancy site.
This indicates that H− can stably adsorb only at the oxygen vacancy site on SrTiO3(001) due to
the large gain of the electrostatic potential energy.

3.2.5 Conclusion

We have studied the electronic structure of the H-adsorbed SrTiO3(001) surfaces. Whereas
the in-gap state due to oxygen vacancies was partially removed by H on the oxygen-deficient
SrTiO3(001), H adsorption induced in-gap states on the nearly-vacancy-free SrTiO3(001). By
taking account of the absolute H coverage and the in-gap state intensity, we argued that hy-
drogen is positively and negatively charged on the nearly-vacancy-free and oxygen-deficient
surfaces, respectively, revealing an amphoteric character. The charged state was estimated as
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H∼0.3+ and H−, respectively. Furthermore, this work will contribute to the elucidation of the
hydrogen dynamics in hydrogen sensing by oxide-based sensors and the hydrogen formation
reaction in water photolysis on oxide surfaces, all of which are essential to the use of hydrogen
as an energy source.
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3.3 Rotational and Nuclear-Spin State Transition of
Hydrogen in Scattering on SrTiO 3(001) Surfaces with
and without Oxygen Vacancies.

In this section, we have studied the distribution of the rotational states of molec-
ular hydrogen scattered from the SrTiO3(001) surfaces with and without oxygen
vacancies using the molecular hydrogen beam and the state-selective detection
introduced in Chap. 2. The ratio of the ortho and para hydrogen in the incident
beam and scattered hydrogen was estimated from the rotational distribution. The
probability of the ortho-para conversion in the scattering process was estimated
to be 0.15± 0.05 and 0.28± 0.05 for the surface without and with oxygen vacan-
cies, respectively. The magnetic properties of the surface oxygen vacancies are
discussed on the basis of the change in the rotational distribution.

3.3.1 Introduction

Molecular hydrogen exists in two nuclear-spin isomers, ortho-hydrogen and para-hydrogen.
Due to the symmetry of the total wave function with respect to the permutation of the two
nuclei, ortho-hydrogen having the total nuclear spinI = 1 is in the rotational state with odd
rotational quantum numberJ, while para-hydrogen ofI = 0 has evenJ. The population of each
rotational state is determined by the Boltzmann distribution. The conversion between ortho and
para states is so slow in the gas phase with a conversion time of the order of 1020 s. On the
other hand, the ortho-para conversion can be promoted on surfaces. The main mechanisms are
interaction with localized spins, virtual electron transfer, and surface electric field, as explained
in Chap. 1. In addition to them, ortho-para conversion in dynamic adsorption processes was
also reported [180, 181]. However, the mechanism remains to be elucidated.

In the present study, we use the SrTiO3(001) surface as a sample, because SrTiO3 has high
controllability of the surface electronic structure as shown in Chap. 3. Annealing in oxygen
atmosphere keeps the surface insulating. On the other hand, annealing in ultra high vacuum in-
duces oxygen vacancies in the bulk, which dope electrons. As a result, the bulk becomes semi-
conducting. In addition, electron irradiation causes electron stimulated desorption of oxygen
and creates surface oxygen vacancies, which results in further electron doping at the surface.

Impurities such as oxygen vacancies in oxides can have localized spins. Theoretical works
have predicted the existence of localized spins on oxygen vacancies in TiO2 [80] and hydrogen
atoms adsorbed on ZnO [182]. These localized spins are, however, paramagnetism because of
the low density. Due to the limited availability of detection of the paramagnetic spin at surfaces,
the magnetic character of the localized states at oxide surfaces is yet to be clarified.

With these in mind, the aim of the study is to confirm the existence or non-existence of a
localized spin in the defect such as oxygen vacancies by using ortho-para conversion which is
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Figure 3.9: (a) A schematic of the experimental setup. (b) The ratio of rotational states of H2 in
H2 beam used in the present study.

sensitive to magnetic dipole moments. The other aim includes the elucidation of the mechanism
in ortho-para conversion in dynamic processes. Control of the atomic and electronic structure
of a surface is effective for the latter aim to specify the factor which promotes the conversion.

In this chapter, we have investigated the rotational and nuclear-spin states transition of H2 on
electron-density-controlled SrTiO3(001) in a scattering regime using the system explained in
Chap. 2 which we have constructed.

3.3.2 Experimental detail

The sample used in the present study is non-doped SrTiO3(001). A clean and insulating surface
(O2 annealed surface) was prepared by heat treatment at 923 K under oxygen gas (99.999 %
purity) of 6.5× 10−4 Pa for 30 min. Annealing the insulating surface at 1000 K in UHV for 30
min produced a semiconducting surface (UHV annealed surface), in which carriers are doped
by the generation of oxygen vacancies in the bulk. The magnitude of the amount of the carrier
density was∼ 1019 cm−3.

The experimental setup is schematically shown in Fig. 3.9(a). The samples were exposed to
the H2 beam with the system explained in Chap. 2. The flux of the beam was evaluated to be
3 × 1015 cm−2s−1. The incident angle of the beam to the samples was 45◦. The incident and
scattered beam is state-selectively detected by REMPI via the E, F1 ∑+

g states. The scattered
beam was measured at 6.0 mm from the samples. The intensity ofJ = 0 ∼ 3 states was
normalized to the correction factors obtained with the intensity in a gas phase of H2. The ratio
of J = 0 ∼ 3 states in the beam is shown in Figure 3.9. A Boltzmann plot of the populations in
Fig. 3.9(b) gave a rotational temperature of 308± 42 K. IJ=1,3/IJ=0,2 ratio in the beam was 4.1,
which is an overestimate compared to the theoretical value of 3.0 at room temperature.
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3.3.3 Results

Figure 3.10 (a) and (b) shows REMPI spectra of H2 scattered from the O2 annealed and UHV
annealed SrTiO3(001) surfaces, respectively. Fitting with gaussian to the spectra gives the in-
tensity of each rotational state. The intensity was compared with that of gas-phase H2 for
normalization. The ratio of rotational states for the O2 annealed and UHV annealed surfaces
is shown in Fig. 3.10 (c).IJ=1,3/IJ=0,2 ratio of H2 scattered from the O2 annealed and UHV
annealed surfaces was estimated to be 2.2± 0.3 and 1.4± 0.2, respectively. The change in the
ratio suggests that the scattering induced the ortho-para conversion of H2. Furthermore, the
conversion rate on the UHV-annealed surface is larger than that on the O2 annealed surface.

3.3.4 Discussion

With an assumption that the total amount ofJ = 0 ∼ 3 states is conserved during the scattering,
the difference of the intensity of each state between the incident beam and the scattered H2 was
calculated as shown in Fig. 3.11 (a). Figure 3.11 (a) shows that the scattering on both of the O2

annealed and UHV-annealed surfaces decreased the intensity of theJ = 1 state and increased
the intensity of theJ = 0,2,3 states. We focus on the transition between the ortho and para
states. The probability of the ortho-para conversionPop is defined to be

Pop =
∆I1 + ∆I3

I i
1 + I i

3

, (3.8)

whereI i
J′ is the intensity of the initial state with a rotational quantum number ofJ′ and∆IJ′ is the

change in the intensity for theJ = J′ state. In the case of the scattering experiment, the initial
and final states correspond to the H2 in the beam and the scattered H2, respectively.Pop for
H2 scattered on the O2-annealed and the UHV-annealed surfaces is calculated to be 0.15± 0.05
and 0.28± 0.05, respectively. This suggests that the ortho-para conversion was induced in the
scattering process.

We focus on the promotion ofPop by the UHV annealing. Promotion ofPop was also reported
on the O2-coadsorbed Ag(111) surface. Figure 3.11 (b) showsPop in the adsorption process
on the O2 adsorbed Ag(111) surface as a function of the area density of the adsorbed O2. The
increase inPop is approximately proportional to the area density of O2, which has been attributed
to the magnetic moment of O2. The corresponding area density of Bohr magnetons on the O2-
adsorbed Ag(111) surface and normalizedPop compared toPop on a clean surface are also
plotted on the top and the right axis, respectively. If the promotion of the ortho-para conversion
on the UHV-annealed surface is due to the magnetic moment on the oxygen vacancies on the
surface, the area density of the magnetic moment is deduced from Fig. 3.11 (b). The UHV-
annealing increased thePop up to 1.9 ± 0.7 times as large as that for the O2 annealed surface.
By comparing the promotion rate with those in Fig. 3.11 (b), the intensity of the magnetic
moment is deduced to be an area density of 1.7± 1.4× 1013 cm−2. The UHV annealed surface
contains oxygen vacancies of∼ 1019 cm−3 in the bulk [116], whose area density on the surface
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Figure 3.11: (a) Differences of the intensity ofJ = 0 ∼ 3 states between the incident H2 beam
and H2 scattered from the O2 annealed (open square) and the UHV annealed (open
triangle) SrTiO3(001) surfaces. (b)Pop as a function of the coverage of molecular
oxygen on a Ag(111) surface at 6.8 K [180]. The corresponding area density of
Bohr magnetons and the normalizedPop with respect toPop on clean Ag(111)
surface are plotted on the top and the right axis, respectively.
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is ∼ 1013 cm−2. The coincidence between the order of the calculated area density of the dipole
moment and the area density of the oxygen vacancies suggests that the oxygen vacancies possess
localized spins.

The present work showed the ortho-para conversion occur in a scattering process. Ortho-
para conversion in dynamic processes has been observed on surfaces such as Ag(111) and solid
ice [36, 181]. In addition to the ortho-para conversion in physisorbed states, the adsorption
process in which H2 transitions from an unbound state in a gas phase to physisorbed states also
promoted the ortho-para conversion. In the experiments on Ag(111), H2 in a gas phase at room
temperature is exposed to Ag(111) at a temperature of 6.8 K. Immediately after the adsorption,
J = 1/J = 0 was found to be 1.1, which means that the adsorption process induced ortho-para
conversion. On the Ag(111) surface at 6.8 K, the rotational states of H2 are only in theJ = 0
and J = 1 states because of the low temperature. Therefore, Eq. (3.8) estimatesPop in the
adsorption process as 0.3. The adsorption process consists of the approach of H2 to a surface
and the relaxation of H2 in a potential well of the physisorbed state.

In the former process, the time scale in which H2 is influenced by fields on a surface is
∼ 10−13 s because the space distribution of the surface field is∼ 10−10 m and the velocity of
H2 is ∼ 103 m/s. The latter relaxation process is determined by the vibration of H2 whose time
scale is∼ 10−12 s [183, 184]. On the other hand, the time scale of the scattering of H2 is∼ 10−13

s as in the approach process in physisorption. Because the time scale for H2-surface interaction
is comparable to that for physisorption, it is no wonder that the ortho-para conversion occurs in
the scattering process.

In the present work, the rotational temperature of the incident H2 beam was in accordance
with room temperature and the sample was also at room temperature. Therefore, the rotational
temperature of the scattered H2 averaged with respect to all the trajectories must be identical
to room temperature. The observed ortho-para conversion is considered to occur in specific
trajectories, which are achieved by the experimental setup in the present study. As a future
plan, it is desirable that all the trajectories will be investigated.

3.3.5 Summary

The intensity of theJ = 0 ∼ 3 states of H2 scattered from the O2 annealed and the UHV annealed
SrTiO3(001) surfaces has been measured with REMPI. Probability of the o-p conversion in the
scattering process were estimated to be 0.15± 0.05 and 0.28± 0.05 for the O2 annealed and the
UHV annealed surfaces, respectively. The promotion of the conversion by oxygen vacancies
on the UHV annealed surface was discussed to be derived from localized spin on the oxygen
vacancies.
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Chapter 4

Inhomogeneous metal oxide

4.1 Analytical Formula for Calculating Adsorption Density
of States on Chamber Surfaces from Measured
Pressure Change

Pressure decay during an evacuation process of a vacuum chamber often shows
a power-law dependence on time, which is considered to reflect the distribution
of the adsorption energy of particles on the surface of the chamber. We derive an
analytical formula that directly transforms the pressure change into the adsorption
density of states. This method shows that the power-law behavior is equivalent
to the situation in which the chamber surface has a constant- or exponential-type
adsorption density of states for particles under a quasi-static condition.

4.1.1 Introduction

In an evacuation process, gas particles are desorbed from the chamber surface with a finite
residence time. In order to explain the power-law decay, the adsorption energy of particles
is assumed to be distributed in a certain range revealing the variation of the residence time.
The distribution of the adsorption energy is called the adsorption density of states (ADOS).
In the framework of the adsorption model, Horikoshi has numerically shown the power-law
decay of the pressure by employing the constant (Temkin-type) and the exponential (Freundlich-
type) ADOS [95]. Further, assuming a quasi-static equilibrium in which the rate of adsorption
balances with the rate of desorption, the power-law decay was derived on the assumption of the
Temkin-type [185, 186, 96, 187, 188, 189] and the Freundlich-type [185, 186, 96, 187] ADOS.
Ha et al. introduced the Fermi-Dirac function to describe the occupancy of the adsorption site
with a specific energy, and discussed the power-law decay [190]. Despite much effort, however,
the physics behind the power-law decay remains to be elucidated. This is because previous
studies only showed that the Freundlich (Temkin)-type ADOS is a necessary condition for the
evacuation curve with a power-law decay. Furthermore, the applicable condition of the quasi-
static equilibrium used in the studies has not been strictly discussed, as shown in Sect. 4.1.3.
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In this section, we derive an analytical formula to transform the pressure change into a unique
form of ADOS on the surface of chambers under the quasi-static equilibrium condition. In the
elicitation process, the applicable condition of the quasi-static equilibrium is rigorously derived.
This method shows that the Freundlich (Temkin)-type ADOS is the necessary and sufficient
condition for the evacuation curve with a power-law decay under the quasi-static equilibrium.
This method also enables us to analyze evacuation curves with arbitrary shapes, which has not
been realized in previous studies.

In Sect. 4.1.2, we will obtain the formula to transform the pressure change into ADOS based
on the rate equation for adsorption-desorption and the balance of the number of particles. In
Sect. 4.1.3, we will obtain ADOS from the pressure change showing a power-law decay. We
also derive the applicable condition of the quasi-static solution and show the concept of deriving
ADOS from the change in pressure, compared with the measurement of the electronic density
of states. Finally, Sect. 4.1.4 contains a summary and concluding remarks.

4.1.2 Derivation of analytical formula of ADOS

Description of number of particles in a chamber and differential equations

The number of particles in a chamberM(t) is given by

M(t) = Vn(t) + Aσ(t), (4.1)

wheren(t) is the number density of particles in the gas phase,σ(t) is the area density of adsorbed
particles on the surface of the chamber,V is the volume of the chamber, andA is the surface
area of the chamber.M(t) changes as a function of time, because particles are evacuated with a
pump from the chamber. The differentiation of Eq. (4.1) results in

dM(t)
dt
= V

dn(t)
dt
+ A

dσ(t)
dt

. (4.2)

In the case of the evacuation of a vacuum chamber, Eq. (4.2) is called the evacuation equation.
During an evacuation process,n(t) anddM(t)/dt are experimentally obtained. While a pressure
gauge measuresn(t), a pump with a known pumping speed givesdM(t)/dt.

σ(t) is given by integrating the occupancy of a single adsorbed stateθ(E, t) and the adsorption
density of statesga(E) with respect to the adsorption energyE as follows:

σ(t) =
∫ 0

−∞
ga(E)θ(E, t)dE. (4.3)

ga(E)dE gives the site density in the energy rangeE ∼ E + dE and is normalized as

σ0 =

∫ 0

−∞
ga(E)dE, (4.4)
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whereσ0 is the area density of all adsorption sites.

We let ka(E) andkd(E) be the reaction rate constants of adsorption and desorption, respec-
tively. Then, the reaction rate of adsorption and desorption on one site withE is given by

d(ga(E)θ(E, t))
dt

= ka(E)n(t)ga(E){1− θ(E, t)}
− kd(E)ga(E)θ(E, t). (4.5)

Next, a knownn(t) gives the exact solution of Eq. (4.5):

θ(E, t) = e−
(∫ t

kan(t′)dt′+kdt
)
[R

+

∫ t

kan(t′)e
(∫ t′

kan(t′′)dt′′+kdt′
)
dt′

]
, (4.6)

whereR is an integral constant determined by the initial condition. Thus, Eq. (4.2) becomes a
homogeneous Fredholm integral equation of the first kind [191] written as∫ 0

−∞
ga(E)

∂θ(E, t)
∂t

dE =
1
A

dM(t)
dt

− V
A

dn(t)
dt

. (4.7)

With knowndM(t)/dt andn(t), we can derivega(E). However, a homogeneous Fredholm equa-
tion of the first kind is difficult to solve, except in special cases, since it contains a definite
integral and nonlinear terms [191]. Therefore, transformation of the equation is considered in
Sect’s. 4.1.2-4.1.2.

Applicable condition of quasi-static equilibrium for θ

We define a constantN(E) asN(E) ≡ kd/ka, and expressn∗(E, t) asn∗(E, t) ≡ n(t)/N(E). The
time scale of the pressure change in whichθ changes from∼1 to∼0 is designated asT(E), and
t∗(E) is expressed ast∗(E) ≡ t/T(E). We additionally defineτ(E) ≡ 1/kd(E) = 1/ka(E)N(E).
By the use of these expressions, Eq. (4.5) is rewritten as

ϵ
∂θ

∂t∗
= −θ + n∗(1− θ), (4.8)

ϵ(E) ≡ τ(E)
T(E)

. (4.9)

With the above definitions,n∗ andt∗ are dimensionless, and the order of magnitude of∂θ/∂t∗,
θ, n∗, and (1− θ) becomeso(1).

Here,θ is expanded in a series ofϵ:

θ = θ0 + ϵθ1 + ϵ
2θ2 + · · · . (4.10)

In Eq. (4.10),θ0 is a good approximate solution whenϵθ1/θ0, ϵ2θ2/θ0 · · · << 1. Whenϵ << 1,
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in particular,ϵθ1/θ0 << 1 is a representative condition forθ0 to be a good approximate solution.
We evaluate the condition as follows. Substituting Eq. (4.10) into Eq. (4.8) gives

ϵ
∂

∂t∗
(θ0 + · · ·) = −(θ0 + ϵθ1 + · · ·) + n∗(1− θ0 − ϵθ1 − · · ·). (4.11)

Equation (4.11) is an identity expressed as a series ofϵ. The requirement that each coefficient
is identical to 0 yields

ϵ0 : 0 = −θ0 + n∗(1− θ0), (4.12)

ϵ1 :
∂θ0

∂t∗
= −(1+ n∗)θ1. (4.13)

Solving Eqs. (4.12) and (4.13) gives

θ0 =
n∗

n∗ + 1
, (4.14)

θ1 = −dn∗

dt∗
1

(n∗ + 1)3
. (4.15)

Equation (4.14) is equivalent to the Langmuir adsorption equation. Combining Eqs. (4.14) and
(4.15), the conditionϵθ1/θ0 << 1 is expressed as∣∣∣∣∣ϵθ1

θ0

∣∣∣∣∣ = ∣∣∣∣∣ϵ 1
n∗

dn∗

dt∗
1

(n∗ + 1)2

∣∣∣∣∣ << 1. (4.16)

The meaning of Eq. (4.16) is discussed in Sect. 4.1.3. When Eq. (4.16) holds,θ is approximated
by θ0, which is the solution of Eq. (4.12). Since the first and second terms of the right-hand
side of Eq. (4.8) are the velocities of desorption and adsorption, respectively, Eq. (4.12) means
that the velocity of adsorption is balanced with that of desorption. This corresponds to a quasi-
static equilibrium between gas particles and adsorbed particles on the surface. Equation (4.16)
is quantitatively evaluated forn(t) of the power-law decay in Sect. 4.1.3.

Approximate solution of θ

Assuming the condition of Eq. (4.16), we expressθ0(E, t) with the chemical potential of gas.
Here, the internal degrees of freedom of particles are ignored, and the partition functions of
a bare site and an adsorption state are considered to be equal to 1. The partition function of
particles in gas phaseQg is described by the three-dimensional translational partition function
of ideal gas as follows [193, 194]:

Qg = Vqg, qg =

(
m

2π~2β

) 3
2

, (4.17)

whereqg is the three-dimensional translational partition function of ideal gas per volume of gas
particles andm is the mass of a particle. When adsorption and desorption are balanced,kd/ka is
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Figure 4.1:θ0 as a function ofE − µg. Reproduced from the post-print of [192].

given by
kd

ka
(= N) = qge

βE. (4.18)

The chemical potential of ideal gasµg is, on the other hand, given by (see Appendix 4.1.5)

µg(t) =
1
β

ln

[
n(t)
qg

]
. (4.19)

With Eqs. (4.18) and (4.19),n∗(E, t)(= n(t)/N(E)) is rewritten as

n∗ = exp[−β{E − µg(t)}]. (4.20)

Substituting Eq. (4.20) into Eq. (4.14) yields

θ0(E, t) =
1

eβ{E−µg(t)} + 1
. (4.21)

θ0 in Eq. (4.21) is the Fermi-Dirac function, which originates from the statistical property in
which only one particle occupies one adsorption state. Figure 4.1 showsθ0 as a function of
(E − µg). WhenE of an adsorption state is sufficiently smaller thanµg at a given time, the state
is occupied. In contrast, the state is unoccupied whenE is sufficiently larger thanµg.

Expansion of the integral equation

Substituting Eqs. (4.19) and (4.21) into Eq. (4.7) yields

dµg

dt
∂

∂µg

∫ 0

−∞
ga(E)

1
eβ(E−µg) + 1

dE =
1
A

dM(t)
dt

−
βVqg

A
eβµg

∂µg

∂t
. (4.22)

Sincen(t) changes as a function of time andµg is related ton as described by Eq. (4.19),µg is
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a function oft, which we describe asµg = f (t). Sincen changes monotonially,t is inversely
expressed as a function ofµg ast = f −1(µg). Rearrangement of eq. (4.22) gives

∂

∂µg

∫ 0

−∞
ga(E)

1
eβ(E−µg) + 1

dE = F(µg) (4.23)

F(µg) ≡
(dM/dt)

A
(
dµg/dt

) − βVqg

A
eβµg. (4.24)

In eq. (4.24),µg anddM/dt are measured quantities in an evacuation process, and thusF(µg) is
a known quantity. An asymptotic expansion (the Sommerfeld expansion) of the left-hand side
of eq. (4.23) is given by [195]

∂

∂µg

∫ 0

−∞
ga(E)θ0(E, µg)dE

=
∂

∂µg

∫ µg

−∞
ga(E)dE+

∞∑
i=1

ai

β2i

d2i−1

dE2i−1
ga(E)|E=µg


=

∞∑
i=0

ai

β2i

d2i

dµ2i
g

ga(µg), (4.25)

ai ≡ 2

(
1− 1

22i
+

1
32i
− 1

42i
+ · · ·

)
.

Substituting Eq. (4.25) into Eq. (4.23) and replacingµg with E yields

∞∑
i=0

ai

β2i

d2i

dE2i
ga(E) = F(E), (4.26)

whereF(E) is a known function as described by Eq. (4.24). In Eq. (4.26),ga(E) becomes equal
to F(E) if only the term withi = 0 is considered. The terms withi > 0 form a differential
equation, which is solved in Sect. 4.1.2.

Solution of the differential equation

ga(E) satisfies a boundary condition

ga(E) = 0 (E < Emin,E > Emax), (4.27)

whereEmin andEmax are constants. Solving Eq. (4.26) under Eq. (4.27) gives the solution of
ga(E) as (see Appendix 4.1.5 for details),

ga(E) =
∞∑
j=0

b2 jF
(2 j)(E)
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= F(E) − π2

6β2
F(2)(E) +

π4

120β4
F(4)(E) + · · · , (4.28)

where j is an integer andF(2 j)(E) denotesd(2 j)F/dE(2 j).

Summarizing this section, a change inn(t) is replaced by a change inµg following Eq. (4.19),
andga(E) is expressed by Eqs. (4.28) and (4.26) under the condition of Eq. (4.16).

4.1.3 Discussion

Derivation of ga(E) from P− t curves with power-law shapes

It is experimentally known that the pressure change during an evacuation process in a molecular-
flow region often takes the form of

P(t)

(
=

1
β

n(t)

)
= αt−γ, (4.29)

with constantsα andγ(∼ 1) [196, 189, 190]. In this section,ga(E) derived from Eq. (4.29) is
discussed. The applicable condition of the quasi-static equilibrium for Eq. (4.29) is evaluated
in Sect. 4.1.3.

Substituting Eq. (4.29) into Eq. (4.19) gives

µg(t) = f (t) =
1
β

ln

(
βα

qg
t−γ

)
, (4.30)

dµg

dt
= −γ

β

(
qg

βα

)1/γ

eβ
1
γµg, (4.31)

and

t = f −1(µg) =

(
βα

qg

) 1
γ

e−
β
γµg. (4.32)

In an evacuation process,dM/dt represents the pumping speed, which takes the form of

dM
dt
= −aṽn(t), (4.33)

wherea is the area of the pumping orifice with an ideal pump and ˜v is one-quarter of the root-
mean-square velocity of gas particles [197]. Substituting Eq. (4.19) into Eq. (4.33) yields

dM(t)
dt
= −aṽqge

βµg. (4.34)

Then, substituting Eqs. (4.31) and (4.34) into Eq. (4.24) and replacingµg by E give

F(E) = Ceβ
(
1− 1

γ

)
E − DeβE
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C ≡
aṽβqg

Aγ

(
βα

qg

) 1
γ

(4.35)

D ≡
βqgV

A
.

We finally obtainga(E) from Eq. (4.28),

ga(E) = C

1− π2

6

(
1− 1

γ

)2

+ · · ·
 eβ

(
1− 1

γ

)
E

− D

[
1− π

2

6
+ · · ·

]
eβE. (4.36)

Here, the second term on the right-hand side of Eq. (4.36) is negligible compared with the first
term when

Ceβ
(
1− 1

γ

)
E >> DeβE

⇔ E <
γ

β
ln

 aṽ
γV

(
βα

qg

)1/γ . (4.37)

In a typical system wherea/V = 0.02 (m−1) [95], α = 1 (Pa· sγ), γ = 1 [196, 198], and
the temperature is 300 K, Eq. (4.37) is written asE < −0.69 eV. Under the condition of
Eq. (4.37),ga(E) shows a single exponential form whenγ , 1 and a constant form when
γ = 1. The existence of such ADOS’s, which are called the Freundlich and Temkin types,
was the hypothesis behind the discussion of the power-law evacuation curve in previous papers
[95, 96, 187]. It is worth emphasizing that the equivalence of the power-law decay described
by Eq. (4.29) with the Freundlich- or Temkin-type ADOS is analytically derived in the present
study.

It should be noted that Eq. (4.36) is intrinsically independent ofT. Therefore the relation
that the partial differential of Eq. (4.36) with respect toT is equal to 0 deduces the temperature
dependence ofγ.

Additionally, we note that ADOS in equation (4.36) is rewritten as a power of the Boltzmann
factore−βE that gives the relative probability of the adsorption state,

ga(e
−βE) ∝ (e−βE)

1
γ−1. (4.38)

This suggests that the number of the state follows a power law with a fractal character. Some
surfaces show a fractal feature in which the number of the flat region follows a power of the area
with a fractal dimension [199, 200]. Clarifying the detailed relationship between the surface
structure and ADOS in terms of the power-law behavior is a subject for a future work.
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Quasi-static equilibrium in P− t curves with power-law shapes

In this section, we evaluate Eq. (4.16). For this purpose, considering the maximum value of
ϵθ1/θ0 as a function ofn∗ in Eq. (4.16) is sufficient. dn∗/dt∗ is obtained from Eq. (4.29) as
follows:

dn∗

dt∗
= −T

(
N
βα

) 1
γ

γn∗
(
1+ 1

γ

)
. (4.39)

Substituting Eq. (4.39) into Eq. (4.16) representsϵθ1/θ0 as a function ofn∗,∣∣∣∣∣ϵθ1

θ0

∣∣∣∣∣ = τ (
N
βα

) 1
γ

γ
n∗

(
1
γ

)
(n∗ + 1)2

. (4.40)

Then, the differentiation of Eq. (4.40) with respect ton∗ is given by

∂

∂n∗

∣∣∣∣∣ϵθ1

θ0

∣∣∣∣∣ = τ (
N
βα

) 1
γ

(2γ − 1)
n∗

(
1
γ−1

)
(n∗ + 1)3

(
n∗ − 1

2γ − 1

)
. (4.41)

In view of Eq. (4.41),ϵθ1/θ0 takes a local maximum in the regionn∗ > 0 with

n∗ =
1

2γ − 1
(4.42)

whenγ > 1/2. With γ ≤ 1/2, Eq. (4.40) monotonically increases with increasingn∗. Hence,
when the pressure measurement starts atn∗ = n∗0, Eq. (4.40) takes the maximum value ofn∗0. As
a result, Eq. (4.16) is rewritten as∣∣∣∣∣∣∣τ

(
N
βα

) 1
γ (1− 2γ)2− 1

γ

4γ

∣∣∣∣∣∣∣ << 1

[
γ >

1
2

(
1
n∗0
+ 1

)]
(4.43)∣∣∣∣∣∣∣∣∣τ

(
N
βα

) 1
γ

γ
n
∗
(

1
γ

)
0

(n∗0 + 1)2

∣∣∣∣∣∣∣∣∣ << 1

[
γ <

1
2

(
1
n∗0
+ 1

)]
. (4.44)

Interpretation of applicable condition of quasi-static equilibrium

In this section, we first evaluateT representing the time scale for the change ofθ, and then
discuss the quasi-static equilibrium condition. We defineT as the time whenθ(E, t) changes
betweeny(∼ 0.2) and (1−y). Whenθ is not far fromθ0(E, t), substitutingθ0 = y andθ0 = (1−y)
into Eq. (4.14) gives the correspondingn∗(t):

n∗(E, ty) =
y

1− y
, (4.45)

n∗(E, t(1−y)) =
1− y

y
, (4.46)
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respectively. Here,ty andt(1−y) denote the time atθ0 = y andθ0 = (1 − y), respectively. Since
n∗(E, ty) < n∗(E, tc) andn∗(E, t(1−y)) > n∗(E, tc), and both are on the order of 1, we consider the
first-order Taylor expansion ofn∗(E, t) aroundn∗(E, tc) wheretc is defined by the time when
n∗(E, tc) = 1,

n∗(E, t) ∼ n∗(E, tc) +

(
dn∗

dt

)
t=tc

(t − tc). (4.47)

Equation (4.47) gives

n∗(E, ty) − n∗(E, t(1−y)) =

(
dn∗

dt

)
t=tc

(ty − t(1−y)). (4.48)

SinceT(E) =
∣∣∣ty(E) − t(1−y)(E)

∣∣∣, substituting Eqs. (4.45) and (4.46) into Eq. (4.48) yields

1
T
=

∣∣∣∣∣∣
(

1
n∗

dn∗

dt

)
t=tc

y(1− y)
1− 2y

∣∣∣∣∣∣ . (4.49)

Sincet = T · t∗, ∣∣∣∣∣∣
(

1
n∗

dn∗

dt∗

)
t=tc

∣∣∣∣∣∣ = 1− 2y
y(1− y)

. (4.50)

As shown in Eq. (4.42), the left-hand side of Eq. (4.16) takes a maximum value whenn∗ ∼ 1,
in other words,t ∼ tc. Equation (4.16) is accordingly rewritten as

max

{∣∣∣∣∣ϵθ1

θ0

∣∣∣∣∣} ∼ ∣∣∣∣∣ϵ 1
n∗

dn∗

dt∗
1

(n∗ + 1)2

∣∣∣∣∣
t=tc

<< 1. (4.51)

Substituting Eq. (4.50) into Eq. (4.51) gives

max

{∣∣∣∣∣ϵθ1

θ0

∣∣∣∣∣} ∼ ∣∣∣∣∣ϵ1
4

1− 2y
y(1− y)

∣∣∣∣∣ ∼ ϵ << 1. (4.52)

Thus,ϵθ1/θ0 << 1 is equivalent toϵ(E) << 1. That is, whenT(E) is much longer thanτ(E), the
velocity of adsorption can be balanced with the velocity of desorption. Then,θ(E, t) becomes
equal toθ0(E, t); in other words,ϵθ1 becomes negligible compared withθ0.

Kanazawa discussed the condition under which the quasi-static equilibrium holds. He as-
sumed that the condition corresponds to∣∣∣∣∣1n dn

dt

∣∣∣∣∣ << dϕ
dt
, (4.53)

whereϕ ≡ θ − θ0 ∼ ϵθ1 [96]. Since the maximum value of the left-hand side of Eq. (4.53)
is 1/T as presented above, Eq. (4.53) corresponds to 1/τ << dθ1/dt. The meaning of Eq.
(4.53) is neither physically clear nor mathematically rigorous. As discussed in this section, the
applicable condition of the quasi-static equilibrium corresponds toϵ << 1, which indicates that
the right-hand side of Eq. (4.53) should have been 1/τ.
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Analogy of the formula with scanning tunneling spectroscopy

In this section, we describe the concept of the formula in this paper by comparison with
the method for the measurement of the electronic density of states with scanning tunneling
spectroscopy (STS). Figure 4.2(a) shows a schematic of the STS measurement. STS measures
the electronic density of states (EDOS)ge(E) of a solid with a tunneling current by varying the
applied voltage on the STM tip as a detector. Therefore, the STM tip plays the role of a mediator.
As shown in Fig. 4.2(b), the applied voltageV on the tip modulates the chemical potential of
the electron in the tipµm with respect to the chemical potential of the sampleµs. EDOS atµm

is given byge(µm) = (∂/∂µm)
∫ ∞
−∞ ge(E) fFD(E, µm)dE, whereE is the energy of the electrons

and fFD(E, µm) is the Fermi-Dirac function.∂/∂µm is replaced byd/dV since the change ofµm

from µs is equal toV. The tunneling currentI is proportional to
∫ ∞
−∞ ge(E) fFD(E, µd)dE under

the assumption that the tunneling probability of electrons and EDOS of the tip are independent
of E [201]. We can therefore derivege(E) from the first derivative of the tunneling current
(dI/dV).

On the other hand, the formula derived in this paper regards the gas phase particles as the
mediator and a pressure gauge as the detector, as shown in Fig. 4.2(c). The chemical po-
tential of the gas particles ofµm [Eq. (4.19)] is modulated by the evacuation or introduc-
tion of gas. When the change ofµm satisfies the quasi-static equilibrium, the chemical po-
tential of the sampleµs becomes equal toµm, as shown in Eq. (4.21) and in Fig. 4.2(d).
The information of ADOS atµm is reflected in the desorption flux of particles described as
F(µm) = (∂/∂µm)

∫ ∞
−∞ gads(E)θ0(E, µm)dE. Then, we can deduce ADOS according to Eq. (4.28).

4.1.4 Conclusion

In this section, we derived an analytical formula for calculating the adsorption density of
states (ADOS) on the surface of a chamber. The applicable condition of the quasi-static equilib-
rium is also shown rigorously. Using the formula, we derive exponential and constant forms of
ADOS from the power-law decay of the pressure in evacuation processes. The formula can also
deduce ADOS from an arbitrary form of pressure change in a chamber under the quasi-static
equilibrium. The formula therefore contributes to understanding the microscopic behavior of
gas particles on complex chamber surfaces, allowing us to evaluate the change in the surfaces,
including reactivity, corrosion, and degradation, through the analysis of ADOS. Such knowl-
edge is of essential importance for reaction chambers, pressure vessels, and nuclear reactors.
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Figure 4.2: (a) Schematic illustration of scanning tunnel spectroscopy (STS) measurement. The
STM tip and current meter act as the mediator and detector in the measurement. The
applied voltageV modulates the chemical potential of the tipµm. (b) Concept of the
measurement of the electron density of states (EDOS) with STS by variation ofV. µs

denotes the chemical potential for electrons of a sample. (c) Schematic illustration
of the measurement of the adsorption density of states (ADOS) on the surface of a
chamber. The gas phase and pressure gauge act as the mediator and detector in the
measurement. A gate of the chamber modulatesµm. (d) Concept of the measurement
of ADOS of a sample with a modulation ofµm. µm is equivalent to the chemical
potential of the sampleµs under the quasi-static equilibrium. Reproduced from the
post-print of [192].
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4.1.5 Appendix

One-particle partition function and chemical potential

Let Q(β) be the one-particle partition function. The partition function ofN particles is given by

Z(β) =
1
N!

Q(β)N. (4.54)

The grand partition function is

Σ(β, µ) =
∞∑
N

eβµNZ. (4.55)

Then, the expectation number of particles is written as

⟨N⟩β,µ =
1
β

∂

∂µ
lnΣ(β, µ). (4.56)

WhenQ(β) does not includeN, Eqs. (4.54) and (4.55) yield

Σ(β, µ) =
∞∑
N

1
N!

(
Qeβµ

)N

= exp
(
Qeβµ

)
. (4.57)

Here,
∑∞

N xN/N! = ex was used. Substituting Eq. (4.57) into Eq. (4.56) gives

⟨N⟩ = eβµQ

⇔ ⟨N⟩
V

1
q
= eβµ

⇔ n
q
= eβµ, (4.58)

whereq is the one-particle partition function per volume.

General solution of ga(E)

The general solution of
∞∑

i=0

ai

β2i

d2i

dE2i
ga(E) = F(E) (4.59)

is obtained as a sum of the general solution of a homogeneous Eq. (4.60)gh
a(E) and a special

solution of Eq. (4.59)gs
a(E):

∞∑
i=0

ai

β2i

d2i

dE2i
gh

a(E) = 0. (4.60)
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Substituting a characteristic solutioneλE with a constantλ into Eq. (4.60) yields the character-
istic equation

∞∑
i=0

ai

β2i
λ2i = 0. (4.61)

Solving Eq. (4.61) forλ gives an even number of solutions±λi, whereλi ’s are imaginary
numbers with a magnitude ofo(β) sinceai > 0 ando(ai) = 1. Therefore,gh

a(E) is written as

gh
a(E) =

∞∑
i=1

(
Aie

λi E + Bie
−λi E

)
, (4.62)

whereAi andBi are constants. Next, the special solution of Eq. (4.59),gs
a(E), is given by

gs
a(E) =

∑∞
i=1

eλi E

ϕ′(λi )

∫
F(E)e−λi EdE

+
∑∞

i=1
e−λi E

ϕ′(−λi )

∫
F(E)eλi EdE, (4.63)

whereϕ′(λi) = (λ2
i − λ2

1) · · · (λ2
i − λ2

i−1)2λ(λ2
i − λ2

i+1) · · · [202]. Sinceϕ′(−λi) = −ϕ′(λi), replacing
the integrals in Eq. (4.63) with partial integrals gives

gs
a(E) =

∞∑
i=1

[
eλi E

ϕ′(λi)

(
− 1
λi

e−λi E

) (
F(E) +

1
λi

F′(E) +
1

λ2
i

F(2)(E) + · · ·
)

+
e−λi E

ϕ′(−λi)
1
λi

eλi E

(
F(E) − 1

λi
F′(E) +

1

λ2
i

F(2)(E) + · · ·
)]

=

∞∑
i=1

− 1

λ2
i

1

(λ2
i − λ2

1)(λ
2
i − λ2

2) · · ·

×
(
F(E) +

1

λ2
i

F(2)(E) + · · ·
)
. (4.64)

Thus,gs
a(E) is expressed with constantsb2 j as

gs
a(E) =

∞∑
j=0

b2 jF
(2 j)(E), (4.65)

where

b2 j =

∞∑
j=0

∞∑
i=1

− 1

λ
2+2 j
i

1

(λ2
i − λ2

1)(λ
2
i − λ2

2) · · ·
(4.66)

= −
j∑

k=1

a2kb2(k−l), b0 = 1. (4.67)

The second equality is proved by mathematical induction or the following procedure. Since Eq.
(4.65) is a solution of Eq. (4.59), Eq. (4.65) is simply substituted into Eq. (4.59) and we obtain
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the identity

F(E) +
∞∑
j=1

b2 jF
(2 j)(E) +

∞∑
i=1

ai

β2i

d2i

dE2i

∞∑
j=0

b2 jF
(2 j)(E) = F(E)

⇔
∞∑
j=1

b2 jF
(2 j)(E) +

∞∑
i=1

ai

β2i

d2i

dE2i

∞∑
j=0

b2 jF
(2 j)(E) = 0. (4.68)

In Eq. (4.68), coefficients ofF(2)(E), F(4)(E), F(6)(E) · · · must be 0, and we obtain the relation
of Eq. (4.67).

Thus, the general solution of Eq. (4.59) is given by

ga(E) = gh
a(E) + gs

a(E) (4.69)

=

∞∑
i=1

(
Aie

λi E + Bie
−λi E

)
+

∞∑
j=0

b2 jF
(2 j)(E) (4.70)

b2 j = −
j∑

k=1

a2kb2( j−k), b0 = 1. (4.71)

ga(E) satisfies the boundary condition

ga(E) = 0 (E < Emin,E > Emax), (4.72)

whereEmin andEmax are constants. The first term on the left-hand side of Eq. (4.70) represents
oscillatory solutions with a wavelength ofo(1/β) sinceλi ’s are imaginary numbers, as presented
above. The oscillatory solutions with finite amplitudes cannot exist under the condition of Eq.
(4.72), so that allAm’s andBm’s become 0. Therefore, the adsorption density of states is obtained
as

ga(E) =
∞∑
j=0

b2 jF
(2 j)(E)

= F(E) − π2

6β2
F(2)(E) +

π4

120β4
F(4)(E) + · · · . (4.73)
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4.2 Analysis of a Pumping Curve of Water with the
Conversion Equation from Pressure to Adsorption
Density of States

A pumping-down curve of a vacuum chamber often shows a power-law de-
pendence on time, which has been attributed to a distribution of the adsorption
energy of molecules on the chamber wall. We have recently derived an analyti-
cal formula that directly converts pressure changes as a function of time into the
adsorption density of states (ADOS). In the present paper, on the basis of this
formula, we analyzed the pumping-down curves reported in literatures to obtain
ADOS of water molecules. The ADOS was dependent on the initial exposure
pressure of water. The origin of the pressure dependence is discussed.

4.2.1 Introduction

The adsorption density of states (ADOS) on a vacuum chamber is a factor to decide evacuation
speed. A form of ADOS depends on the composition and structures of a chamber surface,
which is changed by baking and strong light irradiation. The quantitative evaluation of changes
in chamber surfaces contributes to appropriate treatments of the surfaces.

In this section, experimentally-measured evacuation curves for water molecules were trans-
formed into ADOS with the analytical formula presented in Chap. 4.1.

4.2.2 Review of the method to convert measured pressure change
into ADOS

In this section, the analytical method presented in Chap. 4.1 is organized to apply it to measured
evacuation curves.

ADOSga(E) shown in Eq. (4.28) is given by

ga(E) = F(E) − π2

6β2
F(2)(E) +

π4

120β4
F(4)(E) + · · · , (4.74)

whereβ is 1/kBT, kB is Boltzmann constant,T is temperature, andµg is the chemical potential
of gas phase. Substituting Eq. (4.33) into Eq. (4.24) and replacingµg with E givesF(E) for
vacuum chambers,

F(E) =


−aṽqg

A
1(

dµg

dt

) − βVqg

A

 exp
(
βµg

)
µg=E

, (4.75)

whereF(n)(E) = dnF/dEn, a is the area of an ideal orifice pump, ˜v is a quarter of the root-mean-
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square velocity of gas particles,A is the surface area of a vacuum chamber,V is the volume of
the chamber.µg is presented with pressureP and the partition function of translational motions
of ideal gas moleculesqg as

µg =
1
β

ln

(
βP
qg

)
. (4.76)

qg is given by

qg =

(
m

2π~2β

) 3
2

. (4.77)

The usage of Eqs. (4.74) and (4.75) requires the adsorption-desorption equilibrium on cham-
ber surfaces at each moment. A condition of the equilibrium is given by Eq. (4.16). We
transform Eq. (4.16) into a form suitable for measured evacuation curves in vacuum chamber,
which usually shows power-law decay as

P(t) = αt−γ, (4.78)

whereα andγ are constants. Becauseγ usually takes values near 1, Eq. (4.42) derivesn∗ = 1.
Substitutingn∗ = 1 into Eq. (4.16) yields the applicable condition for Eqs. (4.74) and (4.75)
with the reaction velocity of first-order desorptionkd,∣∣∣∣∣∣ 1

P(t)

(
dP
dt

)∣∣∣∣∣∣
t=tc

<< kd. (4.79)

Here, a relationn(t) = βP(t) is used.tc is defined by

P(tc) =
qg

β
exp(βE) . (4.80)

tc indicates a time when the coverage of a site with adsorption energyE becomes approximately
1/2. The left-hand side in Eq. (4.79) approximately shows the maximum as shown in Eq. (4.51).
Therefore, the satisfaction of Eq. (4.79) enable us to use Eqs. (4.74) and (4.75) at all the time.

4.2.3 Analysis of experimentally-measured evacuation curves

In this section, evacuation curves measured by Liet al. are converted to ADOS ’s. Liet

al. exposed a chamber made of 304 type stainless steel to water vapor with pressures of 8.0,
0.8, 0.12, 1.2 × 10−2, and 8.0 × 10−4 Torr (1.1 × 103, 1.1 × 102, 16, 1.6, and 1.1 × 10−1 Pa,
respectively) for 60 min following the baking of the chamber. Figure 4.3 shows the evacuation
curves measured after the water exposure. The right axis in Fig. 4.3 indicates the chemical
potential of water molecules in gas phase corresponding to the pressure shown in the left axis.
The chemical potential is calculated with Eq. (4.76). Solid lines are fittings on the data by
Eq.(4.78), which demonstrate that the evacuation curves follow power-law decays withγ of
approximately 1.

We secondly evaluate the evacuation curves in Fig. 4.3 in terms of Eq. (4.79). Figure 4.4
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Figure 4.3: Pumping down curves obtained by Liet al. [198] for an electro-polished stainless
steel (SUS304) vacuum chamber exposed to H2O for 60 min with pressures of 8.0,
0.8, 0.12, 1.2×10−2, and 8.0×10−4 Torr. The solid lines are the results of fitting with
a power-law decay function. The chemical potential of gas phase corresponding to
the pressure is plotted on the vertical axis of the right-hand side. Adapted from the
post-print of [203].

shows the left-hand side of Eq. (4.79)|(dP/dt)/4P|t=tc’s calculated from the evacuation curves
in Fig. 4.3 as a function ofE. In order to estimate values ofkd in Eq. (4.79), we assume that
kd is presented as Arrhenius equation:kd = k0 exp(βEd) whereEd is the activation energy of
desorption. We use 7× 1012 (s−1) [85] and−E for the value ofk0 and Ed respectively. The
calculatedkd is shown as a solid line in Fig. 4.4.|(dP/dt)/4P|t=tc’s for each evacuation curve
are 2 or 3 orders of magnitude less thankd, which means that the evacuation curves in Fig. 4.3
satisfy Eq. (4.79). In other words, adsorption-desorption equilibrium is held at each moment
and ADOS for the evacuation curves can be estimated with Eq. (4.74).

The pumping speed in Liet al.’s chamber is not listed, however it is estimated as 6 l/s on
the assumption that the surface area of their vacuum chamber is 1 m2 and the total area density
of adsorbed water is 1× 1015 cm−2. If one use a pump with the pumping speed of 100 l/s, for
example, a measured evacuation curve with the pump does not satisfy Eq. (4.79). In order to
evaluate ADOS with Eq. (4.74), slower pumping speed, which satisfy Eq. (4.79), is required.

Then substitutingµg anddµg/dt for P(t) in Fig. 4.3 calculated with Eqs. (4.76) into Eq. 4.75
givesF(E) as shown in Fig. 4.5. Combining Eqs. (4.76), (4.74), and (4.75) analytically yields

F(E) =
avqgβ

4Aγ

(
αβ

qg

) 1
γ

exp

[(
1− 1

γ

)
βE

]
. (4.81)

Solid lines in Fig. 4.5 are calculated from Eq. (4.81), which is substituted fitting parametersα

andγ in Fig. 4.3.
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Figure 4.4:|(dP/dt)/4P|t=tc as a function of the adsorption energy obtained from the experimen-
tal data in Fig. 4.3.kd is plotted as a function of adsorption energy on the vertical
axis of the right-hand side. The notations follow Fig. 4.3. Adapted from the post-
print of [203].

We finally obtainga(E) substitutingF(E) into Eq. (4.28). In Fig. 4.5, intervals of the
measurement points forF(E) are broad compared with the displacements toward vertical axis,
because intervals of the measurement points in Fig. 4.3 is broad. This results in divergence of
second and higher terms in Eq. (4.74), which include second or higher orders of differentials.
Thus, an application of Eq. (4.74) requires dense measurement points and small errors in a
measured evacuation curve to evaluate differentials with higher order as finite values. In the
present case, we substitute the solid lines in Fig. 4.5 into Eq. (4.74) for calculation ofga(E) to
avoid the divergence of the terms. Fig. 4.6 shows the calculated ADOS. The shapes ofga(E) in
Fig. 4.6 are similar to and 87∼100 % as much as that ofF(E) in Fig. 4.5. This is becauseF(E) is
an exponential function deriving from Eq.(4.81), which is preserved even after the substitution
into Eq.(4.74). However, it should be noted thatF(E) with a general shape does not become
similar toga(E).

Fig. 4.6 shows two features by the increase of water exposure. One is the increase of the
occupation number in ADOS. The other is changes in the forms of ADOS, which indicates that
the number of surface molecules with certain adsorption energy depends on the amount of water
exposure.

4.2.4 Discussion

The obtained ADOS distributed at around−0.88 eV. The value is consistent with a measured ac-
tivation energy of water on anα-Cr2O3(001) surface of 0.93 eV [85]. Furthermore, a theoretical
work showed that several adsorbed states of water on a Cr2O3(0001) surface with the adsorp-
tion energy between−0.14 eV and−1.20 eV [204]. The possible multiple adsorbed states can
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Figure 4.5:F as a function of the adsorption energy obtained from the experimental data and
the fitting curves in Fig. 4.3. The notations follow Fig. 4.3. Adapted from the
post-print of [203].

explain the distribution of the adsorption energy of water.

Next, we consider the reason for the changes of the form of ADOS. The candidates for
the reason include that the out-of-plane diffusion of molecules, change in the condition of the
surface, and the in-plane diffusion of molecules on the surface.

When surface pores or an oxide layer absorb water molecules and release them following
the diffusion, the desorption of H2O is delayed by the diffusion. Therefore, sites in pores or an
oxide layer are analyzed that they effectively have larger adsorption energy compared with the
original adsorption energy of the sites. An out-of-plane diffusion effect can be distinguished
by measurements of pressure changes in which the pumping speed is modulated. Furthermore,
structure and composition of stainless steel surfaces are often changed by heating. A baking
process of a chamber may change surface structures and the composition, as a result, may
change the form of ADOS in each experiment.

In the case that exposed gas molecules adsorb and diffuse on a surface, ideally they se-
quentially occupy sites with lower adsorption energy. However, lower diffusion velocity of the
molecules disturbs the diffusion toward sites with lower adsorption energy after the adsorption
on sites with higher adsorption energy.

For example, ADOS with the water exposure of 8.0× 10−4 Torr in the range between−0.93
eV and−0.88 eV is less than ADOS with the water exposure of 8.0 Torr. This means that the
water exposure of 8.0 × 10−4 Torr remains sites to be adsorbed between−0.93 eV and−0.90
eV. In other words, part of water adsorbing sites with adsorption energy of about−0.88 eV did
not diffuse to sites with lower adsorption energy, which keeps sites with adsorption energy of
between−0.92 eV and−0.90 eV unoccupied. Thus, insufficient diffusion cannot realize the
most stable adsorption state on a surface. Measurements of intrinsic ADOS require the slow
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4.3. Adapted from the post-print of [203].

and long time exposure of molecules.

4.2.5 Conclusion

We have converted the evacuation curves in Fig. 4.3 to ADOS’s in Fig. 4.6 using an analytical
formula for calculating ADOS on chamber surfaces from measured pressure change derived
in Sect. 4.1. The obtained ADOS’s depend on the amount of initial water exposure. This is
considered to reflect the out-of-plane diffusion of adsorbed water, the history of the stainless
steel surface, or differences of adsorbed states of water. A specification of the factors requires
several measurements with different conditions of exposure, temperature in the chamber, and
pumping speed.

Analyses of ADOS’s are available for other kinds of chambers as well as for vacuum cham-
bers. For example, gas pipe lines and nuclear reactors must avoid the degradation of the surfaces
and reaction chambers bring the decrease of reactivity on the surfaces into question. Con-
stant analyses of ADOS’s on the chambers quickly and easily notice us microscopic structural
changes in the surfaces and changes in ADOS’s influencing on reactivity.

Surfaces on vacuum chambers consist of amorphous oxides and hydroxides. Behaviors of gas
molecules such as water and hydrogen on the surfaces remains to be elucidated. Applications
of the analytical method shown in this study on stored evacuation curves make it possible to
quantitatively discuss ADOS’s on various surfaces. Obtained knowledge from the analyses will
contribute the development of fundamental science on practical surfaces.
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4.3 Temperature Dependence of Hydrogen Depth
Distribution in the Near-Surface Region of Stainless
Steel

The depth profile of hydrogen at a type 304 stainless steel surface was investi-
gated with1H(15N, αγ)12C nuclear reaction analysis at various temperatures. Hy-
drogen was predominantly distributed in the region shallower than 10 nm (surface
hydrogen) with an area density of∼ 1× 1016 cm−2. Hydrogen was found to also
exist in a deeper region (>30 nm) with a constant volume density of∼ 4 × 1020

cm−3 (bulk hydrogen). While both bulk and surface components gradually de-
creased as the temperature rose, part of the intensities remained even at 975 K.
From the temperature dependence of the amount of the surface hydrogen, the
distribution of the activation energy for desorption is discussed.

4.3.1 Introduction

Water and molecular hydrogen are most abundant residual gases in vacuum systems made of
stainless steel. In the case of water, the adsorption energy has been shown to reveal a dis-
tribution [95, 96, 192, 203], which means that water exists in various adsorption states. The
adsorption type is considered to include dissociative adsorption, coordinative adsorption, ad-
sorption through hydrogen bond and formation of hydroxides [204]. Residual hydrogen is, on
the other hand, considered to be released into a vacuum following diffusion in the bulk [205].
This indicates that the binding energy and depth distribution of hydrogen species near the sur-
face directly influence the outgassing rate of water and hydrogen in a vacuum system.

Only a few works have studied the depth profile of hydrogen in stainless steel [206, 207, 208]
because of the experimental difficulty to quantitatively detect hydrogen. Nuclear reaction analy-
sis (NRA) studies with H-specific1H(15N, αγ)12C showed that stainless steel contains hydrogen
of ∼ 5× 1016 cm−2 at the surface and 1020 ∼ 1021 cm−3 in the bulk [206, 207]. Furthermore, a
study with position-sensitive atom probe (PoSAP) revealed that deuterium coexists with Cr, Ni,
and O rather than Fe in stainless steel, and the existence of strongly bound hydrogen in nickel
hydride and nickel hydroxide was proposed [208]. However, the thermal stability of hydrogen
at each depth, which directly influences the outgassing in a vacuum remained to be done.

In this section, we have studied the temperature dependence of the hydrogen depth profile
for a type 304 stainless steel with NRA. The distribution of the activation energy for hydrogen
desorption was analyzed on the basis of the experimental data, which is discussed to show a
wide distribution from 1.1 to 2.4 eV.
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Figure 4.7: (a) NRA profiles on a type 304 stainless steel surface measured at different tem-
peratures. (b) Averageγ-ray yields induced by15N2+ with higher energy than 6.50
MeV. (c) The integral of the NRA profiles from which the averageγ-ray yields are
subtracted. Reproduced from a pre-print of [209].

4.3.2 Experimental detail

The sample used in this study is a type 304 stainless steel tip. Its bulk composition confirmed
by X-ray fluorescence analysis is 71.6Fe, 18.6Cr, Ni8.4, Mn1.0, Cu0.1, V0.1, Mo0.1 in mol
%. The sample is washed with an ultrasonic cleaner in acetone, ethanol and distillated water
respectively.

The absolute amount of hydrogen at each depth of the sample were investigated by NRA at
the 1C beam line of the 5 MV Van de Graaff Tandem accelerator in the Microanalysis Labora-
tory (MALT) of The University of Tokyo. The15N2+ ion beam irradiated the surface at a current
of 40-100 nA and a beam diameter of 2-4 mm on the surface at room temperature. The stopping
power (dE/dz) of 6.61 keV/nm for SUS304) [165] is used for defining the probing depth.
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4.3.3 Results

Figure 4.7 (a) shows NRA profiles for a type 304 stainless steel surface heated to temperatures
of 300 to 975 K. The NRA profile was taken with the sample kept at respective temperatures
except that at 975 K. After a measurement, the temperature was raised to the next temperature
in an incremental manner. The heating time was therefore in accordance with the measurement
time of NRA, which is about 40 min. The sample was finally heated at 975 K for 5 min,
and the NRA profile was taken after the temperature was decreased to room temperature. The
profile for the 300 K sample reveals a maximum atEi of 6.388 MeV, which is 3 keV higher
than the resonance energy. The peak has a FWHM of 17 keV and a tailing feature at a high-
energy region. This firstly indicates that the near-surface region with a thickness of∼10 nm
contained a substantial amount of hydrogen (surface hydrogen). Secondly, the bulk region
(Ei >∼6.50 MeV) also contained a certain amount of hydrogen (bulk hydrogen). Both surface
and bulk components were reduced in intensity by the increase of the temperature, however,
they remained even after annealing at 975 K.

Figure 4.7 (b) shows the averageγ-ray yield in the bulk region as a function of temperature.
The right axis in Fig. 4.7 (b) denotes the volume density of the bulk hydrogen calculated from
theγ-ray yields. It is apparent that the volume density of the bulk hydrogen immediately start
to decrease by elevating the sample temperature and remains almost constant above 550 K.
The result implies that there are at least two types of hydrogen in this depth region: One is
removed by heating up to 550 K and the other remains above 550 K. Fe, Cr and Ni can contain
hydrogen as solid solution with different enthalpies [210]. Furthermore, Ni forms hydride with
an enthalpy of−0.30 eV/atom [210]. The different thermal stability of the bulk hydrogen is
considered to reflect the differences in the binding state of hydrogen in the sample.

Figure 4.7 (c) shows the integral of theγ-ray yield for the surface hydrogen from which the
averageγ-ray yields of the bulk hydrogen are subtracted. The averageγ-ray yield for 450 K
is assumed to have the average value between the value for 400 K and 550 K. The integral
correponds to the area density of the surface hydrogen, which is plotted on the right axis in
Fig. 4.7 (c). The area density of the surface hydrogen was 1.3 × 1016 cm−2 at 300 K. Then it
gradually decreases above 400 K and remains constant even at 975 K.

4.3.4 Discussion

We discuss the thermal stability of the surface hydrogen. Hydrogen in stainless steel is re-
leased into a vacuum after diffusion to the surface and desorption from the surface. The rate-
determining step for the release is considered to be desorption from the surface [211, 212]. Up
to 400 K, as seen in Fig. (4.7) (b) and (c), the bulk component appears to decrease significantly,
while the decrease of the surface component is marginal. This suggests that bulk diffusion of
hydrogen is faster than desorption. We therefore assume that desorption is the rate-determining
process here. Then, the thermal stability of the surface hydrogen reflects the effective activation
energy of desorptionEd of the entire outgassing process of hydrogen. Here, we consider both
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first-order and second-order processes for hydrogen desorption.

The time dependence of the coverageθ1 andtheta2 in the first- and second-order processes
with an activation energy ofEd at constant temperatureT is respectively given by

dθ1(Ed, t)
dt

= −A1e
−Ed/kBTθ1(Ed, t), (4.82a)

dθ2(Ed, t)
dt

= −A2e
−Ed/kBTθ2(Ed, t)

2, (4.82b)

whereA1 and A2 are constants. We use 7.7 × 1012 s−1 for A1, which is reported for water
desorption from Cr2O3 [85]. We use the same value forA2, becauseA2 has been shown to
be similar toA1 for the desorption-limited second-order desorption and the reaction-limited
second-order desorption [213]. The coverage at a temperature ofT and a time oft1 with an
initial coverage of 1 is given by

θ1(Ed, t1) = exp
[
−A1e

−Ed/kBT t1
]
, (4.83a)

θ2(Ed, t1) =
1

A2e−Ed/kBT t1 + 1
. (4.83b)

The NRA measurement was started about 300 s after the sample temperature was raised, and
the measurement time was less than 2400 s. The sample was accordingly kept at a constant
temperature for between 300 s and 2700 s. Therefore,t1 is in the range between 300 s and 2700
s. Figure 4.8 shows the hydrogen coverage after heated at each temperature for 300 s (solid
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lines) and 2700 s (dashed lines) for the first-order reaction calculated with Eq. (4.83a) as a
function ofEd. Here, the threshold activation energyEd−th(t1,T) of desorption is defined by the
energy at which the coverage becomes 1/2 after heating at a temperature ofT for the timet1.
The transformation of Eqs. (4.83a) and (4.83b) givesEd−th(t1,T) as{

Ed−th(t1,T) = kBT ln(A1t1) − kBT ln(ln 2). (4.84a)

Ed−th(t1,T) = kBT ln(A2t1). (4.84b)

We furthermore defineEd−th(T) as

Ed−th(T) =
Ed−th(300 s,T) + Ed−th(2700 s,T)

2
. (4.85)

Then, the relations ofθ(Ed, t1) = 0 whenEd < Ed−th andθ(Ed, t1) = 1 whenEd > Ed−th hold
within an error of∼ 2kBT. The error of∼ 2kBT comes from the uncertainty of the coverage
rise (∼ kBT) and the uncertainty int1 (∼ kBT). It should be noted that the difference in the
Ed−th(t1,T) calculated for the firsr-order and the second-order desorptions is about 0.37kBT,
which is sufficiently smaller than the error of∼ 2kBT. In a first approximation, hydrogen
desorbed at a temperature ofT can be regarded to have the activation energy for desorption of
Ed−th(T) following the first-order desorption.

In Fig. 4.7 (c), we focus on two successive measurements at temperatures ofT1 and T2

(T2 > T1). We let the difference in the area density of hydrogen atT1 andT2 be∆σ12, which
corresponds to the amount of desorbed hydrogen at temperature betweenT1 andT2. The des-
orbed hydrogen is regarded to have the activation energy of desorption betweenEd−th(T1) and
Ed−th(T2). Therefore, the averaged density of states in terms of the desorption energy between
Ed−th(T1) andEd−th(T2) is given by∆σ12/[Ed−th(T1) − Ed−th(T2)].

Figure 4.9 shows the density of states as a function of the activation energy of desorption
(DOS-Ed) calculated from Fig. 4.7 (c) with the above procedure. DOS-Ed is mainly distributed
from 1.1± 0.05 eV to 2.4± 0.08 eV and shows tails below 1.1 eV and above 2.4 eV. The high
activation energy of desorption indicates that hydrogen makes chemical bonds and is included
in species such as chemisorbed water and hydroxides.

The density of states of the adsorption energyE(< 0) of water (DOS-E) has been analyzed on
a stainless chamber surface by using measured pressure changes [192, 203]. It has been shown
that DOS-E forms a constant and an exponential distribution in the measured range between
E of −0.93 eV and−0.82 eV and the distribution makes the power-law decay of the pressure
in evacuation processes. When there is an activation energy for adsorptionEa, E is given as
E = −(Ed − Ea). Ea’s for water on stainless steel surfaces are reported as 0.18 eV∼ 0.32 eV
[214]. Based on the values ofEa’s, the left edge of the broad distribution of DOS-Ed between
1.1 eV∼ 1.2 eV shown in Fig. 4.9 is identical to the adsorption energy of between−0.93 eV and
−0.83 eV. The analyzed DOS-E is considered to correspond to the left edge region of DOS-Ed

shown in Fig. 4.9.
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Figure 4.9: The density of state of the activation energy of desorption of the surface hydrogen
calculated from Fig. 4.7 (c). Reproduced from a pre-print of [209].

4.3.5 Summary

We have studied the temperature dependence of the depth profile of hydrogen on a type 304
stainless steel surface with NRA. The near-surface region with a depth of 10 nm contains hy-
drogen of∼ 1×1014 cm−2. The deeper region (>30 nm) also contains hydrogen with a constant
volume density of∼ 4× 1020 cm−3. Both surface and bulk hydrogen decreased as the temper-
ature increased, though they remained even at 975 K. The activation energy of desorption of
surface hydrogen was discussed to be distributed from 1.1 eV to 2.4 eV.
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Chapter 5

Conclusions

The present study investigated the interaction of molecules with single-crystal and inhomoge-
neous oxide surfaces, and the following conclusions were obtained.

1. Oxygen vacancies were introduced on SrTiO3(001) with electron stimulated desorption,
and its electronic structure was investigated by ultraviolet photoemission spectroscopy
(UPS). The oxygen vacancy induced an in-gap state at 1.3 eV below the Fermi level,
which is ascribed to electron doping from the oxygen vacancy to the surface. At the
same time, the band was bent downward, which seems to form a surface conductive layer.
Subsequent oxygen exposure vanished the in-gap state and induced upward band-bending
to the original position. The densities of the oxygen vacancy and electron induced by the
oxygen vacancy were estimated to be 1× 1014 and 2× 1014 cm−2, respectively.

2. The effects of hydrogen adsorption on the electronic structure of the oxygen-vacancy-
controlled SrTiO3(001) surfaces were investigated by UPS. The in-gap state on the oxygen-
defficient (OD) SrTiO3(001) surface was partially removed by hydrogen. On the other
hand, the in-gap state was induced by hydrogen adsorption on the nearly-vacancy-free
(NVF) SrTiO3(001) surface. The areal densities of the adsorbed hydrogen were measured
as (0.9±0.7)×1014 and (3.1±0.8)×1014 cm−2 by nuclear reaction analysis (NRA). From
these results, the charged state of hydrogen on the OD and NVF surfaces was estimated
as H− and H0.3+, respectively. The stability and the adsorbed site of H− was discussed.

3. An atomic and molecular hydrogen beam source and a state-selective detection sys-
tem for scattered molecular hydrogen by resonance-enhanced multi-photon spectroscopy
(REMPI) were developed. The molecular hydrogen scattered at the SrTiO3(001) sur-
faces with and without oxygen vacancies was investigated with the developed system.
The ortho-para conversion probabilities in the scattering on the surfaces with and without
oxygen vacancies were estimated to be 0.28± 0.05 and 0.15± 0.05, respectively. The
in-gap state due to oxygen vacancies was discussed to possess a localized spin.

4. An analytical formula for calculating the distribution of the adsorption energy of molecules
(the adsorption density of states: ADOS) on vacuum chamber surfaces from a measured
pressure change was derived. The applicable condition of the formula was rigorously
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evaluated. The formula revealed that the general power-law relation of the pressure decay
originates from exponential and constant forms of ADOS.

5. The ADOS’s for water molecules on a stainless steel vacuum chamber were analyzed
with the analytical formula from the evacuation curves. ADOS’s showed exponential-
and constant-like shapes ranging from−0.9 eV to−0.8 eV. The ADOS shape was found
to depend on the amount of the initial water exposure. The reason of the dependence was
discussed.

6. The depth profile of hydrogen on a stainless steel surface was measured with NRA at
different temperatures. The profiles revealed a peak of 1.3× 1014 cm−2 at the depth of a
few nm from the surface and a constant concentration of 4.5× 1020 cm−3 in the depth of
20∼60 nm. From the temperature dependence, the activation energy for desorption of the
hydrogen near the surface was evaluated to be distributed from 1.1 to 2.4 eV.
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[9] S. Andersson, L. Wilźen, and J. Harris: Phys. Rev. Lett.55 (1985) 2591.
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[25] C. G. Silva, R. Júarez, T. Marino, R. Molinari, and H. Garcı́a: J. Am. Chem. Soc.133
(2011) 595.

[26] S. Nakade, Y. Saito, W. Kubo, T. Kitamura, Y. Wada, and S. Yanadida: J. Phys. Chem. B
107(2003) 8607.

[27] A. Kudo and Y. Miseki: Chem. Soc. Rev.38 (2009) 253.

[28] K. Pachucki and J. Komasa: Phys. Rev. A77 (2008) 030501.

[29] E. Ilisca and S. Sugano: Phys. Rev. Lett.57 (1986) 2590.

[30] E. Ilisca: Phys. Rev. Lett.66 (1991) 667.

[31] E. Ilisca: Surf. Sci.242(1991) 470.

[32] E. Ilisca: J. Phys. I France1 (1991) 1785.

[33] E. Ilisca, P. Jussieu, and P. Cedex: Prog. Surf. Sci.41 (1992) 217.

[34] E. Ilisca and S. Paris: Surf. Sci.363(1996) 347.

[35] K. Svensson and S. Andersson: Surf. Sci.392(1997) L40.

[36] K. Niki, T. Kawauchi, M. Matsumoto, K. Fukutani, and T. Okano: Phys. Rev. B77
(2008) 201404.

[37] A. L. Linsebigler, G. Lu, and J. T. Yates: Chem. Rev.95 (1995) 735.

[38] R. C. Alig and S. Bloom: Phys. Rev. Lett.35 (1975) 1522.

[39] V. E. Henrich: Prog. Surf. Sci.50 (1995) 77.

[40] C. C. Chang: J. Appl. Phys.39 (1968) 5570.

[41] M. Gautier, J. P. Duraud, L. P. Van, and M. J. Guittet: Surf. Sci.250(1991) 71.

[42] K. Reuter and M. Scheffler: Phys. Rev. B65 (2001) 35406.



References 105

[43] J. K. Rudra and W. B. Fowler: Phys. Rev. B35 (1987) 8223.

[44] T. Bredow: Surf. Sci.401(1998) 82.

[45] V. E. Henrich, G. Dresselhaus, and H. J. Zeiger: Phys. Rev. Lett.36 (1976) 1335.

[46] D. W. Reagor and V. Y. Butko: Nat. Mater.4 (2005) 593.

[47] G. Herranz, O. Copie, A. Gentils, E. Tafra, M. Basletić, F. Fortuna, K. Bouzehouane,
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