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Abstract 

Chapter 1 introduces the present thesis. Vision is important for goal-oriented action and 

interacting with the surrounding environment. Goal-oriented actions such as grasping and 

reaching rely on vision to localize objects in visual space. Visual attention is crucial for 

localizing visual objects precisely, because attention is concentrated on selected stimuli while 

ignoring others. Attended stimuli would be processed with more resources. Therefore, spatial 

perception at attended locations and the performance of goal-oriented action would be 

enhanced. However, a distracting stimulus presented briefly outside the current attentional 

focus induces involuntary attentional shifting. This shift of attention would induce errors in 

localizing objects. Many studies have shown that both preceding and succeeding peripheral 

transients can induce mislocalization of visual targets in different directions; however, it is not 

fully understood whether a single mechanism underlies the mislocalization induced by 

dynamic attentional shifting in visual space. Furthermore, the perceptual system integrates 

information from different modalities to construct the world. Therefore, peripheral transients 

from modalities other than vision would also induce spatial distortion in visual space. The 

present thesis aims to propose an integrated account on how peripheral transients affect visual 

localization. 

In Chapter 2, I applied the experimental paradigm of attentional repulsion and attraction to 

explore whether a single mechanism underlies mislocalization. Two vertical lines appeared 

above and below the center fixation as visual targets. Visual transients were presented 

before/after the target as cues to attract attention. Participants were asked to judge horizontal 

misalignment of two vertical lines. When the preceding cues were presented, the perceived 

location of the visual target was shifted away from them (attentional repulsion). In contrast, the 

perceived location of the targets was attracted to the succeeding cues (attentional attraction). 

Experiments were conducted to examine (1) whether the effect sizes of the repulsion effect and 
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the attraction effect would differ with the same experimental parameters, (2) whether the two 

effects would interact, and (3) whether the locus of attentional focus or the direction of dynamic 

attentional shift would determine the mislocalization effects. The results showed that (1) the 

effect size of spatial distortion was smaller when the preceding cues were presented than the 

succeeding cues with the same experimental parameters, (2) the two effects did not interact 

with each other, and (3) static attentional focus on cues induced the repulsion effect, and the 

dynamic attentional shift induced the attraction effect. This suggests that the repulsion and 

attraction effects are independent from each other. 

In Chapter 3, the effect of depth perception on spatial distortion was explored. Visual cues 

were presented before/after the targets in different depth planes with respect to the target under 

both binocular and monocular stereopsis viewing. The results showed that spatial distortion 

was stronger when both preceding and succeeding cues were presented in the depth plane 

farther away from the target. However, depth modulation of preceding cues was only observed 

under binocular stereopsis viewing. On the other hand, depth modulation of succeeding cues 

was observed under both binocular and monocular stereopsis viewing. Further experiments 

found that depth modulation of preceding cues was observed when observers shifted attention 

from the fixation point to the depth plane farther away with respect to the fixation point. This 

suggests that attentional resources are allocated more densely to near space. The additional cost 

of shifting attention along depths could be compensated by the enhanced state of visual 

attention in near space. Therefore, larger displacement is only observed when shifting 

attention to far space. On the other hand, a larger attraction effect was observed with closer 

target-cue distance even when no depth information was provided and the physical size of the 

cue was the same. This implies that the attraction effect was mainly modulated by retinal 

coordinates. The results of the experiments described in Chapter 3 also suggest that the 

underlying mechanisms of the repulsion and attraction effects are different. 
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Chapter 4 explores how the perceptual system integrates information of sensory transients 

from modalities other than vision to decide the perceived location of a visual target. In this 

chapter, a visual object moved toward the center of the computer screen and disappeared 

abruptly. A brief sound was presented to observers around the moment of visual motion offset. 

Observers were asked to report the perceived vanishing location of the visual target. The results 

of experiments showed that when the sound was presented before the visual motion offset, the 

perceived visual offset location was shifted backward. This indicates that the mislocalization 

resulting from the timing of visual motion offset was attracted to the timing of the brief sound. 

In addition, when the sound was lateralized, the sound’s spatial information influenced the 

perceived location of the visual motion offset. Larger spatial attraction was observed when 

brief sound was presented on the same side as the start position of the target. The effect of the 

lateralized sound was mainly noted in the spatial domain. Therefore, both temporal and spatial 

information of the brief sound can induce mislocalization effects on the perceived location of 

visual motion offset. 

Chapter 5 summarizes the findings of the experiments from Chapters 2 through 4 and 

discusses potential applications in everyday life. Finally, possible directions for future 

research are suggested. 
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Chapter 1: Introduction 

 

Background 

Spatial distortion in visual space 

The visual system processes information received from visible light to construct a visual 

perception of the surrounding environment. Vision is essential for human survival in everyday 

life, because it helps us comprehend and interpret the surrounding environment. The ability to 

localize an object in visual space is particularly important for visual search, decision making, 

and goal-oriented behaviors. For example, in order to launch an application on a mobile 

device, it is necessary to (1) find the icon’s location on the display first and (2) move a finger 

to touch it. The first step relies on localizing the icon; to complete the second step, it is 

necessary to estimate the distance between the icon and the finger. If the icon cannot be 

correctly localized, it is possible that the attempt to launch the application on the mobile 

device would fail. However, spatial representation is not always perfect, because the brain’s 

ability to detect and process sensory signals is limited. Thereby, the perceived location of a 

visual object is not always exactly the same as its physical location due to errors that occur 

while processing information gained through successive views. 

Many studies have investigated spatial distortion in visual space when observers attempt to 

make eye movements. Helmholtz (1925) found that the world moved in the direction opposite 

passive eye movements elicited by pressing on the canthus. Furthermore, when the eye was 

paralyzed, the world moved in the direction of the intended eye movement. Similarly, 

perceived locations of visual stimuli are mislocalized if they are presented close to the onset 

of a saccadic eye movement. If a visual stimulus were presented in a dark space, its perceived 

location would be displaced in the direction of the eye movement (Cai et al., 1997). However, 

when visual references are available after the saccadic eye movements, mislocalizations of 
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visual stimuli result from the compression of visual space towards the target of saccadic eye 

movement (Ross et al., 1997). These results suggest that perceptual stability relies on not only 

retinal images but also information on eye position provided by the oculomotor system. In 

addition, mislocalization of visual objects can also be observed when saccadic eye 

movements are absent. For example, the compression of visual space could also be observed 

if observers shifted attention toward visual stimuli while maintaining fixation on specific 

positions. This may be because shifting spatial attention can signal preparation of the motor 

system to shift eye position (Hamker et al., 2008; Zirnsak et al., 2010).  

When saccadic eye movements are absent, mislocalization of visual objects can be 

observed in both static and dynamic displays. In the flash-lag effect, the perceived location of 

a moving object appears ahead of a spatially aligned flash object. In other words, the 

perceived location of the moving object is displaced forward in the direction of motion 

(Figure 1.1, top panel). There are several possible explanations for the underlying mechanism 

of the flash-lag effect. In the motion extrapolation hypothesis, the flash-lag effect is the result 

of forward displacement of the perceived location of the moving object based on analyzing its 

speed and trajectory (Nijhawan, 1994). The latency difference hypothesis suggests that the 

static flash is processed more slowly than the moving object (Purushothaman et al., 1998; 

Whitney & Murakami, 1998; Whitney, Murakami & Cavanagh, 2000). The temporal 

integration hypothesis proposes that location information for the moving object within a 

certain temporal window is integrated to determine its perceived location (Brenner & Smeets, 

2000; Brenner et al., 2006; Eagleman & Sejnowski, 2000; Krekelberg & Lappe, 2000; 

Roulston et al., 2006). The motion signals after the flash displace the object’s perceived 

location in the direction of motion (Eagleman & Sejnowski, 2000; 2007). Although these 

hypotheses differ, they all reflect the need for a visual strategy to compensate the inevitable 

delay in processing sensory signals.  
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Mislocalization can also be observed in spatial short-term memory. In studies of 

representational momentum (RM; Freyd & Finke, 1984; Hubbard & Bharucha, 1988; Figure 1, 

bottom panel), the memory of a moving object’s final position is displaced in the direction of 

motion (for reviews, see Hubbard, 2005). RM could result from the mental representation of 

the object’s motion persisting for a brief period after the abrupt offset of visual motion 

(Teramoto et al., 2010). RM can be observed not only in continuous motion, but also in 

implied motion induced by frozen-action photographs (Futterweit & Beilin, 1994; Freyd, 

1983; Freyd et al., 1988). This suggests that RM is not only involved with low-level 

perceptual processing, but also high-level cognitive mechanisms. Other physical principles 

exhibit similar effects. Greater displacement of remembered final position is observed for 

descending objects than ascending objects, suggesting that the awareness of gravity 

influences the magnitude of this mislocalization effect. Therefore, mislocalization of visual 

objects could occur both in the early stage of visual processing and in the late stage, during 

which the brain integrates all information to form a unified spatial representation. 

Both the flash-lag and RM phenomena reflect strategies used by the visual system to 

counteract the delay in processing sensory stimuli. However, these strategies also induce 

systemic errors when localizing visual objects. 
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Figure 1.1 Semantic illustration of the flash-lag effect (top) and representational 

momentum (bottom) 

 

Attention and spatial perception 

The brain’s ability and resources for processing sensory stimuli from the surrounding 

environment are both limited, as mentioned above. Attempting to process all sensory stimuli 

received from the environment would be too inefficient to support adaptive behavior. 

Therefore, the brain must identify and focus only on the most relevant information. Attention 

is the process responsible for selecting relevant information while ignoring other stimuli and 

allocating processing resources. In spatial perception, attention allocates processing resources 

to attended objects in visual space. After processing the selected objects, the information is 

integrated into spatial short-term memory to form a spatial representation (LaBar et al., 

1999).  

Sensory information can be selected by both top-down and bottom-up attention. In 

top-down attention, observers voluntarily shift attention to stimuli relative to observers’ 
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intentions or goals; this is often labeled goal-driven or endogenous attention (Figure 1–2, top 

panel). In top-down attention, attentional shift is under the observers’ control. In bottom-up 

attention, however, attention is attracted to stimuli that are outside the current focus of 

attention; this is often labeled stimulus-driven or exogenous attention (Figure 1–2, bottom 

panel). Salient stimuli such as rapid motion or new objects in the visual field would attract 

attention more easily. Exogenous attention is important for adaptive behaviors, because 

stimuli appearing suddenly in the surrounding environment might be potentially threating 

(e.g., approaching predators). In bottom-up attention, the attentional shift is out of observers’ 

control. 

As attention is meant to allocate more processing resources to the selected location in 

visual space, both endogenous and exogenous attention can enhance spatial perception at the 

selected location. In studies of endogenous attention, when observers were asked to detect a 

visual target as quickly as possible, reaction time was faster when a central arrow was briefly 

presented in the center of the display indicating the visual field in which the target would 

appear (Posner, 1980; Posner et al., 1980). In studies of exogenous attention, accuracy and 

reaction time to identify a visual target were both improved when a flash was briefly 

presented as a visual cue in the same location as the target (Eriksen & Collins, 1969; Eriksen 

& Rohrbaugh, 1970; Posner, 1980; Posner et al., 1980). These studies indicate that attention 

can enhance both spatial resolution and reaction speed at selected spatial locations. 
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Figure 1.2 Examples of the Posner paradigm. (1) endogenous cues (top), (2) exogenous cues 

(bottom) 

 

Neural mechanisms of reorienting spatial attention 

Neuroimaging studies indicate that two neural networks are involved in reorienting 

attention (for reviews, see Corbetta et al., 2008): the dorsal attention network and the ventral 

attention network. The dorsal attention network is involved in top-down attention by 

reorienting attention to stimuli based on observers’ intentions and goals. It is activated by 

observers’ expectations (Corbetta et al., 2000; Hopfinger et al., 2000; Kastner et al., 1999; 

Shulman et al., 1999), or by preparations of specific responses (Astafiev et al., 2003; 

Connolly et al., 2002). It is bilateral and includes the intraparietal sulcus (IPS) in the dorsal 

parietal cortex and the frontal eye field (FEF) in the dorsal frontal cortex. The ventral 

attention network is involved mostly in bottom-up attention. It is activated by the detection of 
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salient stimuli in the visual field. Further, its activation increases along with the dorsal 

attention network when behaviorally relevant stimuli are detected (Corbetta et al., 2000). The 

ventral attention network is right-hemisphere lateralized and includes the right 

temporal-parietal junction (RTPJ) and the right ventral frontal cortex (RVFC). 

 

The attentional repulsion and attraction effect 

Involuntary shifts of attention are often induced by salient stimuli, for example, a sudden 

sound, a flash, or a white rectangle against a black background. The sudden appearance of a 

visual transient attracts observers’ attention within 200 ms, despite all efforts to attend to 

something else (Eriksen & Collins, 1969; Hikosaka et al., 1993a, 1993b; Nakayama & 

Mackeben, 1989). Spatial attention would be directed to the location of the visual transient. 

Suzuki and Cavanagh (1997) demonstrated that involuntary attention-shifting also incurs 

spatial distortion around the attended space. In their study, observers were asked to maintain 

focus on a fixation point at the center of the display. Two disks were briefly presented as 

visual cues in diagonally opposed positions (top-left/bottom-right or top-right/bottom-left, 

Figure 1.3). Then, two vertical lines appeared above and below the fixation point as visual 

targets. Observers were asked to judge the horizontal misalignment of the two vertical lines. 

The results showed that the perceived locations of the vertical lines were displaced away from 

the visual cues. In other words, if the cues appeared at the top-left/bottom-right position, 

observers are more likely to judge that the top line was on the right side of the bottom line. 

They refer to this phenomenon as the attentional repulsion effect (Figure 1-2, top panel). In 

their series of experiments, they demonstrated that the repulsion effect is not caused by 

nonattentional effects such as apparent motion or figural aftereffects. 

They use the position-coding unit hypothesis to explain the repulsion effect as the cost of 

enhanced spatial perception at the cue’s location. In other words, spatial locations are 
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represented by the overall response patterns of a population of position-coding neural units. 

The perceived location of visual objects is represented by the centroid of the response 

distribution of these units. Visual transients that suddenly appear in peripheral space 

inevitably attract attention toward it. The target’s centroid of response distribution is skewed 

from the cue, the locus of attention. This might result from shrinking or recruitment of the 

receptive field around the focus of attention. Consequently, spatial distortion is observed. 

Interestingly, when the temporal sequence of the stimuli used in Suzuki and Cavanagh’s 

experiments is reversed, the perceived location of the visual target is displaced toward the 

visual cue. For example, observers are more likely to judge that the top line is on the left side 

of the bottom line, if the cue is presented at the top-left/bottom-right position after the target 

(Ono & Watanabe, 2011). This is referred as the attentional attraction effect (Figure 1–2, 

bottom panel). They also demonstrated that the attraction effect could not be explained by 

perceptual effects such as apparent motion, suggesting that it is also induced by involuntary 

attentional shift from the target to the cue. However, the position-coding unit hypothesis does 

not explain the attraction effect. The direction of mislocalization depends on whether the cue 

is presented before or after the target. 

Given that the stimuli in Ono and Watanabe’s experiments are similar to those in Suzuki 

and Cavanagh’s experiments, they propose that both the repulsion and attraction effects are 

induced by the same underlying mechanism: the overshoot of the attentional shift (Shim & 

Cavanagh, 2004; Yamada et al., 2008). In the repulsion effect, the overshoot of attentional 

shift from the cue to the target displaces the perceived location of the target in the direction of 

the attentional shift. In the attraction effect, the perceived location of the target is displaced in 

the direction of attentional shift in a short-term memory trace. 

The idea of dynamic attentional shift might not be appropriate for the repulsion effect. In 

the attentional repulsion paradigm, observers shift attention from peripheral transients to the 
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central target. Assuming that spatial perception is enhanced in the attended regions, spatial 

distortion should not be observed if the spatial attention does shift to the central region.  

On the other hand, it is reasonable that dynamic shift from the central target to the 

peripheral transient would induce the attraction effect. When attention is attracted to the 

peripheral transient, the location information of the sensory transient would also be processed 

and remembered in the short-term memory trace. Previous research describes a landmark 

attraction effect in which the remembered location of a static target is biased toward a 

landmark in visual space (Bryant & Subbiah, 1994; Hubbard & Ruppel, 2000; McNamara & 

Diwadkar, 1997; Nelson & Chaiklin, 1980; Sadalla et al., 1980; Simmering et al., 2008; 

Spencer et al., 2006). The visual system would use the location information of visual stimuli 

that attracts attention to modulate the location information of the target in visual short-term 

memory (Yamada et al., 2011). Therefore, dynamic shift toward the peripheral target could 

bias the perceived location of the visual target in the short-term memory trace. 

If the repulsion and attraction effects are induced by different underlying mechanisms, it 

follows that peripheral transients could induce spatial distortion in two different ways. On one 

hand, peripheral transients could impair information processing for the visual target. On the 

other hand, peripheral transients could bias the remembered position of the visual target 

toward themselves. 
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Figure 1.3 Semantic illustrations of the attentional repulsion effect (top) and the attentional 

attraction effect (bottom) 
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Crossmodal interaction in localization of visual objects 

The perceptual system receives information through different yet interacting sensory 

modalities. The inputs from different sensory modalities interact in various ways. The 

perceptual system also integrates information from modalities other than vision to localize 

visual stimuli. Vroomen and de Gelder (2004) found that the magnitude of the flash-lag effect 

was reduced when a brief sound was presented before or simultaneously with the flash. Heron 

and colleagues (2004) demonstrated that the location of a horizontally moving object was 

perceptually displaced forward with respect to the direction of previous motion when a sound 

was presented after the actual bounce, and the perceived bounce position was shifted in the 

direction opposite to its previous motion when a sound was presented before the actual 

bounce. The multisensory effect of a brief sound could also be observed when localizing a 

static visual object. Arnott and Goodale (2006) demonstrated that the attentional effect could 

also be induced by presenting lateralized sound as peripheral cues, showing that auditory 

spatial information can displace the perceived positions of static visual stimuli. These findings 

indicate the possibility that the location of sound may affect retinotopic coding.  

 

Two-stream hypothesis for vision 

Visual perception plays an essential role in our everyday life, because it helps humans 

understand and interpret the surrounding environment by processing light information. 

Images of visual stimuli are projected onto the retina. The outputs of the retina pass the optic 

nerve, cross and split at the optic chiasm, then pass through the optic tract to the lateral 

geniculate nucleus (LGN). Information then passes to the primary visual cortex (V1) in the 

occipital lobe. V1 transmits information to two separate pathways, the dorsal and ventral 

streams. The dorsal stream begins from V1, continues through the prestriate cortex (V2) to the 

dorsomedial area (V6) and visual area MT (middle temporal) (V5), then stretches into the 
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posterior parietal cortex (PPC). The dorsal stream, referred to as the “where pathway,” is 

associated with the visual representation of object locations. The ventral stream also begins 

from V1, continues to V2, then passes through the visual area V4 in the extrastriate visual 

cortex to the inferior temporal cortex. Associated with recognition and object representation, 

the ventral pathway is referred to as the “what pathway” (Mishkin et al., 1983).  

Vision directs action by transforming visual inputs into appropriate motor outputs (Goodale 

& Humphrey, 1998). It has recently been suggested that the two separate visual pathways are 

critical for visual perception and visually guided action, respectively (Goodale & Milner, 

1992). According to the Goodale and Milner model, the ventral stream is responsible for 

vision-for-perception: it constructs the perceptual representation of the world. The ventral 

stream also provides a perceptual foundation for offline control of action and incorporating 

stored information into the control of current action (Goodale, 2011), while the dorsal stream 

is responsible for mediating on-line visually guided actions directed to visual targets (Figure 

1-4).  

Previous research on size-contrast illusions (e.g., the Ebbinghaus illusion) demonstrate that 

spatial distortions in perception do not affect the performance of visually guided actions, such 

as grasping, supporting the dissociation between the ventral and dorsal pathways (Aglioti et 

al., 1995; Haffenden and Goodale, 1998, 2000; Haffenden et al., 2001). However, it is also 

suggested that spatial distortion in visual space affects performance in visuomotor tasks when 

it relies on on-line control. Notably, the attentional repulsion effect could also be observed 

when observers were asked to judge a target’s location by both mouse pointing and guided 

limb localization tasks (Pratt & Turk-Browne, 2003). Furthermore, motor responses produce 

larger localization errors than cognitive judgments (Kerzel, 2003; Yamagishi, et al., 2001). 

Therefore, spatial distortion in visual space not only provides erroneous interpretations of 

the surrounding environment but also potentially affects the precision of actions guided by 
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vision. Impairment of visuomotor performance is even larger when responses are made in a 

dynamic environment. 

 

Figure 1.4 Separate visual pathway for the dorsal stream (vision-for-action) and the ventral 

stream (vision-for-perception) 

 

Objective of the thesis 

Previous research suggests it is possible that (1) peripheral transients induce spatial 

distortion by either impairing the processing of target information or biasing the perceived 

location of visual targets in short-term memory, and (2) the perceptual system integrates 

information from different modalities to construct the world. The present thesis aims to 

propose an integrated account of how dynamic attentional capture induced by peripheral 



 

14 

 

stimuli influences the visual system in localizing visual stimuli. Localizing a target in visual 

space involves four steps: (1) receiving information on the visual stimuli, (2) information 

processing, (3) information integration, and (4) forming location representations of the visual 

stimuli (Figure 1-5). The image of the target is projected onto the retina and transmitted to the 

visual cortex. Basic visual information is processed in areas such as V1 and V5 (the MT area). 

Previous studies have indicated that the posterior parietal cortex (PPC) is susceptible to 

interruption by distracting stimuli (Knudsen, 2007) and responses to stimuli away from the 

target location of memory-guided saccade (Powell & Goldberg, 2000). Therefore, I propose 

that information necessary to form location representations is integrated in the PPC.  

A sensory transient that captures attention incurs mislocalization in two aspects. It draws 

attention away from the visual target; thus, the attentional resources distributed to the target 

are reduced. This impairs performance at the information processing stage and shifts the 

perceived location of the visual target away from the peripheral transients (the repulsion 

effect). The other is that spatial information on peripheral stimuli is also processed when 

attention is attracted toward it. Consequently, spatial information on the peripheral stimulus is 

incorrectly integrated with other necessary information at the information integration stage. It 

biases the perceived location of the visual target toward the peripheral transient (attraction 

effect). Therefore, while both the repulsion and attraction effects are induced by peripheral 

stimuli, they occur at different stages of spatial information processing and act independently. 

Furthermore, the visual system combines multisensory information to form the location 

representation of a visual target. Therefore, the perceived location of the visual target would 

be biased toward peripheral transients from modalities other than vision. 
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Figure 1.5 The attention account for spatial distortion 

 

Outline of the thesis 

In the present thesis, I explore how the visual system processes and integrates information 

to localize objects in visual space by presenting observers with distracting peripheral 

transients with different properties. 

In the experiments presented in Chapter 2, I examined whether the repulsion and attraction 

effects are induced by the same or different mechanisms by examining (1) whether the two 

effects would interact, and (2) whether the locus of focus attention or the direction of 

attentional shift would determine the mislocalization effects. The results suggest that the 

repulsion effect is induced by the cost of perceptual enhancement at the cue’s location, and 

that the attraction effect is induced by the dynamic attentional shift from the target to the cue. 

Furthermore, our findings indicated that the two underlying mechanism did not interact with 

each other. 

In Chapter 3, I tested whether depth perception in 3D space would influence the effects of 
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spatial distortion by presenting peripheral cues at different depths. The results suggest that 

attentional shift in depth modulates the repulsion effect, but the attraction effect is mainly 

modulated by changes in targets’ positions on the retinal coordinate. It further supports the 

idea that the underlying mechanisms of the repulsion and attraction effect are different. 

In Chapter 4, I examined the crossmodal effect induced by auditory transients on localizing 

visual objects. The results showed that a brief sound presented around the offset of a visual 

moving target could bias the perceived offset position toward the brief sound in the temporal 

domain. In addition, the stronger attentional capture induced by presenting lateralized sound 

to the same visual field as the target could produce a larger displacement of the perceived 

offset position. This implies that the multisensory effect on the localization of visual objects 

was related to the magnitude of dynamic attentional capture.  

Finally, in Chapter 5, I summarize our empirical findings and suggest some directions for 

future research and possible applications in everyday life. 
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Chapter 2: The attentional repulsion and attraction effect are independent 

 

Objective 

 

When attention is directed to specific regions other than the fovea by presenting peripheral 

transients, the shift of visual attention improves the detection and identification of peripheral 

visual objects. This also results in better spatial resolution of peripheral regions (Posner & 

Peterson, 1990; Heemskerk et al., 1996; He et al., 1997; Yeshurun & Carrasco, 1998). 

However, this also causes systemic distortions in perceived locations around the focus of 

attention. Suzuki and Cavanagh (1997) showed that the perceived location of a visual target 

appeared to displace away from preceding visual cues. This is referred to as the attentional 

repulsion effect. They proposed that this effect reflects the cost of perceptual enhancement at 

the position of briefly presented cues. This account is supported by recent studies that suggest 

that attentional repulsion is caused by shifts of attention toward the cued locations, and that 

the magnitude of the repulsion effect depends on the cue-target distance (Arnott & Goodale, 

2006; Pratt & Arnott, 2008; Kosovicheva et al., 2010). 

However, while Ono and Watanabe (2011) used visual stimuli similar to those used in 

Suzuki and Cavanagh’s experiments (1997), the temporal sequence of the stimuli was 

reversed. In their study, two vertical lines appeared first and were followed by visual cues. 

They found the attentional attraction effect: if the visual cue appeared after the target, the 

perceived location of the target shifted toward the location of the following cue. This shows 

that attention had a retrospective influence on spatial perception, and that different temporal 

sequences of identical visual stimuli can result in spatial distortions of perceived locations in 

opposite directions. They proposed that both the repulsion and attraction effects result from 
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the overshoot of the dynamic attentional shift. In the attraction effect, attentional shifts from 

the target to the cue shift beyond the cue’s actual location. In the repulsion effect, however, 

attentional shifts from the cue to the target shift beyond the target’s actual location. Previous 

research on representational momentum and the flash-lag effect support the idea that the 

mislocalization of perceived location is caused by this overshoot of attention (Yamada et al., 

2008; Shim & Cavanagh, 2004). 

This chapter aimed to explore the unanswered question of whether a single mechanism 

underlies both the attentional repulsion and attraction effects. Alternatively, the attentional 

repulsion effect reflects the cost of enhanced spatial perception performance and the 

attentional attraction effect is caused by the dynamic shift of attention. To investigate this 

issue, this chapter examines the interaction between the repulsion and attraction effects. In 

Experiment 1, I examined whether effect sizes of the repulsion and attraction effects would 

differ with the same experimental parameters. Then, I examined whether the two effects 

would interact in Experiment 2. Finally, Experiment 3 examined whether the location of 

attentional focus or the direction of attentional shift would determine the spatial distortion 

effects. 

 

Experiment 1 

 

The purpose of Experiment 1 was to examine whether effect sizes of attentional repulsion 

and attraction would differ by estimating the point of subjective equality (PSE), at which the 

proportions of “right response” and “left response” are near equal in the experimental 

paradigm of attentional repulsion and attraction (Ono & Watanabe, 2011; Suzuki & Cavanagh, 

1997).  
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Method 

 

Observers  

Fourteen paid volunteers participated. All of the observers had normal or 

corrected-to-normal visual acuity and were naïve to the purpose of this study. 

 

Apparatus and stimuli 

The observers viewed a 23-inch Mitsubishi CRT monitor with a refresh rate of 100 Hz at a 

distance of 60 cm. All stimuli were presented by using Psychtoolbox extensions for MATLAB 

(Brainard, 1997; Pelli, 1997). All stimuli appeared in white (69.40 cd/m
2
) against a black 

(0.01 cd/m
2
) background. The white central fixation point was 0.2° in diameter. The cue 

stimuli were two 1°-diameter disks presented at diagonal locations (i.e., top-left/bottom-right 

or top-right/bottom-left). The disks were vertically and horizontally displaced 3.5° from the 

fixation point. The probability of the cues appearing at either diagonal position was the same. 

The target stimuli were two vertical lines 2.5° above and below the fixation point. Each line 

was 1.0° long and 0.1° wide. The bottom line appeared just below the location of the fixation 

point. The top line could appear in one of eleven possible positions (Figure 2.1). The distance 

between possible positions was 0.1°. Five positions were located to the left of the bottom line, 

one was just above the center fixation, and the others were to the right of the bottom line. The 

leftmost/rightmost position was 0.5° away from the bottom line in the horizontal orientation. 

The top line was equally likely to appear in any of the eleven locations. 
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Figure 2.1 Possible locations for the top line. The top line appeared at one of 11 possible 

locations. The distance between possible locations was 0.1°. Five positions were located to 

the left of the bottom line, one was just above the center fixation, and the others were to the 

right of the bottom line. The leftmost/rightmost position was 0.5° away from the bottom line 

in horizontal orientation. The top line was equally likely to appear in any of the eleven 

locations. 

 

Procedure 

Observers initiated each trial by pressing the spacebar on a standard computer keyboard. 

Observers were instructed to maintain fixation on a fixation point that appeared for 1000 ms. 

After a 100-ms blank interval, the cue and target were presented in two different conditions. 

Under the cue-target condition, the cue was presented for 50 ms. After a 150-ms blank 

interval, two vertical target lines were presented for 100 ms. Under the target-cue condition, 

the target was presented for 100 ms first, followed by a 100-ms blank interval. The cue was 

then presented for 50 ms. The cue-target and target-cue SOAs (stimulus onset asynchrony) 

were 200 ms in all conditions (Figure 2.2) because previous research showed that the 

attentional repulsion and attraction effects peaked when the cue was presented around 200 ms 
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before/after the target (Ono & Watanabe, 2011; Suzuki & Cavanagh, 1997). The two 

conditions were arranged in a random sequence. Observers were asked to judge whether the 

top line was located to the left or right of the bottom line by pressing the arrow keys on the 

keyboard, and instructed to choose a direction (forced-choice task) even if they perceived that 

the top and bottom lines were at the same horizontal position. Observers performed 44 

practice trials and then completed 440 test trials.  

 

 

Figure 2.2. Trial events in Experiment 1. Observers were instructed to maintain fixation on a 

fixation point that appeared for 1000 ms. The cue and the target were presented in two 

conditions: [1] the cue-target condition and [2] the target-cue condition. The cue-target and 

the target-cue SOAs (stimulus onset asynchrony) were 200 ms in all conditions. 

 

Results and discussion 

Figure 2.3 shows the results of Experiment 1. The value on the vertical axis represents the 

proportion of “right” responses for the left-diagonal cue (top-left/bottom-right) and “left” 
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responses for the right-diagonal (top-right/bottom-left) cue in each possible position under 

both cue-target and target-cue conditions. Positive values on the horizontal axis indicate that 

the top line was at the right of the bottom line for the left-diagonal cue and at the left of the 

bottom line for the right-diagonal cue, and vice versa. Note that the proportion of key-press 

responses in the opposite direction of the diagonal cue was generally larger under the 

cue-target condition (open circles) than under the target-cue conditions (filled circles). The 

point of subjective equality (PSE), defined as the intersection of the cumulative Gaussian 

curves with the line marked p = 0.5, was -0.054° (dotted curve) for the cue-target condition 

and 0.096° (solid curve) for the target cue condition. The PSEs depicted are the mean of 

individual PSEs. The coefficient of determination was 0.99, yielded by the pooled data for 

both conditions in Experiment 1. The mean of the PSE was significantly smaller in the 

cue-target condition than the target-cue condition (paired t-tests: t(13) = 7.36, p < .001). The 

PSEs were significantly different from zero (cue-target condition, t(13) = 4.89, p < .001; 

target-cue condition, t(13) = 6.18, p < .001). In addition, the means of the absolute values of 

PSEs differed significantly between the cue-target and target-cue conditions (paired t-tests: 

t(13) = 2.25, p < .05). The results confirmed that the direction of spatial distortion of the 

target stimuli depended on the temporal sequence of the cues. In addition, they showed that 

the effect size of spatial distortion was smaller when preceding cues were presented. 
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Figure 2.3 The results of Experiment 1. The vertical axis represents the proportion of “right” 

responses for the left-diagonal cue and “left” responses for the right-diagonal cue in each 

possible target position both under cue-target and target-cue conditions. Positive values on the 

horizontal axis indicate that the top line was to the right of the bottom line for left-diagonal 

cues and to the left of the bottom line for right-diagonal cues, and vice versa. 

 

Experiment 2 

 

The results in Experiment 1 showed that following cues induced larger spatial distortion 

than preceding cues in the opposite direction. Experiment 2 examined the hypothesis that the 

effects of preceding and following cues do not interact with each other. I measured spatial 

distortion when both preceding and following cues were presented. If the effects of preceding 

and following cues are independent, the effect size of spatial distortion would be a simple sum 

of repulsion and attraction effects, that is, the repulsion effect would negate the attraction 

effect, leaving a smaller attraction effect. 
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Method 

 

Observers 

Twelve paid volunteers were newly recruited and participated in Experiment 2. All of the 

observers had normal or corrected-to-normal visual acuity and were naïve to the purpose of 

this study. 

 

Apparatus, stimuli, and procedures 

The apparatus and stimuli were the same as used in Experiment 1. Observers initiated each 

trial by pressing the spacebar. They were instructed to maintain fixation on a fixation point 

that appeared for 1000 ms. After a 100-ms blank interval, the cue was presented for 50 ms. 

Then, after a 150-ms blank interval, the target was presented for 100 ms. After another 

100-ms blank interval, the cue was presented again for 50 ms. The cue-target and target-cue 

SOA were both 200 ms. Each observer conducted 10 practice trials and 220 experimental 

trials (Figure 2.4). 
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Figure 2.4 Trial events in Experiment 2. 

 

Results 

The results of Experiment 2 are shown in Figure 2.5. The mean of PSEs was 0.045°, as 

defined by the intersection of the cumulative Gaussian curve with the line marked P = 0.5. 

The PSEs are the mean of individual PSEs. The coefficient of determination yielded by the 

pooled data in Experiment 2 was 0.99. The effect size of the spatial distortion observed in 

Experiment 2 was close to the sum of the repulsion and attraction effects in Experiment 1 

(-0.054° + 0.096° = 0.042°). I calculated the sum of the repulsion and attraction effects for 

each observer in Experiment 1 and compared them with those in Experiment 2. There was no 

significant difference between them (unpaired t-tests: t(22) = 0.16, p = .43). The results 

suggested that the perceived location of the target was influenced independently by both the 

preceding and following cues. 

However, it was possible that the simple sum observed in Experiment 2 caused by each 
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phenomenon was processed serially in one single localization mechanism without weighting. 

Therefore, Experiment 3 examined whether the repulsion and attraction effects were the result 

of different mechanisms. 

 

Figure 2.5 The results of Experiment 2. The mean of PSEs in Experiment 2 was 0.045°. 

Pooled data provided the data points and fitting curves. 

 

Experiment 3 

 

The results of Experiments 1 and 2 showed that the repulsion and attraction effects did not 

interact; rather, they simply added to each other. In Experiment 3, I presented the cue and 

target simultaneously in one frame, and presented the cue again before or after the target 

(Figure 2.6). Observers’ attention would be attracted to the cues’ positions in the target frame 

in either the cue-target or target-cue conditions. If the attraction was induced by the dynamic 

attentional shift from the target to the cue, the attraction effect in the target-cue condition 

should be attenuated in Experiment 3, because the cue would already have been processed in 
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the target frame. The visual cues appearing in the cue frame would not induce the dynamic 

shift of visual attention from the target to the cue. This would attenuate the dynamic shift of 

attention, consequently diminishing the attraction effect. On the other hand, the repulsion 

effect should not be affected, as it was induced by the cost of enhanced performance of spatial 

perception at the cues’ locations in the cue frame. 

 

 

Figure 2.6 Trial events in Experiment 3. 

 

Method 

 

Observers 

Participants in this experiment were eleven newly recruited paid volunteers. All observers 

had normal or corrected-to-normal visual acuity, and were naïve to the purpose of this study. 
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Stimuli and procedure 

The top line of targets appeared in one of three locations: directly above (0°) or to the left 

(-0.3°) or right (+0.3°) of the bottom line. The cues appeared at the same time and for the 

same duration as the target lines in half of the trials (double-cue condition). In the other half, 

the cues appeared only once, either before or after the targets (single-cue conditions). Visual 

stimuli could be presented in either cue-target or target-cue order (temporal). Observers were 

instructed to perform the forced-choice task to judge whether the top line was located to the 

left or right of the bottom line. The experiment utilized a 2 × 2 within-subject design 

(cue-target vs. target-cue × single-cue vs. double-cue). The cue-target and target-cue SOAs 

were 200 ms in all conditions. Observers performed a forced-choice task to judge the 

perceived location of the top line. Each observer completed 10 practice trials and 240 test 

trials. 

 

Results  

Figure 2.7 shows the results of Experiment 3. I calculated the averaged “bias away from the 

cue” to estimate the magnitude of spatial distortion. The bias was computed as the mean of 

the proportions of “right” responses for the left diagonal cue (top-left/bottom-right) and “left” 

responses for the right diagonal cue (top-right/bottom-left). A positive value indicated that the 

perceived location of the target was away from the cue (attentional repulsion effect), and a 

negative value implied that the perceived location of the target was shifted toward the cue 

(attentional attraction effect). 

The two-way ANOVA revealed significant main effects of temporal sequence (cue-target 

or target-cue) and cue manipulation (single- or double-cue) (F(1,10) = 84.38, p < .001; 

F(1,10) = 5.78, p < .05, respectively); the interaction between temporal sequence and cue 

manipulation was also significant (F(1,10) = 17.57, p < .005). The post-hoc tests showed that 
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differences in spatial distortion between the single- and double-cue conditions were not 

significant when the cue preceded the target (t(10) = 0.86, p = .41, with Bonferroni's 

correction). However, when the cue followed the target frame, the magnitude of spatial 

distortion in the single-cue condition was significantly larger than in the double-cue condition 

(t(10) = 3.18, p < .05, with Bonferroni's correction). In addition, the magnitude of the 

attraction effect in the double-cue condition was not different from zero (t(10) = 1.10, p = .29). 

Thus, the simultaneous cue presented with the target eliminated the attraction effect but had 

no influence on the repulsion effect.  
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Figure 2.7 Results of Experiment 3. The positive values on the vertical axis indicate that the 

perceived location of the target was away from the cue (attentional repulsion effect), and 

negative values indicate that the perceived location of the target was shifted toward the cue 

(attentional attraction effect). Error bars represent the standard error of the mean. 

 

Discussion 

In the double-cue condition with the target-cue temporal sequence, visual attention was 

attracted to both the cue and target locations at the beginning of each trial. Thereby, observers 

did not have to shift attention to the cue’s location in the next frame. However, in the 

single-cue condition with same temporal sequence, observers needed to shift attention to the 

cue’s location in the following frame because there were no cues in the first frame; hence, the 
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attraction effect would occur due to the dynamic shift of attention from the target to the cue in 

the single-cue condition (Figure 2.8). However, the repulsion effect was still observed in the 

double-cue condition with the cue-target temporal sequence. This could be because the brief 

cue attracted attention at the beginning of each trial, and the cue was still presented in the next 

frame. Thus, the cost of enhanced spatial perception was incurred, and persisted in the 

double-cue condition. 

 

 

Figure 2.8 Stronger attentional shift was observed in the single-cue condition than the 

double-cue condition under the target-cue temporal sequence in Experiment 3. Thick and thin 

arrows represent strong and weak magnitudes of attentional shifts, respectively. Shifts of 

attention were attenuated in the double-cue condition because attention had already been 

attracted to the cues’ location in the first presented frame. 
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General discussion  

 

Summary 

The results of Experiment 1 yielded effect sizes of the repulsion and attraction effects of 

-0.054° and 0.096°, respectively. The results of Experiment 2 showed that the effect size of 

the attraction effect was close to the simple summation of the repulsion and attraction effects 

in Experiment 1, when the cue was presented both before and after the target. The results of 

Experiment 3 indicated that the simultaneous cue at the timing of the target diminished the 

attraction effect, but had no influence on the repulsion effect. This suggests that the 

underlying mechanism of the repulsion effect is different from that of the attraction effect. 

The cost of enhanced spatial perception and the dynamic shift of attention independently 

distort spatial metrics.  

 

The position-coding unit hypothesis for the repulsion effect 

Comparing the double-cue to the single-cue condition with the cue-target temporal 

sequence in Experiment 3, the magnitude of attentional shift would be larger in the single-cue 

condition, because only the target attracted attention at the moment of target presentation. If 

the repulsion effect resulted from the dynamic attentional shift, this attenuated attentional 

shift should also diminish the repulsion effect. This is not consistent with the results of 

Experiment 3. However, the cost of enhanced spatial perception at the cue’s location should 

be the same in both the single- and double-cue conditions under the cue-target temporal order, 

because the cue was presented at the beginning of each trial. Thus, the results of the 

experiments in Chapter 2 supported the position-coding hypothesis, which proposes that the 

repulsion effect is the cost of a general mechanism that operates to enhance perception at 

attended locations (Suzuki & Cavanagh, 1997). The perceived location is represented by the 
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centroid of the distribution of the position-coding units. Attention is directed to the location 

where peripheral cues are presented. This shift of attentional focus would cause the centroid 

of distribution to shift in the opposite direction, against the peripheral cue. Suzuki and 

Cavanaugh (1997) proposed that this mislocalization might be due to surround suppression 

with receptive field recruitment, or receptive field shrinkage toward the cue’s location. 

Receptive field shrinkage predicts that the perceived location is always repelled from the cue. 

Conversely, the hypothesis of surround suppression with receptive field recruitment also 

predicts the attraction effect when the cue-target distance is closer. However, the repulsion 

effect did not change to the attraction effect when the cue-target distance was less than 20-30 

min (visual angle). Recent research had indicated that visual attention shifts to the center of 

visual cues in the repulsion effect (Kosovicheva et al., 2010), supporting the hypothesis of 

receptive field shrinkage. 

 

Possible mechanism for the attraction effect 

Ono and Watanabe (2011) proposed that the attraction effect resulting from the dynamic 

attentional shift from the target to the cue shifted beyond the cues’ actual location, and that 

the repulsion effect resulted from the attentional shift from the cue to the target. The results in 

Chapter 2 support the assertion that the attraction effect results from the dynamic shift of 

attention, but the repulsion effect was not induced by this shift.  

A compression of visual space toward a saccade target has been observed in previous 

research using brief flashed stimuli (Ross et al., 1997). Other studies found that covert shifts 

of attention can also cause compression of visual space in the direction of attentional shift 

(Hamker et al., 2008; Zirnsak et al., 2010) because convert shifts of attention can be taken as 

the motor plan to saccade eye movements. The compression of visual space is one of the 

possible mechanisms underlying the attraction effect, if this effect can retrospectively 
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influence spatial representations. In other words, when observers shift attention from targets 

to cues, visual space is compressed toward the cues, consequently inducing the attraction 

effect. However, there is no evidence that the compression of visual space could be 

retrospective. 

Apparent motion could be an alternative explanation for the attraction effect. Sequential 

presentation of static objects in different positions could induce apparent motion. In 

experiments containing following cues, motion signals were directed toward the peripheral 

cues. According to the motion-biasing model, perceived locations would be biased in the 

direction of motion to counter neural processing delays (Eagleman & Sejnowski, 2007). 

Therefore, the perceived target locations are shifted toward the cues. The diminished 

attraction effect in the double-cue condition under the target-cue temporal order in 

Experiment 3 could be considered evidence that the quality of apparent motion was impaired 

by the simultaneous cues. Therefore, it is possible that the different mechanisms that induce 

the repulsion and attraction effects are static attention focused at the cue’s location and 

apparent motion. However, Ono and Watanabe’s studies showed that the attraction effect was 

observed only when observers paid attention to specified cues if the left and right diagonal 

cues were presented simultaneously. In this case, even if the sequential presentation of static 

stimuli could produce motion signals, the direction of apparent motion is not restricted toward 

the cues. Therefore, the attraction effect cannot be explained by apparent motion. This implies 

that the location information for spatial representation of the attended cue is required to 

induce the attraction effect.  

Finally, previous research has shown that the perceived locations of visual objects are 

shifted toward a landmark in the visual field (Hubbard & Ruppel, 2000; Sheth & Shimojo, 

2001). The effect of a landmark results from the short-term memory trace bias that could be 

explained by attention (Eagleman & Sejnowski, 2007; Kerzel, 2002; Yamada et al., 2011). 
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The location of the visual object is preserved in visual short-term memory. A landmark that 

attracts attention, biases the location information of objects toward it in spatial working 

memory. Thus, objects’ perceived locations are attracted toward the landmark. The following 

cue might be used as a landmark to modulate the target’s location information by attracting 

attention toward it. Therefore, the target was mislocalized in the direction of attentional shift 

in spatial working memory. When the attentional shift is stronger, the spatial distortion is 

larger. 

 

Possible neural mechanisms for the repulsion and attraction effects 

One recent study found that the repulsion effect could still be observed even when visual 

stimuli were only presented to one eye (DiGiacomo & Pratt, 2012). However, they found that 

there was no repulsion effect when the cue was presented only to one eye and the target was 

presented only to the opposite eye. This suggested that the repulsion effect was produced 

before binocular vision dominated. Therefore, the repulsion effect might result from 

modulating the receptive field in monocular cells in early visual processing prior to (or in) 

V1.  

In contrast, other research has indicated that visual fields in the primate middle temporal 

area dynamically shift in the direction of the attentional shift, increasing the selectivity of 

visual representations within or across the visual area (Womelsdorf et al., 2006). This might 

be related to how attention shifts between stimuli, as well, as working memory represents 

objects of attention, and the prefrontal cortex (PFC) and posterior parietal cortex (PPC) are 

relative to spatial working memory (Knudsen, 2007). The PFC and PPC are also possible 

brain areas responsible for integrating information on attended objects to form spatial 

representations in spatial working memory. 
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Chapter 3: Spatial distortion in 3D space 

 

Objective 

 

Depth perception is important for humans because our surrounding environment exists in 

three dimensions. It is essential to estimate the distance between objects and our own selves. 

It is also necessary to guide action to interact with the surrounding environment, for example, 

grasping a pen on a desk. As depth perception relies on not only retinal images but also 

binocular disparity and pictorial information, it is possible that stimuli including depth 

information might bring additional effects when spatial distortion is induced in visual space. 

Given that the localizing mechanism is closely related to spatial attention, the attentional 

repulsion effect could also be observed in action. More specifically, the pointing responses of 

a computer-mouse localization task or guided-limb localization tasks would be biased away 

from the preceding visual cues (Pratt & Turk-Browne, 2003). If depth information of visual 

stimuli does cause additional effects of spatial distortion in visual space, this might also be 

reflected in the performance of goal-oriented action. For this reason, it is also important to 

explore how depth information affects the allocation of spatial attention and attentional shift. 

Previous research on spatial attention in 3D space has focused on attentional shift in depth. 

Attention can be directed toward specific depths. This has been demonstrated by studies in 

which the reaction time to a target was faster when the target was presented at a cued depth 

than an uncued depth (Downing & Pinker 1985; Gawryszewski et al., 1987; Han et al., 2005; 

Previc, 1998). For example, Atchley and colleagues (1997) demonstrated the cost in reaction 

time of shifting attention from a location in one depth plane to a location in another depth 

plane by presenting a binocular stereopsis display. In their study, observers were cued to one 
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of four locations at which a target might appear. Half of the locations were in the near-depth 

plane, and the others were in the far-depth plane. The results showed that reaction time was 

longer for switching attention between different depth planes than within a single depth plane. 

This indicates that attention can be shifted in 3D space. In addition, the spatial cueing effect in 

depth can also be observed in experiments that used pictorial information as depth cues. For 

example, Han and colleagues (2005) used 2D occlusion cues to provide depth information 

and found that the spatial cueing effect was stronger when the cues and targets were presented 

at different depths than when presented at the same depth. 

However, while attentional shift in 3D space has been well examined, the cost of 

attentional shift (i.e., spatial distortion) in 3D space has not yet been fully studied. In Chapter 

3, I applied the attentional repulsion and attraction experimental paradigm to investigate this 

issue. More specifically, I examined the magnitude of spatial distortion while changing the 

depth planes of peripheral cues in the experimental paradigm of attentional repulsion and 

attraction. If a shift of attention toward a peripheral cue distorted the spatial metrics around 

the target irrespective of the depth plane of the cue, this would indicate that the repulsion 

and/or attraction effects are mainly dependent on the shift of attention on the retinal 

coordinate. On the other hand, if the magnitude of the repulsion and attraction effects depends 

on the depth plane in which the cues and fixation are presented, it would suggest that the 

attentional shift in 3D space would be reflected in the repulsion and attraction effects. 

 

Experiment 4 

 

In Experiment 4, I aimed to examine whether peripheral cues presented in different depth 

planes would influence the repulsion and attraction effects by using a 3D stimulus 

presentation setup. Peripheral cues were presented in either the nearer, same, or farther depth 
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plane from the target while keeping the fixation at the same depth as the target. In addition, I 

generated stimuli with (Experiment 4A) and without binocular disparity (Experiment 4B), 

leaving the retinal images (i.e., pictorial cues) unchanged. 

 

Method 

 

Observers 

Seventeen paid observers were newly recruited to participate in Experiment 4A, and 

thirteen paid observers participated in 4B. All of the observers had normal or 

corrected-to-normal visual acuity and were naïve to the purpose of this study. 

Apparatus and stimuli 

Visual stimuli were presented by a 3D projector (Sight3D, Solidyray) on a large screen 

(172 cm in width and 130 cm in height) at a viewing distance of 200 cm. Observers viewed 

the visual stimuli through a time-sequential 3D shutter (Nvidia 3D Vision 2). The refresh rate 

of the display was 120 Hz (i.e., 60 Hz per eye). The visual stimuli were presented by the 

Psychtoolbox extensions for the MATLAB operating environment using OpenGL 3D graphics 

(Brainard, 1997; Pelli, 1997). In Experiment 4A, the images for the left and right eyes were 

generated with binocular disparity. The inter-pupil distance was fixed at 6.5 cm. In 

Experiment 4B, the inter-pupil distance was set to zero; hence, the images for the left and 

right eye were identical. Visual stimuli appeared in white (3.59 and 55.67 cd/m
2
 for the target 

and the cue, respectively) against a black (0.91 cd/m
2
) background that contained white (4.42 

cd/m
2
) virtual grids on the left and right walls, floor, and ceiling. The horizontal distance from 

the white center fixation point (2 cm in diameter) to the walls was 40 cm. The vertical 

distance from the center fixation point to the floor and ceiling was 40 cm. The interval 

between each grid was 20 cm. Grids were drawn in the range of 160 cm in front and 160 cm 
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behind the fixation in depth. The target stimuli were two vertical lines 5.9 cm above and 

below the fixation point. Each line was 5 cm in length and 0.5 cm in width. The lower line 

appeared just below the location of the fixation point. The top line of the targets appeared in 

one of three locations: directly above, to the left (-1 cm), or to the right (1 cm) of the bottom 

line. The top line was equally likely to appear in any of the three locations. The fixation point 

and the target stimuli were presented at a distance of 200 cm from the observers (i.e., depth of 

the screen). The cue spheres were 10 cm in diameter in physical size, and were displaced 20 

cm in the vertical and horizontal directions from the fixation point. The depth of the cue was 

either 120 cm (near-depth-cue condition), 200 cm (same-depth-cue condition), or 280 cm 

(far-depth-cue condition). As the visual stimuli were generated by using a 3D virtual-reality 

technique, the retinal size and the eccentricity of the cue depended on the depth of the cue 

(Figure 3.1). Viewing angle and the horizontal/vertical eccentricity of the cue sphere were 

2.15° and 4° in the far-depth-cue condition, 2.86° and 5.72° in the same-depth-cue condition, 

and 4.58° and 8.86° in the near-depth-cue condition, respectively (Figure 3.1). 
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Figure 3.1 Visual cues presented in the near-, same-, and far-depth planes in Experiment 4. 

 

Procedures 

Observers initiated each trial by pressing the spacebar on the keyboard. The fixation point 

appeared for 1000 ms, and observers were instructed to focus on it throughout the experiment. 

After a 100-ms blank interval, visual stimuli were presented in either the cue-target or 

target-cue temporal sequence. The cue-target and target-cue SOAs were 200 ms in all 

conditions. Observers were instructed to perform a forced-choice task to judge whether the 

top line was located to the left or right of the bottom line. The experiment utilized a 2 × 3 

within-subject design (cue-target vs. target-cue × near-depth-cue vs. same-depth-cue vs. 

far-depth-cue). Each observer completed 10 practice trials and 360 test trials (2 cue 

configuration × 3 cue depth × 3 possible target location × 2 temporal sequence × 10 

repetitions) (Figure 3.2). 
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Fi

gure 3.2 Trial events in Experiment 4. 

 

Results 

The top and bottom panels of Figure 3.3 show the results of Experiments 4A and 4B, 

respectively. I calculated the average “bias away from the cue” to estimate the magnitude of 

spatial distortion, as in Experiment 3 in Chapter 2. 

 

Experiment 4A 

The two-way ANOVA revealed a significant main effect of temporal sequence (F(1,16) = 

101.503, p < .001). The main effect of the cue’s depth plane was not significant (F(2,32) = 

0.552, p = 0.581). However, the interaction between the temporal sequence and the cue’s 

depth plane was significant (F(2,32) = 10.23, p <.001). The effects of the cue’s depth plane 

were significant under both the cue-target and target-cue temporal sequences (F(2,64) = 
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4.039; F(2,64) = 7.101, respectively, both ps < .05). Multiple comparisons (Ryan’s method; 

Ryan, 1960) showed that the magnitude of the repulsion effect was larger in the far-depth-cue 

condition than the near-depth-cue condition under the cue-target temporal sequence, ps < .05. 

Under the target-cue temporal sequence, the attraction effect was larger in the far-depth-cue 

condition than the same- and near-depth-cue conditions, ps < .05, but there was no significant 

difference between the same- and near-depth-cue conditions. 

 

Experiment 4B 

In Experiment 4B, the main effect of temporal sequence was significant (F(1,12) = 61.713, 

p < .001). The main effect of the depth plane of the cue was not significant (F(2,24) = 1.917, 

p = .169), but the interaction between the temporal sequence and the depth plane was 

significant (F(2,24) = 5.636, p < .01). The effect of the cue’s depth plane was significant only 

under the target-cue temporal order (F(2,48) = 6.249, p < .005). Multiple comparisons 

(Ryan’s method; Ryan, 1960) showed that the magnitude of the attraction effect was larger in 

the far-depth-cue condition than the same- and near-depth-cue conditions under the target-cue 

temporal sequence, ps < .05. 
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Figure 3.3 The results of Experiments 4A (top) and 4B (bottom). The positive and negative 

values on the vertical axis indicate the magnitude of the repulsion and attraction effects, 

respectively. Error bars represent within-observers SEMs (Loftus & Masson, 1994; 

Cousineau, 2005) for each presentation. 

 

Discussion 

 

Depth modulation of the repulsion effect 
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The results of Experiment 4 showed that the repulsion effect was larger when the cue was 

presented in the far depth plane if the stimuli were generated with binocular disparity. 

However, the repulsion effect was the same in all depth conditions when the stimuli were 

generated without binocular disparity. This suggests that binocular disparity played an 

important role in the depth modulation of the repulsion effect. Binocular disparity provides 

important depth information for visual objects. Previous research reported that the spatial 

cuing effect in depth increased with increased binocular disparity (He & Nakayama, 1995). 

Therefore, it is possible that the observed depth modulation of the repulsion effect resulted 

from the shift of attention in depth defined by binocular disparity. In addition, the depth 

modulation of the repulsion effect was likely not induced by the pictorial cues (i.e., the cue’s 

size or eccentricity of the retinal images), because the effect of the cues’ depth plane was not 

observed in Experiment 4B, in which the pictorial cues’ changes depended on the depth of the 

cue.  

The results in Chapter 2 suggest that the repulsion effect reflects the cost of enhanced 

spatial perception at the peripheral cues’ locations. In Experiment 4, observers were asked to 

focus on the fixation point. It is possible that the enhanced repulsion effect reflected a larger 

cost of shifting attention to enhance the spatial perception of the cue’s location behind the 

fixation point, leading to a larger repulsion effect. I manipulated the depth of the fixation 

point in Experiment 5 to further investigate whether the shift of attention from the fixation 

point to the farther cues was responsible for this depth modulation. 

 

Is there depth modulation on the attraction effect? 

The attraction effect was larger in the far-depth-cue conditions in both Experiments 4A and 

4B. This implies that the enhanced magnitude of the attraction effect might result from the 

changes of pictorial information depending on the depth plane of the cue. In Experiment 4, 
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both the size and eccentricity of the cues changed when the cues were presented in different 

depth planes. Previous research indicated that the attraction effect was induced when the cue’s 

location information modulated the perceived position of the target (Yamada et al., 2011). 

Hence, it is possible that the observed depth modulation resulted from the changes in 

eccentricity that depended on the depth plane of the cue. In Experiment 4, when the cues were 

presented in the far-depth-cue condition, the distance of retinal coordinates between the cues 

and the target was less than in the same- and near-depth-cue conditions. Therefore, it is 

possible that the attraction effect would be stronger if the target-cue distance was smaller, 

even if no depth information was available. I conducted Experiment 6 to further investigate 

this possibility and examine the effect of target-cue distance on the attraction effect. 

 

Experiment 5 

 

In Experiment 4, a larger repulsion effect was observed when preceding cues were 

presented in the depth plane farther away with respect to the target and the fixation. In 

Experiment 5, I manipulated the depth plane of the fixation point as between-subject factors 

while keeping the parameters of the cues and targets the same as in Experiment 4A. In 

Experiment 5, the fixation point was presented (1) before the target in Experiment 5A, (2) in 

the same depth plane as the target in Experiment 5B, and (3) behind the target in Experiment 

5C to test the hypothesis that the repulsion effect would be enhanced when the cues were 

presented in the depth plane behind the fixation. Therefore, I expected that (1) a larger 

repulsion effect would be observed when the cues were presented in the same depth plane as 

or behind the target in Experiment 5A, (2) a larger repulsion effect would be observed only 

when the cues were presented behind the target in Experiment 5B, or (3) no depth modulation 

would be observed wherever the cues were presented. 
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Method 

 

Observers 

Fifteen paid observers were newly recruited to participate in Experiments 5A, 5B, and 5C. 

All observers had normal or corrected-to-normal visual acuity and were naïve to the purpose 

of this study. 

 

Apparatus, stimuli, and procedures 

The apparatus and stimuli were identical to the cue-target condition in Experiment 4A 

except that the depth plane of the fixation was presented at a viewing distance from the 

observers of (1) 120 cm in Experiment 5A (near-depth-fixation condition), (2) 200 cm in 

Experiment 5B (same-depth-fixation condition), and (3) 280 cm in Experiment 5C 

(far-depth-fixation). In Experiment 5, the experimental conditions of far-, same-, and 

near-depth-cue were applied to the targets. 

Each observer completed 10 practice trials and 180 test trials (2 cue configurations × 3 cue 

depths × 3 possible target locations × 10 repetitions) in each of the experiments. 

 

Results and discussion 

The results of Experiment 5 are shown in Figure 3.4. The two-way (depth plane of fixation 

and cue as between-subjects and within-subjects factors, respectively) mixed-design ANOVA 

revealed that the main effect of the cue’s depth plane and the interaction between cue depth 

plane and fixation were significant (F(2,84) = 5.262, p < .01; F(4,84) = 5.664, p < .005).  

There was an effect of the depth plane of the fixation on the same-depth-cue conditions 

(F(2,126) = 4.098, p < .01). Multiple comparisons (Ryan’s method; Ryan, 1960) showed that 
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the magnitude of the repulsion effect was larger in the near-depth-fixation (Experiment 5A) 

than in the same- (Experiment 5B) and far-depth-fixations (Experiment 5C) when the cues 

were presented in the same-depth-cue conditions, ps < .05. 

There were also significant effects of the cues’ depth planes on the near- (Experiment 5A) 

and same-depth-fixation (Experiment 5B) conditions (F(2,84) = 8.861, p < .001; F(2,84) = 

6.947, p < .005). In the same-depth-fixation condition (Experiment 5B), multiple comparisons 

(Ryan’s method; Ryan, 1960) showed that the magnitude of the repulsion effect was larger in 

the far-depth-cue condition than the same- and near-depth-cue conditions, ps < .05. In the 

near-depth-fixation (Experiment 5A), the magnitude of the repulsion effect was larger in the 

far- and same-depth-cue conditions than in the near-depth-cue condition, ps < .05. In addition, 

there was no effect of cue plane on the far-depth-fixation condition (Experiment 5C, F(2,84) 

= 0.783, p = 0.460).  

The results of Experiment 5 indicate that a larger repulsion effect was observed when the 

cues were presented in the depth plane farther away with respect to the fixation point 

(Experiment 5A and 5B), while no depth modulation was observed when the fixation point 

was presented in the same depth plane with the farthest cues. 
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Figure 3.4 The results of Experiment 5. The X-axis represents the experimental conditions 

of the depth plane of the cues. The Y-axis represents the magnitude of the repulsion effect. 

Error bars represent within-observers SEMs (Loftus & Masson, 1994; Cousineau, 2005) for 

each presentation. 

 

Experiment 6 

 

In Experiment 4, larger attraction effects were observed in the far-depth-cue conditions 

under both binocular and monocular stereopsis viewing. Thus, it is possible that a larger 

attraction effect resulted from changes in pictorial information on the retinal images 

depending on the depth plane of the cues. The eccentricity of the cue in the far-depth-cue 

condition was smaller, resulting in a smaller distance between the target and the cue. In 

Experiment 6, I manipulated target-cue distance to examine the hypothesis that larger 

attraction effects in Experiment 4 resulted from closer target-cue distances. Furthermore, the 
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grids used in Experiment 4 to provide depth information were removed, and the physical sizes 

of the cues were the same in all conditions of target-cue distance. If the larger attraction effect 

in Experiment 4 resulted from the closer target-cue distance in the far-depth-cue condition, I 

expected that a larger attraction effect should be observed in experimental conditions with 

closer target-cue distance in Experiment 6. 

 

Method 

 

Observers 

Fifteen paid volunteers were newly recruited to participate in Experiment 6. All observers 

had normal or corrected-to-normal visual acuity and were naïve to the purpose of this study. 

 

Apparatus, stimuli, and procedures 

The apparatus and stimuli were identical to those used in Experiment 3 in Chapter 2 except 

for the presented positions of the disks (visual cues). In Experiment 6, the distance between 

the targets and the cues was manipulated. There were eight conditions of target-cue distances: 

(1) 0.5°, (2) 1°, (3) 2°, (4) 4°, (5) 6°, (6) 8°, (7) 10°, and (8) 12° (Figure 3.5). The temporal 

sequence of the presented visual stimuli was identical to the target-cue condition in 

Experiment 4. Observers were asked to perform the forced-choice task. After 10 training trials, 

each observer completed 480 test trials (2 cue configurations × 3 target positions × 8 

target-cue distances × 10 repetitions). 
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Figure 3.5 Examples of possible cue-target distances in Experiment 6. (A) 0.5° (B) 4° (C) 12°  

 

Results and discussion 

Figure 3.6 shows the results of Experiment 6. The magnitude of the attraction effect was 

estimated by calculating the “bias away from the cue.” The vertical axis represents the “bias 

away from the cue,” and the horizontal axis represents the experimental conditions of 

target-cue distance. The repeated-measures one-way ANOVA revealed a significant main 

effect of target-cue distance (F(7,98) = 9.839, p < .001), indicating that the magnitude of the 

attraction effect tended to be larger when the target-cue distance was smaller. Multiple 

comparisons (Ryan’s method; Ryan, 1960) showed that (1) the magnitude of the attraction 

effect with a 0.5° target-cue distance was larger than with 4°, 6°, 8°, 10°, and 12° target-cue 

distances, (2) the magnitude of the attraction effect with a 1° target-cue distance was larger 

than with 4°, 6°, 8°, 10°, and 12° target-cue distances, and (3) the magnitude of the attraction 

effect with a 2° target-cue distance was larger than with 10° and 12° target-cue distances. This 

indicated that the magnitude of the attraction effect was larger when the target-cue distance 

was smaller. 

The results of Experiment 6 indicated that the attraction effect was larger when the 

target-cue distance was smaller, even when there were no pictorial cues to provide depth 
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information (i.e., the grids in Experiment 4). This supports the hypothesis that the depth 

modulation of the attraction effect observed in Experiment 4 actually resulted from changes in 

eccentricity of the cue depending on the depth plane on the retinal coordinate. Therefore, I 

observed changes in the magnitude of the attraction effect under both monocular and 

binocular stereopsis viewing in Experiments 4A and 4B.  

Figure 3.6 The results of Experiment 6. The horizontal axis represents experimental 

conditions of target-cue distance in degree of visual angles, and the Y-axis represents the 

magnitude of the repulsion effect. Error bars represent within-observer SEMs (Loftus & 

Masson, 1994; Cousineau, 2005) for each presentation. 

 

General discussion 

 

Summary 

Chapter 3 aimed to examine the effect of attentional shift in depth on spatial distortion by 

using the attentional repulsion and attraction experimental paradigm. The experiments in 
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Chapter 3 found that larger spatial distortion was observed when peripheral visual cues were 

presented in the farther depth plane (Experiment 4). For the repulsion effect, depth 

modulation resulted when observers shifted attention from the fixation point to cues in the 

depth plane farther away with respect to the fixation point. This suggested that the depth 

information for the peripheral stimuli had an additional effect on spatial distortion 

(Experiment 5). However, a larger attraction effect was observed with smaller target-cue 

distances even when there was no depth information (i.e., the grids in Experiment 4 and 5) 

and/or the cues were the same physical size (Experiment 6).  

 

Attentional shift in depth modulates the repulsion effect 

In the experiments in this chapter that presented preceding cues, observers were instructed 

to fixate on the central fixation point, thereby paying attention to it. Then, a brief peripheral 

cue appeared, and the observer’s attention would shift involuntarily toward the cue, which 

was then followed by the central target. In Experiments 4 and 5, attention shifted from central 

to peripheral on the 2D retinal coordinate, while in 3D space, attention shifted farther, stayed 

at the same depth, or shifted nearer. Experiment 5 demonstrated that attentional shift toward a 

brief cue in a depth plane farther away from the fixation point led to a larger repulsion effect, 

and that attentional shift from the cues to the target did not influence the magnitude of 

repulsion effects (Figure 3.7).  

One possible explanation is based on three assumptions: a reduction of attentional 

resources associated with the attentional shift in depth (i.e., attention shifting in depth is more 

demanding than that within the same depth; Downing & Pinker 1985; Gawryszewski et al., 

1987; Han et al., 2005; Previc, 1998; Atchley et al., 1997), an enhanced attentional process for 

the space closer than the fixation (Chen et al., 2012; Miura et al., 2002; Andersen & Kramer 

1993; Gawryszewski et al., 1987), and a residual effect of such enhanced attentional status. 
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According to Figure 3.7, attentional shifts between the fixation and cues in the same depth 

plane occurred for the same-depth condition in Experiment 5B, the near-depth condition in 

Experiment 5A, and the far-depth condition in Experiment 5C. All of the other conditions 

included attentional shifts between the fixation and cues at different depth planes, which might 

require more attention, leaving less attention available for later target localization. However, 

this might be compensated by the enhanced attention status caused by the attentional shift to the 

space closer than the fixation (Chen et al., 2012; Miura et al., 2002; Andersen & Kramer, 1993; 

Gawryszewski et al., 1987), perhaps because of a transient need for elevated alertness that 

enables better and/or faster responses to visual stimuli closer to the observer. This explanation 

might also be related to the differential functional representations between peripersonal and 

extrapersonal space (Previc, 1998; Maringellia et al., 2001). 
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Figure 3.7 Expected shifts of attention in Experiments 5A, 5B, and 5C. Single bars indicate 

the fixation point. The two circles represent the cues. The two separate lines indicate the 

target bars. Conditions under which the enhanced repulsion effect was observed are outlined 

with heavy borders. Note that only the condition with attentional shift from the fixation to the 

far-depth planes led to the enhanced effect, while attentional shift from the cue to the target 

did not affect the results. 

 

Magnitude of the attraction effect modulated by the target-cue distance 

The results of Experiment 6 suggest that a larger attraction effect would be observed when 

the target-cue distance was smaller. It is notable that the effect of target-cue distance was 

observed even when the grids providing depth information were removed. This suggests that 
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the changes in magnitude of the attraction effect observed in Experiment 4 might not result 

from depth perception. Further, the physical size of the cues in Experiment 6 was the same 

across all target-cue distance conditions. This also implies that the retinal size of the cues was 

not responsible for the enhanced attraction effect.  

Previous research indicated that the magnitude of the repulsion effect depended on 

cue-target distance in 2D space (Kosovicheva et al., 2010). However, they found that the 

average magnitude of the repulsion effect peaked at a cue-target distance of about 2°; the 

repulsion effect attenuated when the cue-target distance was below 2°. This differs from the 

tendency of the attraction effect observed in Experiment 6. This also supports the idea that the 

attraction effect is induced by the location information of the brief cues that modulate the 

location information of the target. In other words, when a visual transient flashed near the 

location of the visual target, the remembered location of the target might be confounded by 

that of the visual transient. Moreover, cues with closer target-cue distance might bias the 

target’s perceived location to a larger degree because of the closer spatial relation between the 

visual target and cue. 

In conclusion, the findings in Chapter 3 suggest that dynamic attentional shifts in depth 

were reflected in the repulsion effect, while the attraction effect was mainly dependent on the 

location information on the retinal coordinate. As in Chapter 2, the findings in Chapter 3 also 

suggest that the underlying mechanism of the attraction effect is different from that of the 

repulsion effect. 
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Chapter 4: Crossmodal interaction on spatial distortion 

 

Objective 

 

The findings presented in Chapters 2 and 3 suggest that peripheral transients induce 

mislocalizations of visual objects either by impairing processing of the target’s location 

representation, or because location information of peripheral transients biases the perceived 

location of visual targets in short-term memory traces. The latter case occurs because the 

perceptual system integrates information from both the target and the peripheral transient to 

decide the perceived target’s location.  

However, the perceptual system receives information through different modalities. The 

perceptual world is constructed by integrating information from different modalities. 

Therefore, sensory transients from modalities other than vision could also induce 

mislocalization of visual objects as they could also induce involuntary attentional shifting. In 

this chapter, I aimed to explore whether the dynamic attentional capture induced by auditory 

transients could also induce mislocalization of visual targets.  

 

Continuous sound could modulate representational momentum 

Studies have demonstrated that the perceived location or remembered final position of a 

moving object is consistently biased in the forward direction of motion (i.e., the flash-lag 

effect and representational momentum). Studies of representational momentum (RM) have 

demonstrated that the final perceived position of a moving object is mislocalized in the forward 

direction of motion (Freyd & Finke, 1984; Hubbard & Bharucha, 1988). RM results from the 

mental representation of an object’s motion persisting for a brief period after abrupt visual 



 

57 

 

motion offset (Teramoto et al., 2010). Recently, Teramoto and colleagues (2010) found that the 

magnitude of RM is influenced by a continuous sound accompanying a moving visual object. 

They showed that RM is enhanced when the sound terminates after the offset of visual motion, 

but reduced when the sound terminates before visual motion offset.  

 

Auditory transients could modulate motion perception 

Several previous studies have also investigated how visual motion perception is modulated 

by an auditory transient. In the flash-lag effect, the perceived position of a moving object 

appears to be relatively ahead of a physically aligned flash (e.g., Maus & Nijhawan, 2009; 

Nijhawan, 1994; Watanabe & Yokoi, 2006, 2007, 2008). This phenomenon is the result when 

the visual representation of moving objects shifts forward spatially to counteract neural system 

delays in processing sensory signals. Vroomen and de Gelder (2004) showed that the 

magnitude of the flash-lag effect is reduced when an auditory transient is presented before or 

simultaneously with the flash. In addition, Heron and colleagues (2004) demonstrated that the 

perceived bounce position of a horizontally moving object that changes direction against a 

virtual vertical surface is perceptually modulated by a sound presented before/after the actual 

bounce event.  

 

Sound’s spatial information could modulate visual motion perception 

Recently, Teramoto et al. (2012) showed that when visual apparent motion in conjunction 

with a sound delivered alternately from two loudspeakers aligned horizontally or vertically, 

observers reported that the direction of visual apparent motion was consistent with the direction 

of sound alternation or lay between that direction and the actual direction of the visual apparent 

motion. This suggests that auditory spatial information could also modulate the perception of 

visual motion, especially in the peripheral visual field. More specifically, enhanced 
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audiovisual interaction would be observed when the visual target and the auditory transients 

are presented from close spatial locations, as previous research has indicated that the 

audiovisual dynamic capture effect is larger when the auditory and visual stimuli are 

presented in the same hemifield (Meyer et al., 2005; Soto-Faraco et al., 2002; Spence, 2007). 

In Chapter 4, based on these findings, I presented an auditory transient around the moment 

of visual motion offset and asked observers to report the perceived location of the visual 

motion offset in Experiment 7. In Experiment 8, I tested whether auditory spatial information 

would influence the perceived location of visual motion offset by presenting a lateralized 

auditory transient to the observers on the same or opposite side as the visual target. I expected 

to observe a larger auditory effect when the lateralized sound was presented on the same side 

with the visual target, because same-side sound would induce stronger attentional capture. 

After affirmative results were obtained in both experiments, I examined whether the auditory 

effects were caused by distortion in the perceived timing of the offset of the visual moving 

object (Experiment 9). 

 

Experiment 7 

 

In Experiment 7, I examined the possibility that the timing of a transient auditory signal 

would affect the perceived offset position of a visual moving object. Such an effect would 

demonstrate that a continuous auditory stimulus during visual motion is not necessary to alter 

the perceived visual offset position. I conducted Experiments 7A and 7B. The visual target 

appeared in the left visual field and moved rightward (Experiment 7A), or in the right visual 

field and moved leftward (Experiment 7B). Then, the visual target disappeared near the center 

of the display. An auditory transient was presented around the time of the visual motion offset 

of the visual target. 
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Method 

 

Observers 

Sixteen paid volunteers were recruited to participate in Experiments 7A and 7B. All 

observers had normal or corrected-to-normal visual and auditory acuity, and were naïve to the 

purpose of this study. 

 

Apparatus and stimuli  

Apparatus were the same as those used in Chapter 2. The background of the display was 

divided horizontally into two parts. The upper part was gray (40° × 10.5°, 7.85 cd/m
2
) and the 

lower part was black (40° × 19.5°, 0.03 cd/m
2
). A white fixation cross (1° × 1°, 61.27 cd/m

2
) 

was presented at the center of the lower background (Figure 4.1). 

The visual stimulus was a black disk (1° in diameter) that appeared at the bottom of the 

gray background, 15° to the left in Experiment 7A and to the right in Experiment 7B. It 

moved at a constant speed of 15°/s. The disk disappeared when its center was at the midpoint 

or randomly jittered from the midpoint by ± 0.3°. The auditory stimulus was a transient 

auditory signal with a 1000 Hz pure tone without onset or offset intensity ramps, presented 

via headphones to both ears for 10 ms. The approximate range of sound pressure level was 

60–65 dB. The sound was presented 120, 80, or 40 ms before visual motion offset, 

simultaneously with the visual offset (0 ms), or 40, 80, or 120 ms after visual offset. The 

sound might also be absent during the trial as a control condition. 

 

Procedure 

Observers initiated each trial by pressing the spacebar. The black disk appeared and 
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remained stationary at the initial position for 500 ms. Observers were asked to track the disk 

while keeping their eyes on the fixation cross. After the initial stationary period, the disk 

moved at a constant speed of 15°/s and then disappeared around the midpoint of the screen. A 

mouse cursor then appeared 1° above the fixation 200 ms after the disappearance of the disk. 

Observers were instructed to move the mouse cursor and click the mouse button at the 

position where the target disappeared (Figure 4.1). 

Observers performed 10 practice trials to familiarize themselves with the position judgment 

task. Then, they completed 240 test trials (8 sound conditions × 3 visual offset positions × 10 

repetitions). Trials were randomized in all conditions. 

 

Figure 4.1 Trial events in Experiment 7. 

 

Results 

I calculated the average deviation of the perceived visual offset position from the physical 

visual offset position for each sound condition. Figure 4.2 shows the combined results of 

Experiments 7A and 7B. The horizontal axis represents different sound conditions. The 

vertical axis represents the perceived deviation from physical visual offset position. A 

negative value on the Y-axis means that the perceived visual offset was behind the actual 

visual offset position. 
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The two-way mixed-design ANOVA (between-subjects factor: visual field of the start 

position; within-subjects factor: the timing of the auditory signal) revealed a significant main 

effect of the timing of the auditory signal (F(7,210) = 36.261, p < .001), while the main effect 

of the visual field of the start position was not significant (F(1,30) = 0.499, p = .485). The 

interaction between the start position and the sound timing was not significant (F(7,210) = 

0.48, p = .849). Overall, the results suggested that the earlier the auditory signal was 

presented, the farther backward and away the perceived visual offset position was shifted. 

Next, the cell means of the perceived visual offset position were compared against zero to 

test whether there were significant mislocalizations from the actual position in each condition. 

In Experiment 7A, the -120, -80, and -40 ms conditions significantly differed from zero (t(15) 

= 5.569, t(15) = 5.88, and t(15) = 5.89, respectively, all p < .006, with Bonferroni correction). 

In Experiment 7B, the -120 and -80 ms conditions significantly differed from zero (t(15) = 

6.57 and t(15) = 5.27, respectively, all p <. 006, with Bonferroni correction). Thus, it was 

confirmed that when the brief sound was presented before the physical offset of the visual 

target, the perceived visual offset location tended to be perceived as behind the actual offset 

location. In contrast, no significant spatial distortion was found in the 0, 40, 80, and 120 ms 

conditions, implying that the auditory transient had no effect when presented after or at the 

same time as the visual motion offset. 

In addition, the cell means of each condition were compared to the cell mean of the silent 

condition. In Experiment 7A, the perceived visual offset positions in the -120, -80, and -40 ms 

conditions differed from those in the silent condition (t(15) = 4.46, t(15) = 4.23, and t(15) = 

3.34, respectively; all p < .007, with Bonferroni correction). In Experiment 7B, the perceived 

visual offset positions in the -120, -80, and -40 ms conditions differed from those in the silent 

condition (t(15) = 5.24, t(15) = 5.01, and t(15) = 3.30, respectively; all p < .007, with 

Bonferroni correction). Furthermore, the perceived visual offset position in the silent 
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condition did not differ from conditions in which the auditory transient was presented after 

the actual visual offset in either Experiment 7A (t(15) < 1.11, p > .05) or 7B (t(15) < 1.05, p 

> .05).  

 

 

Figure 4.2 The results of Experiments 7A and 7B. The horizontal axis represents the 

experimental conditions for the timing of the auditory signal. The vertical axis represents the 

perceived deviation from the physical visual offset position in degrees of visual angle. Error 

bars represent within-observers SEMs (Loftus & Masson, 1994; Cousineau, 2005) for each 

presentation. Data points with an asterisk (*) indicate that the perceived positions differed 

from zero.  

 

Discussion 

The results of Experiment 7 showed that the perceived offset location was attracted toward 

the timing of presentation of the auditory transient. However, the perceived offset location of 

the visual target in the silent condition did not differ from conditions in which the auditory 
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transient was presented after the physical offset. Therefore, in Experiment 7, displacement of 

perceived visual motion offset was observed when the auditory transient was presented before 

the physical visual offset.  

The lack of RM in Experiment 7 might be partially attributable to the shorter delay between 

the target offset and the appearance of the mouse cursor. Kerzel et al. (2001) showed that RM 

was larger with longer delays between the target and the probe used to estimate the perceived 

location of the visual motion offset. In the experiments in Chapter 4, the delay was 200 ms, 

while the delay used in previous research was often longer than 500 ms. 

  

Experiment 8 

 

In Experiment 8, I tested whether the spatial contingency between the auditory transients 

and the visual events would modulate the auditory influence on the perceived offset position 

of the visual motion. I presented a lateralized auditory transient to either the left or right ear 

with the same visual stimuli used in Experiment 7. The visual target appeared in the left 

visual field and moved rightward in Experiment 8A. In Experiment 8B, the visual target 

appeared in the right visual field and moved leftward. I expected that larger displacement of 

perceived visual motion offset would be observed when the lateralized auditory transient was 

presented in the same hemifield in which the visual target originated. 

 

Method 

 

Observers 

Fifteen paid volunteers were newly recruited to participate in Experiments 8A and 8B. All 

observers had normal or corrected-to-normal visual and auditory acuity, and were naïve to the 
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purpose of this study. 

 

Apparatus, stimuli, and procedures 

The apparatus and the visual and auditory stimuli in Experiment 8 were identical to those 

used in Experiment 7 except for the following points: (1) the auditory transients were 

presented in the left ear in half of the trials and the right ear in the other half of the trials; (2) 

since I did not find differences between conditions in which the auditory transient was 

presented after the physical visual offset and the silent condition in Experiment 7, I did not 

include the silent condition in Experiment 8. Observers completed 10 training trials and 420 

test trials (2 sound positions × 3 visual offset positions × 7 timings of the auditory transient × 

10 repetitions). Trials of all conditions were randomly ordered such that in each trial the 

auditory transient could be presented to the same or opposite side as the start position of the 

visual target. 

 

Results 

The top and bottom panels of Figure 4.3 show the results of Experiments 8A and 8B. A 

three-way mixed-design ANOVA (between-subjects factor: the visual field of the start 

position; within-subjects factors: the sound contingency and the timing of the auditory 

transients) was conducted. The sound contingency signifies whether the auditory transient 

was presented to the same or opposite side as the originating position of the visual target. The 

main effects of auditory timing (F(6,168) = 77.48, p < .001) and sound contingency (F(1,28) 

= 43.526, p < .001) were both significant. The main effect of start position approached the 

significant level (F(1,28) = 4.172, p = 0.052). There were no significant interactions effects 

(visual field × sound contingency, F(1,28) = 0.049; visual field × auditory timing, F(6,168) = 

0.52; sound contingency × auditory timing, F(6,168) = 1.540; visual field × sound 
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contingency × auditory timing, F(6,168) = 1.010; all p > .05). The results implied that the 

timing of the auditory transient induced mislocalization of the perceived visual offset position, 

consistent with the results of Experiment 7. Moreover, when the auditory transient was 

presented in the same hemifield as the visual target’s start position, the audiovisual interaction 

was enhanced (i.e., more backward mislocalization).  

 

Experiment 8A 

The cell means of the perceived visual offset position in Experiment 8A were compared 

against zero to test whether there were significant spatial distortions from the actual visual 

offset position in each condition. When the auditory transient was presented on the same side 

from which the visual target appeared, the perceived visual offset positions significantly 

differed from zero in the -120, -80, and -40 ms conditions (t(14) = 5.02, t(14) = 4.25, and 

t(14) = 4.09, respectively; all p<.007, with Bonferroni correction). When the auditory signal 

was presented in the hemifield opposite that from which the target appeared, the perceived 

visual offset positions significantly differed from zero in the -120, -80, and -40 ms conditions 

(t(14) = 4.72, t(14) = 4.04, and t(14) = 4.02, respectively; all p < .007, with Bonferroni 

correction). 

The cell means in Experiment 8A were also compared between the -120, -80, and -40 ms 

conditions in which significant spatial distortions were observed. When the auditory transient 

was presented on the same side as the visual target origination, the displacement of perceived 

visual motion offset was larger (t(14) = 2.44 and t(14) = 2.51 for the -120 and -80 ms 

conditions, respectively, both p<.007, with Bonferroni correction). 

 

Experiment 8B 

The results of Experiment 8B differed from Experiment 8A when comparing the cell means 
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against zero. In Experiment 8B, RM was observed in the 40, 80, and 120 ms conditions when 

the auditory transient was presented on the side opposite to the visual target origination (t(14) 

= 3.45, t(14) = 3.27, and t(14) = 3.51 for the 40, 80 and 120 ms conditions, respectively, all p 

< .007, with Bonferroni correction). However, there were no significant differences among 

these three cell means (all p > .017, with Bonferroni correction). This suggests that when the 

auditory transient was presented to the opposite side, it attracted the offset position of the 

visual target, which resulted in larger forward displacement.  

Conversely, significant backward displacements were observed in the -120 and -80 ms 

conditions when the auditory transient was presented to the same side as the visual target 

(t(14) = 3.25 and t(14) = 3.21, respectively; all p < .007, with Bonferroni correction), but the 

difference between these conditions was not significant (t(14) = 1.91, p = 0.15). Nevertheless, 

significant backward shift was observed when the sound was presented on the same side as 

the visual target. 
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Figure 4.3 The results of Experiments 8A (top) and 8B (bottom). The horizontal and vertical 

axes represent, respectively, the different sound timings and the perceived deviation from the 

physical visual offset position in the degrees of visual angle. A negative value on the Y-axis 

means that the perceived offset position was behind the physical visual offset position. Error 

bars represent within-observers SEMs (Loftus & Masson, 1994; Cousineau, 2005) for each 

presentation. Data points with an asterisk (*) indicate that the perceived positions differed 

from zero. 
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Discussion 

The results in Experiment 8B showed significant forward displacement of the visual 

motion offset (RM). It is possible that RM was more evident in Experiment 8B. Previous 

research has shown that the attentional mechanisms in the left hemisphere tend to distribute 

attention resources within the right visual field, while the attentional mechanisms in the right 

hemisphere distribute attentional resources across both left and right visual fields. Therefore, 

there may be a slight bias of spatial attention favoring the right visual field (Mesulam, 1999).  

However, similar to the results of Experiment 8A, the auditory transient presented before 

the physical visual offset exhibited a net effect of RM, and a process induced by the auditory 

transient decreased RM or even induced backward displacement of the perceived visual offset 

position in some conditions. This effect was stronger when the auditory transient was 

presented on the side from which the visual target appeared. The results of Experiment 8 

imply that a transient auditory signal closely associated with the visual offset also influences 

the perceived visual offset from the physical visual offset position. 

 

Experiment 9 

 

The results of Experiment 7 suggest that the perceived offset position of a visual moving 

object shifts backward when a transient auditory signal is presented before the physical visual 

offset. In addition, I observed larger backward displacement when the auditory signal was 

presented earlier. I interpreted this finding to mean that the perceived timing of visual motion 

offset is attracted toward the timing of the presentation of transient sound, which results in a 

decreased magnitude of RM and induces backward displacement. Experiment 8 showed that 

the perceived visual offset position exhibits a larger shift induced by the spatial information 

relative to the visual target when the transient auditory signal is presented to the same side as 
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the visual field from which the moving object originates. It can be argued that a sound 

presented on the same side as the visual object might be heard earlier (perhaps because 

attention might be biased toward the side where the visual object appeared) and consequently 

shift the perceived visual offset position backward more strongly (i.e., the effect is temporal). 

Alternatively, the spatial information of the sound relative to the visual target might shift the 

perceived visual offset position toward the side of the auditory signal without influencing the 

timing judgment (i.e., a spatial attraction of the visual offset by the auditory signal). 

Experiment 9 was conducted to examine whether the relative timing between visual and 

auditory events differs when the sound is presented on the same or opposite side as the visual 

object. Although RM was observed only in Experiment 8B, the results of Experiments 8A and 

8B were similar. For this reason, I used the same visual and auditory stimuli as in Experiment 

8A, but I asked participants to perform a temporal-order judgment task. 

 

Method 

 

Observers 

Fifteen paid volunteers were newly recruited to participate in Experiment 9. All observers 

had normal or corrected-to-normal visual and auditory acuity and were naïve to the purpose 

of this study. 

 

Apparatus, stimuli, and procedures 

The apparatus and stimuli were identical to those used in Experiment 8A. Observers were 

asked to focus on the fixation cross and observe the moving disk. The auditory transients were 

presented -120, -80, or -40 ms before the visual offset, synchronous with the visual offset, or 

40, 80, or 120 ms after the visual offset. Observers were asked to judge whether the auditory 
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transient was presented before or after the offset of the moving disk. After 10 training trials, 

observers completed 420 experimental trials (2 sound positions × 3 visual offset positions × 7 

sound timings × 10 repetitions). Trials in all conditions were randomly ordered. 

 

Results and discussion 

Figure 4.4 shows the results of Experiment 9. The vertical axis represents the proportion of 

“target disappeared first” responses. The horizontal axis represents the timing of the sound 

presentation. The two-way repeated measures ANOVA revealed a significant main effect of 

sound timing (F(6,84) = 18.214, p < .001), while the main effect of sound contingency was 

not significant (F(1,14) = 0.90, p = .358). No interaction was observed between sound timing 

and sound contingency (F(6,84) = 0.735, p = .623). Thus, the proportion of “target 

disappeared first” responses increased with the delay of the auditory transient; more 

importantly, the proportion of these responses did not differ between the same-side and 

opposite-side sound conditions. 

The results of Experiment 9 suggest that the spatial information of the auditory transient 

did not affect the judgment of relative timing between the auditory and visual events. 

Therefore, enhanced displacement induced by the sound from the same visual field as the 

visual target in Experiment 8 resulted from the spatial information of the sound relative to the 

visual target. This produced larger spatial attraction to the visual offset location. The effect of 

the sound’s spatial information did not interact with that of the sound’s temporal information. 
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Figure 4.4 The results of Experiment 9. The horizontal and vertical axes represent the 

different sound presentation conditions and the proportion of “target disappeared first” 

responses, respectively. Error bars represent within-observers SEMs (Loftus & Masson, 1994; 

Cousineau, 2005) for each presentation. 

 

General discussion 

 

Summary 

The experiment in Chapter 4 showed that the perceptual system combines auditory 

information to decide the perceived location of a visual target. In Experiment 7, I found that 

an auditory transient presented before visual motion offset shifted the perceived visual offset 

location backward as if it truncated the visual trajectory. In Experiment 8, when the sound 

was lateralized, its spatial information (on the same or opposite side as the visual target) 
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influenced the perceived visual offset location; the visual offset position tended to be attracted 

toward the side of the sound presentation. In Experiment 9, the results showed that the spatial 

information of the lateralized sound did not influence the judgment of visual offset timing, 

implying that the effect of lateralized sound in Experiment 8 occurred mainly in the spatial 

domain (Figure 4.5). 

 

 

Figure 4.5 Spatial attraction induced by bilateral or lateralized auditory transients. 

 

Crossmodal interaction in spatial representation 

The results of experiments in Chapter 4 showed that the auditory transient influenced the 

perceived visual offset location through both spatial and temporal processes. Temporal 

information of the auditory transient influenced the perceived offset timing of visual objects 

as if it truncated the visual trajectory. However, when the auditory transient occurred in the 

same hemifield as the visual target, enhanced backward displacement was observed relative to 

when the auditory transient occurred in the hemifield opposite to the visual target.  

The auditory system is generally superior to the visual system in terms of the temporal 
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perception, and the visual system is generally superior to the auditory system in term of 

spatial perception. Therefore, vision can provide more accurate spatial information, while the 

audition can provide more accurate temporal information. The modality precision hypothesis 

suggests that the modality with highest precision with regard to the required task tends to be 

dominant in multimodal interactions (Shipley, 1964; Spence & Squire, 2003; Welch & Warren, 

1980, 1986). In Experiment 7, I found that the perceived visual offset location was shifted 

backward when the auditory transient was present before the visual offset. This implies that 

the perceived timing of visual motion offset was attracted to the presentation timing of the 

auditory transient. Consequently, the perceived location of the visual offset was shifted 

backward. This is consistent with the auditory superiority for temporal perception (e.g., 

temporal ventriloquism; Vroomen & de Gelder, 2004). On the other hand, the results of 

Experiment 8 in this chapter also suggest that the effect of the lateralized sound was spatial 

rather than temporal. This finding cannot be explained by the modality precision hypothesis. 

There seem to exist significant spatial effects from audition to vision, particularly when 

blurred, poorly localized visual stimuli are presented (Alais & Burr, 2004). Recent research 

has demonstrated that the spatial aspects of sound can modulate visual motion perception 

(Hidaka et al., 2011; Teramoto et al., 2012), suggesting that visual and auditory modalities 

influence each other in motion processing. Thus, taken together, the results presented in 

Chapter 4 indicate that auditory information influences visual perception via both temporal 

and spatial processes. 

 

Auditory transients might modulate RM 

Maus and Nijhawan (2009) proposed a dual-process model to explain differences between 

how the visual system processes the positions of abruptly vanishing objects and gradually 

disappearing objects. The first process calculates the location of a moving object in the near 
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future by analyzing its speed and trajectory. When the moving object disappears abruptly, the 

second process modulates the RM. This modulation mechanism relies on accurate spatial 

information provided by the transient of the abrupt offset of the moving object. A stronger 

transient leads to more accurate localization of the moving object because it aids location 

information by employing the retinal off-transient to win the competition for perceptual 

awareness. The findings in Chapter 4 could be interpreted to mean that the modulation 

mechanism relies not only on visual information provided by the retinal off-transient, but also 

on information provided by an auditory transient temporally and spatially close to the visual 

motion offset. If the auditory transient is firmly associated with the visual motion offset, the 

neural system also uses temporal and spatial information provided by the auditory transient to 

modulate possible overshoots. The present thesis suggests the possibility that the visual 

system integrates auditory information presented before and after the offset of visual motion.  

Nevertheless, signals from different sensory modalities are not combined indiscriminately. I 

observed the backward displacement mainly when an auditory signal was presented 120 or 80 

ms before the actual visual offset. However, I observed that the spatial information of an 

auditory signal modulated RM only when sound was presented 80 ms after physical visual 

offset (Experiment 8B). This might imply that the temporal window during which the visual 

system integrates auditory information is approximately 100 ms before and after visual motion 

offset. This is consistent with the temporal window of sound-induced illusory flash (Shams et 

al., 2002) and multisensory integration in superior colliculus neurons in the mammalian brain 

(Meredith et al., 1987). 

 

Conclusion 

In conclusion, the findings in this chapter suggest that an auditory transient presented 



 

75 

 

before or after the offset of physical motion of a visual stimulus can modulate the perceived 

visual offset position. The magnitude of the backward or forward shift depends on the spatial 

relationship between the auditory and visual stimuli.  

Given that the remembered location of visual motion offset is persistent in mental 

representation in short-term memory trace, the displacement of the perceived visual motion 

offset results from the bias in short-term memory trace. This is consistent with the proposed 

attention account in the present thesis. In other words, the perceived localization of the target 

is biased toward the peripheral transient if the perceptual system also integrates information 

from the peripheral transient to decide the perceived location of the visual target. 
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Chapter 5: General Discussion  

 

Summary  

 

The present thesis aimed to explore how dynamic attentional capture induced by peripheral 

stimuli affects the localization of visual stimuli. Peripheral sensory transients might shift 

perceived locations of visual targets either away (the repulsion effect) or toward (the 

attraction effect) them. The empirical findings can be summarized as follows: (1) The effect 

size of the attraction effect was larger than that of the repulsion effect with the same physical 

properties. (2) The preceding visual cues that induced the repulsion effect did not interact 

with succeeding cues that induced the attraction effect. (3) Attenuated attentional shift 

between the target and the cue diminished the attraction effect but had no influence on the 

repulsion effect. (4) The repulsion effect was larger when the cue was presented in the depth 

plane farther away with respect to the fixation point observers were instructed to attend to. (5) 

The attraction effect was larger when the distance between the target and the cue on the 

retinal coordinate was closer. (6) An auditory transient could shift perceived offset location of 

a visual target toward it. (7) Lateralized sound from the same side as the visual target 

produced larger displacement of the perceived offset position. 

These findings are consistent with the integrated account proposed in Chapter 1. Dynamic 

attentional capture induced by sensory transients produced mislocalization of visual targets in 

two different aspects. On one hand, the peripheral transient would attract attention toward 

itself. Then, processing resources are allocated to processing its spatial representation. This 

would enhance spatial perception at the location of the peripheral transient. However, 

processing resources available for the following visual target would be reduced. Information 
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processing for its location representation is impaired, leading to a systematic error that shifts 

the perceived location away from the preceding sensory transients. On the other hand, the 

visual system integrates multisensory information from both the visual target and contextual 

background to form the location representation of the visual target. Therefore, information on 

the peripheral transient might also be integrated. This would bias the target’s perceived 

location toward the peripheral transient in the short-term memory trace.  
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Possible engineering applications 

 

The findings in Chapter 3 suggest that there is an asymmetry in the allocation of spatial 

attention in 3D space. Observers tend to allocate more spatial attention to space before the 

fixation plane than  space farther away from the fixation plane in a 3D environment. This is 

because of the most important behaviors from an ecological perspective is to rapidly redirect 

attention to potentially threatening or rewarding stimuli that unexpectedly invade the space 

close to us. This could be applied to engineering fields in presenting the contents of virtual 3D 

environments. 

The visual environment appears to be stable and of uniform clearness. However, eye, head, 

and body movements lead to continuously changing retinal images. Stable spatial 

representation is achieved as the visual system constructs scene representations by integrating 

information across successive views (Hayhoe et al., 1991). This suggests that not every part 

of a scene is processed equally. Only the attended portions of a visual scene are continuously 

processed. Spatial attention is needed for enhanced spatial perception to construct clear visual 

representations. The densely allocated spatial attention in space before the fixation plane 

suggests that information to construct 3D perception is mainly perceived from near space 

across successive views. Therefore, only details in near space before the fixation plane are 

continuously processed and spatial information in far space might be perceived with low 

resolution. 

When constructing a virtual 3D environment, developers should focus on providing and 

updating information in detail in near space. Thus, vivid 3D perception could be effectively 

achieved. On the other hand, it might be not necessary to update every detail at every moment 

in far space. Details of the contents of far space could be presented in detail and updated 

when observers need to shift their attention toward it. This may also help conserve system 
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resources when presenting a virtual 3D environment, or reduce the cost of constructing a 

larger-scale virtual 3D environment. For example, it might be helpful to save the system 

resources when presenting scenes in 3D games to provide strong 3D perception for players. In 

addition, film makers of 3D movies can save production cost of making 3D scenes by only 

providing detailed information in the specific part of virtual 3D visual space. 
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Possible directions for future research 

 

The present thesis explored the effect of dynamic attentional capture induced by peripheral 

stimuli on the localization of visual stimuli. However, there are still some possible avenues of 

investigation for future research.  

 

Spatial distortion effects in people with developmental disorders 

The present thesis explores how dynamic attentional capture by peripheral transients 

induces mislocalization of visual objects. Observers in all experiments had no difficulties in 

controlling attention. People with developmental disorders have different attention 

mechanisms from healthy people (Dakin & Frith, 2005). For example, people with attention 

deficit hyperactivity disorder (ADHD) have difficulty maintaining sustained attention 

(Barkley, 1997), and people with autism spectrum disorders have difficulties in processing 

information from both temporal and spatial contexts (O’Riordan et al., 2001). It is unclear 

whether peripheral transients would induce the same spatial distortion effect in individuals 

with these disorders. Studies of the effect of sensory transients on people with developmental 

disorders would elucidate how they process and integrate information to construct spatial 

representations. This would also provide further insight into the attention mechanisms of 

people with developmental disorders. 

 

Evidence for neural mechanisms of mislocalization effects 

The present thesis proposed an integrated account of how peripheral transients induce 

mislocalization of visual stimuli and the corresponding functional areas of the brain. Direct 

evidence from neuroimaging studies for different mislocalization effects could provide further 
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evidence for the proposed account. Previous studies (Pratt & Turk-Browne, 2003; DiGiacomo 

& Pratt. 2012) and the present thesis all suggest that the repulsion effect occurs in the early 

stage of visual processing, before (1) the visual pathway splits into the ventral and dorsal 

pathways for perception and action (Goodale & Milner, 1992) and (2) binocular vision 

dominates. Future research should focus on brain regions reacting to peripheral transients in 

the primary visual cortex. On the other hand, if the attraction effect can be explained by the 

erroneous bias of short-term memory trace (e.g., Sheth & Shimojo, 2001; Yamada et al., 

2008), possible neural mechanisms for the attraction effect should be related to spatial 

working memory. Spatial working memory is highly related to the posterior parietal cortex 

(PPC). It contains neurons with delay-period activity when localizing stimuli (Constantinidis 

& Wang, 2004); further, the PPC is more susceptible to interruption by distracting stimuli 

(Knudsen, 2007). In particular, neurons in the lateral intraparietal area (LIP) exhibited an 

enhanced response to visually distracting stimuli away from the target location of a 

memory-guided saccade (Powell & Goldberg, 2000). Future research should explore whether 

the PPC is responsible for the attraction effect. 

 

Mislocalization in depth 

Third, although peripheral stimuli containing depth information is employed in Chapter 3, I 

examined the mislocalization of the target within the same depth plane. In other words, I did 

not examine whether depth information of sensory transients could induce mislocalization in 

depth. Given that attentional shift can be directed to specific depths (Downing & Pinker 1985; 

Gawryszewski et al., 1987; Han et al., 2005; Previc, 1998) and there is a cost to reaction time 

in shifting attention in depth (Atchley et al., 1997; Han et al., 2005), it is possible that 

mislocalization in depth could be observed, as previous research has shown that attention 

could distort visual space in 2D space. Moreover, it would be interesting to investigate how 
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depth information is integrated into spatial representations and maintained in short-term 

memory. In 3D space, attention allocation is more dense in near space (Mimura et al., 2002), 

and attention is the key to integrating and maintaining information perceived from the 

surroundings in consciousness (Mark & Rock, 1998; Simons & Chabris, 1999). It is also 

possible that information in near space would be processed more elaborately when the spatial 

representation is formed and retained longer. It would be interesting to investigate how depth 

information is processed in spatial working memory. 

 

Crossmodal interaction in depth perception 

Finally, it would also be interesting to investigate the roles of depth information provided 

by auditory stimuli in forming 3D spatial representations. In the present thesis, lateralized 

sound presented via headphones was used to provide spatial information for brief sounds. The 

auditory travel time to observers was negligible because of the short distance, and it did not 

provide depth information. The depth information of sound can also be provided by loudness, 

the energy ratio of direct and reverberant sound, and binaural information. In particular, the 

ratio of direct-to-reverberant energy provides the strongest depth cue with distant sound in an 

enclosed environment (Bronkhorst & Houtgast, 1999). Generally, the sound of a distant 

audiovisual event would be perceived later due to the slow speed of sound relative to light. 

Therefore, a delay of sound relative to visual stimuli is necessary for audiovisual temporal 

alignment. Research has shown that if information is available on the ratio of the 

direct-to-reverberant energy of distant sound, the auditory lag that results in perceived 

alignment increased as the simulated auditory source distance increased (Alais & Carlile, 

2005). This suggests that the brain can compensate for the fact that the auditory stimuli will 

arrive at the observer later than the corresponding visual stimuli. In addition, this effect could 

be modulated by attention. It may be also possible that the perceived depth of an audiovisual 
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event in 3D space could be modulated by the depth information of sound, such as the ratio of 

direct-to-reverberant energy, especially when the audiovisual event is presented far away from 

the observer.  
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Remarks 

The present thesis demonstrated how dynamic attentional capture induced spatial distortion, 

and discussed its implications. Knowledge about cognitive processing is important for 

everyday life, because human errors often result from errors or overload in the cognitive 

system. Humans use vision to guide action. Understanding the working of vision and its 

limitations also helps us to behave adaptively and avoid possible human errors. In this respect, 

the present thesis has advanced our knowledge of how attention modulates spatial vision. In 

the academic field, this thesis can suggest future directions for physiological studies to 

explore how the brain constructs the perceptual world, and illustrate possible underlying 

mechanisms of processing spatial information. 
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