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ABSTRACT

I propose an efficient simulation technique for analyzing biological reactions and an
automatic design method for developing artificial reactions, both of which are targeted
to systems mainly composed of nucleic acids.

DNA that is one type of nucleic acids is utilized as a genetic information carrier in
biology, while RNA that is the other type of nucleic acids has a biological functionality
because of its reactivity. For better understanding of biological reaction, it is inevitable
to analyze such nucleic acid reaction systems in detail by using computer simulations.
Analyzing nucleic acid reaction systems in detail is difficult by using conventional simu-
lation models that deal with small number of variables from a phenomenological point of
view. To simulate the systems in detail by enumerating all possible structures of nucleic
acids, however, is also difficult because of the combinatorial explosion of the number of
structures. One technique to prevent such combinatorial explosion is to use the model
reduction by assuming the independence of reactions. Because concrete nucleic acid re-
action systems do not satisfy the assumption in general, the model reduction cannot
directly be applied to the systems.

As another background of this research, numbers of artificial reactions making use
of the chemical property of nucleic acid have been developed, which is expected to have
applications such as drug delivery. Because every interaction of molecules in a system has
to be taken into account, designing such device driven by chemical reaction of nucleic
acids and enzymatic reaction is not easy for human. One approach to overcome the
difficulty is to combine a simple building block or assemble basic chemical reaction like
computer programming. Conventionally proposed design methods of artificial nucleic
acid reaction systems, however, do not take advantage of complex structures because
they are based on models that restrict the structure of nucleic acids. Because human
trial and error of programming is required, it is still not easy to design a system where
human have to think of huge combination of nucleic acids.

The goal of this research is proposing a simulation model with small restriction of the
structure of nucleic acids, efficient simulation technique to prevent combinatorial explo-
sion, and automatic design method of artificial reaction systems. In particular, I define
nucleic acid reaction system as a graph rewriting system that has small restriction and
can numerically simulate the systems based on chemical kinetics. To prevent the combi-
natorial explosion of the number of structures, I propose a model reduction that focuses
on a local structure, which is applied to simulate concrete nucleic acid reaction systems
(hybridization chain reaction and RNA interference). By the abstraction focusing on a
local structure, it is possible to ignore the combinatorial explosion caused by represent-
ing whole structure because the structure is represented by a set of local structures. To
minimize the trial and error by human design, I propose an automatic design method
using such simulation techniques and develop reaction systems such as logic gates and
automaton, which can be implemented by actual nucleic acids. For the automatic design
method, I define fitness functions of target systems and implement heuristic algorithm
for the combinatorial optimization that can maximize the fitness value. Evaluation of
this research is based on the discussion of the accuracy of the model reduction and the
verification of the designed systems by actual chemical experiments. By this research,
detail analysis of huge nucleic acid reaction systems and the development of artificial
reaction systems that are nontrivial for human are expected.



論文要旨

核酸を主な構成要素とする反応系について, 生体反応の解析にむけたシミュレーション

の効率化および人工デバイスの開発にむけた自動設計手法を提案する.

一方の核酸分子であるDNAは生物の遺伝物質として利用され, また他方のRNAは反応

性を持つため生体機能の一部を担っている. 生体反応のさらなる理解を行うためには, その

ような核酸反応系の計算機シミュレーションによる詳細な解析が不可欠である. 現象論に

基づいた従来の核酸反応系のシミュレーションでは, 少ない変数によるモデル化が行われ

ており, 詳細な解析を行うことが難しい. しかし詳細な解析を行うために可能な核酸構造

を数え上げると, 構造数が組み合わせ爆発をおこすためにシミュレーションが困難になる.

構造数爆発を防ぐ手法のひとつとして, 構造に対する対称性や反応の独立性を仮定したモ

デル縮約が提案されている. しかし具体的な核酸反応系は仮定を満たさないため, 直接モデ

ル縮約を応用することは難しい.

また研究の別な背景として, 核酸分子の化学的な性質を活用した様々な人工核酸反応系

が作成されていることが挙げられ, ドラッグデリバリーなどへの応用が期待されている. 系

に存在するすべての分子間の相互作用を考慮しなければいけないので, そのような反応系

を設計することは人間にとって容易なことではない. そのような課題を克服するひとつの

方法として挙げられるのは, コンピュータプログラミングのように単純な構成要素や基本

となる化学反応を組み合わせる方法である. しかし従来から提案されている人工核酸反応

系の設計手法では, 構造に対する制約が大きいモデル化が行われ, 複雑な構造を活用してい

ないという問題点がある. さらにそれらの設計手法では人手による試行錯誤が必要であり,

考慮すべき核酸の組み合わせが大きい系を設計することは容易ではない.

そこで本研究では, 核酸構造に対する制約が小さいシミュレーションモデル, 構造爆発を

防ぐ効率の良いシミュレーション手法, 人工反応系の自動設計手法の提案を目標とした. 具

体的には化学反応式に基づく数値シミュレーションを行うために, 核酸の反応系を制約の少

ないグラフ書き換え系として定義した. 構造数の爆発を防ぐ手法として, 部分構造に着目し

た抽象化によるモデルの縮約を行い, 核酸からなる具体的な反応系 (ハイブリダイゼーショ

ン連鎖反応と RNA干渉)のシミュレーションを行った. 部分構造に着目した抽象化では,

構造を部分構造の集合として表現することで, 構造全体を表現することによって生じる組

み合わせ爆発を無視することが可能である. また設計における人間による試行錯誤を小さ

くするために, そのようなシミュレーション手法を用いた自動設計手法を提案し, 論理ゲー

トやオートマトンなど実装可能な核酸反応系の設計を行った. 自動設計手法では設計した

い系に対する評価関数を定義し, 評価値を最大化するような組み合わせ最適化を行うため

に, ヒューリスティックな進化的アルゴリズムを用いた. モデル縮退の正確性の議論や, 実

際の化学実験による系の検証により本研究の評価を行う. 本研究により大規模な核酸分子

反応系の詳細な解析や, 人間にとって自明ではない人工反応系の設計が期待される.
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Chapter 1

Introduction

1.1 Organization of the Thesis

In this thesis, I propose computational techniques to efficiently simulate and

automatically design chemical reaction systems composed of nucleic acids. Such

techniques are required to analyze and construct elemental modules that can

contribute in various fields such as biology, medicine, and engineering.

This thesis is composed of eight chapters, which are arranged in the follows

order. In this Chapter 1, I first explain the potential applications of nucleic acid

reaction systems. Then I point out the restriction of conventional researches to

analyze and design reaction systems, and state the need of efficient simulation

and design automation. Conventional researches highlighted in this chapter are

closely related to the motivation of this thesis. In Chapter 2, I overview back-

ground of this thesis, including the basis, demonstration, simulation, and design

of chemical and biological nucleic acid systems. By comparing this thesis and

other researches, the target and the purpose of this thesis is clarified.

Chapter 3 explains a novel model to simulate a nucleic acid reaction system

based on graph rewriting and chemical kinetics. In Chapter 4, I first point out

that the model cannot address the combinatorial explosion of molecular species

without any restrictions. Then I explain a technique to prevent the explosion and

demonstrate efficient simulations of systems that utilize hybridization reactions.

In Chapter 5, relation between simulation and abstraction is explained formally

using a diagram. In the beginning of Chapter 6, another combinatorial explosion

problem of a system based on enzymatic reactions is illustrated. A technique

similar to that of the previous chapter is introduced to efficiently simulate the

enzymatic reaction system. Chapter 7 explains an automatic design algorithm to

search for a system with the function of interest. To evaluate the ability of the

algorithm, in silico and in vitro experimental results are described. In Chapter 8,

detailed restriction and trade-off of the techniques are discussed by comparing

with related researches. Finally, future work and the contribution of this thesis

1



are summarized. Note that some of the methods and results are succeeded from

the bachelor’s and master’s work of the author.

1.2 Nucleic Acid Reaction System

1.2.1 Potential Application and Importance

The programmability of deoxyribonucleic acid (DNA) and ribonucleic acid (RNA)

gives rise to the emerging filed that makes use of DNA and RNA to construct

various functional systems. An arrangement of four types of building-blocks of

nucleic acids allows the programmability because each building-block has different

chemical properties. By exploring a deliberate arrangement and an appropriate

combination of nucleic acids, functional systems are achieved. The functionality

of nucleic acid systems can be further enhanced by harnessing the abilities of

enzymes or chemically modifying nucleic acids.

Against those backgrounds, researchers have been developing functional mod-

ules such as combinatorial circuit [1, 2, 3], sensing switch [4, 5], and autonomous

actuators [6, 7]. By combining such modules, researchers are recently demon-

strating significant applications such as molecular sensors [8, 9, 10], drug delivery

system [11], cell diagnosis system [12], and implementation of neural network [13].

Such systems are designed to contribute to several subjects which can be catego-

rized as follows: engineering nanoscale machines, reconstructing living organism,

and the treatment of diseases. For exploring further complex systems, techniques

to analyze and strategies to design a new module play an important role in the

field.

1.2.2 Nucleic Acids and Modeling

To model nucleic acid reaction systems, several simple representations of the

chemical structure of nucleic acids (Figure 1.1) have been proposed. I explain

one of them, which is a standard representation to simulate and design systems

with dynamic behaviors (e.g. [1, 14]). The representation is further revised to

a novel computational model in Chapter 3, while other conventional models are

mentioned in the last section of this chapter.

Chemically, a strand of DNA is a sequence of nucleotides that is specified

by a string of the four elemental bases ‘A’, ‘T’, ‘G’, and ‘C’, which represent

adenine, thymine, guanine, and cytosine, respectively. On the other hand, RNA

employs ‘U’, which represents uracil, instead of ‘T’. Sequence of nucleotides is

connected by a backbone that chemically consists of phosphate and sugar, which

has a unique direction from 5’ to 3’ends. Due to the chemical characteristic of

2



Hydrogen Carbon Nitrogen Oxygen Phosphorus

(a) Highlighting each atom

AdenineThymineGuanine Cytosine

(b) Highlighting each nucleotide

Figure 1.1: Chemical structure of double stranded DNA highlighting (a) each

atom and (b) each nucleotide. Sequence of one DNA (ATGCGTCGTTATGCG-

TAAA) is randomly chosen , while the other has a reverse complementary se-

quence (TTTACGCATAACGACGCAT). The atomic model was generated using

Namot2 [16] and visualized by UCSF Chimera [17].

each base, nucleotides form hydrogen bonds between complementary pairs (‘A’-

‘T’ and ‘G’-‘C’ for DNA and ‘A’-‘U’ and ‘G’-‘C’ for RNA). As a consequence,

two complementary strands in anti-parallel directions hybridize into a well known

double stranded structure [15].

To represent dynamical systems, a simple and customary representation have

been exploited (Figure 1.2), which focuses on the topological information of

DNA [18, 19]. In the representation, single stranded DNA (ssDNA) is drawn as a

straight arrow representing the direction from 5’ to 3’ ends of DNA. A sequence of

nucleotides is classified into subsequences according to a unit of reaction (called

domain or abstract base), where each unit is denoted by a letter. In this thesis,

uppercase and lowercase are complementary to each other. Hybridized comple-

mentary domains are connected by a line that corresponds to hydrogen bonds.

Reaction systems taking advantage of RNA can be also represented using the

domain level representation. To distinguish RNA from DNA, zigzag arrow is

assigned to represent RNA [20]. Because DNA is more stable and less reactive

compared with RNA, it is possible to select optimal materials depending on
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CGTAGGGTATTGAATGAGGGCCGTAAGTTAGTTGGAGACGTAGG

T
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A

(b) Sequence and arrows

a
b c d

B C D E

f

(c) Domain and arrow

Figure 1.2: Domain level representation of DNA of catalytic reaction gate [14],

which is explained in a step-by-step manner. (a) All sequences of nucleotides and

hydrogen bonds are shown using double helical arrows and lines. (b) Though the

sequence is conserved, ssDNA is represented as a straight arrow. (c) Letters are

allocated to reaction units (domains), where hybridized complementary domains

are connected by lines. Letters ‘a’, ‘b’, ‘c’, ‘d’, ‘e’, and ‘f’ are allocated to the

domains that consist of 10, 24, 4, 16, 6, and 16 long nucleotides, respectively.

purposes. For example, living cell takes advantage of RNA to moderate gene

expressions by a mechanism called RNA interference (RNAi) [21, 22, 23].

1.2.3 Elemental Nucleic Acid Reactions

Hydrogen Bond Reactions

Dynamics of reaction systems arise as a consequence of repeating basic reactions

of nucleic acids. Basic reactions of nucleic acids are related to hydrogen bonds,

enzymes, and chemical modification. The reactions of hydrogen bonds are clas-
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sified into three elemental reactions, which are hybridization, denaturation, and

branch migration. In contrast, the variation of enzymes and modifications causes

a wide variety of elemental reactions.

In the domain level representation, hybridization and denaturation are as-

sociation and dissociation, respectively, between complementary domains. The

kinetic speed of denaturation depends on the length of the sequence of comple-

mentary domains. The longer the sequence is, the more stable hybridized domains

are, and the less likely the denaturation occurs. Branch migration exchanges hy-

drogen bonds using a neighboring hybridized domain as a toehold.

Only hydrogen bonds reactions (simply called hybridization reactions) take

place in the example of catalytic reaction (Figure 1.3). Without catalyst, fuel and

substrate do not interfere because any domains of the substrate are not accessible

by the fuel. With the addition of catalytic input, they hybridize together and

emit output and signal strands. Since the input serves as catalyst, it is repeatedly

used for another round of reactions.

Enzymatic Reactions

Other types of reaction systems exploit enzymatic reactions to achieve complex

functionalities. In general, enzymes are functional proteins discovered in the

metabolic process of living organism and researched in field of molecular biol-

ogy [24]. Modeling enzymatic reactions based on chemical species is indispensable

for not merely the construction of artificial systems but the study of biology.

Enzymes that react with nucleic acids include, but not limited to, polymerase,

nuclease, and ligase. Polymerase extends nucleic acids from free nucleotides and

synthesizes a new sequence that is complementary to template nucleic acids.

Depending on nucleic acids of the template, it is called DNA-directed or RNA-

directed polymerase. Furthermore, depending on nucleic acids of the new strand,

it is called DNA or RNA polymerase. For example, RNA-directed DNA poly-

merase synthesizes new DNA strand from RNA template.

DNA polymerase enforces primer-dependent polymerization, in which the en-

zyme always extends the 3’ end of pre-existing nucleic acids (primer). This type

of polymerase has been exploited to amplify the amount of DNA by polymerase

chain reaction (PCR) for the detection of small amount of DNA. On the other

hand, some RNA polymerases employ primer-independent polymerization. If

new RNA strand is polymerized from double stranded DNA (dsDNA) template

starting from a special promoter region, the reaction is called transcription.

Nucleases are capable of cleaving phosphate backbone of nucleic acids in var-
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Figure 1.3: Hydrogen bonds reactions of catalytic system [14]. Each reaction is

drawn one-by-one, while whole reactions start from the top and continue in anti-

clockwise direction. The gate consists of the substrate (S) and the fuel (F), while

the catalyst (C) serves as an input to the gate. To begin with, S and C hybridize

together and result in an intermediate structure. As a result of subsequent branch

migration and denaturation, the structure separates into the signal (G) and the

intermediate 1 (I1). I1 and the F turn into the intermediate 2 (I2) and the out-

put (O) by another sequential hybridization and branch migration. Finally, I2

releases C and becomes the waste (W) by denaturation.

ious manners. Deoxyribo- and ribo-nuclease repeat cleaving so that DNA and

RNA are thoroughly decomposed. Nucleases known as nickase and restriction

enzyme recognize specific sequence of dsDNA to cleave one and both sides of ds-

DNA, respectively. On the other hand, nuclease known as Dicer non-specifically

cleave long dsRNA into short dsRNAs. Ligase joint 3’ and 5’ end of two DNA

strands, which has important function in replicating DNA [25].

Reverse-transcription-and-transcription-based autonomous computing

system (RTRACS) [20, 26, 27] makes use of polymerization reactions for elabo-

rate state transitions (Figure 1.4). Primer DNA is extended by a collaboration

of two ssRNA inputs and polymerization to produce an intermediate DNA struc-

ture. With the structure, the converter form a full duplex DNA structure by hy-

bridization and polymerization. The duplex structure contains double stranded

promoter region where primer-independent polymerase can recognize to initiate

the transcription. The system is an implementation of AND gate because the
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Figure 1.4: Enzymatic reactions of the AND gate of RTRACS [20]. The gate

consists of the primer and the converter, while the inputs and output are ss-

RNA. The primer that hybridizes to the input 1 is extended by an RNA-directed

primer-dependent DNA polymerase. Ribo-nuclease decomposes only the Input 1

and the remained ssDNA hybridizes to the Input 2. Partially double stranded

intermediate DNA structure is generated as a result of subsequent polymerization

and ribo-nuclease decomposition. The structure hybridizes to the converter and

form dsDNA by polymerization. Because the DNA promoter region (indicated

by ‘T’ in the figure) is double stranded, downstream of the dsDNA is transcribed

to the output by a primer-independent RNA polymerization.

output ssRNA is synthesized if and only if both inputs are added.

In Section 2.2, recent researches about systems utilizing hybridization and

enzymatic reactions are exhibited. Because hybridization reactions sustain under

diverse conditions, the robustness is one of the advantages of them. In contrast,

enzymatic reactions are more efficient in specific functions compared with hydro-

gen bond reactions.

1.3 Simulation of Chemical Reaction System

1.3.1 Chemical Kinetics and Ordinary Differential Equation

Chemical kinetics is commonly applied to model the behavior of chemical reaction

systems. A chemical reaction is represented by an equation where molecular

species before and after the reaction are in the left-hand and right-hand sides,

respectively. In the example of the catalytic reaction (Figure 1.3), the equations

described in the paper [14] are

S + C
k1−→ I1 +B

I1 + F
k2−→ I2 +O

I2
k3−→ C +W,

7



where

k1 = 6.5× 105[M−1sec−1]

k2 = 4.2× 105[M−1sec−1]

k3 = 4.0× 10−3[sec−1].

Sequential reactions of hybridization, branch migration, and denaturation are

collected into the first equation. Similarly, second equation describes a sequence

of hybridization and branch migration. When left-hand side contains one and

two molecules, the reactions are called unimolecular and bimolecular reactions,

respectively.

Speed of each reaction is described by a rate constant over an arrow. The

rate constants were experimentally measured in the paper [14] so that the results

of computer simulation and chemical experiment coincide. If the purpose of the

equations is to roughly predict the behavior, coarse values can be adopted to the

rate constants. In that case, it is important to define the rate constants that are

empirically correct on the order of magnitude.

To numerically predict the dynamic behavior of systems that are modeled by

the chemical equations, two types of mathematical techniques can be considered.

One is a stochastic simulation and the other is a continuous simulation, both of

which are capable of tracking the time evolution of the concentrations of molecular

species. For stochastic simulation, discrete numbers are assigned to molecular

species to represent the amounts of molecules.

Gillespie algorithm [28] is a typical technique for the stochastic simulation

based on statistical viewpoint. It is possible to accurately simulate each individual

chemical reaction one-by-one according to the distribution of the possibilities

reactions. Since random numbers are generated in the algorithm, the result of

the simulation differs each time by an uncertainty of noise. Therefore, statistical

treatment by simulating multiple traces is required to correctly understand the

dynamics of systems by stochastic simulation.

In contrast, ordinary differential equations (ODE) are formulated from the

chemical equations in order to simulate a system continuously. In the example,
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the formulas are defined as

d

dt
[S] = −k1[S]× [C]

d

dt
[C] = −k1[S]× [C] + k3[I2]

d

dt
[I1] = k1S × [C]− k2[I1]× [F ]

d

dt
[F ] = −k2[I1]× [F ]

d

dt
[I2] = k2[I1]× [F ]− k3[I2]

d

dt
[W ] = k3[I2],

where t is a time parameter and [X] represents the concentration of chemical

species X. The system of RTRACS (Figure 1.4) can also result in similar type

of equations and formulas. Time evolution of each molecular species is uniquely

tracked by numerically solving formulas with specific initial values. In this thesis,

continuous simulation are applied for the simulation of nucleic acid reactions in

most of the cases with the exception in Section 3.3.1.

In the simulation of nucleic acid reaction systems, formulas are carefully de-

veloped by human optimization to fit experimental results [1, 14, 2]. For the sake

of simplicity, sequential reactions may be collected in one chemical equation as

in the example of the catalytic gate. In systems biology, however, it is common

to semi-automatically build such formulas and analyze the behavior of a system

from an initial configuration of signaling pathway (metabolic modelings in [29]).

Therefore, automatically developing formulas of nucleic acid reaction systems in

similar way is important to save the labor of human optimization.

1.3.2 Simulation based on Programming Language

For such purpose, formal notations of DNA and the transition rules of the nota-

tion have been proposed [19, 30]. Only two types of domains are assumed in the

papers, one is a long and stable domain, and the other is short and unstable do-

main. Long domain is too long to denature, while short domain (called toehold)

is short enough to spontaneously denature.

The notation restricts DNA to a linear structure where single lower and mul-

tiple upper strands are connected in one direction. To represent such linear form

structure, domains that compose lower strands are aligned from left to right.

When a domain in lower strand is hybridized to a complementary upper domain,

the domain is denoted in brackets [,]. Domains of upper strands are denoted in

brackets <,>, which can also become overhangs from a hybridized upper strands.
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Table 1.1: Notation of DNA structures. First column corresponds to the name

of structures in Figure 1.3. Second column corresponds to the notation of each

structure [30]. Other intermediate structures without names are also possible to

represent by the notation. A, B, and D are long stable domains, while C and E

are short toehold domains. Note that only one dimensional linear structures are

represented by the notation.

C <D E>

S <A> [B] : <F> [C D] : E

F <B C D>

I1 <A> [B] : C : [D E]

I3 [B C D] : <D> [E]

W [B C D] : E

Each nick, where the upper strands are separated, is denoted by a colon :. For ex-

ample, the notations of strands in the catalytic gate (Figure 1.3) are summarized

in Table 1.1.

Transition rules of the notations are defined to represent hybridization, de-

naturation, and branch migration (called strand displacement in the paper). By

applying the transition rule of denaturation, a transition from I2 to W and C

is represented, for instance. Thanks to the mathematical definitions, most of

the process to simulate DNA hybridization reaction systems can be automated.

Concretely speaking, it is possible to automatically construct whole chemical re-

actions and further apply to continuous or stochastic simulations only with initial

sets of strands and concentrations.

The ability of the formal definition is powerful so that formal analysis such as

probabilistic model checking has been applied [31]. Nonetheless, restriction of the

DNA structure is one of the limitation, because the structures of DNA are not

limited to linear ones in the field of DNA computing. Other important structures

comprise hairpin loop [32, 33, 34], bulge loop [35], and circle [36] structures.

Moreover, only hybridization reactions are considered as transition rules since

the purpose of the paper was to simulate a system driven by strand displacement

reactions. Other transition rules are necessary to simulate a system driven by

enzymatic reactions such as restriction enzymes [37, 38, 39], polymerase [40, 41],

and nickase[42]. A novel graph based representation of nucleic acid and reactions

among them, which overcome such restrictions, are explained in Chapter 3.
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1.3.3 Combinatorial Explosion Problem of Graph Based Model

Graph (equivalent to network) has been a powerful representation of biological

phenomena in systems biology [43, 44]. In such graph based representations,

nodes and edges correspond to biological components (RNA and proteins for ex-

ample) and reactions (enzymatic reactions for example), respectively [45]. Graph

and graph rewriting are also applied to represent molecules and chemical reac-

tions, where nodes and edges correspond to atoms and chemical bonds in com-

putational chemistry [46, 47, 48].

By modeling biological and chemical systems using graph, it is possible to

simulate the dynamics of chemical and biological systems in a similar way of

nucleic acid reactions. It is pointed out, however, that the simulation becomes

intractable in some cases because of the explosion of the number of molecular

species [49] and reactions [50]. I give concrete examples of nucleic acid reaction

systems that show such combinatorial explosion in the beginning of Chapter 4

and 6.

The concept of combinatorial explosion can be easily understood by a sim-

ple example [49] that produces exponential number of molecular species (Fig-

ure 1.5(a)). In the figure, molecule H can bind to n molecules Si (1 ≤ i ≤ n)

independently. Suppose H and Si are unbound for all i (1 ≤ i ≤ n) at the initial

state, is it possible to simulate a system where the rate constants for binding and

unbinding reactions are arbitrary? When n increases, the number of chemical

equations exponentially increases because 2n + n structures are produced from

only n + 1 molecular species. With such straightforward model and simulation,

it is impossible to simulate the system with large n.

1.3.4 Model Reduction by Subgraph

To prevent such explosion, model reduction techniques are commonly applied

to reduce the number of parameters of simulation. I explain one conventional

technique called κ-calculus that focuses on the locality of species [47, 51, 49,

52], while other techniques focus on the hierarchy of systems [53, 54, 55]. The

problem is fundamentally caused by the exhaustive enumeration of structures

even though the binding and unbinding reactions occur locally. The number of

species is decreased by adopting new subgraphs that store the information of

local connectivity between species. In the example [49], the new subgraphs are

called fragments, where H is separated in n local fragments (Figure 1.5(b)).

Due to the fragments, it is possible to avoid redundant enumeration of the

complexes between H and Si. According to the paper, the chemical equations
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Figure 1.5: Simple example of the combinatorial explosion of graph based model

and its abstraction [49]. Molecular speciesH has n sites where si binds or unbinds

to the site h of Si. Since all the binding and unbinding reactions are independent,

combinatorial explosion in the number of molecular species is unavoidable. (a) H

produces 2n species by the combination of connections in a graph based represen-

tation. (b) Separating each site of H, only 3n number of species are taken into

consideration. There are three types of fragments for each i (1 ≤ i ≤ n). Each

fragment is named H(si), Si(h), and Si(h
0),H(s0i ) from the left to the right of

the figure.

among fragments are

H(si) + Si(h)
k+i−−→ Si(h

0),H(s0i ) (1 ≤ i ≤ n)

Si(h
0),H(s0i )

k−i−−→ H(si) + Si(h) (1 ≤ i ≤ n),

where k+i and k−i are the rate constants of binding and unbinding between frag-

ments. Consequently, the number of fragments successfully decreased to 3n. Note

that fragment Si(h
0),H(s0i ) implicitly merges all global structures that binds si

of H and h of Si. This means that fragments are regarded as coverings and not

as partitions of global structures.

A function to calculate the concentration of fragments from global struc-

tures is trivial. The concentration of unbound fragment Si(h) is equivalent to
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that of corresponding structure. The concentration of the fragment H(si) and

Si(h
0),H(s0i ) are computed by summing up all the concentration of structures

where si of H and h of Si are unbound and bound, respectively. By this function,

simulations of global structures and fragments are related to each other.

Comparison between the time evolutions of fragments and global structures

is one of the concerns to evaluate the ability of the reduction. From the aspect

of bisimulation, it is possible to decide whether the time evolution of fragments

exactly simulate the evolution of global structures or not. In the case of the

example, independence of binding and unbinding reactions ensures the exact-

ness [49]. However, the authors of the paper point out that the exactness cannot

be achieved by slight modification to make the reactions dependent to each other.

An intriguing aspects of fragmentation include finding out an inverse func-

tion to compute the concentrations of global structures from those of fragments.

In fact, it is possible to exactly recover the concentrations of global structures

from the those of fragments in the example without any modifications [49]. It is

recovered because the bound and unbound states are proportionally distributed.

Concretely speaking, the ratio of bound state between the sites of index i is

[Si(h
0),H(s0i )]

[H()]
,

while that of unbound state is

[H(si)]

[H()]
,

where [H()] denotes the concentration of the structure H ignoring binding and

unbinding states. It is calculated as [H()] = [H(si)]+[Si(h
0),H(s0i )], where [H()]

is identical value for any i (1 ≤ i ≤ n).

Because of the independence, multiplying the ratios among all i (1 ≤ i ≤ n)

is possible. For example, the concentration of a global structure where all site si

of H are bound to h of Si (1 ≤ i ≤ n) can be calculated as

[H()]×
∏

1≤i≤n

[Si(h
0),H(s0i )]

[H()]
.

In most of the cases where the reactions are not independent, however, such in-

verse function to exactly recover the concentrations of global structures is not

trivial. Because the model reduction by fragments was intended for analyzing

signaling pathways such as phosphorylation cascades, direct application to nu-

cleic acid reaction systems has not been shown. The reduction method cannot

be simply applied since the definition of fragments depends on the purpose of

simulation.
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For calculating the equilibrium state of a hybridization reaction systems,

where molecules hybridize to produce a large assembly, enumeration method us-

ing hypergraph has been proposed [56]. Similar to the fragmentation, the method

focused on the locality of reactions to implicitly enumerate the combinatorially

large number of assemblies. The author of the paper claims that the method can

be applied to calculate the thermodynamic equilibrium state of DNA and RNA

interactions. Though the thermodynamical equilibrium can be efficiently calcu-

lated by the method, the application to the time evolutionary simulation was

not emphasized. By a theoretical constraint, the form of the assemblies was lim-

ited to a linear structures where elemental units repeat only in one dimensional

direction.

Original reduction techniques to efficiently analyze nucleic acid reaction sys-

tems, which are independently developed from the fragmentation and equilibrium

calculation, are explained in Chapter 4 and 6.

1.4 Design Strategy

1.4.1 Simplified and Restricted Modules

In addition to analyzing biological systems for understanding their dynamic be-

havior, such simulation techniques can be applied to design a system with a

function of interest. In general, the designing process requires human trial and

errors to construct an elaborate system. Simulation techniques play an important

role for debugging a designed system by predicting its behavior.

Functional modules can be modeled by the programming language explained

in Section 1.3.2, which is shown in Table 1.2. Simulation by the programming

language delivers a schematic diagram that exhibits how reactions are related

to each other, which I call topology of a module. By simulating the dynamics,

it is possible to optimize the topology of a module and initial concentrations

of structures to achieve a function of interest. Since such activity is similar

to computer programming, human trial and error are inevitable to search for

optimized conditions for a system.

Once a robust module is designed, scale-up systems can be designed by inte-

grating the modules. For the purpose, a module called seesaw gate was devel-

oped [2], which was further integrated to construct combinatorial circuit [57] and

neural network [13]. Although the gate can be represented by the programming

language (Table 1.2), the authors of the paper developed their original repre-

sentation and chemical equations. A module of see-saw gate is represented as

a simplified node with multiple values and wires to describe its parameters. A
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Table 1.2: Models of catalytic gate [14] and seesaw gate [2] represented in the

paper of the programming language [30]. A module is put in parenthesis, where

structures are separated by vertical lines. Initial concentration of each structure

is specified by a value written in the front of it. For instance, PF*<B C D>

means that the concentration of <B C D> is PF. Toehold domain <T^c> is not

perfectly complementary to T because of a mismatch in nucleotides, which affects

the kinetic speed of hybridization reactions.

Catalytic gate (PF*<B C D> | PC*<D E> | PS*<A> [B] : <F> [C D] : E )

Seesaw gate (PF*<S2 T S3> | PTh*[S3]:<T^c> | PI*<S3 T S4> | PGO*<S1>[T S3]:T)

topology of systems can be designed by connecting wires, which is similar to the

design of electronic circuits.

Another similar method to integrate modules is the pathway

programming [34]. A hairpin structure of DNA is simplified as a node and the re-

actions among nodes are represented by interactions between nodes (Figure 1.6).

Using the representation, catalytic assemply, dendritic assembly, and autonomous

locomotion of DNA structures have been demonstrated. In the paper, the sim-

ulation results by chemical equations that were manually developed had a good

agreement with experimental results. Applying the programming language [30]

to simulate the hairpin systems is impossible because hairpin structures is not

supported by the notation.

1.4.2 Design Automation by Evolutionary Computation

Even with such programming techniques, however, the design of desired topology

is still extremely difficult for humans. It is because the combination of nucleotides

in a system increases rapidly as the number of molecular species increases, which

makes it unintelligible to prevent undesirable reactions. To eliminate such com-

plex process, evolutionary computation to search for a semi-optimal topology is

effective.

In general, heuristic algorithms are exploited for the evolutionary computa-

tion. To execute such algorithms, computer models to describe a genotype of

a system and a simulation method to predict the phenotype of the model are

required. A candidate solution can develop diversity by a process of mutation

or crossover. Fitness value is calculated from the result of the simulation, which

affects the selection process of the evolution. By iterating those processes, a

semi-optimal system that has relatively high fitness value can be selected.

Designing a topology of genetic network using such evolutionary computa-
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(a) Formation of three junction from hairpin structures

(b) Pathway programming and its execution

Figure 1.6: Pathway programming and its execution of three junction struc-

ture [34]. (a) Domain level representation of the reactions, and (b) pathway

programming and its execution are shown. A hairpin structure of DNA is de-

noted as a node with triangle and circle sites. Triangle and circle are open states

when they are accessible by other DNA strands, while circles may be solid by

the formation of hairpin loop. Reactions propagate from circles to triangles by

connected lines that are programmed in advance. When open triangle and circle

are connected by a line, a reaction to open the hairpin occurs and both of them

become solid. Once the hairpin is open, all the circles in the same node become

open. When open triangle and solid circle are connected by dashed line and the

circle is connected with another solid triangle by solid line, a reaction to displace

ssDNA occurs and the first triangle become solid, while the other become open.

tion has been proposed. Genetic network is a system that controls the activity

of genomes by a collaboration of various proteins. Demonstrations of genetic

networks include bi-stable switch [58] and oscillatory behavior [59].

Applying evolutionary computation to the design of genetic network with

various dynamics such as oscillatory behavior has been reported [60, 61]. The

genotypes of them were based on models such as simplified gene [62], network rep-

resentations [63, 64], and a combination of standard parts library [65]. Although

the evolutionary computations had significant impact because of the design of

nontrivial topologies, the designed genetic networks were not so easy to imple-

ment by an actual gene regulatory network. One of the reasons for the problem is

that those models assumed unrealizable properties of genes and their regulation.

Although modeling and simulating techniques are reported for the nucleic

acid reaction system so far, an application to the design of new topology by
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evolutionary computation has not been addressed. For actual implementation, a

system composed of nucleic acids is more suitable than genetic network because

they are programmable materials and their reactions are realizable. I introduce

an original approach to represent a genotype of nucleic acid reaction systems and

apply the evolutionary computation to design a system with a function of interest

in Chapter 7. The results of the evolutionary computation are verified not only

by theoretical simulations but also by the chemical experiments.
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Chapter 2

Background

2.1 DNA not Merely an Information Carrier

The idea of using molecules to build a machine was claimed since the Richard P.

Feynman in around 1960s [66]. As the technology evolves, human has searched

for several strategies to build artificial and complex molecular devices inspired by

living organisms [67]. One of the directions is using DNA and RNA as building-

blocks, because the programmability of nucleic acids can be applied to construct

variety of functions and architectures.

In nature, DNA is utilized as an information carrier for biology and has been

studied over decades. One of the famous researches is the suggestion of the

structure of DNA [15]. As its physical and chemical properties are revealed,

making use of DNA as a chemical material for other purpose has been searched.

The field of nucleic acid reaction systems can be roughly divided into four cate-

gories, which are constructing nanostructures, developing stimuli sensing devices,

observing dynamic actuations, and conducting information processing. Among

those categories, computer simulation and computer-aided design methods are

widely exploited for various purposes. In this chapter, I overview noticeable

researches of the field in order to make the position of this thesis clearer.

2.2 Nucleic Acid Module

2.2.1 Nanotechnology

Because of the programmability of DNA and RNA, precise positioning of atoms

and building static structures by nucleic acids are one of the interests. Since the

proposal and construction of simple structures of DNA in the early 1980s [68], fun-

damental structures have been reported, including a cube [69], a tetrahedron [70],

an octahedron [71], Borromean rings [72], and junctions [73]. The breadth of the

area can be understood by various recent review papers [74, 75, 76, 77, 78, 79, 80].

Combination of simple DNA tiles and motif was reported to build complex
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structures such as geometric configuration [81, 82, 83], tubes [84], rings [85],

and tensegrity triangle [86]. Using ssDNA as a tile also exhibits a powerful

and beautiful constructions of 2D and 3D structures [87, 88]. Such assemblies

were applied to various purposes such as positioning bio-molecules [89, 90, 91],

computation [92], and photo-controllable capsule [93]. Those researches were

pushed forward by not only an experimental observation of the behavior of tile

assembly [94] but also a theoretical models of tile assembly [95, 96].

Artificial nanostructures were also constructed by employing RNA, which

was inspired by natural architectures such as transfer RNA. RNA constructions

include a square [97], a polyhedron [98], and two dimensional pattern [99]. Rich

functionality of RNA is expected to expand the abilities of nucleic acid based

architectures.

An innovative method to construct complex and large structures was DNA

origami [100] (Figure 2.1). The method rapidly becomes standard in the filed of

DNA nanotechnology, and researchers demonstrated a Möbius strip [101], a box

with lid [102], stacked three dimensional shapes [103], curvature structures [104],

rods [105, 106], assemblies of origami [107], and multilayer structures [108]. Ap-

plications of the method comprise channel construction [109], nano-pores [110,

111, 112], photo chemistry [113, 114, 115], positioning bio molecules [116, 117],

positioning gold nano-particles [118, 119, 120], and the layout of carbon nan-

otubes [121]. To enhance the efficiency of the method, researches reported ex-

perimental optimization techniques such as controlling the conformation [122,

123, 124, 125], purifying the construction [126], and the analysis of its confor-

mation [127, 128, 123, 129]. Similar methods derived from the original method,

which include small scaffold [130], unidirectional scaffold [131], double stranded

scaffold [132], chip-derived staples [133], repeated scaffold [134], and gridiron

scaffold [135] origamis.

In the procedure to design origami architectures, arrangement of about 200

ssDNAs with total about 7000 nucleotide pairs is necessary. Obviously, the pro-

cess cannot be accomplished without powerful computer modeling tools. The

design process can be semi-automated by rapid prototyping tool [136] and fur-

ther debugged by stability simulation [137]. Two dimensional origami can be

automatically designed from an image that outlines the desired structure [138].

2.2.2 Sensor

Since the nucleotide bases have different chemical properties and steric consti-

tutions, sensing bio-molecule or cell surface are possible by a special sequence
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Figure 2.1: Computer graphics of the smiley face constructed by DNA

origami [100]. The structure is made of one long scaffold strand and multiple

short staple strands. The computer model was programmed on caDNAno [136]

and visualized by a CanDo server [137].

of DNA or RNA. Such sequence that can detect specific target is called ap-

tamer, which was invented in the begining of 1990s. As a result of in vitro

selection, aptamers are chosen from a library of random sequences, whose tech-

nique is called systematic evolution of ligands by exponential enrichment (SE-

LEX) [139, 140]. It is possible to recognize the state-of-the-art aptamers by some

review papers [141, 8, 9, 10].

For example, DNA aptamers have been applied to detect thrombin [5, 142,

143, 144, 145, 146, 147], adenosine triphosphate (ATP) (Figure 2.2(a)) [4, 148,

149, 150, 151, 152], cocaine [153, 154, 155], platelet-derived growth

factor (PDGF) [156, 157], hemin [158, 159], and leukemia cell [160, 161]. On

the other hand, RNA aptamers and aptamer based sensors can detect protein

kinase [162], Tat protein [163], malachite green [164, 165], theophylline [166], and

cancer cell [167, 168]. Various strategies to combine aptamers with other technolo-

gies have been investigated for applications such as the chemical modification to

enhance fluorophore [169], modular sensors [170, 171], protein conjugation [172],

and gold nano-particle assembly [173]. Some of the aptamers were analyzed in

more detail by experimental [174, 175, 176, 177] and computational [178] analy-

ses. Computational approaches to search for aptamers by optimizing the process

of SELEX have also been reported [179, 180].

Another type of nucleic acid sensor is called Dexyribozyme (DNAzyme) that

has enzymatic activity in the presence of target metal ions. Some of the

DNAzymes can cleave the backbone of ribo [181] or deoxyribo [182, 183] nu-
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ATP
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(a) ATP sensor
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N

TET

Azobenzene

(b) UV sensor

Figure 2.2: DNA sensors targeting ATP [149] and UV light [200], which emit flu-

orescence by the addition of inputs. (a) ATP aptamer changes its conformation

by recognizing two ATPs (represented by triangles), by which a quencher labeled

ssDNA is released from the sensor. (b) Azobenzenes (represented as straight and

bent lines) inserted in the backbone of DNA change their conformations from

trans to cis forms by irradiating UV light. Eventually, ssDNA with azobenzene

can denature by a steric hindrance of the cis form of azobenezes. In both of

the case, fluorophore molecules (fluorecein and TET) are quenched by a nearby

quencher molecule in the absence of inputs, which is a phenomenon called Föster

resonance energy transfer (FRET). Since the conformation changes by the in-

puts separate fluorophore and quencher molecules, output of the sensor can be

measured as fluoresence intensity.

cleic acids, by which wide applications have been proposed [184]. The ap-

plications include sensors of DNA [185, 186], detection of ions [187], boolean

gates [188, 189, 190, 3], control of gold nano-particles [191], and dynamical loco-

motion [192].

According to the condition of the environment, special sequence of DNA can

change its conformation. For example, quadruplex structures called i-motif [193]

and G-quadruplex [194] change their conformation when the pH and ionic condi-

tions change, respectively [195]. Applications of i-motif include not only the sen-

sors of pH [196] but also the mechanical motor [197], while that of G-quadruplex

include the inhibition of protein activities [198].

Chemically attaching other molecules to DNA is another strategy to extend

the functionality of DNA for the purpose of sensing. One example is to insert

azobenzene molecules to DNA, by which nucleic acids become capable of re-

sponding to light irradiation (Figure 2.2(b)) [199, 200, 201]. Attaching thiole

to conjugate nucleic acids with gold nano-particles is also possible for sensing

heat [202, 203]. The aggregation of the gold nano-particles using DNA hybridiza-

tion was adopted as a read-out of sensing [204, 205, 173, 206].
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2.2.3 Actuator and Information Processing

A DNA fuelled machine was reported in 2000 [207] that made use of branch mi-

gration as a source of energy, which is one of the important inventions to build

mechanical and dynamic nanoactuators. Combined with other techniques, nu-

merous dynamic walking systems have been developed, including step-by-step

walkers [208, 209, 210], autonomous walkers [34, 211, 6], DNAzyme driven walk-

ers [212, 7, 213, 192]. Rotational movements were also demonstrated, which

utilize multiple inputs [214] and conformation change of DNA from normal right-

handed B-form to left-handed Z-form in ionic buffer [215]. The branch migration

reaction was analyzed in more detail experimentally [216] and further　 extended

to a remote toehold method [217].

The realization of a system using DNA as a computational resource was

demonstrated in 1994 [218] by solving a small Hamiltonian path problem. After

the demonstration, large number of researches appeared to use DNA as a material

to carry mathematical computations [219]. In the early stage of the filed, mas-

sively parallel aspect of molecules in a solution was emphasized to solve classical

combinatorial problems such as satisfiability problem [32].

Computations using other functions of DNA are also important, which com-

prise programmed nano-circles using i-motif [220]. State transition systems were

developed using restriction enzymes [39, 37, 38], polymerase [41], and both i-

motif and gold nano-particle [221]. Other examples include the combination of

DNAzyme for a reversible computing gate [222], chemical reaction based dynam-

ics [223], and dynamic oscillator using enzymatic reactions [224, 42]. One of the

goal of this thesis is to automatically design such computational modules using

evolutionary computation.

Combining such modules composed of nucleic acids, elaborate nanodevices

or molecular robots can be constructed [225, 226, 227, 228, 229]. In addition

to the statements in Section 1.2.1, I re-emphasize the importance of the re-

search of nucleic acid reaction systems by noticeable applications. Robot-like

behaviors have been demonstrated by an assembly line [230], navigation of DNA

walker [231, 210], and Tug-of-War system [232]. Devices for observation detect

target RNA [233], single molecule [234], and single nucleotide polymorphism [235].

For medical purpose, selective cell apoptosis [12, 11] and drug delivery [236, 237]

have been demonstrated.
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2.3 Computer Simulation and Automation

2.3.1 All Atom and Coarse-Grained Molecular Dynamics

Molecular dynamics method is a powerful technique to simulate the dynamic

behavior of nucleic acid reactions. The method calculates interactions among

particles for each time step, which can be formalized using energy functions.

For instance, the transition of DNA from Z-form to B-form was simulated by

computing the dynamics of all atoms [238]. All atom molecular dynamics method,

however, is computationally expensive for the simulation of nucleic acids because

of the enormous number of atoms in DNA and RNA.

To minimize the computational cost, coarse-grained molecular dynamics

method optimized for the simulation of nucleic acids has been proposed [239, 240,

241]. In the coarse-grained models, single nucleotide that consists of around 35

atoms is often represented as three particles, each of which represents base, phos-

phate, and sugar. The coarse-grained models of nucleic acids have successfully

been applied to study the thermodynamics [242], branch migration reaction [243],

and a single step of DNA walker [244]. The method, however, is still computa-

tionally expensive to simulate nucleic acid reaction system such as the catalytic

gate explained in Section 1.2.3 so that another simulation technique based on the

domain level representation becomes essential.

2.3.2 Secondary Structure and Sequence Design

Predicting the secondary structure of nucleic acids is a problem to search for a

set of base pairings with minimum free energy from a given nucleic acid sequence.

Secondary structure is formed by intra-molecular hybridization as in the exam-

ple of hairpin structure of the Figure 1.6. Solving the problem is important to

design a desired secondary structure or to avoid any undesired structures in real

experiments. The free energy of an entire secondary structure can be thermo-

dynamically calculated as an ensemble of that of local structures such as base

pairing, hairpin loop, and bulge loop. Based on such calculation, algorithms to

efficiently solve the problem have been developed [245]. Moreover, advanced web

services that are capable of solving the problem have recently appeared [246, 247].

On the other hand, the secondary structure of protein folding cannot be effi-

ciently solved by computer algorithms. Secondary structure of protein is similar

to that of nucleic acids folding, while protein has 20 basic building-blocks called

amino acids. Solving the protein folding problem is important to understand and

design a three-dimensional structure of proteins, which affects the functions of the
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proteins [248]. To solve the problem, researchers have investigated the application

of evolutionary computation [249, 250], though the range of the applications was

limited to only a small part of the protein folding. Another interesting approach

to solve the problem is extracting an algorithm from humans who are playing an

online protein folding game [251, 252, 253].

An inverse problem which is to design a sequences of nucleotides that have

desired secondary structure is called sequence design problem. Evolutionary com-

putation is commonly applied to solve the problem because it is a multi objective

optimization problem [254]. One of the objectives is the orthogonality among

domains, by which sequences allocated to unrelated domains should not hybridize

each other. Another objective is optimizing the contents of guanine and cytosine

in each of domains in order to keep the melting temperature of nucleic acid con-

stant. Obviously, the purpose of the optimizations is different from the design of

the topology of a reaction system.

2.3.3 Phenomenological Simulation of RNAi

In contrast to the simulations that are based on chemical molecules, phenomeno-

logical simulations have been applied in biological systems. For example, the

phenomenological model of RNAi [255] is shown in Figure 2.3. RNAi, also known

as RNA silencing, is an internal cell mechanism commonly seen in both plants

and animals to moderate gene expression [21, 22, 23]. In this mechanism, small

RNAs produced from a dsRNA directly control gene expression. The system

is known to involve specific structures named short interfering RNA (siRNA)

and RNA-induced silencing complex (RISC), which are a 20-22 nucleotides long

ssRNA and a complex of ssRNA with multiple proteins, respectively.

In the model, same chemical species appeared in different locations due to the

pathway to produce the species. In such case, phenomenological model exhibits

a redundancy of molecular species.

Moreover, it is difficult to understand how each molecular species behaves in

RNAi by the phenomenological model, because the model is not based on chemical

reactions. For instance, all siRNAs were treated equivalently in the model, which

made it impossible to predict the distribution of the concentration of siRNAs. In

fact, the concentrations of siRNAs are expected to have a gradient distribution,

which is experimentally supported [256, 23], because polymerization extends RNA

in only one direction (from 5’ to 3’). Simulations of RNAi, where the target

mRNA encodes Dicer gene [257] and aberrant RNA reproduces dsRNA [258],

also have similar limitation.
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Figure 2.3: Phenomenological model of RNAi [255]. The representation of the

Figure 1.2(b) are applied without the information of sequences. The target

mRNA is decomposed when the dsRNA exists. DsRNA is first cleaved into

siRNA by ribo-nuclease called Dicer. Then, the half of the siRNA is modified

and turns into RISC which is denoted as a zigzag RNA surrounded by a circle.

The RISC recognizes the target mRNA, by which mRNA is decomposed to short

RNA strands. The RISC can be reused for another round of reaction. The model

also includes a primer-independent polymerization so that RISC is possible to

become siRNA again.

Such limitations can be avoided by simulating a model that is based on chem-

ical reaction where all the molecular spices are treated independently. A simula-

tion model of RNAi which distinguishes siRNAs depending on the their position

was introduced [259]. In the model, however, the reactions were still phenomeno-

logical so that chemical structures of RNA and their transition were not taken

into account.
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Chapter 3

Analysis of Nucleic Acid Reaction System

3.1 Graph Rewriting Model of Nucleic Acids and Reaction

To predict the dynamic behavior of a nucleic acid reaction system, a flexible

model to represent various structures of DNA and RNA is required. Here, I

propose a novel model based on a graph data structure, which derives from the

domain level representation explained in Section 1.2.2. The advantage of the

model is the small restrictions on the secondary structures of nucleic acid, while

conventional models were strictly restricted as described in Chapter 1. That kind

of flexible representation is useful for not only the semi-automated simulation of

nucleic acid reaction system but also the design of modules that take advantage

of complex structure of nucleic acids.

The graph based model of DNA catalytic gate (Figure 1.2.2) is shown in

Figure 3.1. I represent nucleic acids by a graph data structure, whose nodes,

undirected edges, and directed edges represent domains, hydrogen bonds, and

phosphate backbones, respectively. The proposed method is capable of repre-

senting various secondary structures, all of which cannot be represented by any

one of the conventional design methods at the same time.

Basic secondary structures of nucleic acids include single strand, duplex, loop,

and pseudoknot. A duplex is formed when two complementary domains are

hybridized. A loop structure is a single-stranded region of nucleic acids extending

from a hybridized structure, which can be categorized into hairpin loop, bulge

loop, internal loop, and multi-branched loop. Pseudoknot is a geometrically

entangled structure, which can be found in natural RNA structures.

The difference among domains is introduced by a parameter allocated to each

domain. The parameter corresponds to the length of nucleotides sequence in a

domain. For instance, 10, 24, 4, 16, 6, and 16 are allocated to the domains ‘a’, ‘b’,

‘c’, ‘d’, ‘e’, and ‘f’ in Figure 3.1(a), respectively, which is the same as the domain

level representation of Figure 1.2. Those parameters are referred to during the

simulation process explained in the next section.
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Figure 3.1: Graph based models of the (a) catalytic gate [14], (b) hairpin loop,

(c) bulge loop, (c) and pseudoknot. Domain level and corresponding graph based

representations are shown in the top and the bottom of the figure, respectively.

Domain ‘c’ of (b), ’b’ of (c), and from ‘d’ to ‘F’ of (c) are hairpin loop, bulge

loop, and pseudoknot, respectively. Each connected graph is surrounded with a

rectangle shape, since a connected graph corresponds to one structure.

A definition of chemical reaction is necessary to constructively predict the

behavior of a nucleic acid reaction system represented by the graph based model.

In particular, a chemical reaction is defined as a transformation of graph, or graph

rewriting. A graph rewriting rule is in a form L → R that is similar to chemical

equation, which has left-hand and right-hand sides. L and R are patterns of

a graph corresponding to before and after the reaction of the rewriting rule,

respectively. When the rewriting rule is applied to a graph, the subgraph that

matches L is replaced by R.

In the example of catalytic gate explained in Section 1.2.3, three fundamen-

tal hybridization reactions are involved, which are hybridization, denaturation,

branch migration (Figure 3.2). To apply the graph based model to RTRACS and

RNAi, it is also necessary to define rewriting rules of enzymatic reactions. All

elemental rewriting rules are summarized in the following Section 3.2.

3.2 Simulation based on Chemical Kinetics

3.2.1 Enumeration of Structure

The above graph rewriting system allows straight forward simulation by applying

chemical kinetics and solving ODE. If the user determines initial configuration as

a set of structures and their concentrations, the dynamic behavior of a system can
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Figure 3.2: Transition of the catalytic gate [14] by graph rewriting. The figure is

arranged in a similar manner to the Figure 1.3. Each reaction corresponds to a

transition of graphs. The transition of branch migration reaction is applied twice

for the reaction on the right to displace both ‘b’ and ‘d’. As a result of graph

transition by branch migration and denaturation, a graph can be separated into

multiple connected graphs.

be automatically predicted. The simulator has two parts of calculations, which

are to enumerate structures that are producible from initial structures, and to

analyze the concentration changes by a numerical method.

At the beginning of a simulation, the simulator enumerates whole structures

in a system to decide the number of variables. By iteratively applying rewriting

rules from the initial set of structures, total number of structures is determined

as shown in the example of Figure 3.3. During the enumeration, the simulator

does not allow a structure that contains multiple identical strands such as dimer.

This is because unbounded number of structures can be produced even from a

small number of initial structures. As explained in Section 1.3.3, this kind of

problem is a fundamental one in a simulation of bio-molecular systems, which I

try to solve in Chapter 4 and 6.
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Figure 3.3: Enumeration of structures starting from three ssDNA. Three initial

structures are shown in the left, while five possible structures by applying the

rewriting rules are shown in the right.

3.2.2 Rewriting Rule

After the enumeration process, the simulator assigns variables to all molecular

species in the system in order to represent their concentrations. By formalizing

ODE of all reaction rules by applying chemical kinetics, they are numerically

solved to obtain time evolution of the concentrations. Rate constants of reactions

are defined on the order of magnitude, and the units of concentration and time are

arbitrary. I actually employ a common numerical analysis called Runge-Kutta-

Fehlberg-4,5 method to solve ODE [260].

Transitions by elemental rewriting rules of hybridization reactions are sum-

marized in Table 3.1. I distinguish unimolecular hybridization reactions that

extend hybridization region from those do not. Due to the directed edge of graph

based model, exchange of hydrogen bond can occur in both directions by branch

migration rule. In the table, only one of them is described. Although the rate

constants of hybridization and branch migration are fixed, that of denaturation

depends on the length of domains that are separating. If the length parameter

of the domain is l, the kinetics kd is calculated as kd = 8.0× (−2)l.

In the example of the catalytic gate (Figure 3.2), all possible reactions are not

shown. For instance, denaturation reactions coincide with hybridization reactions

in opposite direction. Branch migration reaction in the left of the figure is possible

to happen in both directions. After listing ODE by applying rewriting rules,

time-derivation term of each structure becomes a summation of all expressions.

If both bimolecular hybridization and denaturation reactions in the Table 3.1 are

applied, the term of C2 is formalized as d
dtC2 = kdC4 − kh1C1C2.

Similarly, elemental rewriting rules of enzymatic reaction are summarized in

Table 3.2. Nodes of RNA are represented by zigzag shapes, which is consistent

with the domain level representation. Unlike the hybridization reactions, enzy-

29



Table 3.1: Transition by elemental hybridization reactions. Elemental rewriting

rules of hybridization reactions are summarized with typical examples. First

column denotes the name of reaction. Second column corresponds to a typical

example by applying the rewriting rule. Concentration of a structure is denoted

by a variable written in the upper left of the rectangle surrounding the structure.

Formulas of ODE are listed in the third column and default rate constants are

listed in the fourth column.

Reaction name Schematic example Equations Rate constant

Bimolecular
hybridization

b
b a

a

A A

C1

C2

C3 d
dt
C1 = −kh1C1C2

d
dt
C2 = −kh1C1C2

d
dt
C3 = kh1C1C2

kh1 = 0.1

Unimolecular
hybridization
by extending B A

b a

C5C4

A

a

B

b
d
dt
C4 = −kh2C4

d
dt
C5 = kh2C4

kh2 = 1.0

Unimolecular
hybridization
with interval

y

x

C6

A

a

y

x

C7

A

a

B

b

B

b d
dt
C6 = −kh3C6

d
dt
C7 = kh3C6

kh3 = 0.1

Denaturation
A

a

C4

B A

a

C2

C8
B

b
b

d
dt
C4 = −kdC4

d
dt
C2 = kdC4

d
dt
C8 = kdC4

kd is defined
as a function

Branch
migration

A

a

C5

A

a

A

C1

A

C9

B

b

B

b

d
dt
C9 = −kbC9

d
dt
C1 = kbC9

d
dt
C5 = kbC9

kb = 0.01

matic reactions can operate the phosphate backbone of nucleic acids. Because of

the restriction of the structures, any enzymatic reactions that produce a struc-

ture with more than two identical strands are neglected. As all the rate constants

defined in this section are default values, they may be different in other sections.

Even with the restriction, combinatorial explosion of the number structures

is inevitable. To ignore unimportant structures which may not be the main

products of a system, I introduce a concentration threshold. Structures with the

concentration lower than 10−5 are disregarded. Thanks to the threshold, the

process of enumeration can be distributed among the duration of a simulation

instead of computing all possible structures in the beginning. Similarly, stochastic

simulation [28] can employ such strategy, since structures without concentration
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Table 3.2: Transition by elemental enzymatic reactions. Meaning of columns are

the same as in the previous Table 3.1. When the promoter domain ‘T’ becomes

dsDNA, downstream of it is transcribed to an mRNA. By the decay reaction, all

RNA nodes disappear from a graph. When the product by the decay reaction is

an empty graph, it is denoted as Φ.

Reaction name Schematic example Equations Rate constant

Primer-dependent
DNA-directed

DNA polymerization
A

C1

A

a

B

bba bb

C2

d
dt
C1 = −kdddC1

d
dt
C2 = kdddC1

kddd = 0.005

Primer-dependent
RNA-directed

DNA polymerization
A

a

C3

A

a

C4

B

b b
d
dt
C3 = −kdrdC3

d
dt
C4 = kdrdC3

kdrd = 0.005

Primer-dependent
RNA-directed

RNA polymerization A

a

C5

A

a

C6

B

b b
d
dt
C5 = −kdrrC5

d
dt
C6 = kdrrC5

kdrr = 0.005

Primer-independent
DNA-directed

RNA polymerization
t

C7

B

bb

T bb C7

B

b

C8

t

T

d
dt
C8 = kidrC7 kidr = 0.005

Dicer
A

C2

A

a

B

bba bb

C9

B

C10

d
dt
C2 = −kdicerC2

d
dt
C9 = kdicerC2

d
dt
C10 = kdicerC2

kdicer = 0.01

Decay
b

C8

Φ
d
dt
C8 = −kdecayC8 kdecay = 0.001

never react to produce new structures.

I employed the strategy so that the rewriting rules are applied to produce new

structures only when the enumeration process becomes necessary. To implement

this feature, the simulator produces structures dynamically and checks whether

the concentration of each structure exceeds the threshold. More concretely, the

duration of a simulation is divided into intervals, and the simulator checks the

concentration at the beginning of each interval.
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3.3 Analysis of System

3.3.1 Simulation of Catalytic Gate

To verify that graph based model is capable of predicting the behavior of nu-

cleic acid reaction systems correctly, the catalytic gate [14] and the AND gate of

RTRACS [20] are chosen as benchmarks. The results of kinetic and stochastic

simulations of the catalytic gate are shown in Figure 3.4. Most of the results ex-

hibited catalytic activities by which the concentration of output increased higher

than that of input. The results also had a good agreement with the experimen-

tal results described in the paper. It is possible to assure that both simulations

were predicting the behavior of catalytic gate correctly. Note that the concen-

trations of continuous simulation was from 0.0 to 1.0, while amount of stochastic

simulation was from 0 to 100.

The result of continuous simulation, in which 0.01 concentration of input was

added, did not increase the concentration of output because the concentration of

input was too small to exceed the threshold. In contrast, the amount of output

did increase for stochastic simulation that had only 1 copy of input strand. As

described in Section 1.3.1, I focus on continuous simulation in the rest of this

thesis.

3.3.2 Simulation of RTRACS

To examine whether the graph based model of RNA and enzymatic reactions were

appropriate, I simulated the AND gate of RTRACS [20]. The graph rewriting

model was developed by applying the transition rules in a similar manner (Fig-

ure 3.5(a)). Note that Dicer and RNA polymerization reactions were not involved

in RTRACS. As in the result (Figure 3.7), the continuous simulator worked as

expected because the output was synthesized if and only if both RNA inputs were

added.

Because the output has to be synthesized by transcription, the outputs were

never observed for the false combinations of inputs where promoter region can-

not form dsDNA. This result shows that the simulator can correctly predict the

behavior of a nucleic acid reaction system driven by enzymatic reactions, and it

may be possible to adapt the simulator for further applications.

3.3.3 Simulation of RNAi

By extending the expression of the graph based model, simulation of RNAi based

on molecular species is possible. I develop an original RNAi model (Figure 3.6)
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Figure 3.4: Continuous and stochastic simulations of the catalytic gate [14]. X

and y axes correspond to time and concentration or amount of the output strand,

respectively. First changes in first 2000 and 4000 time units were caused by

making the gate in continuous and stochastic simulations, respectively. The graph

legends indicate the concentration and amount of inputs.

by reference to the phenomenological models [259, 257, 258, 255]. Elemental re-

actions of hybridization, primer-dependent RNA polymerization, and Dicer are

in common with the previous model, while denaturation, decay, and transcrip-

tion (primer-independent RNA polymerization) reactions are modified. I further

add RISC, decompose, aberrant, and primer-independent RNA-directed RNA

polymerization to follow the reactions of RNAi.
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Figure 3.5: Graph rewriting model and continuous simulation of the AND gate

of RTRACS [20]. (a) The graph rewriting model is shown, which is consistetn

with the domain level representation of Figure 1.4. (b) X and y axes correspond

to time and concentration of the output strand, respectively. The inputs were

added in 1000 time units and the concentration of the output began to increase

from about 2000 time units when both of the inputs were added. The graph

legends indicate the combination of inputs.

Input of dsRNA initiates the cascades of reactions from the top of the figure.

The dsRNA is first cleaved into siRNAs by a Dicer reaction, where the number

of domains that are cleaved by the reaction is a variable of the model. Because

siRNAs have a smaller number of hydrogen bonds, denaturation reactions spon-
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Figure 3.6: Transition of RNAi by graph rewriting. Name of each structure is

indicated on the top of a rectangle that is surrounding the corresponding struc-

ture. n is a parameter of the system, which indicates the size of input dsRNA. In

addition to normal RNA, the graph model has two special forms of nucleic acids,

which are RISC and aberrant RNA. A node of RISC is represented by both circle

and zigzag shape, while that of aberrant RNA is represented by a square. Const.

is a constant value that is introduced to constantly synthesize the target mRNA

by transcription reaction.

taneously occur and split siRNAs to upper and lower ssRNAs. Inversely, upper

and lower ssRNAs can hybridize together to compose siRNAs. I assumed that the

denaturation is only applied to one domain RNA. In other word, denaturation is

not applied to other hybridized structures such as dsRNA.

Unlike the previous definition of decay reaction where any appearances of

RNA nodes disappear, only ssRNAs decay and become waste in the model. Tran-

scription is activated continuously and generates the target mRNA constantly as

in the bottom of the figure. Some of the remaining lower ssRNAs are recruited to

form RISC, which in turn decompose mRNA by identifying the complementary
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sequences.

Because lower ssRNAs and mRNA have complementary sequences, they hy-

bridize together and produce partially double-helical structures (intermediate

structures listed in the right bottom part of the figure). This structures can also

denature because of the assumption that denaturation can occur only when the

length of hydrogen bonds is one domain. After hybridization, primer-dependent

polymerization reaction extends the lower part of the double-helical structures

and synthesize longer (but still partial) double-helical structures. If the right-

most lower ssRNA is used as a primer, polymerization can reproduce the complete

dsRNA which can initiate the whole reactions again.

There is also another pathway to reproduce complete dsRNA via aberrant

RNA, which is observed in plant cells [21]. For the pathway, a target mRNA

is aberranted by RISC, and the aberrant RNA is eventually duplicated to re-

produce complete dsRNA by primer-independent RNA-directed RNA polymer-

ization. Note that I distinguish all ssRNAs, siRNAs and RISCs based on the

original position in the dsRNA. Thanks to the graph based model, all combina-

tion of partially double-helical structures are also distinguished.

After assigning initial concentrations of mRNA and dsRNA to be 1.0, con-

tinuous simulation was carried out. I carefully decided default rate constants

as shown in Table 3.3 by checking the parameters of conventional studies [259,

257, 258, 255]. The rate constant of denaturation, decay, and primer-dependent

polymerization are modified to 0.0078, 0.01, and 1.0, respectively.

To show the advantages of the model, I focus on the concentration changes of

the complete dsRNA and the distribution of ssRNAs among their positions. By

changing the rate constants of the Dicer and primer-independent polymerization,

I successfully obtained three types of dynamic behaviors of

dsRNA (Figure 3.7), where n was 3. The concentration of dsRNA increased

or became saturated when the rate constant of primer-independent polymeriza-

tion was non-zero, while it decreased when it was zero. The result indicates that

the aberrant pathway is important to keep the concentration of dsRNA, which is

hopefully explaining the mechanism of RNAi in plant cell [21].

The concentrations of ssRNAs are expected to have a distribution among

position in the dsRNA where they gradually decreased from left to right because

the polymerization reaction extends lower RNA only toward the left direction.

The distribution of ssRNA was unclear by the simulation when n was 3. To

predict the distribution, it is necessary to increase the parameter n. With large

n, however, simulation became intractable due to the combinatorial explosion of

intermediate structures, which is solved later in Chapter 6.
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Table 3.3: Transition by elemental RNAi reactions. Meaning of columns are the

same as in the previous Table 3.1

Reaction name Schematic example Equations Rate constant

RISC
D D

C1 C2 d
dt

C1 = −kriscC1
d
dt

C2 = kriscC1
krisc = 0.01

Decompose

d1 d2 dn

D

C2

C3

D

C2

d1 d2 dn

C1
u

C2
u

Cn
u

d
dt

C3 = −kdecC2C3
d
dt

Cu
i = kdecC2C3

(1 ≤ i ≤ n)

kdec = 0.005

Transcription Const. d1 d2 dn

C3
d
dt

C3 = kirr kidr = 0.05

Aberrant
d1 d2 dnd1 d2 dn

D

C2

C3 C4

D

C2

d
dt

C4 = kaC2C3 ka = 0.01
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RNA-directed
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Figure 3.7: Continuous simulation of RNAi. X and y axes correspond to time and

the concentration of dsRNA, respectively. First and second values in the legend

are rate constants of Dicer and primer-independent polymerization, respectively.
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Chapter 4

Abstraction of Hybridization Reaction

4.1 Simulation of HCR

4.1.1 Combinatorial Explosion of HCR

Combinatorially large number of structures can be produced in the straight-

forward simulation employing the graph based model. I call the model in the

previous Chapter 3 as näıve model, and a single graph of nucleic acids as global

structure. In contrast, I propose a novel abstract model that focuses on the local

structure of nucleic acids in this chapter, which appears in my paper [261].

Hybridization chain reaction (HCR) [33] is a typical example that generates an

unbounded number of structures in the näıve model. HCR consists of two hairpin

DNA strands and one initiator strand that starts the cascade of hybridization

reactions (Figure 4.1(a)). The initiator first hybridizes to hairpin 1 and opens

the hairpin by branch migration. After that, hybridization and branch migration

occur alternately between hairpins 1 and 2. Because these reactions continue

until the hairpins are thoroughly consumed, the number of global structures is

essentially unbounded (Figure 4.1(b)).

4.1.2 Exact Abstraction of HCR

To avoid the unbounded number of structures, I introduce an abstraction tech-

nique. By the abstraction, variables are allocated to local structures (Figure 4.2),

where the number of local structures is finite. A local structure contains informa-

tion about the strand it belongs to and the information about how each domain

is connected. If a domain is not connected to any other domains, its connectivity

is defined as null. Otherwise its connectivity must identify both the strand and

the position of complementary domain although this information is omitted in

the figure.

I can develop an exact abstraction for the HCR under some appropriate as-

sumptions as follows. In the näıve model, variables are allocated to all the struc-
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Figure 4.1: Components and products of HCR [33] represented by a näıve model.

(a) HCR consists of two hairpin DNAs and one initiator DNA. Hairpin 1 and

hairpin 2 cannot react each other without the addition of the initiator. (b) The

figure lists the possible structures of the early stage of HCR. Alternative opening

of hairpins continues as long as the components exist.

tures depending on the number of opened hairpins (Figure 4.1(b)). I allocate C0,

Ch1, Ch2, and Ci to the initiator strand, Hairpin 1, Hairpin 2, and a structure

that has i opened hairpins, respectively. I ignore the denaturation reactions and

also assume that hybridization and branch migration occur together.

ODE for the näıve model are formed as

d

dt
C0 = −kb × C0 × Ch1

d

dt
C2n+1 = kb × C2n × Ch1 − kb × C2n+1 × Ch2 (n ∈ N)

d

dt
C2n+2 = kb × C2n+1 × Ch2 − kb × C2n+2 × Ch1 (n ∈ N)

d

dt
Ch1 =

∑
i∈N

−kb × C2i × Ch1

d

dt
Ch2 =

∑
i∈N

−kb × C2i+1 × Ch2,
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Figure 4.2: Local structures of HCR. Local structures are single strands with the

annotation of their connectivity by hydrogen bonds. Though 13 local structures

are shown in the figure to illustrate the concept of local structure, the actual

number can be calculated in Section 4.2.2.

where N denotes the set of non-negative integers. Obviously, the number of

variables is unbounded. By ignoring Ci for i > 5 to limit the number of global

structures in the näıve model, I obtained the concentration changes from C1 to

C5 shown in Figure 4.3(a). The initial values for C0, Ch1, and Ch2 were 0.01, 1.0,

and 1.0, respectively (0 for other structures).

In contrast, exact abstract simulation using local structures does not require

such cutoff. I regard all the opened hairpins that can bind to the next hairpin

as one local structure, and allocate Codd and Ceven for hairpin 1 and hairpin 2,

respectively (Figure 4.2). C0, Ch1, and Ch2 are allocated equally to the näıve

model. ODE for these variables in the abstract model are formed as

d

dt
C0 = −kb × C0 × Ch1

d

dt
Codd = kb × C0 × Ch1 + kb × Ceven × Ch1 − kb × Codd × Ch2

d

dt
Ceven = kb × Codd × Ch2 − kb × Ceven × Ch1

d

dt
Ch1 = −kb × C0 × Ch1 − kb × Ceven × Ch1

d

dt
Ch2 = −kb × Codd × Ch2.

40



 0

 0.0005

 0.001

 0.0015

 0.002

 0.0025

 0.003

 0.0035

 0.004

 0  10  20  30  40  50  60  70  80

C
on

ce
nt

ra
tio

n

Time

C1
C2
C3
C4
C5
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Figure 4.3: Näıve and abstract simulations of HCR. X and y axes correspond to

time and concentration of the global structures indicated in the graph legend,

respectively. (a) The time evolution by the näıve simulation is shown. (b) Con-

centration of global structures recovered from abstract simulation is shown. In

both simulation results, the peak shift of the concentrations is successfully pre-

dicted.

4.1.3 Recovering the Concentration of Global Structure

The inverse function to recover the concentration of global structures from local

structures is not trivial. I try to recover each Ci by assuming Possion distribution
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of the global structures:

Ci = (Codd + Ceven)×
λi exp−λ

i!
,

where λ is a function of time. After simulation of T time units, λ is calculated

by

kb ×
∫ T

0
(Ch1 + Ch2)dt,

which denotes the average number of the occurrences of the branch migration

reaction. The simulation result by recovering the concentrations of global struc-

tures is shown in Figure 4.3(b). The recovered concentration was not exactly

simulated because of the approximation under the assumption of Possion distri-

bution.

4.2 General Abstraction of Hybridization Reaction System

4.2.1 Abstract Model

Though the exact abstraction of HCR was achieved by reasonable assumptions,

the method cannot be applied to other reactions system such as the catalytic gate

in Section 3.3.1. In this section, another abstract model for general hybridization

reaction systems is defined formally. Note that the model utilizes only hybridiza-

tion reactions so that none of the nucleic acids changes its phosphate backbone.

Assume that an alphabet Σ and a set of single strands S ⊆ Σ∗ are given in

advance, and the binary relation X ⊆ Σ ⊗ Σ is also defined to represent the

complementary relationships of domains, where ⊗ represents a direct product of

sets.

By distinguishing all domains of strands, I define the set of local domain

D ⊆ S ⊗ N as

D = {(s, i) | s ∈ S, i ∈ N, 1 ≤ i ≤ |s|} ,

where |s| denotes the length of s. I define a function LETTER, which is a map

from D to Σ such that for any d = (s, i) ∈ D and s = a1 a2 a3 · · · , LETTER(d) =

ai holds. This function gives the corresponding letter of a given local domain.

As a consequence, the set of local structures L ⊆ S ⊗ (D ∪ ϵ)∗ is defined as

L = {(s, d1d2 · · · dn) | s = a1 a2 · · · an ∈ S, either di = ϵ or

di ∈ D and (ai, LETTER(di)) ∈ X holds for all 1 ≤ i ≤ n} .

Note that I use ϵ as a symbol to represent unconnected domains, and sequence

of ϵ is allowed in d1d2 · · · . Thus, (s, d1d2 · · · dn) corresponds to single stranded

nucleic acid if di = ϵ holds for all 1 ≤ i ≤ n.
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For example, modeling an HCR by the graph based model (Figure 4.1) gives

sets

Σ = { ‘a’, ‘A’, ‘b’, ‘B’, ‘c’, ‘C’}

S = {“abcB”, “BAbC”, “BA”}

and the relation

(‘a’, ‘A’) ∈ X, (‘A’, ‘a’) ∈ X, (‘b’, ‘B’) ∈ X, · · · .

Local domains and local structures are defined as

D = {(“abcB”, 1), (“abcB”, 2), (“abcB”, 3),

(“abcB”, 4), (“BAbC”, 1), (“BAbC”, 2), · · · }

L = {(“abcB”, ϵ ϵ ϵ ϵ), (“abcB”, ϵ ϵ ϵ (“abcB”, 2)), (“abcB”, ϵ ϵ ϵ (“BAbC”, 3)),

(“abcB”, ϵ ϵ (“BAbC”, 4) (“abcB”, 2)), · · · } .

4.2.2 Enumeration of Local Structure

To evaluate the performance of the abstract model, the number of local structures

is chosen as a measure to compare the efficiency of simulation. Enumeration of

local structures for such purpose is performed by finding all possible l ∈ L. To

enumerate the total number of local structures from a given alphabet and strands,

I define functions DOMAINS , COMPLEMENTS , and CONNECTIONS .

First, DOMAINS is a map from S to 2D defined as

DOMAINS (s) = {(s, 1), (s, 2), · · · , (s, |s|)} ,

which expresses all local domains in a given strand. Next, COMPLEMENTS is

a map from D to 2D defined as

COMPLEMENTS (d) =
{
d′ | (LETTER(d),LETTER(d′)) ∈ X

}
.

This finds all domains that are complementary to the given domain.

Then, CONNECTIONS is a map from S to N defined as

CONNECTIONS (s) =
∏

d∈DOMAINS(s)

(|COMPLEMENTS (d)|+ 1),

where |COMPLEMENTS (d)| denotes the cardinality of set COMPLEMENTS (d).

This calculates the number of all combinations of connections from a given strand.

Finally, the total number of local structures is calculated by the following expres-

sion ∑
s∈S

CONNECTIONS (s).
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By adopting the function, the numbers of local structures of HCR (Figure 4.1(a))

and catalytic gate reaction (Figure 3.2) are calculated to be 126 and 94, respec-

tively.

4.2.3 Enumeration Efficiency

Using the enumeration function, the efficiencies of the näıve and abstract simu-

lations were compared in terms of the number of structures. As a benchmark, I

generated a random system as a random sequence of letters, which determines

the set S. Note that the size of set Σ was fixed to 14 (letters from ‘a’ to ‘g’ and

letters from ‘A’ to ‘G’). I first fixed a maximum size of S, and then I generated

and simulated 200 random systems to obtain the average and maximum numbers

of structures. After that, I took another maximum size in turn and repeated the

calculation for each maximum size. I tried 21 different sizes (whose values were

suitable for simulations), which range over the x axis of Figure 4.4.

In the näıve simulations with or without threshold, the restriction of structure

and the just-in-time enumeration were imposed as mentioned in Section 3.2.2.

Without such restriction, the simulation of a system with large number of domains

immediately becomes intractable.

As expected, the näıve simulation without threshold exhibited faster combi-

natorial explosion than the others because entire combinations of structures were

tested by the execution. The increase in the number of structures in the abstract

model seemed to be slower than that of the näıve simulation without threshold

because of the limit on the number of local structures. These results indicate that

an appropriate model and simulation are necessary for the efficient enumeration

and simulation of hybridization reaction systems. Note that the results of näıve

simulation with threshold and stochastic simulation are only shown as references

in the figures. Direct comparison of the results is not fair because the values

for the näıve simulation with threshold and the stochastic simulation depend on

parameters such as threshold and copy number.

4.2.4 Reactions among Local Structure

Continuous simulation based on the abstract model is possible for the hybridiza-

tion reaction system. This simulator analyzes the concentration changes of local

structures by predicting three hybridization reactions, which is similar to the

method explained in the previous Chapter 3.3. Although the same strategy is

employed for formalizing ODE by chemical kinetics, the reaction rules of abstract

model are different. Both left-hand and right-hand sides of rewriting rules consist
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Figure 4.4: (a) Average and (b) maximum numbers of structures. The results

were calculated from näıve simulation with and without threshold, enumeration

of abstract model, and stochastic simulation. X axis corresponds to the maximum

number of local domains, which is the number of letters in S to generate a random

system. Y axis corresponds to the number of structures of a method indicated in

the legend. Completion of the näıve simulation with a size greater than 40 was

impossible due to an out-of-memory error.

of local structures. Since all the local structures are enumerated in advance of

simulation without rewriting rules, it is correct to interpret the reaction rules as

patterns to form ODE rather than rewriting rules to produce new structures.

More formally, matching to the pattern of hybridization reaction can be ex-
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plained by local structures l1, l2 ∈ L, which are denoted as

l1 = (s1, d11d
1
2 · · · d1m · · · d2|s1|)

l2 = (s2, d21d
2
2 · · · d2n · · · d2|s2|),

where s1, s2 ∈ S, d1i , d
2
j ∈ D (1 ≤ i ≤ |s1|) (1 ≤ j ≤ |s2|) hold. When d1m = ϵ,

d2n = ϵ, and (LETTER((s1,m)),LETTER(s2, n)) ∈ X are satisfied, it is possible

to apply hybridization. Note that the satisfied condition means the m-th and n-

th local domains of l1 and l2 are unconnected and complementary to each other.

In the local structures after the reaction, d1m and d2n, both of which are ϵ, are

replaced by (s2, n) and (s1,m), respectively.

Denaturation is interpreted as an inverse reaction of the hybridization. The

pattern of branch migration is also interpreted in a similar manner, while the

reaction involves three local structures. When l1 is equal to l2 in the hybridization

reaction, it is naturally interpreted as unimolecular reaction. Even in such case,

however, ODE are formed as bimolecular reaction. This means that hybridization

to itself and hybridization to other molecular species with the same structure are

not distinguished. The same situation can happen to denaturation and branch

migration reactions.

Table 4.1 shows typical transitions by the reactions using schematic exam-

ples. Since the information of global structure is not included in local structure,

hybridization is only defined as bimolecular reaction. In contrast, denaturation

and branch migration are no more defined as unimolecular reaction, because only

local structures are considered. Though the same rate constants are utilized for

the reactions, function R is introduced to emulate unimolecular reaction. Func-

tion R calculates the ratio of concentration among all possible connections from

reacting domains.

To calculate R2 and R3, I define a function CONNECTED that is a map

from D to 2L. Suppose that Cl denotes the concentration of local structure l,

CONNECTED is

CONNECTED(d) = {l | d∗ ∈ D∗, l = (s, d∗), d appears in d∗} .

This CONNECTED finds entire local structures that are connected to the given

local domain. Function R2 for denaturation, where domains d1 of local structure

l1 and d2 of l2 separate, is defined as

R2(Cl1Cl2) =
Cl1Cl2∑

l∈CONNECTED(d1)

Cl
,
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Table 4.1: Transition by elemental hybridization reactions of abstract model.

The column is the same as in Table 3.1. Rate constants and the function for kd

are the same to those of näıve simulation although unimolecular hybridizations

are neglected in the abstract model.

Reaction name Schematic example Equations Rate constant

Hybridization

C1

A

b a

C2

C3

A

a

C4

b

d
dt
C1 = −kh1C1C2

d
dt
C2 = −kh1C1C2

d
dt
C3 = kh1C1C2

d
dt
C4 = kh1C1C2

kh1 = 0.1

Denaturation

A

a

C5

C6

B A

a

C2

C7

b b

B

d
dt
C5 = −kdR2(C5C6)

d
dt
C6 = −kdR2(C5C6)

d
dt
C2 = kdR2(C5C6)

d
dt
C7 = kdR2(C5C6)

kd is defined
as a function

Branch
migration

A

C8

A

a

C9

C6

A

C1

A

a

C10

C11

B B

b b

d
dt
C8 = −kbR3(C6C8C9)

d
dt
C9 = −kbR3(C6C8C9)

d
dt
C6 = −kbR3(C6C8C9)

d
dt
C1 = kbR3(C6C8C9)

d
dt
C10 = kbR3(C6C8C9)

d
dt
C11 = kbR3(C6C8C9)

kb = 0.01

which is equivalent to

R2(Cl1Cl2) =
Cl1Cl2∑

l∈CONNECTED(d2)

Cl
.

The equivalence is due to the fact that reactions of specific complementary pair-

ing always occur in both ends of the connection. Formally speaking, equation∑
l∈CONNECTED(d1)

Cl =
∑

l∈CONNECTED(d2)

Cl is always satisfied.

Function R3 for branch migration was defined similarly. Suppose a reaction

where connection between d1 of l1 and d2 of l2 is displaced with connection

between d3 of l3 and d2 of l2 while connection between d4 of l2 and d5 of l3

remain. In this reaction, the ratio was defined as

R3(Cl1Cl2Cl3) =
Cl1Cl2Cl3∑

l∈CONNECTED(d1)

Cl ×
∑

l∈CONNECTED(d5)

Cl
.

Similar to denaturation, there are three other equivalent expressions.
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Figure 4.5: Abstract simulation of the catalytic gate [14]. Axes and legends are

equivalent to those of Figure 3.4(a)

As can be expected from the expressions of R2 and R3, the distribution of hy-

bridized states between complementary domains is assumed to be proportional to

the concentrations of both local domains. I call this assumption ratio assumption.

By these functions, the multi-molecular reactions can be treated as unimolecular

reactions. On the basis of the definition, it is possible to simulate the concentra-

tion changes by solving the ODE by a numerical analysis. For a technical reason,

I coupled hybridizations and denaturation that multiple domains can bind or

unbind in a row.

4.2.5 Abstract Simulation of Catalytic Gate

To verify that ability of abstract simulation, I performed the simulation of the

catalytic gate [14]. The result of the simulation is shown in Figure 4.5. Unlike the

result of näıve simulation, the concentration of the output did increase in abstract

simulations when the concentration of input was 0.0.1. The result indicates that

all the possible structures are implicitly simulated by the abstract model.

The value to which the concentrations of the output converges was smaller

than that of näıve simulation. The result indicates that the concentration of the

output is precisely simulated compared with that of näıve model. Remaining

concentration of the output is considered to be distributed among entangled

structures that are not representable in the näıve model. Further discussion for

the exactness of the abstraction appears in the next chapter.

Applying the abstract method directly to a system that utilizes enzymatic

reactions is not possible since the size of the set of single strands is variable. In
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other words, to apply the abstract method, the number of single strands that

appear in a system has to be a constant value. Enzymatic reactions that change

the phosphate backbone of the nucleic acids violate the requirement. Another

abstraction technique for the simulation of RNAi is explained in Chapter 6.
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Chapter 5

Exactness and Approximation of Abstract

Simulation

5.1 Exactness of Abstraction

The concept of exact and approximate simulations is formally and briefly dis-

cussed in this chapter. For example, the abstract model for general hybridization

reaction explained in Section 4.2 gives an approximate simulation. In other word,

temporal evolution of concentration by the abstract model is not exactly simu-

lating the same phenomena compared with näıve simulation.

The difference between exact and approximate abstractions is explained for-

mally by the following diagram.

N N

A A

................................................................................................................. ............
R

.................................
.....
.......
.....α

................................................................................................................. ............
Q

.................................
.....
.......
.....α

N and A represent the set of näıve models and abstract models, respectively,

both of which are sets of maps from molecular species to their concentration. To

be more formal, N is the set of maps from G to R, where G denotes the set of

global structures and R the set of non-negative real numbers, while A is the set

of maps from L to R, where L denotes the set of local structures.

R and Q denote temporal evolutions by ODE of näıve and abstract models,

respectively. I prepare a function c(g, l) for g ∈ G and l ∈ L which denotes the

number of occurrences of local structure l in global structure g. The abstraction

α, which is a map from N to A, is then defined as α(n)(l) =
∑

g∈G c(g, l)n(g),

where n ∈ N and l ∈ L.

The abstraction α is called exact if and only if α(R(n)) = Q(α(n)). Otherwise,

the abstraction is called approximate. Since temporal evolution of local structures

precisely corresponds to that of global structures by exact abstraction, it is also

possible to say that exact α implies Q from N and R. On the other hand,

approximate abstraction is rather defined by case-by-case manner in accordance

with the efficiency of simulation and the locality of chemical reactions.
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In the case of HCR, where G and L correspond to structures explained in

Section 4.1, α was exact. The concentrations of local structures are exactly cal-

culated because of the definition of Codd and Ceven. Since the local structures

with Codd and Ceven appear only once at the right most position of each global

structure in the näıve model (Figure 4.1(b)), they satisfy the following expres-

sions:

Codd =
∑
i∈N

C2i+1

Ceven =
∑
i∈N

C2i+2,

which can be regarded as a function to exactly calculate the concentration of

local structures from global structures.

As already explained in the begging of the section, the abstract model for

general hybridization reaction was approximate mainly due to the violation of

the ratio assumption. Other reasons to derive approximate abstraction are the

restriction of graph in näıve model and the definition of hybridization in abstract

model. If all of these factors were avoided by increasing the size of local structures,

it could naturally define an exact abstraction for general hybridization reaction,

which is similar to the study of fragmentation. By increasing the size, however,

the combinatorial explosion can happen in the number of local structures, which

leads to an inefficient simulation. Eventually, local structures become equivalent

to global structures as far as I have tried to define an exact abstraction for general

hybridization reaction.

5.2 Exactness of Recovered Concentration

Recovering the concentration of global structure from the distributed concen-

trations of local structures can be further discussed by introducing an inverse

function of abstraction. The diagram in previous section can be extended as

follow.

N N

A A

................................................................................................................................................................... ............
R

..........................................................
.....
.......
.....
α

.......

.......

.......

.......

.......

.......

.......

..............

............

β

................................................................................................................................................................... ............
Q

..........................................................
.....
.......
.....
α

.......

.......

.......

.......

.......

.......

.......

..............

............

β

The recovery function β is a map from A to N , which satisfies α(β(a)) =

a where a ∈ A. The function β is called exact if and only if β(Q(α(n))) =

R(n). Otherwise, the function is called approximate. Note that exact β is only

defined when α is exact because it is not possible to simulate the same systems

by approximate abstraction.
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In the case of HCR, the recovery function β is explained in Section 4.1.3. The

function was approximate because of the assumption of Possion distribution.

As far as I have considered (such as applying normal distribution and binomial

distribution), it is not possible to obtain an exact β because the information of

global structures is lost in the local structures.

For the general hybridization reaction, recovery function is always approxi-

mate for any kind of β due to the approximate abstraction. One of the possible

inverse functions to recover the concentration of global structure from that of

local structures can be defined by adopting proportional assumption on all hy-

drogen bond connections. For example, the concentration of a global structure

with three local structures is recovered by R3 for the branch migration reaction

in table 4.1.

In the next chapter, the diagrams and the discussions for the exactness of

abstraction and recovery function are utilized from Section 6.2.2.
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Chapter 6

Abstraction of Enzymatic Reaction

6.1 Efficient and Approximate Abstraction of RNAi

6.1.1 Assumption on Polymerization and Combinatorial Explosion

In this chapter, I apply optimized version of the abstraction technique to RNAi

that involves enzymatic reactions. Although the viewpoint to focus on the locality

of a structure is the same, the optimized abstract model is different from that of

Chapter 4. Note that the model is explained in the my paper [262], while the

aspect of graph representation of RNA is much emphasized in this chapter.

The mechanism and graph based model of RNAi are already explained in

Section 2.3.3 and 3.3.3. For simplicity, I ignore RISC, decompose, aberrant,

and primer-independent RNA-directed RNA polymerization for the rest of this

thesis. Simulation of the expected distribution of ssRNAs [256, 23] adopting large

number to the parameter n can be addressed by the abstract model.

When simulating the dynamic behavior of RNAi, assumptions on the polymer-

ization reaction are important factor because they have a strong influence on the

number of molecular species. In the model of RNAi, I assume that polymeriza-

tion reaction extends the primer strand for only one domain though the reaction

takes place repeatedly. I also assume that polymerization reaction has neither

exonclease nor strand displacement activities at this moment. These assumptions

lead to an exponential number of partially double helical intermediate structures

as illustrated in Figure 6.1. Because for this exponential increase of the number

of structures, the parameter n was limited to 9 under the näıve simulation.

6.1.2 Local and Refined Abstraction

To avoid the exponential increase of the number of structures, I propose an

efficient abstraction that is based on the locality of RNA structures. I divide

global structures of the näıve model into small local RNA structures according

to their connectivity to their neighbor structures. In other word, each global
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Figure 6.1: Combinatorial explosion of global RNA structures in RNAi. As the

parameter n increases, the number of intermediate structures, which are partially

hybridized RNA, can glow exponentially. The structures listed in the figure fur-

ther produce other intermediate structures by primier-dependent polymerization.

structure in the näıve model is represented by a set of local RNA structures. A

local RNA structure contains the information about the position of its domain,

the presence of a double helix, and the connections with neighbor local RNA

structures. This local RNA structure is formally modeled as a subgraph with

annotation that represents such connectivities.

If I list all the possible local structures, there are 26 types for each posi-

tion (except for the leftmost and rightmost positions) as in the Figure 6.2(a). I

index the position of a domain from the leftmost position of the dsRNA. The

presence of a double helix denotes whether a local structure has complementary

RNA hybridized to its position or not. The connections with neighbor structures

restrict the local structures in the previous or next position, because information

about the presence of a double helix and the presence of nick of lower RNA are

included. For example, the global structure in the top Figure 6.2(b) is represented

by four local structures at the bottom of the figure.

In order to simulate the concentration of dsRNA accurately, I further refine

the abstract model. Some of the local structures are divided into two structures

each (Figure 6.3), depending on the position of the primer of polymerization re-

action. If the double helix of a local structure is extended from the rightmost

primer, the local structure is distinguished from the others. This refined abstrac-

tion has 29 types of local structures for each position with the exception of the

leftmost and rightmost positions that have 9 and 8 local structures, respectively.
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(a) Local RNA structures of RNAi
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(b) Example of the abstraction of RNAi

Figure 6.2: Local RNA structures and an example of abstraction of RNAi. (a) All

26 local structures of RNAi where the index is i are shown. When the index is

either 1 or n, which indicate the leftmost or rightmost position of the RNA,

only 8 local structures are defined due to the lack of neighboring structures.

A local structure is surrounded by a rectangle, while the annotation about its

connectivity is represented outside of the rectangle using edges and incomplete

nodes. (b) Global structure in the top, where n is equal to 4, can be represented

as a set of four local structures in the bottom.

By this refined abstract model, I can distinguish the local structures that are

parts of the complete dsRNA.
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Figure 6.3: Refined local structures that can be a part of complete dsRNA.

(a) Three local structures are split from the corresponding local structures. To

distinguish the refined local structures, surrounding rectangle and direct edge in

the right bottom are different from the original model. (b) When the index is

1, only one refined local structure is defined. The structure is equivalent to a

complete dsRNA. (c) Global structure that can produce complete dsRNA in the

top, where n is equal to 4, is represented as a set of four local structures including

refined ones in the bottom.

6.1.3 Local and Refined Reaction

As global structures are abstracted based on local structures, all reaction rules

are also abstracted. Table 6.1 and 6.2 summarize reaction rules for abstract

RNAi model. Polymerization of the refined abstract model is carefully defined to

preserve the structure of complete dsRNA.

Similar to the assumption of Section 4.2.4, I assume the proportional connec-

tions between local structures to imitate a unimolecular reactions of the näıve

model. Though the abstract model is different from hybridization reaction sys-

tem, this assumption is the same as the ratio assumption. The concept can be

explained by the example of denaturation reaction using the Figure 6.4. In the

figure, some of the possible neighbor local structures of (4, i − 1) and (4, i) are

listed. For convenience, I denote a local structure with the variable Cx
i just as

local structure (x, i).

The ratio of each connection is calculated by dividing the concentration of
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Table 6.1: Transition by elemental reactions except for primer-dependent poly-

merization of abstract model for RNAi. The column is the same as in Table 3.1.

Rate constants are omitted since all of them are exactly the same to those of

näıve model in Section 3.3.3. Time variations of several reactions are expressed

by ∆.

Reaction name Schematic example Equations

Dicer

di-1

Di-1

di

Di

Ci Ci+1
1 1

di di-1

Di-1

Ci Ci+1
2 2

Di

∆ = kdicerR2(C
1
i C

1
i+1)

d
dt
C1

i = −∆
d
dt
C1

i+1 = −∆
d
dt
C2

i = ∆
d
dt
C2

i+1 = ∆

Hybridization
Di

didi-1

Di-1

di-1

Di-1

Ci-1 Ci Ci+1

Ci
d

3 3 3

di-1

Di-1

di-1

Di-1

di

Di

Ci-1 Ci Ci+1
4 4 4

∆ = khR3(C
3
i−1C

3
i C

3
i+1)C

d
i

d
dt
C3

i−1 = −∆
d
dt
C3

i = −∆
d
dt
C3

i+1 = −∆
d
dt
Cd

i = −∆
d
dt
C4

i−1 = ∆
d
dt
C4

i = ∆
d
dt
C4

i+1 = ∆

Denaturation

Di

di

di-1

Di-1

di-1

Di-1

di

Di

di-1

Di-1

di-1

Di-1

Ci-1 Ci Ci+1

Ci-1 Ci Ci+1

Ci
d

4 4 4

3 3 3

∆ = kdR3(C
4
i−1C

4
i C

4
i+1)

d
dt
C4

i−1 = −∆
d
dt
C4

i = −∆
d
dt
C4

i+1 = −∆
d
dt
C3

i−1 = ∆
d
dt
C3

i = ∆
d
dt
C3

i+1 = ∆
d
dt
Cd

i = ∆

Decay
di Φ

Ci
u

d
dt
Cu

i = −kdecayC
u
i

Transcription

Const.

d1 dnd2

C1
5

C2
5

Cn
5

d
dt
C5

i = kidr

(1 ≤ i ≤ n)
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Table 6.2: Transition by primer-dependent polymerization of abstract model for

RNAi. The column is the same as in Table 3.1. Rate constants are omitted since

it is exactly the same to those of näıve model in Section 3.3.3. Local structure

of the refined model can propagate from right to left by only primer-dependent

polymerization.

Reaction name Schematic example Equations

Primer-dependent
RNA-directed

RNA polymerization

didi-1

Di-1

di-1

Di-1

Ci-1 Ci Ci+1
3 3 3

di-1

Di-1

di

Di

Ci-1 Ci Ci+1
4 6

di-1

Di-1

6

∆ = kdrrR3(C
3
i−1C

3
i C

3
i+1)

d
dt
C3

i−1 = −∆
d
dt
C3

i = −∆
d
dt
C3

i+1 = −∆
d
dt
C4

i−1 = ∆
d
dt
C6

i = ∆
d
dt
C6

i+1 = ∆

Refined
Primer-dependent
RNA-directed

RNA polymerization

didi-1

Di-1

Ci-1 Ci Ci+1
3 3 7

di-1

Di-1

Ci-1 Ci Ci+1
4 8 8

di

Di

di

Di

di

Di

∆ = kdrrR3(C
3
i−1C

3
i C

7
i+1)

d
dt
C3

i−1 = −∆
d
dt
C3

i = −∆
d
dt
C7

i+1 = −∆
d
dt
C4

i−1 = ∆
d
dt
C8

i = ∆
d
dt
C8

i+1 = ∆

local structure by the sum of all the concentrations of possible neighbor local

structures. Let NEIGHBORright a map from local structure to a power set of the

local structures, by which all possible neighbor local structures to the right can

be obtained. The results of the map in the figure are

NEIGHBORright(4, i− 1) = {(4, i), (6, i), (9, i), · · · }

NEIGHBORright(4, i) = {(4, i+ 1), (6, i+ 1), (9, i+ 1), · · · } .

This map is adopted in a similar manner to the map CONNECTED in Sec-

tion 4.2.4 .

By the map, R2 and R3 are defined as

R2(C
4
i C

4
i+1) =

C4
i C

4
i+1∑

l∈NEIGHBORright (4,i)

Cl

R3(C
4
i−1C

4
i C

4
i+1) =

C4
i−1C

4
i C

4
i+1∑

l∈NEIGHBORright (4,i−1)

Cl ×
∑

l∈NEIGHBORright (4,i)

Cl
.

By the ratio assumption, it is also possible to define a similar map, namely

NEIGHBORleft , to calculate R2 and R3 in opposite direction. The same kind of
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Figure 6.4: Possible neighbor local structures. Because of the annotation, the

structure (4, i − 1) can connect to (4, i), (6, i), (9, i), · · · . Similarly, the structure

(4, i) can connect to (4, i+ 1), (6, i+ 1), (9, i+ 1), · · · .

discussion is possible for general Ri (2 ≤ i ≤ n), by which the concentration of

global structure can be recovered.

6.1.4 Simulation Result of Abstract Model of RNAi

By the abstract simulation, I obtained an expected concentration distribution of

ssRNA (Figure 6.5). For each n, I simulated for 500 time units, and obtained the

three-dimensional figure by plotting all distributions. Concentrations of ssRNAs

are used because the distribution of ssRNAs are experimentally observed as a

clue of siRNAs [23]. Note that obtaining such distribution was extremely difficult

with the näıve model, because the number of domains that can be simulated was

limited by the combinatorial explosion.

6.2 Efficiency and Exactness of Abstract Models

6.2.1 Efficiency of Simulation

I compared näıve and abstract simulations from the aspect of the number of struc-

tures and reactions. The number of global structures and reactions increased
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Figure 6.5: Distribution of ssRNA by abstract model simulation. X, y, and z

axes of the figure correspond to the parameter n, the position of ssRNA, and

the concentration of lower ssRNAs, respectively. Gradient distribution of the

concentration of ssRNAs in the case of n = 24 is emphasized.

exponentially for the näıve model (Figure 6.6(a) and Figure 6.6(b)). Simula-

tion with more than 9 domains was impossible because of an out-of-memory

error (the number of structures and that of reactions exceed 10000 and 800000,

respectively). This was the main reason why simulation became intractable by

combinatorial explosion. In contrast, the number of local structures and that

of reactions increased linearly with both refined and unrefined abstract models,

which made the abstract simulation much more efficient. Computation time also

decreased dramatically in both abstract models (Figure 6.6(c)).

6.2.2 Approximate Abstraction of RNAi

Property of the abstraction is discussed by the diagram of Chapter 5. In RNAi, G

and L correspond to structures explained in Section 3.3.3 and 6.1.2, respectively.

The abstraction α was exact for n smaller than or equal to 3. The recovery

function β was also exact in the case. This was because each local structure

became equivalent to one of the global structures due to the annotation.

For n greater than 3, however, both abstraction and recovery function was

approximate. The property can be understood from the following experimental

results. I actually compared the concentration change of dsRNA among the three

models (Figure 6.7).

Although the unrefined abstract model had a slight difference from the näıve

model, the refined abstract model had almost no difference. This result suggests

that the refined abstract model is more exactly calculating the concentration of

dsRNA than the unrefined abstract model. Though I can empirically conclude
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Figure 6.6: Comparison of simulations of RNAi. X axis corresponds to the pa-

rameter n for all figures. (a) Y axis indicates the number of global and local

structures in the simulations. (b) Y axis indicates the number of reaction rules

in the simulations. (c) Y axis indicates the computation time of the simulations

in logarithmic scale.

that both abstract models are calculating the concentration of dsRNA accurately,

their results are theoretically approximate due to the ratio assumption.

By calculating the time change of a ratio, which appears in R2, I examined
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(a) Concentration change of dsRNA when n is 3
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Figure 6.7: Concentration changes of dsRNA for (a) n = 3 and (b) n = 9. X

and y axes are time and concentration of dsRNA, respectively. When n is 3, the

results of three simulations coincide.

the correctness of the ratio assumption for abstract models. For example, the

ratio of a local structure (x, i) is calculated as

Cx
i∑

l∈NEIGHBORleft (y,i+1)

Cl
,

where (y, i + 1) can be randomly chosen from NEIGHBORright(x, i). The value

indicates the ratio of the concentration of selected local structure among all local

structures that have the same annotations about right neighbor. Note that the

ratio is independent from the choice of (y, i + 1) due to the definition of the
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Figure 6.8: Selected local structures and the time evolution of their ratio. Two

local structures represented in (a) and (c) are selected to trace its ratio. X and y

axes of the graphs of (b) and (d) are time and the ratio, respectively. Results are

obtained from the simulation of n = 5, and the same ratio was computed from

the näıve model for comparison. Index of the local structures of (a) and (c) are

2 and 3, respectively.

annotation of local structures.

Selected local structures and the time evolution of their ratio are shown in

Figure 6.8. The ratio assumption seemed to be satisfied in the case of Fig-

ure 6.8(a). In the next example of Figure 6.8(c), however, the ratio assumption

was not satisfied because the ratio was significantly different between näıve and

unrefined model. Note that the result of refined model is not comparable because

the structure is divided into two local structures. The result exhibits that both

abstract models are based on approximate abstraction.
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Figure 6.9: Model of RNAi for exact abstraction. Only local structures with

upper domains are shown, while the length of local structures of lower domain

is always one. There are three degree of freedom to determine a local structure,

which are denoted by variables i, j, and k .

6.2.3 Exact Abstraction of RNAi

As far as I have considered, it seems impossible to define an exact abstraction in

the current model of RNAi. An important aspect to define an exact abstraction is

to make each reaction satisfy the ratio assumption before and after the reaction.

The ratio assumption is easily broken when a reaction requires particular con-

nection of local structures to occur (polymerization and denaturation are typical

examples). In contrast, if a reaction is unimolecular in the abstract model, it

does not break the ratio assumption (decay is a typical example). Moreover, if

a bimolecular reaction occurs between any combinations of local structures, the

reaction does not break the assumption (hybridization is a typical example).

To define an exact abstraction, some assumptions that restrict the polymerase

reaction are required. One assumption is that the reaction speed of polymeriza-

tion is very fast compared to others. By this assumption, I can define bigger local

structures (Figure 6.9), which give a new and exact abstraction for RNAi. In this

model, all the local structures have one of the two forms in the figure, both of

which have multiple (or no) short (one domain) lower RNAs from the left part

of the structure. One form of local structure has a long (more than one domain)

lower RNAs at the right part. The other does not have any complementary RNA

at the right part. A global structure of the näıve model is then represented as a

set of these local structures.

Reaction rules are also redefined for this model. Examples of denaturation

reactions are shown in Figure 6.10. Since the reactions are unimolecular, they do

not require nor violate the ratio assumption.

It is also possible to take into account exonuclease or displacement activities

as other assumptions. By these assumptions, only one lower RNA can hybridize

to mRNA because polymerization reaction immediately extends the lower RNA
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Figure 6.10: Examples of transition by denaturation for exact abstraction of

RNAi. In both of the cases, one domain lower ssRNA represented as Dj is re-

leased from the structure. Even though intermediates structures, which are not

surrounded by rectangles, are produced, they are neglected because the polymer-

ization reaction occurs immediately. (a) The intermediate structure returns to

the form of new local structure by polymerization. (b) After polymerization, the

intermediate structure will be regarded as two split local structures. As a conse-

quence, those reactions are defined as transitions between new local structures.

toward the leftmost end of mRNA. With such assumption, the number of struc-

tures in the näıve model is strongly restricted because combination of lower RNAs

is eliminated completely.

6.2.4 Classification of RNAi System

The number of local structures in exact abstraction can be a measure of compu-

tational complexity of a reaction system. According to the abstractions which are

already explained, I classified the complexity of RNAi in Table 6.3. As shown in

the table, there are three groups of systems of RNAi depending on the assumption

on polymerization.

Without any assumption (first class), it seems impossible to define an exact

abstraction to allow simulation with polynomial complexity. By approximate

abstraction, however, it was possible to efficiently simulate such systems with

reasonable ratio assumption. Even when the speed of polymerization reaction is

fast enough (second class), it is still impossible to efficiently simulate the system

by a näıve model because the number of structures is exponentially large. By the

exact abstraction in the previous subsection, however, such system is efficiently
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Table 6.3: Three classes of RNAi. First column indicates the assumption on

polymerization reaction. Second and third columns correspond to the number of

global and local structures in näıve and exact abstract models, respectively.

Speed of Number of Number of

polymerase reaction global structures local structures

and its activity in näıve model by exact abstraction

One-by-one Exponential Seems exponential

Immediate Exponential O(n3)

Immediate

Exonuclease/ O(n3) O(n3)

displacement activity

simulated because the number of structures becomes a polynomial size. If the

assumption on the polymerization is too much (third class), the system becomes

simple enough to simulate by a näıve model.
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Chapter 7

Design Automation

7.1 Strategy of Automatic Design Method

7.1.1 Algorithm of Evolutionary Computation

As an application of analyzing a system by graph based model, I explain the

method and the results of automatic design of nucleic acid reaction systems in

this chapter. Such automatic design is performed by in silico evolution. The

method is expected to be applied for designing robust and sophisticated topology

of nucleic acid reaction system. Preliminary results of this chapter are included

in my paper [263].

In fact, the method tries to maximizes a fitness value, which is a typical com-

binatorial optimization problem. For the purpose, I employ a heuristic algorithm

called simulated annealing (SA) described in Figure 7.1. To carry the algorithm,

a model to represent genotype, a method to predict its phenotype, an evalua-

tion function to calculate the fitness, and an operation to mutate a genotype are

necessary. All of them are described step-by-step in following sub-sections, while

brief explanation of the algorithm is explained in the next paragraph.

The method searches for a topology with bigger fitness value by iterating

local searches which starts from a randomly generated candidate. The fitness

value can be calculated by predicting the dynamical behavior of the candidate.

By a mutation, slightly different candidate is produced and the fitness values

is calculated again. By comparing the fitness values before and after mutation,

the method decides whether to transit to the mutated candidate. After iterating

the processes, the method outputs a system with the biggest fitness value among

produced candidates as a semi-optimal solution.

7.1.2 Genotype of Nucleic Acid Reaction System

To represent the genotype of a candidate nucleic acid reaction system, sequences

of letters are used, which defines the search space of the algorithm. An alphabet of
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Generate a random candidate system

Simulate the time evolution of concentration

Calculate the fitness by evaluation function

Transit to mutated candidate with probability

Terminal condition?

Output solution

Mutate the 

candidate

No

Yes

Figure 7.1: Flowchart of automatic design algorithm. After random generation

of initial candidate, the algorithm iterates the process of simulation, evaluation,

transition, and mutation until the terminal condition is satisfied.

the letters is defined as a set of thirteen letters, which consists of letters from ‘a’ to

‘f’, from ‘A’ to ‘F’, and null letter. In general, a genotype of a gate is represented

as a sequence of sixteen letters, which are divided into four four-letter sequences.

The alphabet is regarded as a set of domains for nucleic acid reactions, while each

four-letter sequence corresponds to a single stranded nucleic acids. Once a system

is represented by a sequence of letters, it is possible to chemically implement the

system by adopting sequence design method to each domain.

The null letter is included in the alphabet to represent a strand that is com-

posed of less than four letters and a gate that has less than four strands. These

parameters such as sixteen and thirteen that restrict the search space are imposed

to eliminate an ineffective search. The parameters may be adjusted depending on

the function of interest, which is an important procedure to optimize the search

space for the automatic design.

For example, a genotype represented by the following sequence of letters:

a, b, null, null; f, c, b, null; null, null, null, null; E, D, C, B

corresponds to the substrate of the catalytic gate whose phenotype is represented

by a graph based model in Figure 3.1(a). Thanks to the flexibility of the graph

based model, the search space comprise a system that utilize various secondary
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structures such as hairpin loop, bulge loop, and pseudoknot. For another ex-

ample, the genotype of HCR hairpins (Figure 4.1(a)) is represented by following

sequence:

a, b, c, B; B, A, b, C; null, null, null, null; null, null, null, null .

Since HCR has only two hairpins, all of the last two four-letters are null. To

simplify the notation, the genotype of HCR is described as “abCB”, “BAbC” by

ignoring null letters.

To represent inputs to the gate, additional sequences are introduced to the

genotype depending on the target. I target two types of systems, that have

functions of combinatorial circuit (logic gate) and state transition machine (au-

tomaton). For the case of logic gate that utilizes single stranded nucleic acid

as inputs, two four-letter sequences are added to the genotype to represent the

input strands. In contrast, two letters are added int the case of automaton to

represent domains that are stimulated by inputs.

By those definitions, a random candidate is generated by choosing random

24 (for logic gate) and 18 (for automaton) letters from the alphabet. The length

parameter of each domain is also uniformly chosen from 3 to 34 for each trial

of evolutionary computation. A mutation is defined as an operation that flips

randomly chosen letter into other random letter. More precisely, the mutated

candidate is produced by repeating such flip for random times (five times at

most).

7.1.3 Simulation of Phenotype and Probabilistic Transition

By adopting continuous simulation of the graph based model, it is possible to

simulate the dynamic behavior of given genotype. A gate is constituted by hier-

archical simulations, in which four strands are simulated separately in the begin-

ning. Then, the results of the first two simulations are mixed for another round

of simulations, while same simulation is carried for the last two. Finally, both

results are mixed and simulated to constitute a gate, to which inputs can cause

successive reactions.

From the result of the simulation, a fitness value is calculated through an eval-

uation function. The evaluation functions differ from target to target depending

on the function of interest. Concrete definitions of the evaluation functions of

logic gate and automaton are explained in Section 7.1.4 and 7.1.5, respectively.

To achieve a probabilistic transition of candidates, temperature parameter T

69



is provided in SA. The parameter T gradually decreases as the method iterates

the process, which contribute to an efficient optimization. Concretely speaking, T

is 1.0 at the beginning of the algorithm, and 0.96 is multiplied for each iteration.

The provability of transition is 1 if the mutated candidate has bigger fitness

value than current candidate. Otherwise, the provability of transition is calcu-

lated by

exp(
vdif
T

),

where vdif is a difference of fitness values between the current and mutated can-

didates. Terminal condition is defined as a time restriction that the algorithm

terminates after calculating for one hour.

7.1.4 Evaluation Function of Logic Gate

To calculate the fitness value to determine how well a system behaves as a desired

system, evaluation functions are required. I define the evaluation function of a

logic gate by three criteria. The first criterion v1 is calculated as

v1 = max {min(T (s))−max(F (s)) | s ∈ S} ,

where S is a set of single stranded structures in a system, and T (s) and F (s)

are sets of concentrations of single strand s after simulations by adding specific

combinations of inputs to the gate. T (s) contains only the results from the

combinations of inputs that satisfy the logic, while F (s) contains only the results

from the combinations of inputs that do not satisfy the logic.

In an AND gate for example, T (s) has only one element that is the concentra-

tion of s after simulating with both inputs. In contrast, F (s) has three elements

that are the concentrations of s after simulations with remaining three combi-

nation. This value indicates the largest difference between true states and false

states, which means how well the system work as desired logic gate.

The second criterion v2 is given as

v2 = max {average(T (s))− average(F (s)) | s ∈ S} ,

where S, T (s) and F (s) are the same sets in the first criterion, and average

calculates an average value from the elements of a given set. This criterion is

introduced to make the evaluation function smoother.

The last criterion v3 is calculated as

v3 =
1

|S|
∑
s∈S

(max(C(s))−min(C(s))),
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where C(s) is a union of T (s) and F (s) (C(s) = T (s)∪F (s)). This value indicates

how well each strand is involved in the reaction, which is an important factor to

minimize unnecessary strands.

Finally, the fitness value of a candidate is calculated as a weighted average of

these criteria by a function

0.8v1 + 0.1v2 + 0.1v3.

The output of the gate is dynamically selected in the process of evaluation by

output = argmax
s∈S

(min(T (s))−max(F (s))),

which is a strand that decides v1.

7.1.5 Evaluation Function of Automaton

Another target is an automaton in which the order of inputs can control the

output. I assume that the automaton is a gate composed of DNA that has the

following features.

1. The gate has two inputs and one output.

2. Inputs to the gate are small molecule and light that block the hydrogen

bond between complementary domains.

3. Other state transitions of the gate are driven by hybridization reactions.

4. The final states of the automaton can be different if the orders to add inputs

are different.

5. The gate emits the output when the state changes to one of the final states.

To apply the automatic design method to the automaton, I extended the simu-

lator to support the second feature.

Extended version of the simulator has an operation to change the rate con-

stants of hybridization and denaturation of specific domain at specific time units.

If the operation is executed, the rate constants of hybridization and denaturation

turn to 0.0 and 1.0, respectively, which leads to the separation of the domains.

For chemical implementation of such feature, the strategies of ATP and UV sen-

sors (Figure 2.2) can be adopted.

To evaluate a system as an automaton, I defined an evaluation function by

the following expression,

v = max {|C1,2(s)− C2,1(s)| | s ∈ S} ,
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where C1,2(s) and C2,1(s) are the concentrations of the structure s after simula-

tions that adds inputs in the orders denoted by the indexes. This fitness value

indicates the difference between the two ordering of inputs, and I can distinguish

the two states when this fitness value is large. Similar to the logic gate, the

output of the gate is dynamically selected during the evaluation process by

output = argmax
s∈S

(|C1,2(s)− C2,1(s)|).

7.2 Results of automatic Design

7.2.1 Logic Gates Driven by Hybridization Reaction

As a result of executing the automatic design method, logic gates with novel

topologies were successfully designed. Examples of OR and AND gates utilizing

only hybridization reaction are shown in Figures 7.3 and 7.2, respectively. Note

that letters and its order of the genotype are rearranged to make them intuitively

understandable. Because unused domains do not effect the evaluation function,

such domains can be preserved during the evolution process.

In the designed OR gate, both input 1 and input 2 can release the output by

sequential hybridization and branch migration. The design of OR gate was too

simple so that all trials of evolutionary computation converged to a system that

has the same topology.

In the designed AND gate, the gate and input 1 first hybridize to temporar-

ily release the output which will hybridize to the remaining gate immediately.

Eventually, input 2 can completely release the output. The design of AND gate

did not converge to a single topology, which indicates that AND operation can

be achieved by multiple topologies. Empirically, candidates were trapped in local

solutions for about half trials of evolutionary computations.

7.2.2 AND Gate Driven by Enzymatic Reaction

To demonstrate the ability of the kinetic simulator and the automatic design

method, a logic gate that utilizes enzymatic reaction was also designed. The

gate consists of DNA while inputs and output of the gate are RNA, which is

inspired from RTRACS. The enzymatic reactions involved in the system are also

the same to RTRACS, that are decay, primer-dependent DNA polymerization,

and transcription.

The designed AND gate is shown in Figure 7.4, in which the gate first hy-

bridizes to input 1 and then, the 3’ end of DNA strand is extend by polymer-

ization. After a decay reaction of input 1, input 2 hybridizes to the extended
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(b) Simulation result of the OR gate

Figure 7.2: Designed enzyme-free OR gate. Obtained genotype of the gate was

“cab”,”A”, while that of inputs were “BA” and “BAD”. (a) Two transitions to

produce the output with either of inputs are illustrated. (b) The simulation result

of the OR gate by näıve model is shown. X and y axes correspond to time and

concentration of the output, respectively. The concentration of output increased

if at least one input was added at 1000 time units.

domain. By extending hybridized input 2, the promoter region denoted by ‘T’

become double stranded DNA. The downstream of the promoter is transcribed

to produce the output RNA.

Although the mechanism of the behavior of the gate was similar to that of

RTRACS, the topology of the system was not the same. The result indicates

that the methodology in this thesis can apply to design a system using not only

DNA but also RNA and enzymatic reactions. The evolutions of fitness values in
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(b) Simulation result of the AND gate

Figure 7.3: Designed enzyme-free AND gate. Obtained genotype of the gate was

“A”,”ba”, “dca”, while that of inputs were “AB” and “AC”. (a) Transitions to

produce the output with both inputs are illustrated. (b) The simulation result

of the AND gate by näıve model is shown. X and y axes correspond to time

and concentration of the output, respectively. The concentration of the output

increases if and only if both inputs are added at 1000 time units.

respect to the number of iterations are shown in Figure 7.5. Unlike the design

of enzyme-free AND gate, fitness values for all trials converged to relatively high

value which were near 1.0.

7.2.3 Automaton Sensing the Stimuli from Environment

The design of logic gates was rather regarded as a proof of concept, because

important criteria to cascade such gates was not included. For example, one of

the inputs of the OR gate or enzymatic AND gate was a subsequence of the other

input. Such properties are undesirable to implement a logic circuit by integrating

multiple modules in a real system.

The design of the automaton does not need to care such undesirable phe-
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(b) Simulation result of the AND gate

Figure 7.4: Designed AND gate that utilizes enzyamtic reactions. Obtained

genotype of the gate was “CTA”,”c”, while that of inputs were “Bat” and “B”.

(a) The gate and its transitions to produce the output with both inputs are

illustrated. (b) The simulation result of the AND gate by näıve model is shown.

X and y axes correspond to time and concentration of the output, respectively.

The concentration of output increased if and only if both inputs were added at

1000 time units.

nomenon. This is because the inputs of the automaton are assumed to be ir-

relevant to each other. Furthermore, the output of the automaton is rather a

dynamic control of nucleic acids than a cascadable single strand.

One of the nontrivial designed automaton is illustrated in Figure 7.6. In the

initial state, the gate is in one of the two states which can switch back and forth

by branch migration reactions. When either of inputs is added, the systems

promotes the reaction irreversibly.
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Figure 7.5: Evolutions of fitness values of the enzymatic AND gate. X and y axes

correspond to the number of iterations and fitness value, respectively. Each line

connects a sequence of plots, which reflects the transitions of candidates during

the evolutionary computation.

By input 1, hybridization between domains ’a’ and ‘A’ are blocked, which

keeps the output connected to the gate. Subsequent input 2 blocks the hybridiza-

tion between ‘b’ and ‘B’, which has nothing to do with the output. In contrast,

when input 2 is added first, connection between ’b‘ and ‘B’ is blocked, which

leads to the release of the output by a branch migration reaction. Subsequent

input 1 does not affect the output.

The evolutions of fitness values among several trials are shown in Figure 7.7.

Though the execution time was same among all trials, the number of iterations

differs from each other, which indicates that simulation time differs dramatically

from trial to trial. Unlike the design of enzymatic AND gate, most of the trials

to design automata did not obtained high fitness values. This may be duet to

the complexity of the function.

7.3 Validation by Chemical Experiment

7.3.1 Experimental Result of Enzyme-free AND Gate

To verify the effectiveness of proposed method, the designed enzyme-free AND

gate and the automaton were implemented by a real nucleic acids. For the AND

gate, unnecessary domains were omitted from the system and fluorophore and

quencher molecules were attached to the output and gate, respectively. Thus,

activity of FRET was observed to trace the concentration of single stranded

output.
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(b) Simulation result of the automaton

Figure 7.6: Designed automaton. Obtained genotype of the gate was

“aABC”,”dacb”, “CAe”, while the domains to be blocked by inputs were ‘a’

and ‘b’. (a) Transitions to produce the output with two ordering of inputs are

illustrated. (b) The simulation result of the automaton by näıve model is shown.

X and y axes correspond to time and concentration of the output, respectively.

First and second inputs are added in 1000 and 2000 time units. The concentration

of output increased if input 2 was added before input 1.

The result of the chemical experiment is shown in Figure 7.8. The fluorescent

intensity increased if and only if both inputs were added. Because input 1 can

temporally release the output, the intensity slightly grew when only input 1 was

added.
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Figure 7.7: Evolutions of fitness values of the automaton. X and y axes cor-

respond to the number of iterations and fitness value, respectively. Each line

connects a sequence of plots, which reflects the transitions of candidates during

the evolutionary computation.
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Figure 7.8: Experimental result of designed enzyme-free AND gate. X and y

axes correspond to time in second and fluorescent intensity in arbitrary unit,

respectively. All the intensity were shifted to match zero before adding inputs.

Inputs were added at 0 second. Fluorescent intensity was normalized by the

maximum intensity recorded in advance.

7.3.2 Experimental Results of Automaton

Preliminary Implementation

The activity of the automaton was also examined in two systems. One responds

to DNA inputs, while the other responds to ATP and UV as inputs. Though
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Figure 7.9: Preliminary implementation and experimental result of the designed

automaton. (a) The modified system that responds to DNA inputs are shown.

Toehold domains ‘e’ and ‘d’ were added to initiate branch migration reaction by

DNA inputs. (b) The experimental results of the automaton is shown. X and y

axes correspond to time in second and relative fluorescent intensity in arbitrary

unit, respectively. Both intensity were shifted to match zero before adding inputs.

First and second inputs were added at 0 and about 1800 seconds, respectively.

Because the fluorescence intensity increased just by adding input 2 as expected,

input 1 was not added afterward.

some of the domains were removed or added and the direction of the phosphate

backbones were altered, the topology of the automaton was preserved.

As a preliminary implementation, I modified the automaton to respond to

DNA inputs by adding new toehold domains (Figure 7.9(a)). Input DNAs dis-

place the connections of target domains by sequential hybridization and branch
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Figure 7.10: Simulation result of the automaton that responds to DNA inputs by

näıve model. X and y axes correspond to time and concentration of the output,

respectively. First and second inputs were added at 0 and 1000 time units. The

concentration of the output slightly increased by adding input 2 after input 1.

migration reactions. Fluorescence and quencher molecules were attached to the

output and gate, respectively, to observe the state transition of the automaton

by FRET.

As a result of the chemical experiments (Figure 7.9(b)), it is reasonable to

claim that the correct order of inputs can emit the output and wrong order cannot

emit except for slight leakage. Note that I added only input 2 for one of the

ordering to investigate the increase of output. This was because the operation

was enough to emit the output, which was expected by the state transitions

of the system. The leakage seems partly due to the change of the mechanism

to respond to DNA inputs. Simulation result of the modified version of the

automaton (Figure 7.10) indicates that the hydrogen bonds were not completely

displaced by the branch migration reactions.

Implementation Using ATP Aptamer and Azobenzene

Because the original target was an automaton that responds to small molecules or

light, I applied ATP aptamer switch [149] and azobenzene molecules switch [200]

to block hydrogen bonds between specific domains. The modified version of the

system and experimental results are shown in Figure 7.11. The result of the

spectrophotometry (Figure 7.11(b)) indicates that the state transitions of the

automaton took place to some extent. Since the dissociation constant of ATP

aptamer was not efficient and the conformation change of the ATP aptamer was
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Figure 7.11: Implementation and experimental result of the automaton that re-

sponds to ATP and UV. (a) The modified automaton that responds to ATP

and UV. The nucleotide sequence of ATP aptamer was contained in domains

‘B’ and ‘D’. Azobenzene molecules were inserted in the sequence of domain ‘A’.

(b) The experimental result of the automaton by adding ATP and irradiating UV

is shown. X and y axes correspond to time in second and relative fluorescent in-

tensity in arbitrary unit, respectively. Both intensity were shifted to match zero

after adding the first inputs. Because of the shift, the fluorescence intensities

before adding inputs does not match in the figure. First and second inputs were

added at 0 and about 1800 seconds.

larger than expected, the result contained non-negligible leakage.

7.4 Material and Method of Chemical Experiment

To monitor the fluorescent of the AND gate and the automaton, fluorescence

spectrometer from Hitach was utilized. Wavelengths of excitation and emission

for the fluorophore called FAM were 494nm and 512nm, respectively.
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Table 7.1: Sequences of oligonucleotides from 5’ end to 3’ ends. Fluorophore

called FAM was attached to the 5’ end of the output strand. Quencher molecules

called BHQ were attached to the 3’ end of remaining strands of the gate. Se-

quence of the unnecessary domain ’d’ was omitted in the implementation. In fact,

the sequence of Input1 was “CCAAACTACTTACGTTGAACATACACCGAG-

GTTTAGTGAACACTTCTAAGCAACTAA” because the DNA was borrowed

from other system of the laboratory. Only the essential sub-sequences are shown

in the table.

A FAM-TGAACATACACCGAGGTTTAG

a b TGTTCACTAAACCTCGGTGTATGTTCA-BHQ

a c d
TTTGGACTAAACCTCGGTGTATGTTCA-BHQ

A B TGAACATACACCGAGGTTTAGTGAACA

CA TGAACATACACCGAGGTTTAGTCCAAA

For the experiments of the AND gate and the automaton responding to DNA,

nucleotides were dissolved in a standard TAE buffer. Final concentrations of all

DNA strands were approximately 125 nM.

In contrast, the solution of the automaton responding to UV and ATP con-

tained 300 mM NaCl, 5 mM MgCl2, and 20 mM Tris·HCl. Final concentration of

all DNA strands were approximately 125nM and the solution was kept at 37 ◦C.

The wavelength of UV light was 365 nm and I irradiated for 300 seconds using an

instrument from OMRON (ZUV-C2-H). 25mM of ATP was added as an input.

For the experiment of the enzyme-free AND gate, oligonucleotides in Table 7.1

were purchased from Sigma-Aldrich Japan. Similarly, sequence in Table 7.1 were

purchased from Sigma-Aldrich Japan and Tsukuba-Oligo-Service (for azobenzene

modified DNA) for the automaton responding to UV and ATP.
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Table 7.2: Sequences of oligonucleotides from 5’ end to 3’ ends. Fluorophore

called FAM was attached to the 5’ end of the second strand. Quencher molecules

called BHQ were attached to the 3’ end of the first strand. Domain ‘D’ and

‘B’ contained a sequence of ATP aptamer which is indicated by underline. X in

domain ‘A’ represents azobenzene molecule.

D CB AGCCATCTACCAACGACTCAAGCATGACCTGG-

GGGAGTATTGCGGAGGAAGGTCATGCTTG-BHQ

cb a FAM-TCCCCCAGGTCATGCTTGAGTCGT-

TGGTAGATGGCTCTGGTAACAATCACG

AC
CGXTGXATXTGXTTXACXC-

AGAGCCATCTACCAACGACT
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Chapter 8

Discussion and Conclusion

8.1 Difference from Conventional Technique

8.1.1 Model and Simulation of Nucleic Acid Reaction System

In this chapter, methods of this thesis and related researches are first compared.

Limitation, future work, and contribution of this thesis are then mentioned.

The differences among models to represent and predict the behavior of nucleic

acid reaction systems are summarized in Table 8.1. Details of them are explained

in the rest of this section.

One of the strongest points of the proposed graph based model was the ability

to represent various structures of nucleic acids. Flexible representation of nucleic

acid was important since conventional modules have taken the advantage of vari-

ous secondary structures such as hairpin loop [32], non-linear structure [36], and

kissing structure [35]. The model was capable of analyzing and designing such

modules, due to a flexible representation by graph. In contrast, conventional

techniques to analyze and design reaction systems limited the structure of nu-

cleic acids to hairpin loop [34], linear structure [30], and simple gate [2].

The flexibility of graph based model allowed the representation of various

chemical reactions as rewriting rules. In general, graph rewriting has been com-

monly applied in chemistry [48], molecular biology [46], and biological path-

way [47]. In this thesis, I proposed a set of transition rules for nucleic acid re-

actions, which were directed to analyze and design nucleic acid reaction systems

with hybridization and enzymatic reactions.

The simulation technique in this thesis was applied to predict the dynamic

behavior of a system by solving ODE based on chemical kinetics. Above conven-

tional techniques, however, were further applied to a model checking of chemical

system [31], integrating large scale circuit [57], and the implementation of ar-

bitrary chemical reactions [223] with the aid of limitations of those models. In

contrast, the näıve simulation of this thesis cannot be directly applied to such

purposes since the combinatorial explosion became a crucial problem.
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8.1.2 Exact and Approximate Abstraction

The combinatorial explosion was a fundamental problem when enumerating all

possible structures by the graph based model. Imposing restrictions such as

threshold and structures of nucleic acid did not eliminate the problem and in-

troduced the possibility of incorrect simulation. An abstraction method that

focused on the locality of a global structure avoided the problem by introducing

local structures. The strongest aspect of the model was the ability to express any

kind of structure at the expense of losing some part of the information, even in

the case where unbounded number of structures were involved.

The abstraction in this thesis turns out to have close relationships to other

conventional model reduction techniques. Comparison among the abstraction,

κ-calculus [51, 49, 52], and hypergraph approach [56] is summarized in Table 8.2.

Model reductions by κ-calculus and hypergraph approach are already introduced

in Section 1.3.4.

Since a local structure of the abstract model was based on sub-graphs with

annotations, some case studies in this thesis can be directly encoded by fragmen-

tation of κ-calculus. In the case of exact abstraction of HCR, it is possible to

define fragments from local structures, which can be regarded as an abstraction

by κ. In the framework of κ, a fragment should overlap several local structures to

satisfy the ratio assumption. Local structures that do not satisfy the assumption

needs to be enlarged so that all reactions of fragments become independent. On

the other hand, defining fragments from the exact abstract model of RNAi seems

impossible because two local structures was produced from one local structure

by a denaturation reaction.

Another noticeable abstraction is the enumeration technique using hyper-

graph [56]. Representing global structure as a path of hypergraph was the unique

idea of the paper compared with the abstract model of this thesis and κ. Although

the author of the paper mentioned about the application to kinetic simulation, the

techniques was invented rather for efficiently computing a thermodynamic equi-

librium of hybridization reaction system. In contrast, the efficiency was more

important than accuracy when the simulation technique was applied for evolu-

tionary computation. Evaluation process to calculate the fitness value of given

candidate topology was repeated again and again in the algorithm of this thesis.

Fragmentation of κ and hyper-graph approach were carefully developed for

exact simulation. Similarly, simulation by the abstract model of thesis was exact

when the ratio assumption was satisfied in all the rewriting rules. Otherwise

abstract model violated the ratio assumption for the sake of obtaining smaller
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local structures, which led to an approximate but efficient simulation.

I also pointed out that the computational complexity of bio-molecular reaction

systems can be classified using the number of structures by exact abstraction as

a measure. It was supplemental but original result of this thesis.

8.1.3 Automatic Design by Evolutionary Computation

Applying simulation technique to design a new topology of nucleic acid reaction

by evolutionary computation was an original idea of this thesis. In the area

of genetic network, such evolutionary computations were commonly applied to

design an interesting topology (e.g. oscillatory behavior). Some of them were

based on graph models [63, 64]. Those researches, however, did not implement

the designed topology into a real gene regulatory network since inverse problem

to construct genes from given topology was a challenging task to solve. On the

other hand, I demonstrated by in vitro experiments that two of the designed

systems actually behaved as expected to some extent.

The number of single strands is a simple scale to measure the complexity of

nucleic acid modules. For example, the modules of hairpin pathway [34], see-saw

gate [2], and enzyme-free logic gate [1] consist of 1, 5, and 3 strands. It may be

possible to state that the ability of the automatic design method catches up with

a design by human trial and error in some functions, because there are not so

many differences between the numbers of molecular species.

8.2 Limitations of Proposed Techniques

The target structures of the graph based model were nucleic acids with Watson-

Crick complementary hydrogen bonds and normal phosphate backbone. Nodes of

the graph based model have at most one for each undirected, incoming directed,

and outgoing directed edges. Obviously, the model does not cover other structures

such as triplex with Hoogsteen base pairs, i-motif, and so on. Note that ad-hoc

representation was introduced in the case of RISC and aberrant RNA. It was

also not supported whether the end of phosphate backbone has hydroxy group

or not, although the information is important for some enzymatic reactions such

as ligation.

The näıve simulation did not thoroughly apply all possible rewriting rules due

to the threshold and the restriction on graph imposed in order to minimize the

number of structures. The threshold was introduced to eliminate unimportant

structures, which made the simulation incorrect when the concentration of impor-

tant structure cannot exceed the threshold. Without the restriction on graph, the
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simulation can spontaneously produce unbounded number of structures, which

made the simulation intractable.

The abstractions of the graph based model were developed by rather ad-hoc

definitions in this thesis. The definition arises a simple question whether it is

possible to apply the method to general graph rewriting systems. Since the

abstract model in this thesis extremely depended on the locality of the elemental

chemical reactions, the question does not seem so simple. Unlike κ, the model

was developed by a trade-off between the efficiency and the exactness of the

simulation.

The limits to design much complex systems by evolutionary computation lied

in the search space of the topology. The combinatorial optimization method

cannot escape from the trade-off between the broadness of the search space and

the efficiency of the heuristic algorithm. Because the targets of the automatic

design were gates that output single stranded nucleic acid, using abstract model

may contribute to the efficiency.

The design of DNA automaton was a challenging task because molecular

machine that detects the ordering of inputs was nontrivial for human. The state

transitions of the designed automaton were not so simple to understand intuitively

even though there were only four steps to release the output. Since the search

spaces were the same among evolutionary computations, difference of the target

function affected the efficiency of the design. It suggests that the evaluation

function to calculate the fitness value requires further optimization to design

much optimal solution.

8.3 Future Work

8.4 Reaction Diffusion System for Molecular Robotics

Kinetic simulation in this thesis focused only on a temporal evolution of the

concentration of nucleic acids. However, much complicated reaction-diffusion

system are reported in both natural and artificial systems. In such systems,

predicting spatiotemporal evolution of chemical species is necessary. I think that

further adopting such simulation to an automatic design method is also possible

to design a nontrivial reaction-diffusion system.

More concretely, one of the targets for the application is constructing a slime

mold molecular robot [229]. It is defined as rather a macro-scale system compared

with conventional nano-scale device. As a result of both diffusion and reaction

of molecular species, the dynamics of the system becomes heterogeneous. In

such system, time and position where reactions of nucleic acids take place can be
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controlled.

For the purpose, gel and sol are suitable as a filed of reaction. I am actu-

ally aiming to control the transitions between gel and sol. Further complicated

molecular robot may be developed by the aid of computational techniques.

8.5 Abstraction and Design Automation

Defining an exact abstraction of RNAi with the assumption of slow polymeriza-

tion remains an open question. I assumed the ratio assumption, even though the

polymerization violated it in the abstract model due to the annotation of local

structures. Since any attempts to define better abstract models were successless,

I believe that question may be negatively proved.

Only näıve simulation was utilized for the automatic design method as a proof

of concept of the design automation. To design further complex systems, applying

abstract simulation may be possible. For that purpose, abstract simulation for

general hybridization systems can be exploited. It is because the concentration

of single stranded nucleic acids can be traced in the simulation. In contrast, the

abstract model of the enzymatic reactions was optimized for the simulation of

RNAi, which seems not suitable for the purpose.

8.6 Summary of Contribution

8.6.1 Short Overview

This thesis contributes to the computer aided modeling, analysis, and design

of nucleic acid reaction systems. Approaches for the contribution are listed as

follow:

1. Proposing novel and flexible graph rewriting model and demonstrating con-

tinuous simulation based on chemical kinetics.

2. Avoiding combinatorial explosion of global structures by defining abstract

model that focuses on the locality of structures.

3. Conducting efficient simulations by employing approximate abstraction and

giving a discussion for exact abstraction.

4. Minimizing human trial and error by applying continuous simulation to

automatic design based on evolutionary computation.

5. Verifying the automatically designed systems by chemical experiments.

They are briefly explained in the last subsection.
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8.6.2 Detail Contribution

A novel graph based model to predict the dynamics of nucleic acid reaction sys-

tems is proposed since analyzing and designing the systems become rapidly im-

portant from biological and engineering aspect. Employing graph brings about a

flexible representation of nucleic acid compared with other conventional methods

to design or program a system driven by hybridization reactions. The graph based

model includes not only hybridization reactions but also enzymatic reactions as

graph rewriting rules. As a consequence, chemical (rather than phenomeno-

logical) analysis of biological pathway becomes possible. Concretely speaking,

simulations of the dynamic behavior of enzyme-free catalytic gate, enzymatic

logic gate, and RNA interference (RNAi) are carried out. As a result, the behav-

ior of those systems are successfully explained in terms of the time evolution of

concentration.

Elemental chemical reactions spontaneously give rise to a combinatorial explo-

sion of molecular species, which is a fundamental problem in graph based model.

To overcome the problem, exact and approximate but efficient abstraction are

introduced. The abstractions are based on locality of the global structures of

nucleic acids, which turns out to have a significant relationship to a technique

called fragmentation. The abstraction method are adopted to two types of nu-

cleic acid reaction systems (hybridization reaction systems and RNAi), while the

fragmentation targets signalling cascade of phosphorylation.

In the case of hybridization reaction, it is impossible to formalize a differential

equations without abstraction due to the unbounded number of structures. By

abstract simulation, the problem is overcome and the concentration change of

each global structure is recovered using a reasonable assumption. In RNAi, the

distribution of small RNA cannot be predicted without abstraction because of

the combinatorial explosion of the intermediate structures. By adopting abstract

simulation, the distribution can be successfully predicted.

The performance of abstraction is discussed from the aspect of exactness

of the simulation. To achieve an exact abstraction, additional assumption on

the elementary chemical reaction is required for RNAi simulation. In contrast,

approximate abstraction is capable of efficiently simulating a chemical reaction.

As an application of kinetic simulation, design automation of the topology

of nucleic acid reaction system by evolutionary computation is addressed. By

defining appropriate search space and evaluation function, logic gate and state

transition machine are successfully designed. To evaluate the correctness of the

method, two selected gate are implemented in actual chemical molecules and the
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functions of the gates are verified by chemical experiments. Expected applications

of this research include analysis of huge bio-molecular reaction systems that can

be represented by graph, and the development of nontrivial nucleic acid reaction

systems that can serve as a module of molecular device.
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[44] Dematté, L., Priami, C. and Romanel, A.: The Beta Workbench: a compu-

tational tool to study the dynamics of biological systems, Briefings in Bioin-

formatics, Vol. 9, No. 5, pp. 437–449 (2008), DOI: 10.1093/bib/bbn023

[45] Fisher, J. and Henzinger, T. A.: Executable cell biology, Nature Biotech-

nology, Vol. 25, No. 11, pp. 1239–1249 (2007), DOI: 10.1038/nbt1356
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