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Abstract

Human activity support or assisted living systems are useful to address various social needs in the

modern society such as personal assistant and elderly care. For such systems to sensibly support

us, it is useful for the systems to understand what we are doing. Human Activity Recognition

(HAR) is therefore an important component in a system that will support human activities. How-

ever, we have not seen wide adoption of HAR technologies in our homes.

Two main hurdles to the wide adoption of HAR technologies in our homes are the expensive

infrastructure requirement and the limitations in the HAR technologies. Many HAR researches

have been carried out assuming an environment embedded with sensors. In addition, the majority

of HAR technologies use supervised approaches, where there are labeled data to train an expert

system.

In reality, our natural living environment are not embedded with sensors. Labeled data are not

available in our natural living environment. The training and labeling processes are inconvenient

for users. Further more, there lack a framework for HAR in an autonomous manner for our natural

living environment.

In this dissertation, we have proposed a framework for autonomous HAR suitable in our nat-

ural living environment, i.e. the sensor-less homes. We consider human action as the primitive

building blocks for human activities. The ability to recognize actions will enable recognition of

higher level activities. For this framework, we have considered suitable set of features for gen-

eralization of human action representation. We define the feature set based on human range of

movements. The framework is complete with three essential phases or stages: discovery, learning

and recognition of human actions.
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We developed strategies and unsupervised learning approach to autonomously carry out the

three stages without requiring user annotation and operation. Unsupervised learning is less devel-

oped in comparison to supervised learning algorithms due to the added uncertainties in unlabeled

data. In unsupervised learning, in particular the clustering algorithms, a major difficulty is to de-

termine the number of classes or clusters in the data without prior knowledge. We developed an

incremental approach of clustering to solve the problem of the number of clusters in action dis-

covery. Given the nature of our problem, our clustering approach does not determine a definite

number of clusters. Instead, it looks for good clusters in an incremental manner. Utilizing this

clustering approach in the discovery phase, we use probabilistic modeling, Mixture of Gaussians

Hidden Markov Model, to learn and recognize human actions.

We have evaluated the framework with our own dataset as well as a third party dataset. The

results indicate the potential of the framework to autonomously discover, learn and recognize

human actions.

The contributions of this dissertation are summarized as below:

• It enabled discovery of human actions in our natural living environment through an incre-

mental approach of clustering.

• It developed a framework for autonomous Human Action Recognition incorporating a novel

human action discovery technique

• It is the first study in the unsupervised approach of Human Action Recognition using data

from low-cost depth sensor.

• The development of the autonomous Human Action Recognition framework will improve

usability of HAR technologies in our homes.
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Chapter 1

Introduction

The focus of the work reported in this dissertation is to address an important issue in deploying

human activity analysis technologies in our natural living environment or the normal household

setting.

In its broad sense, human activity analysis is a research area covering various technologies

required for understanding the activities taking place in our everyday life. It has found its appli-

cations in ambient intelligence, assisted living, human-machine interaction, security surveillance

and media analysis. Human activity analysis involves at least two processes: discovery of the

activities and recognition of the activities. Despite that recognition is part of understanding human

activities, the term Human Activity Recognition (HAR) has been commonly used to describe the

general human activity analysis process encompassing both discovery and recognition. In this dis-

sertation, we will use HAR to refer to the general human activity analysis, and we will specifically

point out discovery or recognition phase when we are referring to the specific process.

In this dissertation, we present an autonomous human action recognition framework using data

from a low-cost device that we believe will facilitate the wide adoption of human activity analysis

technologies for applications in the normal household settings. By autonomous, the framework

completely avoid manual process in all stages of its operation. It does not require manual segmen-

tation of input data. It does not require manual annotation of the training data. It determines all

necessary parameters in its learning algorithms without requiring pre-specification.

1



In this chapter, we explain the motivation behind our approach, clarify the use of our termi-

nology and describes the contributions of this dissertation.

1.1 Motivation

Most people in the modern society live a busy life and spend most time away from home. Many

of them stay away from home town living alone and leaving their family, especially the elderly,

living on themselves. Here we are talking about two parties: the younger generation that lives

alone in work city, and the older generation that lives alone in home town. Both generations

require support to maintain their personal life in both physical and psychological aspects. On

the physical aspect, help can be sought from professional or the society such as engaging nurse,

nanny, maid or resorting to nursing home. On the psychological aspect, pets offer compensation

for loneliness. However, these options may not be always available, affordable and may not be

favorable to all concerned people.

Alternatively, technologies can be deployed to provide solutions to support the needed people.

Such technologies are often referred as assisted living. For an assisted living environment to be

sensitive and responsive to the presence of people, its ability to understand human activities is

a fundamental requirement. Human Activity Recognition (HAR) is therefore at the core of the

various technologies in an environment that supports human daily activities.

HAR technologies are typically developed for an environment where extensive sensors are

embedded, i.e. sensor-ed space. To date we have not seen wide adoption of HAR in our homes

without embedded sensors, i.e. sensor-less homes. Such environment at current stage is expensive

and obtrusive. It requires modification to existing home and installation of potentially expensive

sensors.

There are a number of issues that hinder the use of HAR technologies in our natural living

environment, i.e. sensor-less homes. We identify two of them as being relevant in this dissertation.

One is the difficulty in obtaining reliable data for HAR without the sensor-ed space. The use

of vision sensor or camera is an approach to avoid requiring large number of sensors embedded
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(a) (b) 

Figure 1.1: Assisted living technologies. (a) Ambient Intelligence. (b) Home-Assistant Robot [1].

Figure 1.2: A sensor-less home.

in the environment or requiring users to wear sensors. A single camera can potentially capture a

human subject in its wide field of view and observe what the subject is doing. However, doing

HAR from vision data is challenged by the difficult computer vision problems. Detecting human

from a scene requires dealing with illumination change, background clutter, motion of sensor and

change of view point. To improve the reliability of the vision data, often high quality cameras are

required.

Another issue is that the majority of HAR technologies use supervised learning algorithms.
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Due to the need for labeled data and the use of supervised approaches, the generalization of HAR

technologies in natural human living environments is limited. Human perform their daily activities

in wide variation. It is difficult to come up with a definite set of human activity models that will

suit everyone. Ideally, we want to learn the activities of a user from observing the user himself or

herself. In natural human living environments, such observations are not labeled.

For human activity recognition technologies to be deployed in such environments, we require

the use of unsupervised approach. And, we want to use “cheap” data.

Here’s the scenario of deploying supervised HAR by converting a normal home into a smart

environment. We purchase a system from a service provider. The service provider makes neces-

sary installations in our house including installations of sensors and intelligent devices. The server

of the system is pre-programmed with a set of activity models. The system is capable of detecting

and recognizing the set of defined activity models. When we require the system to recognize activ-

ities not defined the system, we contact the service provider. They come to collect samples of the

activities we want the system to recognize. We work with the service provider to train the system

for the new activity models. We perform the activities multiple times while the service provider

collect the examples and label them. The system is trained to recognize the new activities. The

system and the re-training both cost us good amount of money and time.

Here’s the scenario of deploying HAR by incorporating our unsupervised framework. We

purchase a nice looking personal robot off the shelf. Let it accompany us at home. It appears to

just follow us around like a pet robot. Under the hood is the unsupervised HAR technology. The

personal robot starts without knowing any activity model. It simply follows us and record our

activities. It discovers activities as it observe our daily activities. It learns new activity models by

itself and recognize the learned activities. It learns more activity models as it spends more time

with us. It communicates with other intelligent devices such as smart phones and computers to

provide information regarding our daily activities for further actions. The personal robot costs us

about the price of an average computer. It is a one device and one implementation that adapts to

different users.

We are motivated by the intention to facilitate the deployment of HAR technologies in natural
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Figure 1.3: One device, one implementation that adapts to different users.

human living environments with the following characteristics:

• A minimal financial cost, i.e. low-cost.

• Require minimal modifications to the living environment of the user, i.e. unobtrusive and

low-cost.

• Avoid the use of wearable sensors for the users, i.e. natural and unobtrusive.

• Autonomous in its operation, i.e. user friendly

– Do not require reprogramming of the system to learn new activities.

– Do not require manual segmentation of the vision data.

– Do not require manual annotation of the data.

• Able to learn indefinite number of activities from a single algorithm implementation, i.e.

scalable.

1.2 Action versus Activity

Different terminologies have been used to describe human activities at different level of complex-

ity. The boundaries of the terminologies are not well defined and different researchers will have

their own definition. For examples, Aggarwal and Ryoo [5] categorize activities into five levels:
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gestures, actions, interactions and group activities; whereas Moeslund et. al. [6] use the following

hierarchy: action primitive, action and activity. Turaga et. al. [7] defined "Actions" as simple mo-

tion patterns typically executed by a single human and "Activities" as more complex and involve

coordinated actions among a small number of humans.

In our context, we simply define an action as an atomic activity that cannot be further decom-

posed into meaningful intentional act. Activities are composed of series of actions. For example,

cooking is an activity comprising various actions including chopping and stirring. The activity can

be inferred if we know the actions.

action: Chop action: Stir action: Toss 

Activity: Cooking 

Figure 1.4: Given action(s), we can infer activity.

We have used the acronym of “HaR” to represent Human Action Recognition. The lower case

“a” distinguishes action from activity. While we are particular in the use of the terminology of

action, all discussions on HAR in this dissertation are relevant to HaR.

1.3 Contributions

This dissertation makes the following contributions.

1. Unsupervised human action recognition based on Kinect data. It investigated the use of

data from a low-cost depth sensor, the Microsoft Kinect, for human action recognition in an

unsupervised manner.
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2. Investigated generalized features for human action recognition. It proposed the use of fea-

tures based on the human range of movement and investigated the effect of reduced frame

rate. It investigated the negative effect of dimension reduction using correlation.

3. Human action recognition in three phases. The division of the human action recognition

framework into three stages or phases enables handling of human action recognition using

different approaches in each stage to achieve autonomous human action recognition.

4. Incremental approach of clustering. For the discovery phase, a novel incremental approach

of clustering has been proposed. The use of unsupervised learning algorithm avoided the

need for user annotations and retraining for individual action. The clustering approach does

not require prior knowledge of the number of actions in the data. It deals with an unde-

fined number of actions and rejects random movements or noise. The incremental approach

resembles the way children learn their environment by observation over long period of time.

5. Parameters of Mixture of Gaussians HMM. In the learning phase, a strategy to autonomously

learn the parameters for Mixture of Gaussians Hidden Markov Model (MG HMM) has been

developed. This strategy enables self-learning of the action model for each of the discovered

action from earlier phase.

6. Human action recognition in normal home setting. This dissertation is a ground work for

improving usability of human activity recognition technologies in normal home setting.

It developed human action recognition technique suitable for normal home setting where

embedded sensors are not available and wearable sensors are not desirable. It uses low-

device and is transparent to the users, i.e. no user annotation and training.

1.4 Dissertation Organization

This dissertation comprises of seven chapters.

The main purpose of Chapter 1 is to highlight the contributions of this dissertation. The ac-

count of the contributions sets the context and scope of this dissertation.
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Chapter 2 provides the literature review of the existing research related to human action recog-

nition. It highlights the gaps that this dissertation will fill. It specifies the research problems that

this dissertation addresses.

Chapter 3 describes the autonomous HaR framework being proposed in this dissertation, while

Chapter 4 and Chapter 5 further elaborate on the details of the two major phases in the framework.

In Chapter 6, a prototype implementation of the autonomous human action recognition frame-

work is described. It intends to show how the proposed framework can be used in real life situation.

Finally, conclusions are made in Chapter 7, with pointers for further research directions that

can be extended from this dissertation.

Fig. 1.5 shows the organization of this dissertation.

1. Introduction 
2. Background & Related 

Works 

3. Autonomous Human Action Recognition 

4. Discovery: Incremental 

Clustering 
5. Learning: Action Modeling 

6. A Protype Implementation on a Mobile Robot 

7. Conclusions 

Motivation 

Technical 

Contributions 

   

Figure 1.5: Organization of the dissertation.
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Chapter 2

Background and Related Works

Human Activity Recognition (HAR) technologies can be broadly divided into two categories:

sensor-based and vision-based. Sensor-based HAR uses sensors either installed in the environment

or as wearable sensors positioned directly or indirectly on human body. Chen et al. [8] presented

a comprehensive survey on the development and current status of various aspects of sensor-based

HAR. Due to the fact that human living premises are not normally installed with extensive sensors

and that wearing sensors can be obtrusive, sensor-based HAR technologies have been limited to

laboratory settings, specially conditioned premises and visionary smart environment.

Given the above arguments, our work is based on vision-based HAR.

2.1 Vision-based Human Activity Recognition

Vision-based HAR offers advantages in ease of use and non-obtrusiveness as it can potentially

work without wearable sensors. For example, a single security camera can potentially capture a

good number of activities within a wide field of view as compared to the requirement to install

multiple sensors on site.

HAR has therefore been an important area of computer vision research. Vision-based HAR

uses the data from vision sensors to recognize activities. The technology has been used to explore

video content, in interactive applications and animation production to name a few.

9



Turaga et al. [7] presented a comprehensive survey of the efforts to address the problems of

representation, recognition and learning of human activities from video and related applications.

Their survey described the different methods to model activities at different level of abstractions.

In a survey on vision-based human action recognition, Poppe [9] addressed the challenges of

vision-based action recognition. In the survey, Poppe discussed technologies for image represen-

tation and action classification. A recent review from Aggarwal et al. [5] continues to highlight

that human activity recognition is an important area of computer vision research. They discussed

both the methodologies developed for simple human actions and those for high-level activities.

Their review made comprehensive comparison between the different human activity recognition

technologies.

From the three survey papers, we note three observations.

1. Firstly, solving computer vision problems represent a significant amount of effort in vision-

based HAR. The problems remain unsolved and reliable detection of human from the visual

data remains a challenging task.

2. Secondly, commercial use of HAR technologies in normal home setting has not been widely

realized.

3. Thirdly, perhaps the most important hurdle in realizing HAR in normal home setting is that

all the works discussed in the above survey papers require labeled data. They use supervised

approach to learn the activity models. In normal home setting, labeled data are scarce and

requiring user annotation of daily activities is impractical.

2.2 Commercial Vision Sensor with Depth Information

While vision-based technologies offer the benefit of easy installation and non-obtrusiveness, a few

issues have hindered its wide adoption in normal home setting. The challenging computer vision

problems being an important issue. Detecting human in a visual scene has been made difficult with

changes in illumination, cluttered background, motion of the sensor and view point. To reliably

detect human body from the scene, high quality cameras are often required. This translates into
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high cost requirement. Another issue is privacy concern of having camera to monitor our activities,

although we have seen increasing acceptance of surveillance cameras in residential premises.

With the availability of low cost commercial depth sensors, fast and accurate extraction of

human postures have been significantly improved. We can obtain the 3-D coordinates of the joints

of human body reliably with little influence from varying illumination in indoor environment. In

other words, the availability of depth information from such sensors has overcame the computer

vision problems to a great extend.

Microsoft Kinect Asus Xtion Pro 

Figure 2.1: Commercial RGB-Depth sensors.

The Microsoft Kinect [10], a consumer grade RGB-D (RGB-Depth) sensor, has successfully

been used in game console where human interact and play the game without game controller and

without wearable sensors or markers, through a natural user interface using gestures and spoken

commands. Xia et al. [11] demonstrated the capability of the Kinect to detect human in visual

scenes. They presented a novel 2-stage model based human detection method using depth infor-

mation taken by the Kinect. The work by Shotton et al. [12] is another evidence of the ability of

the consumer depth sensor to provide highly reliable 3-D positions of human body joints. Their

method uses randomized decision forests and can estimate body part labels without invariant to

pose, body shape and clothing in under 5ms. We expect to see further improvement in detection

of human body joints using depth sensor.

Consumer grade depth sensors open up opportunity to bring HAR technologies into the home

of general consumers. A number of works on human activity detection using depth sensor have

been published since the introduction of Microsoft Kinect. Sung et al. [13] used a hierarchical

approach to learn human activities from data obtained from Kinect. In their work, they used 3-D
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joint coordinates and joint orientation to compute the features. They further improved the result by

adding Histogram of Oriented Gradients (HOG) feature descriptors of the RGB and depth images

[4]. Li et al. [14] performed human action recognition based on a bag of 3-D points in the depth

images and achieved high accuracy. Wang et al. [15] used ensemble model to represent and

learn human actions from the 3-D joint positions and local occupancy pattern or LOP features.

In their work, LOP is the “depth appearance” of each 3-D joint. A recent work by Chen et al.

[16] continued to take advantage of the depth data in human action recognition. They proposed an

approach to recognize single-person action based on spatio-temporal local features and a bag-of-

words model.

All the works on HAR using depth sensor data that we came across have been using supervised

approach. In supervised approach, each activity model is learned from annotated examples. The

approach require manual collection of the activity examples and label the examples according to

the corresponding activity. In the case of the gaming console using Microsoft Kinect, the gestures

were learned from large number of labeled examples.

2.3 Unsupervised Human Activity Recognition

For wide adoption of HAR technologies in normal home setting, it is necessary to learn activity

models from unlabeled data. This requirement calls for unsupervised approach in human activity

recognition. This requirement calls for technologies that can discover activities by themselves.

Kim et al. in their review paper [17] pointed out that human activity understanding encompasses

activity recognition and activity pattern discovery. Activity discovery is the automatic recognition

of activity patterns in an unsupervised manner. Activity discovery has received less attention than

activity recognition. It is a challenging task to deal with unlabeled data.

Wyatt et al. [18] published the first unsupervised activity recognition work. Their approach

was unsupervised in the sense that labeling of the data was automated. They used the signals from

wearable sensors and object tagging to infer activities from object interactions. They tagged over

a hundred objects in a normal home. They mined from the web to associate object interactions
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with activities to automate the annotation process. They dealt with a fix number of activities and

there was no notion of noise.

Huynh et al. [19] used topic models to automatically discover activity patterns in user’s daily

routines. They used wearable sensors at wrist and in hip pocket to provide the data stream and

used data clustering to generate a vocabulary of a specified size and infer high level activities

using topic model with bag-of-words representation. Their approach assumed a fixed number of

activities and did not have the notion of noise.

Stikic et al. [20] used sparse labels to label nearby unlabeled activities. They assumed similar

activities are nearby in time. They proposed a weakly supervised recognition of daily life activities

with wearable sensors. They grouped sets of successively recorded activity data into so-called

bags-of-activities and assign the sparse labels obtained through experience sampling to bags-of-

activities. Users were required to provide minimal labeling of their activities. The number of

activities were predefined as the number of bags. Their approach dealt with noise.

Hamid et al. [21] presented a framework to discover and characterize different classes of

everyday activities from event-streams. They represented activities as bags of event n-grams and

used variable length Markov process to model the activities. They dealt with high level activities in

unsupervised manner while they provide the set of defined vocabulary to the recognition system.

They did not deal with random movements.

Chikhaoui et al. [22] proposed an unsupervised model for human activity discovery and recog-

nition in pervasive environments using combination of sequential patterns and latent Dirichlet al-

location. Their approach discovered high level activities from event-stream. The signals for the

event-stream were derived from sensors embedded in the environment as well as sensors attached

to objects that people interact with. The number of activities to discover was fixed in their imple-

mentation and they did not deal with noise.

We can see from the above review that a significant number of the works in activity discovery

or unsupervised activity recognition are based on event stream of the signals from sensors. They

infer high level activities, such as commuting, dinning or lunch, from event stream of the signals

from sensors embedded in smart environment or tagged to people and objects. These works are
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sensor-based and target applications in smart environment. Sensor-based recognition systems are

dominant in the unsupervised approaches due to highly reliable data from the sensors. In certain

cases, the sensors greatly ease the detection of activities. For example, a motion sensor and a door

sensor can easily detect that a person is entering a room. On the other hand, the capability of the

recognition system is limited to the extend of the sensors being installed. For example, motion and

pressure sensors can detect that a person is sitting at the dinning table. However, these sensors are

insufficient to recognize if the person is reading or having meal unless the person wears sensors to

detect his movement. In many research works, the activity at the dining table is pre-defined.

In sensor-based smart environment, high level activities can be recognized from sensor em-

bedded in the environment or tagged to objects, however atomic activities or actions will require

wearable sensors to detect hands and legs movements. Also, the algorithm assumed clean data

without noise such as random movements. We further note most of the unsupervised activity

recognition approaches use fixed size vocabulary in topic model. One major problem with the sys-

tem that uses predefined vocabulary in the form of bags is that the defined vocabulary restrict the

scalability of the system. As mentioned at the beginning of this chapter, sensor-based technologies

are not easy to implement in existing human living premises. Our interest is in the vision-based

HAR. With vision data, a single camera can potentially capture movements of the whole body.

There are significantly fewer works in unsupervised approach in vision-based than sensor-

based human activity recognition. Niebles et al. [2] proposed a novel unsupervised learning

method for vision-based human action categories using spatial-temporal words. They addressed

computer vision problems using probabilistic models to handle noisy feature points arisen from

dynamic background and moving cameras. In the training stage, they assumed that there is a

single person performing only one action per video. They used unsupervised learning framework

to automatically discover semantic clusters called codebook in the training data. The training data

are prepared videos of single action. The codebook size was predefined and the words in the

codebook were used to represent the videos in an encoded form. A probabilistic topic model was

used to learn and recognize the actions in the training data. The number of topics was fixed to the

number of actions to be learned. In their approach, the data segmentation was a manual process
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and the learning is supervised, i.e. input has been organized into separate classes. They did not

deal with random movements as noise.

Figure 2.2: Unsupervised learning to discover codebook [2].

Cui et al. [23] proposed a matrix-based approach to unsupervised human action categorization.

Like Niebles et al. [2], their work addressed video content analysis. The input to their system

was manually prepared video sequences of actions. The number of actions was known to the

system. They represented multi-action into matrices and proposed a matrix factorization method

that simultaneously clusters video sequences into action classes. They assumed all observations

are valid actions, i.e. there was no notion of noise.

We note both vision-based unsupervised action recognition technologies targeted offline anal-

ysis of video sequences. They addressed computer vision problems and had manually prepared

video sequences of each actions as their input. Their frameworks knew the expected number of

actions to be learned in a supervised manner, while they used unsupervised approaches for feature

extraction from vision data.
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2.4 Incremental Clustering

The term "incremental clustering" usually refers to clustering approach that deals with dynamic

data, and often in an on-line situation. In our work, we have developed an incremental approach

of clustering to discover human actions in a continuous basis. The existing incremental clustering

algorithms are not designed for human action recognition.

M Charikar et al [24] presented first proposal for incremental clustering to deal with dynamic

information retrieval. Their paper presented extensive mathematically proof for the feasibility

of the incremental clustering. However, their proposed model was not tested on any dataset.

The proposed incremental clustering requires prior knowledge of the data, in particular a suitable

threshold to assign each data points into a cluster. It also requires specification of a desired value

of k, i.e. number of clusters. The model maintains a hierarchical agglomerative clustering (HAC)

and is computationally expensive.

The algorithm proposed by M Ester et al [25] does not use hierarchical approach and is efficient

on large databases. They proposed a density based incremental clustering algorithm for mining

in a data warehousing environment. They can dynamically generate undefined number of clusters

and deal with noisy data. However, the algorithm requires prior knowledge on the data to specify

a suitable value of threshold. They have assumed clean data.

J Lin et al [26] proposed an iterative incremental clustering of time series. Their algorithm is

based on wavelets and works by leveraging off the multi-resolution property of wavelet decom-

position. Their approach did not require specification of a threshold value. However, they fit the

features of the data to the learning set and will not be appropriate when we are dealing with data

not in the categories already found in the learning examples. Their approach does not deal with

dynamic dataset, and requires prior specification of k-value. They have also assumed clean data.

In recent years, there have been a little progress in incremental clustering.

Z Li [27] proposed an incremental clustering for trajectories. The approach requires specifica-

tion of a threshold for the distance in the clustering algorithm. They dealt with dynamic data and

can perform clustering without prior specification of k-value. They have assumed clean data.

S Young [28] proposed a fast and stable incremental clustering algorithm using winner-take-all
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(WTA) inspired partition approach. Their algorithm assumes a finite, fixed number of centroids.

There was no notion of noise and all data points would be assigned to a cluster.

M Halkidi [29] proposed a semi-supervised incremental clustering algorithm for streaming

data. Like the other incremental clustering algorithms, their algorithm requires prior knowledge

of the data to specify suitable threshold value. It also requires prior knowledge in the form of

constraints derived from partial labeling.

Figure 2.3: Human activities are complex, difficult to generalize, and have wide variation.

In human action recognition, different individuals can perform different actions with different

degree of variation. This poses difficulties in determining a global threshold value that has been

used in existing incremental clustering approach. Furthermore, many incremental clustering al-

gorithms still require specification of k-value at certain stage. Most of the incremental clustering

assumed that input data are not noisy. For human action recognition, it is desirable to avoid the

use of global threshold, the need to specify a fixed k-value as well as the approach that fit features

to learning set. It is also desirable to be able to deal with the noise, i.e. random movements.
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2.5 Summary in Comparison with this Dissertation

Based on the review of the related works, we note that significant amount of work has been done

on human action or activity recognition using a supervised approach. The majority of these works

were focused in solving computer vision problems. On the other hand, there are less research

works on unsupervised approach in human activity recognition than works based on supervised

approach.

The majority of the unsupervised approaches were developed for sensor-based environment

and they discover high level activities. Smart environment with extensive embedded sensors will

have problem detecting basic actions unless users are required to wear sensors. They are also

difficult to be implemented in existing human living premises.

Existing vision-based unsupervised approaches in human action recognition target applica-

tions in offline video sequence analysis. They address feature extraction in an unsupervised man-

ner, while deal with a finite set of actions.

In comparison, our framework targets application in normal home setting where the observa-

tions are continuous and not prepared. In contrast to existing unsupervised approaches in HAR,

our framework discovers actions that can be used to compose high level activities. The number of

actions to be discovered and learned is not known in advance and our framework is designed to

incrementally discover and learn undefined number of human actions.

We note existing unsupervised human activity or action recognition methods do not address the

requirement to discriminate random or unintentional movements during the discovery of activities.

Our framework is designed to be able to reject random or unintentional movements.

Our framework can be implemented with simple algorithms. We take advantage of depth

sensor to overcome the problems of computer vision.

Based on our survey, at this moment, there is no work in unsupervised approach in human

activity recognition based on depth sensor data. We do not find existing work that has proposed a

complete framework to deal with human activity or action recognition in normal home setting. To

the best of our knowledge, our framework is the first framework for a complete human action dis-

covery, learning and recognition that takes into consideration all aspects and parameters required
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to implement human action recognition in natural human living environment without requiring

modification to the environment, without requiring users to wear sensors and at an affordable

price.
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Chapter 3

Autonomous Human Action

Recognition (auto-HaR)

In this chapter, we describe the overall framework we have proposed for the unsupervised hu-

man action discovery, learning and recognition. It provides the big picture of the works in this

dissertation and the details of individual phases will be described in subsequent chapters.

3.1 The Proposed Framework

Observation Discovery Learning Recognition 

Data Actions Models 

Figure 3.1: Required stages for human action recognition.

A complete human action recognition framework should comprise of at least three stages or

phases as shown in Fig. 3.1: discovery, learning and recognition. In addition, an observation stage

is required to segment and collect action instances from the sensor.
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Figure 3.2: Proposed Unsupervised Human Action Discover, Learn and Recognition Framework.

Fig. 3.2 shows our framework to autonomously discover, learn and recognize human actions.

We have used the abbreviation “auto-HaR” to label the framework. The system or an intelligent

agent continuously observes the person of interest and collect samples of the actions performed

throughout a day or a specified period of time. The system performs the process of discovery and

learning the models during idle time when the person is not available for observation, for example

when the person is not at home or is sleeping. This process of sample collection, discovery and

learning is repeated continuously throughout the time that the system or the intelligent agent is

with the person of interest. The learned models of actions are used to recognize new observations

in real time.

The process in the framework resembles the way children learn to recognize activities, or

their environment. Children observe the activities around them without knowing the label of the

activities. However, they have the ability to distinguish between different and similar activities.

They form models of these groups of activities and eventually label these activities through asking

adults. While many activities are taking place, children do not learn all of them at one time. They
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learn incrementally.
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Figure 3.3: Observation phase.

The observation stage as shown in Fig. 3.3 comprises of five components. It starts with

capturing the sensor data. Predefined set of features are extracted from the data and the continuous

data is sampled or segmented into action instances. Each new action instance is checked against

existing action models. Unrecognized action instances are collected into action pool for next phase

to discover new actions from the pool. If there is no existing action model, as at the initial use of

the framework, all action instances will be collected.

Details of the implementation of the sampling and feature extraction are given in Chapter 6.

Details of the recognition module are given in Chapter 5.

Once sufficient action examples have been collected in the pool, the discovery phase will be

activated. The discovery phase as shown in Fig. 3.4 comprises of an incremental clustering mod-

ule. This module performs an incremental approach of clustering on the data in action sample pool

to discover new actions by grouping them into separate clusters. The details of the incremental

approach of clustering are given in Chapter 4.

The outputs from the discovery phase are clusters of action samples. Each cluster contains
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Figure 3.4: Discovery phase.
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Figure 3.5: Learning phase.

samples of one action. The learning phase will be activated when a new action cluster is discov-

ered. As shown in Fig. 3.5, the learning phase comprises of a modeling module. The discovery

phase has collected the examples of a newly discovered action into a single dataset (cluster). It
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enables the learning phase to apply supervised learning on the dataset. The learning phase learns

a probabilistic model for each action cluster. The algorithm divides a cluster into its own training

and cross-validation sets and determines suitable values of the number of states Q and number of

mixtures M. The details of the modeling process are given in Chapter 5. The outputs from the

learning phase are models of known actions.

Incremental 

Clustering 

Modeling 

Sampling 

Pool 

Models 

Action Samples 

(unlabeled) 

Action Cluster(s) 

Rejected 

Samples 

observations 

not recognized 

action recognized Feature 

Extraction 

Recognition 

Intelligent Agent 

RGB-D 

Sensor 

Figure 3.6: Recognition phase.

With the models of known actions, the recognition phase shown in Fig. 3.6 can recognize

the known actions from new observations. Any unrecognized action instances are collected to the

pool for further discovery of new actions.

3.2 Overall Evaluation

We evaluated the proposed framework on both the learning and test sets of two datasets. Details

of the datasets are given in Appendix A. Briefly, the KOS-H16 is a dataset we have collected

ourselves. It comprises of sixteen actions. The CAD-60 is a dataset from Sung et al. [13]. It

comprises of nine actions. Both datasets have random actions included.
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3.2.1 Experiment

The learning sets are used for discovery phase, which the outcome is a set of clusters to be fed

into the model learning phase. Since the framework does not have labels of the observations, it

will learn a model for each cluster irrespective of the purity of the cluster. The test sets are used

to evaluate the recognition ability of the learned model. In our experiment, we let the algorithms

in the framework to exhaust all samples in each dataset. The datasets have finite samples. When

implemented in a real life situation, the algorithms in the framework do not have to discover all

actions at once. The algorithm can be implemented to discover and learn a small number of actions

within a period of time, and collect more data to discover more actions.

In our experiment, we have used minimum points per cluster MinPt =25, minimum number of

mixtures Mmin = 1, maximum number of mixtures Mmax = 4, minimum number of states Qmin = 2

and maximum number of states Qmax = 6. Details on these parameters are given in Chapter 4 and

Chapter 5.

3.2.2 Performance Evaluation Criterion

To evaluate the performance of the action discovery and recognition, we have used the precision

and recall rate.

Precision is the measure of how many of the identified instances are relevant or correct, while

recall is the measure of how many of the relevant instances are identified. Ideally we want to

achieve high precision and high recall rate.

Precision =
identi f ied correctly

total identi f ied

=
identi f ied correctly

identi f ied correctly + identi f ied wrongly
(3.1)
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Recall =
identi f ied correctly

total truth

=
identi f ied correctly

identi f ied correctly + not identi f ied
(3.2)

We do not report the F-score that combines the effects of precision and recall in one figure. It

is trivial to compute the F-score from the precision and recall as given in Eq. 3.3.

Fβ =
(
1+β2

)
· precision · recall

β2 · precision+ recall
(3.3)

3.2.3 Result and Discussion
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Figure 3.7: Average precision and recall across all four subjects (Person 1 to 4) for each action in
the discovery phase.

Fig. 3.7 and Fig. 3.8 show the overall performance of the discovery phase for the two datasets.

Table 3.1 and 3.2 give the detailed results.

Fig. 3.7 shows the average precision and recall across all four subjects for each action in CAD-
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Figure 3.8: Precision and recall across all four subjects (Person 5) for each action in the discovery
phase.

60 dataset. The right most bars are the average for all actions. Precision and recall rates are high

in all actions except standing. Standing has a significantly low average precision. This is due to

the fact that some random action instances resemble the standing action. We will see more details

on this matter in Chapter 4.

Fig. 3.8 shows the precision and recall in the discovery phase for each action in KOS-H16

dataset. The right most bars are the average for all actions. In this result, a few actions were

discovered with low precision and recall. This is due to the highly similar actions in the dataset.

For examples, drinking with left hand (B2) was easily confused with talking on phone with left

hand (left) giving low precision and recall in both actions. Waving go with left hand and waving

come with left hand are similar, and likewise for the right hand cases. We will see more discussion

on this matter in Chapter 4.

The overall performance of the discovery phase has an average precision of 95.1% and recall

of 92.4% for CAD-60 dataset, and 84.6% precision and 83.6% recall for KOS-H16 dataset.

Once the discovery phase had discovered the clusters, an HMM model was learned for each
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Table 3.1: Precision and recall score in the discovery phase for Person 1 to 4.

Person 1 Person 2 Person 3 Person 4 Average
Prec Rec Prec Rec Prec Rec Prec Rec Prec Rec

brushing teeth 97.2 96.1 94.4 97.5 95.6 99.6 95.1 79.3 95.6 93.1
cooking (chopping) 99.5 74.6 88.0 95.7 98.9 98.9 93.6 93.6 95.0 90.7
cooking (stirring) 80.7 100 83.8 80.0 91.6 99.6 82.8 93.9 84.8 93.4
relaxing on couch 97.2 88.6 95.3 100 95.6 100 100 99.3 97.0 97.0
still (standing) 82.2 100 77.5 100 76.7 100 74.1 100 77.6 100
talking on couch 95.6 91.1 100 100 93.4 100 92.5 79.3 95.4 92.6
talking on the phone 95.6 99.6 100 100 97.5 97.5 88.6 97.9 95.4 98.8
working on computer 90.7 100 100 96.8 100 86.1 100 100 97.7 95.7
writing on whiteboard 98.9 100 87.6 86.1 100 98.9 84.5 94.6 92.8 94.9

Average: 93.1 94.4 91.8 95.1 94.4 97.9 90.1 93.1 92.4 95.1

Table 3.2: Precision and recall score in discovery phase for Person 5.

Prec Rec

bowing 93.4 100
drinking (left) 79.4 79.6
drinking (right) 67.6 62.9
sit 95.3 98.2
sit down 97.3 65.7
stand 86.5 96.4
stand up 92.2 89.6
talking on phone (left) 73.4 66.8
talking on phone (right) 80.8 84.6
walking 70.3 65.4
wave bye (left) 90.2 93.9
wave bye (right) 88.8 95.7
wave come (left) 74.5 70.7
wave come (right) 87.2 91.4
wave go (left) 82.0 95.4
wave go (right) 95.2 84.6

Average: 84.6 83.8

cluster. For those actions that have more than one clusters, they would have more than one model.

As this is a fully autonomous system, the algorithms do not know the actual actions in each cluster

and would assume each cluster contains instances of a single action.

To evaluate the performance of the learning phase, we test the recognition ability of the learned
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Figure 3.9: Average precision and recall across all four subjects (Person 1 to 4) for each action in
evaluation of the learning and recognition phases.

models on unseen observations, i.e., the test sets. The results of the evaluation are summarized in

Fig. 3.9 and Fig. 3.10. Table 3.3 and 3.4 give the detailed results of the performance of the learning

and recognition phases. The overall performance of the learning phase, i.e., the recognition ability

of the learned models, has an average precision of 93.5% and recall of 88.4% for CAD-60 dataset,

and 81.9% precision and 72.1% recall for KOS-H16 dataset. The precision and recall in the

recognition phases is dependent on the outcome of the discovery phase. They follow similar

profiles. Note the accuracy of the learned models depended on the purity of the clusters from the

discovery phase.

For the CAD-60 dataset, the low recall rate is due to the poor performance in brushing teeth

action (A1). From Table 3.3, we can see that the low recall rate of the brushing teeth action is

largely due to the poor performance in the data of Person 4. Apart from this case, the performance

to recognize the other actions was good. There are many cases with 100% precision. For the

KOS-H16 dataset, due to more actions are similar and confused, a cluster of a confused action

from the discovery phase contains instances of confused actions. The model learned from this
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Figure 3.10: Precision and recall for Person 5 for each action in evaluation of the learning and
recognition phases.

Table 3.3: Precision and recall in evaluation of the learning and recognition phases for Person 1 to
4.

Person 1 Person 2 Person 3 Person 4 Average
Prec Rec Prec Rec Prec Rec Prec Rec Prec Rec

brushing teeth 100 81.7 99.0 80.0 100 81.7 95.0 31.7 98.5 68.8
cooking (chopping) 100 48.3 90.8 70.8 100 75.0 93.8 88.3 96.1 70.6
cooking (stirring) 88.0 100 92.3 64.2 96.9 99.2 93.3 93.3 92.6 89.2
relaxing on couch 93.3 83.3 96.0 98.3 72.9 100 93.0 96.7 88.8 94.6
still (standing) 100 100 99.2 100 99.2 100 81.3 100 94.9 100
talking on couch 74.5 100 90.4 95.8 93.5 96.7 81.9 65.0 85.1 89.4
talking on the phone 97.8 100 82.1 92.5 98.5 95.0 94.5 97.5 93.2 96.3
working on computer 92.6 99.2 100 92.5 100 84.2 86.9 94.2 94.9 92.5
writing on whiteboard 100 100 94.8 86.7 100 100 95.5 89.2 97.6 94.0

Average: 94.0 90.3 93.9 86.8 95.7 92.4 90.6 84.0 93.5 88.4

cluster would result in recognition at low precision and recall.

To address the issue of confused actions for closely similar actions, more works on feature

selection and manipulation will be required. Many actions are difficult to discriminate solely from
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Table 3.4: Precision and recall score in learning and recognition phases for Person 5.

Prec Rec

bowing 97.4 60.8
drinking (left) 78.0 62.5
drinking (right) 64.3 47.5
sit 100 66.7
sit down 89.7 83.3
stand 88.5 58.3
stand up 77.7 84.2
talking on phone (left) 66.1 60.8
talking on phone (right) 66.6 71.7
walking 63.4 70.8
wave bye (left) 83.5 95.8
wave bye (right) 95.8 83.3
wave come (left) 68.8 70.8
wave come (right) 88.3 78.3
wave go (left) 83.6 77.5
wave go (right) 99.0 80.8

Average: 81.9 72.1

the vision data. Nevertheless, the results indicate the ability of the framework to autonomously

discover, learn and recognize actions from unlabeled data. We summarize the overall recognition

performance of the framework in Fig. 3.11. The framework achieved an overall precision of

91.2%, and recall of 85.1% on both datasets.

3.2.4 Comparison with Third Party Result

As we have not came across unsupervised learning using the skeleton data from RGB-D sensor,

we compare our results with the work of the authors of CAD-60 [4] that was based on supervised

learning using the same dataset. Sung et al. [4] performed supervised learning for human activity

detection of the activities in CAD-60 dataset. They achieved 84.7% precision and 83.2% recall

in detecting the correct activity when the person was seen before in the training set. This result

was an average of twelve (12) activities in CAD-60. They did not detect still action, whereas we

have omitted four activities from their dataset due to insufficient examples for the discovery phase.

This is explained in Appendix A. Sung et al. [4] have used two-layered maximum entropy Markov
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Figure 3.11: Average recognition precision and recall for the overall framework across all actions
for the five subjects.

model (MEMM) to learn activity models from feature set combining skeleton data and specially

placed Histogram of Oriented Gradient (HOG) computer vision features.

Their experiments involved detecting activities based on locations such as kitchen and living

room. By zoning the activities, their algorithms were required to discriminate at most four ac-

tivities and reject the random activities at any one time. In contrast, our results were obtained

through an unsupervised approach from discovery to recognition. Our algorithms were required

to discriminate nine actions and reject the random action at any one time in both discovery and

recognition phases. We compute the average precision and recall of the results of Sung et al. [4]

for the nine activities we have used in our experiment, and compare with our results in Table 3.5.

The numbers for their results are summarized from their Full Model “Have Seen” results [4]. Our

results are on average superior.

3.3 Summary

We have proposed a complete framework to discover, learn and recognize human actions. The

framework operates autonomously in all phases. The incremental approach of clustering can dis-

cover undefined number of actions. The framework does not require prior specification of the
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Table 3.5: A comparison of our results and the results of Sung et al. [4].

Our results Sung et al.
Prec Rec Prec Rec

brushing teeth 98.5 68.8 96.7 77.1
cooking chopping 96.1 70.6 70.3 85.7
cooking stirring 92.6 89.2 74.3 47.3
relaxing on couch 88.8 94.6 86.8 82.7
talking on couch 85.1 89.4 98.8 94.7
talking on phone 93.2 96.3 88.4 91.1
working on computer 94.9 92.5 89.5 93.8
writing on whiteboard 97.6 94.0 85.5 91.9

Average 93.4 86.9 86.3 83.0
Std Deviation 4.2 10.2 9.2 14.6

number of actions and other parameters for the model learning. It does not require labeled obser-

vations. It is designed to reject random movements. The experiment results show that the perfor-

mance of our completely unsupervised approach can achieve precision and recall superior to that

achieved using supervised approach. The framework achieved an overall precision of 91.2%, and

recall of 85.1%.
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Chapter 4

An Incremental Clustering Approach

for Human Action Discovery

Human Action Discovery is the autonomous process to discover action model without user inter-

vention. In this chapter, we will start by describing our feature extraction process and explain the

features used for action discovery. For an intelligent system to learn or extract information from

a given set of features, the quality of the features is as important as the learning algorithm. The

features should ideally contain relevant data suitable for the selected learning algorithm to learn

the desired information, while avoiding redundant features that confuse the learning algorithm..

Feature extraction in the context of this dissertation is not about image processing. The raw data

are coordinates of fifteen joints in human skeleton. These coordinates have been obtained directly

from the OpenNI SDK [30] for the RGB-D sensor, Kinect.

With the available data, we use clustering algorithm to distinguish one action from another.

In particular, we use K-means clustering algorithm. One problem with using K-means, and many

other clustering algorithms, is the requirement to specify the number of clusters, k, in advance.

In our context, we expect the intelligent system to autonomously discover new actions and the

number of actions to be found is unknown to the system. Another characteristic of K-means is

that it does not have the notion of noise. In K-means, all data points are assigned to a cluster.

For action discovery, we expect there are noisy data, i.e. random movements, that should not
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be assigned to any cluster. In this chapter, we propose an incremental approach to resolve these

problems.

4.1 K-means Clustering

To autonomously discover actions, we use an unsupervised learning algorithm, in particular a

clustering algorithm, to group different actions into individual clusters. There are a number of

clustering algorithms developed to address different challenges in data mining and machine learn-

ing. The choice of the algorithm depends on the nature of the data. In data mining problems, the

underlying distribution profiles of the data are often unknown and are not always isotropic [31].

In our application, however, we have clear expectation of the data. In ideal situation, if a person

performs an action consistently, we expect the features to have the same values. We expect the

variation for each action to be isotropic from the average execution of an action by the person.

This allows us to use one of the simplest clustering algorithm, K-means [32].

K-means looks for similarity among the examples in the dataset by using simple distance mea-

surement. Given the required number of clusters, K-means group the data points (observations) in

the dataset by minimizing the distance from each data point to a cluster center (centroid). In our

work, we have used squared Euclidean distance as the distance measure.

J =
k

∑
j=1

n

∑
i=1

∥∥∥x( j)
i − c j

∥∥∥2 (4.1)

where k is the number of clusters, n is the number of data points (observations), x( j)
i is ith data

point in Cluster j and c j is the centroid of Cluster j, i.e., C j.

Clustering using K-means involves the following steps:

1. Initialize cluster centroids µ1,µ2, · · · ,µk randomly, where k is the number of clusters.

2. Repeat until convergence {

(a) Assign every data point x(i) to its nearest centroid µ j: c(i) := arg min
j

∥∥x(i)−µ j
∥∥2

where c(i) is the membership assignment of ith data point.
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(b) Recompute the centroid from data points in each cluster: µ j :=
∑m

i=1 1{c(i)= j}x(i)

∑m
i=1 1{c(i)= j} where

m is the total number of data points. }

Fig. 4.1 illustrates the steps of K-means to cluster a fictitious 2D dataset.

(a) (b) 

(c) (d) 

(e) (f) 

Figure 4.1: Steps in K-means. (a) Original dataset. (b) Random initialization of centroids
(crosses). (c) Iteration 1: points assigned to nearest centroids. (d) Iteration 2: compute new
centroids, points assigned to nearest centroids. (e) Iteration 3: compute new centroids, points as-
signed to nearest centroids. (f) Iteration 4: no further move of centroids and data points, algorithm
completes.

The outcome of K-means clustering is subjective to the random initialization of the centroids.

To account for the problem of random initialization in K-means, ten rounds were run and the

outcome with the lowest cost function was taken.
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4.2 Feature Extraction

4.2.1 Sampling

There are three typical ways to sample or segment human action or activity observations: manually

identify the start and the end of every action, automatic detection of the start and the end of every

action and, sliding window. Many research works analyze an entire video clip from a standard

dataset, where the start and the end of every action or activity have been manually defined. Manual

process is not only laborious but also not feasible in applications in the natural human living

environment. Automatic detection is usually achieved by detecting significant changes in the

movement. However in everyday life, people spend significant amount of time in stationary state

such as sitting and standing, which in our context are considered actions. Further, many actions are

not carried out abruptly and such actions will not easily trigger automatic detection. Automatic

detection while ideal remains a challenging task. For human activity understanding in normal

home setting, it is desirable to have a continuous observation. That makes sliding window a

suitable choice. Using fixed width keeps the operation simple. In our work, we have used fixed

width window of two seconds to represent an action observation or instances. More details on

action segmentation is given in Chapter 6.

4.2.2 3-D Joint Position Coordinates from an RGB-D Sensor

OpenNI SDK [30] can effectively determine 3-D coordinates of fifteen joints in human body,

referred as skeleton data as shown in Fig. 4.2, from the depth data of Kinect. Kinect can deliver

the depth data at 30 fps. The raw skeleton data from OpenNI has three coordinates (x, y and z)

of fifteen joints at 30fps. For two seconds, there are 3× 15× 30×2 = 2700 dimensions in total.

In Section 4.2.4, we will describe our approach to reduce the dimension of the feature by forming

local vectors based on human range of movements and at a lower frame rate.
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Figure 4.2: Human skeleton composed from fifteen (15) joints.

4.2.3 Problem with Correlation Based Feature Reduction

The typical ways to reduce dimension of data rely on finding some relationship between the fea-

tures and the classification of the data. They select features based on the “relevance” of the features

to correctly represent the input data. In doing so, the feature set is fit to the input data, i.e. learning

set.

In our framework, if we do not have the ground truth of the data given, it is difficult to apply

the conventional dimensional reduction techniques. Further more, we would like the features to

be generalized for HAR but not fit to the sample data with finite set of actions at any one time. For

example, if our training actions do not have legs motion, the feature space would be reduced to

omit features related to legs. The framework is designed to discover undefined number of actions.

We have avoided applying correlation based dimensional reduction to reduce the dimension of the

feature space.

To demonstrate the negative effect of the correlation based dimension reduction for our ap-

plication, we have used minimum Redundancy Maximum Relevance (mRMR) [33] to select 500

features from the 2700 features. We performed K-means clustering on the learning set of KOS-
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H16 dataset (see Appendix A), and followed by cross-validation by assigning members of the test

set of KOS-H16 to the centroids obtained from the learning set. Table 4.1 shows the result. Prec

and Rec are the precision and recall during the learning phase, i.e. clustering with ground truth.

Prec Cross and Rec Cross are the precision and recall during the cross-validation, i.e. assigning

unseen data to existing clusters. We observe significantly poor precision and recall during the

cross-validation.

Table 4.1: Precision and recall during clustering and cross-validation on KOS-H16 dataset, with
500 features selected by mRMR.

Prec Prec Cross Rec Rec Cross

bowing 52.0 0.0 61.3 0.0
drinking (left) 100 0.0 98.0 0.0
drinking (right) 36.0 30.2 100 55.6
sit 63.9 66.7 62.7 4.4
sit down 84.2 2.0 84.0 1.1
stand 84.1 19.4 94.0 71.1
stand up 79.6 52.5 96.0 60.0
talking on phone (left) 97.7 0.0 54.0 0.0
talking on phone (right) 33.3 0.0 33.3 0.0
walking 94.0 3.0 82.7 3.3
wave bye (left) 100 0.0 88.7 0.0
wave bye (right) 0.0 0.0 0.0 0.0
wave come (left) 98.0 68.1 78.0 38.9
wave come (right) 80.1 45.1 96.7 64.4
wave go (left) 100 16.0 92.7 18.9
wave go (right) 33.3 9.9 18.7 18.9

Average: 71.0 19.5 71.3 21.0

4.2.4 Human Range of Movements

While it is difficult to model human activities and actions due to its wide variety and complexity,

human movements are constrained by the range of movement (ROM) [34]. Studies in kinematics

of human motion [35] have identified possible movements around human joints including flexion,

extension, lateral flexion, rotation of spinal column (the body movements); flexion, extension,

abduction, adduction of shoulder joint (the arm movements); flexion, extension of elbow joint (the

forearm movements); flexion, extension of knee joint (the leg movements); flexion, extension,
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adduction of hip joints (the thigh movements). Fig. 4.3 gives some illustrations of human range

of movement.

In our work, these angular movements have been used as features for human action detection.

extension 

abduction 

abduction flexion 

flexion 

extension 

flexion 

extension 

adduction 

adduction flexion 

flexion 

extension 
flexion 

Figure 4.3: Illustrations of range of movement.

For each pose, i.e., in each frame, the following features are extracted from the coordinates

of the joint positions: four vectors describing body flexion and turn; four vectors describing arms

abduction and flexion; and four vectors describing leg abduction and flexion. Fig. 4.4 illustrates a

vector to represent right hand flexion.
−→
rh and −→rs are the vectors that represent the joint coordinates

of the right hand and the right shoulder, respectively, in camera coordinate frame. In total we have

42 features per frame. The details are given in Chapter 6.

By taking local vectors and perform coordinate frame transformation, the features are view-

invariant. While it is not important to be scale-invariant when working on a single person, we

scale the vectors by the shoulder width to maintain scale-invariant. This will become useful when

we want to share the learned action models between different systems. In addition to vectors

representing the range of movement, we added two vectors to represent the interaction of each

hand with head. We note our hands interact most with the head and some actions can be difficult

to discriminate, e.g., drinking and talking on phone.
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Right shoulder: 

𝑟𝑠 

Right hand: 

𝑟ℎ 

Right hand flexion: 

 𝑟ℎ𝑓 = 𝑟ℎ − 𝑟𝑠 

Camera 

Figure 4.4: A example of vector to represent right hand flexion in ROM.

4.2.5 Investigation of Features for Human Action Recognition

Given that each action observation is sampled for a window of two seconds, at 30fps, each action

observation contains 60 frames at full resolution. In this section, we test the effectiveness of our

feature set in clustering and the effect on clustering outcome when the frames per observation are

reduced to 30, 15 and 6.

Note that Schindler and Gool [36] have showed that 5 to 7 frames are sufficient to recognize

basic actions, and Sung et al. [4] have used fixed window of three seconds on the same dataset

that we are using in this work.

4.2.5.1 Experiment on Feature Extraction

We have conducted two experiments to determine the effectiveness of the feature set. We first

perform K-means clustering (see Section 4.1) at different frames per observations to determine a

suitable reduce frame rate. Using the frame rate determined, we evaluate the clustering perfor-

mance in detail. We have used the two datasets (learning sets) described in Appendix A, without

the random movements. All actions from the dataset of each subject were pooled together, and

K-means was ran on the dataset of each subject. The results presented here are the average of five

runs of the experiment.
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4.2.5.2 Result and Discussion on Feature Extraction

Fig. 4.5 gives the average precision and recall score of all nine actions from the four subjects

(Person 1 to 4) of CAD-60 dataset at different frames per observation. It can be seen that reducing

the frames from 60 to 30 has no effect on the performance of clustering while reducing to fifteen

frames only lowered the precision and recall by not more than 1%. Further reduction to 6 frames

only lowered the clustering performance by further 1%. This however is anticipated as majority

of the actions in the dataset do not involve much motion. For actions with significant motion, e.g.,

waving hand, we expect the clustering performance to degrade significantly at low frame rates.
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Figure 4.5: Average precision and recall of all nine actions for four subjects (Person 1 to 4) at
different frames per observation.

Fig. 4.6 shows the clustering performance on our dataset, KOS-H16, at different frames per

observation. This dataset has actions with significant movements. It is surprising to see that at

six frames per observation, the clustering result was significantly better than the results at higher

frame rates. The inconsistency between the results for the two datasets indicates that at six frames

per observation, the clustering outcome is highly dependent on the nature of the data. We can
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however observe that the clustering performances at 15, 30 and 60 frames per observation were

consistent in both datasets. The results on both datasets indicate that at 15 frames per observation,

the clustering result was close to that at full resolution of the sensor, i.e., 60 frames per observation.

The result suggests that 15 frames per observation is a suitable reduced frames per observation

without compromising the clustering performance.
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Figure 4.6: Average precision and recall of all sixteen actions for single subject (Person 5) at
different frames per observation.

From here on, we discuss the results at 15 frames per observation. Fig. 4.7 shows the average

precision and recall of the clustering of all the actions for each of the five subjects. The average

clustering performance across all subjects and all actions has the precision of 80.4% and recall of

83.8%. The dataset of Person 5 has the lowest precision and recall at 68.6% and 75.6% respec-

tively. This is due to the fact that there are significantly more actions to discriminate in this dataset

and that there are significantly more movements in the actions.

Table 4.2 and Table 4.3 show the detailed clustering result for each action for each subject.

The results in Fig. 4.7 correspond to the bottom rows in Table 4.2 and Table 4.3. From these

tables, we see the clustering performance was good in most of the actions, with many achieving
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Figure 4.7: Average precision and recall of the clustering of all actions for all five subjects at 15
frames per observation.

100% precision and recall.

Table 4.2: Precision and Recall of the Clustering Result for Person 1 to 4.

Person 1 Person 2 Person 3 Person 4 Average
Prec Rec Prec Rec Prec Rec Prec Rec Prec Rec

brushing teeth 46.1 77.5 67.8 99.3 89.0 93.9 66.5 63.9 67.3 83.7
cooking (chopping) 98.5 90.0 90.4 94.3 90.0 98.2 77.9 87.9 89.2 92.6
cooking (stirring) 90.9 99.3 84.3 72.5 79.0 80.0 48.9 64.6 75.7 79.1
relaxing on couch 100 100 100 100 100 100 100 100 100 100
still (standing) 100 98.6 100 100 98.6 100 53.8 80.0 88.1 94.6
talking on couch 90.0 100 100 100 100 100 100 77.9 97.5 94.5
talking on the phone 79.2 42.9 38.3 40.0 75.3 78.6 19.9 40.0 53.2 50.4
working on computer 80.0 80.0 97.8 100 100 100 90.2 100 92.0 95.0
writing on whiteboard 100 100 69.2 74.3 100 100 80.0 56.8 87.3 82.8

Average: 87.2 87.6 83.1 86.7 92.4 94.5 70.8 74.6 83.4 85.8

K-means clustering outcome is sensitive to the randomness in its initialization. However, the

effect is observed only with actions that are very similar. For example, significant confusion was

observed between Action 1 (brushing teeth) and 7 (talking on the phone) as they are very similar
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Table 4.3: Precision and Recall of the Clustering Result for Person 5.

Prec Rec

bowing 81.6 98.6
drinking (left) 56.4 85.0
drinking (right) 11.4 14.3
sit 79.1 98.6
sit down 98.4 85.4
stand 76.2 76.1
stand up 58.6 57.9
talking on phone (left) 33.0 22.5
talking on phone (right) 55.9 87.9
walking 83.6 92.9
wave bye (left) 64.9 77.5
wave bye (right) 84.8 93.9
wave come (left) 69.5 74.6
wave come (right) 78.9 99.3
wave go (left) 87.5 79.3
wave go (right) 78.3 65.7

Average: 68.6 75.6

as illustrated in Fig. 4.8. Action 2 (chopping) and 3 (stirring) are also very similar as illustrated

in Fig. 4.9. In certain runs of K-means, Action 5 (standing) was confused with a few standing

actions such as Action 1 (brushing teeth) and 7 (talking on the phone).

Action 1 Action 7 

Figure 4.8: Skeleton of Action 1 (brushing teeth) and Action 7 (talking on the phone). They are
very similar.

The consequence is that we observe low value of precision and recall in these actions in Table

4.2. In the case of the dataset for Person 5, there are more actions that are similar to each other. In

this dataset, Action 2 (drinking with left hand) and 8 (talking on phone with left hand); Action 3

(drinking with right hand) and 9 (talking on phone with right hand), are very similar.
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Action 2 Action 3 

Figure 4.9: Skeleton of Action 2 (chopping) and Action 3 (stirring). They are very similar.

The results in Table 4.2 and 4.3 were compiled from five runs of the clustering. To avoid

clutter, we show only two confusion matrices out of the five runs to illustrate the state of confusion.

The rows are the actual actions and the columns are the clusters obtained. In Fig. 4.10, we see

that Action 2 (drinking with left hand) and 8 (talking on phone with left hand) were confused with

each other, and Action 3 (drinking with right hand) was confused with Action 9 (talking on phone

with right hand). In this run, Action 1 (bowing) was significantly confused with Action 6 (stand).

However, in another run, Action 1 and 6 were not confused as shown in the confusion matrix in

Fig. 4.11. In this run, Action 8 (talking on phone with left hand) and 11 (wave bye with left hand)

were confused instead. The effect of the random initialization of K-means is observed. However,

for most actions, the effect was not significant.

4.3 Number of Clusters in Unsupervised Learning

In unsupervised learning, one of the most challenging problems is to know how many valid classes

or clusters are available in the dataset. Given a dataset as shown in Fig. 4.12(a), specifying

different k-value will result in different clusters being formed. Without knowledge of the data, it

is difficult to know the correct value of k. Further, there may be noise in the data as shown in Fig.

4.12(d).

For the algorithm to be scalable to undefined number of action, it needs to perform clustering

without prior specification of the k-value. The algorithm should also have the notion of noise in

order to reject random movements.
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P5 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 

A1 55 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

A2 0 41 0 0 0 0 0 15 0 0 0 0 0 0 0 0 

A3 0 0 0 0 0 0 0 0 49 3 0 4 0 0 0 0 

A4 0 0 0 56 0 0 0 0 0 0 0 0 0 0 0 0 

A5 4 0 0 0 47 0 0 0 0 4 0 1 0 0 0 0 

A6 52 0 0 0 0 0 0 0 0 2 0 0 0 2 0 0 

A7 0 0 0 1 0 0 54 0 0 0 0 0 1 0 0 0 

A8 0 28 0 0 0 0 0 26 0 0 2 0 0 0 0 0 

A9 0 0 0 0 0 0 0 0 53 0 0 3 0 0 0 0 

A10 2 0 0 0 0 0 2 0 0 51 0 0 0 1 0 0 

A11 0 0 0 0 0 0 0 3 0 0 53 0 0 0 0 0 

A12 0 0 0 0 0 0 0 0 0 1 0 55 0 0 0 0 

A13 0 0 0 0 0 0 0 1 0 0 4 0 51 0 0 0 

A14 0 0 0 0 0 0 0 0 0 0 0 1 0 55 0 0 

A15 0 0 0 0 0 0 0 1 0 0 0 0 51 0 4 0 

A16 0 0 0 0 0 0 0 0 0 1 0 2 0 7 0 46 

Clusters 

A
c
tu

a
l 

Figure 4.10: Confusion matrix for clustering result for Person 5 in one of the five runs.

P5 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 

A1 55 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 

A2 0 45 0 0 0 0 0 7 0 0 4 0 0 0 0 0 

A3 0 0 0 0 0 0 0 0 49 2 0 5 0 0 0 0 

A4 0 0 0 55 1 0 0 0 0 0 0 0 0 0 0 0 

A5 4 0 0 0 48 0 0 0 0 4 0 0 0 0 0 0 

A6 0 0 0 0 0 55 0 0 0 1 0 0 0 0 0 0 

A7 0 0 0 1 0 0 54 0 0 0 0 0 0 1 0 0 

A8 0 22 0 0 0 0 0 9 0 2 23 0 0 0 0 0 

A9 0 0 0 0 0 0 0 0 55 0 0 1 0 0 0 0 

A10 0 0 0 0 0 2 0 0 0 53 0 0 0 1 0 0 

A11 0 0 0 0 0 0 0 1 0 0 55 0 0 0 0 0 

A12 0 0 0 0 0 0 0 0 8 1 0 45 0 0 0 2 

A13 0 0 0 0 0 0 0 1 0 0 0 0 55 0 0 0 

A14 0 0 0 0 0 0 0 0 0 0 0 0 0 56 0 0 

A15 0 1 0 0 0 0 0 0 0 0 1 0 0 0 54 0 

A16 0 0 0 0 0 0 0 0 0 1 0 1 0 9 0 45 

Clusters 

A
c
tu

a
l 

Figure 4.11: Confusion matrix for clustering result for Person 5 in another one of the five runs.

The conventional way to estimate the number of clusters, or k-value, is to perform the cluster-

ing for the range of k = 2 to n and evaluate the clustering results at each k-value, where n is the

number of data points in the dataset. The k-value that gives the “best clustering outcome” based
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k = 7 

k = 5 

(a) 

(b) 

(c) 

(d) 

Figure 4.12: Uncertainty in number of clusters.

on certain criteria is taken as the optimal k-value.

There have been various criterion [37] used to evaluate the clustering outcome and to select the

“best clustering outcome”. They are generally referred as cluster validity indices. We have investi-

gated the use of cluster validity indices for human action discovery. We evaluated the effectiveness
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of five indices [38, 39, 40, 41, 42] as given below.

Silhouette (Sil) [[42]]. For each data point, a(xi) is the average distance from the point to other

points in its cluster, and b(xi) is the average distance from it to all points in nearest cluster. The

objective is to maximize Sil(k).

per point Sil(xi) =
b(xi)−a(xi)

max{b(xi),a(xi)}
(4.2)

per cluster Sil(C j) =
1∣∣C j
∣∣ ∑

xi∈C j

Sil
(

x( j)
i

)
(4.3)

overall Sil(k) =
1

k

k

∑
j=1

Sil (C j) (4.4)

Davies-Bouldin (DB) index [[39]]. The objective is to minimize the DB(k) index.

DB(k) =
1

k

k

∑
i=1

max
j ̸=i

{
si + s j

di j

}
(4.5)

s j =
1

n j
∑

xi∈C j

∥∥∥x( j)
i − c j

∥∥∥,di j =
∥∥ci − c j

∥∥ (4.6)

Calinski-Harabasz (CH) index [[38]]. The objective is to maximize CH(k).

CH (k) =
trace(SSW(k))/k−1

trace(SSB(k))/n−k
(4.7)

where SSW (k) is the (sum-of-square) within-cluster scatter matrix and, SSB(k) is the (sum-of-

square) between-cluster scatter matrix as given below:

SSW (k) =
k

∑
j=1

∑
xi∈C j

(
x( j)

i − c j

)T (
x( j)

i − c j

)
(4.8)

SSB(k) =
k

∑
j=1

(c j −µ)T (c j −µ) (4.9)
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where µ is the mean of the whole dataset.

Krzanowski-Lai (KL) index [[41]]. The objective is to maximize KL(k).

KL(k) =
∣∣∣∣ DIFF (k)
DIFF (k+1)

∣∣∣∣ (4.10)

DIFF (k) = (k−1)
2/ptrace(SSW (k−1))− k2/ptrace(SSW (k)) (4.11)

where p is the dimension (number of variables/features) of the data point; p = 630 in our case,

see Section 4.

Hartigan (Ha) index [[40]]. The objective is to add cluster until Ha is below a threshold.

Ha ≤ 10 is typically used and we have used this value in our work reported in this dissertation.

Ha(k) =
(

trace(SSW (k))
trace(SSW (k+1))

−1

)
(n− k−1) (4.12)

where n is the number of data points in whole data set.

Table 4.4 shows the result of estimating the number of clusters (value of ks) for K-means using

the five cluster validity indices for the the learning set of CAD-60 dataset (see Appendix A). For

the purpose of comparison, we have computed the overall error for each index as given in Eq.

4.13. The index with lowest error is considered as giving the best value of ks.

Overall error et = e(t(1))+ e(t(2)) (4.13)

where

e(t(1)) = ( ∑
(P∈P1,P2,P3,P4)

(kp
s − kp

e )
2)(12) (4.14)

e(t(2)) = ( ∑
(P∈P1R,P2R,PR3,P4R)

(kp
s − kp

e )
2)

(12) (4.15)

where kp
s is the k suggested, for the dataset of the subject p, kp

e is the expected k for the dataset
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of the subject p, e(t(1)) is the total error for all datasets without random actions, e(t(2)) is the total

error for all datasets with random actions. P1, P2, P3 and P4 are the datasets of the subjects P1,

P2, P3 and P4 without the random movements. P1R, P2R, P3R and P4R are the datasets of the

subjects P1, P2, P3 and P4 with the random movements.

For datasets without random actions, kp
e is 9. For datasets with random actions, we expect kp

e

to be more than 9, however we did not know the exact number. For the purpose of comparison,

we have used the average value of all ks above 9 for datasets with random actions. The value is

12.9. While Sil, CH and DB did well on datasets without random actions, they performed poorly

on datasets with random actions that have high variances. The result suggested that Hartigan index

was the best choice among the five indices. The approach using a cluster validity index, however,

do not reject random movements or noise. It attempts to estimate an optimal number of clusters

and all data points are assigned to a cluster. However, in noisy data, the noise ideally should not

belong to any cluster.

Table 4.4: Estimated number of clusters, k_s, for K-means using DB, CH, KL, Ha and Sil indices
for CAD-60 dataset. P1 to P4 are datasets for the four subjects without random actions. P1R and
P4R are datasets for the four subjects with random actions.

DB CH KL Ha Sil

P1 6 8 8 8 6
P2 6 6 4 14 6
P3 6 10 20 10 9
P4 9 9 20 12 9

et(1) 5.2 3.3 16.4 6 4.2

P1R 5 3 17 11 5
P2R 17 3 11 11 4
P3R 10 3 16 12 10
P4R 3 3 17 10 3

et(2) 13.7 20 6.7 4.2 15.9

et 18.9 23.3 23.1 10.2 20.1
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4.4 The Incremental Clustering Algorithm

While K-means can cluster human actions represented with our features set, it suffers from two

major problems: it is sensitive to initialization and it requires the number of clusters, k, be specified

a priori. For the proposed framework to be fully autonomous, it has to be able to determine by

itself potential number of actions in the sample pool. To account for the two problems, we have

proposed an incremental action discovery algorithm

Conceptually, in a real life situation, the algorithm is executed at regular intervals of time after

a set of sufficient observations has been added into a sample pool; say, at the end of each day. The

system do not have information with regards to the potential number of actions in the sample pool.

The algorithm does not attempt to discover all actions within the sample pool at once. It makes its

best effort to discover the most likely action. This way it will discard random actions as well as

some valid actions. By most likely action, the algorithm finds the most compact cluster using the

homogeneity measure defined in the following subsection..

In this section, we describe our proposed incremental approach to discover human actions from

unlabeled observations in a noisy dataset. This approach is motivated by the way children learn

about their environment in an incremental manner. For example, while there are many activities

going on, children do not learn all of them at once. They learn them over time.

Fig. 4.13 gives the algorithm of our proposed incremental approach to discover clusters of

actions. It takes the dataset X and a minimum point per cluster MinPt parameter as input. It

returns a set of clusters that the algorithm has discovered. Not all data points in the dataset will be

clustered.

The basic idea is to start with a sufficiently high value of k, kmax. kmax can be up to n, the

number of data points in the dataset. However, it helps to restrict the computation time by setting

a reasonable value for kmax. There is no concrete guideline for the choice of kmax, however many

researchers had referred to Mardia et al. [43] as stating the rule of thumb for setting k =
√ n

2 . We

have chosen kmax =
√

n, which includes the value of k suggested by the said rule of thumb.

For each value of k, K-means is run for a few rounds and the clustering result with lowest

total intra-cluster distance is taken as that value of k. This minimizes the problem of sensitivity to
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ALGORITHM: Incremental discovery of clusters with MinPt 

INPUT:  A set of observations 𝒳 = 𝑥1, … , 𝑥𝑛  

 Minimum points per cluster MinPt 

OUTPUT:  A set of clusters 𝒪 = 𝐶1, … , 𝐶𝑁𝑟𝐶𝑡  

ALGORITHM: 

1: Set 𝑘 = 𝑘𝑚𝑎𝑥 = 𝑛; 𝒪 = ; 𝑖 = 1; Set MinPt; 

2: Let 𝒳∗ = 𝒳; 

3: While 𝑘 ≥ 𝑘𝑚𝑖𝑛 do 

3.1: Perform clustering on 𝒳∗ with 𝑘, giving clusters 
𝒪∗ = 𝐶1

∗, … , 𝐶𝑘
∗ ; 

3.2: Evaluate the homogeneity of each cluster 𝑪𝒋
∗ for 𝑗 = 1, … , 𝑘 only if 𝐶𝑗

∗ ≥ 𝑀𝑖𝑛𝑃𝑡; 

  

3.3: If there is no cluster where 𝐶𝑗
∗ ≥ 𝑀𝑖𝑛𝑃𝑡 , 

  𝑘 = 𝑘 − 1;  

  Skip to Step 2.7; 

3.4: Collect the most homogeneous cluster as 𝐶𝑖 

𝒪 = 𝒪, 𝐶𝑖  

3.5: Prune dataset 𝒳∗ = 𝒳∗ − 𝐶𝑖; 

3.6: Compute next k, 𝑘 = 𝑛∗ where n* is the number of observations in pruned𝒳∗; 

  3.7: Increment i; 

4: Collect un-clustered observations, 𝒪 = 𝒪, 𝒳∗  

Figure 4.13: The algorithm to incrementally discover actions with MinPt parameter.

initialization. For each k value, clustering is performed on the dataset and the homogeneity of each

of the clusters is evaluated. The choice of clustering algorithm and cluster homogeneity measure

will be described in the following subsections. The most homogeneous cluster is collected and the

members removed from the dataset. A new value of k is then computed from the new population

n∗ of the pruned dataset. Note that it is also possible to add new data to the pruned dataset. This

makes the algorithm feasible with dynamic data.

The process gradually lower the value of k until k = 2 or a specified value, Kmin. To ensure

the clusters have sufficient observations to model the actions, a minimum points or minimum

membership parameter (MinPt) can be imposed. We suggest to set the MinPt parameter based on

the size of the dataset as given below.

MinPt =
n

kmax
(4.16)
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where n is the number of data points in the dataset and kmax =
√

n.

4.5 Homogeneity of a Cluster

There are a number of measures [37] proposed to evaluate the compactness or validity of a clus-

ter. One key ingredient in many of these cluster validity indexes is the variance. To assess the

homogeneity, i.e., cohesiveness and compactness, of individual cluster and rank them accordingly,

we have defined and tested two measures: the intra-cluster mean variance (σ̄2) and mean joint

probability density function (P f ).

Low value of variance σ̄2 indicates compactness of the cluster.

mean variance σ2 (C j) = mean(var (C j)) (4.17)

var (C j) =
1

n j −1 ∑
xi∈C j

(
xi
( j)− x( j)

)∧2
(4.18)

centroid x( j) = mean(xi ∈C j) (4.19)

where x( j)
i = [xi1 · · ·xip] is a data point in Cluster C j with dimension p, n j is the number of

points in Cluster C j, x̄( j) (dimension p) is the mean of all points in Cluster C j, ∧2 is element-wise

square.

The joint probability density function assumes that observations of a non random action should

be normally distributed within its cluster around the cluster centroid with the standard deviation

of the cluster. High value of mean joint probability density function P f indicates good cohesion

of the cluster based on the assumption of normal distribution. Logarithm in Eq. (4.21) is used to

compress the range of the values.
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mean joint probability (4.20)

P f (C j) = mean(P(C j))

P(C j) =
p

∑
f=1

ln
(

pd f
(

x( j)
i f

))
(4.21)

pd f
(

x( j)
i f

)
=

1

σ( j)
f
√
2π

e
−

(
x
( j)
i f −µ

( j)
f

)2
(
2σ( j)

f

)2
(4.22)

where x( j)
i f is the f th dimension of x( j)

i , µ( j)
f is the mean value of the f th dimension of all points

in Cluster C j, σ( j)
f is the standard deviation value of the f th dimension of all points in Cluster C j.

The main difference between the two criteria is that the variance evaluates the distance of the

data points to the centroid, while the probability density function evaluates if the data points are

distributed in the form of normal distribution.

In both cases, the “mean” is taken across the dimensions of the data. Since the data points are

multidimensional, the mean across all dimensions gives a single value measure.

4.6 Advantages of the Incremental Approach

In a non incremental approach, the clusters are obtained from a single run of the clustering algo-

rithm, once the k-value was found by the cluster validity index. While we can rank the clusters,

we maintain the same set of clusters. On the other hand, with the incremental approach, the clus-

ters are obtained from the “best” cluster of each run of the clustering algorithm. The discovered

cluster is trimmed from the dataset after each run and the distribution of the data is perturbed.

This trimming can potentially lead to the discovery of clusters not found in the large dataset. The
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objective of the approach is not to estimate an optimal number of clusters, but instead it attempts

to find “good” clusters from the data. This is useful when we have noisy data.

The trimming in each iteration also reduces the overall computation time when compared to

the non incremental approach. In the non incremental approach using cluster validity index, the

algorithm search through the range of k-value, from k = 2 to k = kmax, with the same number of

data points, n, at all k-values. On the other hand, the incremental approach keeps reducing the

number of data points, n, in each iteration. It also lowers the k-value based on the reduced number

of data points. It does not necessary go through all values of k within the range of k =2 to k = kmax.

The algorithm starts from the highest k-value allowing it to find a cluster right from the first

iteration. The search starts from a high k value, kmax. The advantage of starting from high k

value is that it is more likely to have clusters with single action than using a small value of k. For

example, if there are ten actions in the sample pool, if we start with k = 2, it is highly likely that

both clusters contain a few actions in them. No decision can be made at this point until further

decomposition of the clusters has been performed. If we start with k = 20, for example, it is highly

likely that there are a number of the clusters that contain single action in them. By starting from

high k value, each cluster is being identified and trimmed from the sample pool at each iteration

of k value.

Fig. 4.14 shows the comparison between the non-incremental approach using cluster validity

index, e.g. Hartigan Index, and our incremental approach. The figure shows the outcome of each

iteration of the algorithm. In each iteration, the left hand side shows the outcome from the non-

incremental approach, i.e. using cluster validity index, while the right hand side is the outcome

from the incremental approach.

A factitious dataset with 53 data points was used. There are apparently three clusters sur-

rounded with noise. Given n = 53, kmax is approximately 7. The incremental approach started

with highest k = kmax, while the non-incremental approach started with lowest k = 2. The non-

incremental approach iterated through all values of k from 2 to 7 and computed the cluster validity

index in each iteration or at the end of all iterations. An “optimal" k-value is determined based on

the cluster validity index value and the resulting clusters from the result with the “optimal" k-value
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Figure 4.14: Comparison between the incremental approach and non-incremental approach of
clustering (cluster validity).

are taken as the outcome. All data points are assigned to a cluster, i.e. there is no noise rejection.

In the test run, this approach took six iterations to complete. In contrast, the incremental approach

found one cluster in each iteration and complete the clustering in five iterations. In each iteration,

the dataset reduced in size.
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4.7 Human Action Discovery Performance

We have evaluated the performance of our proposed incremental clustering approach on the datasets

described in Appendix A. We also experimented on the value of MinPt parameter, and identify the

suitable homogeneity measure among the two given in Section 4.5.

4.7.1 Experiment

In our experiment, we let the algorithms in the framework exhaust all samples in each dataset.

The datasets have finite samples. In real life application, the algorithms in the framework do not

have to discover all actions at once. In our experiment, we have used minimum points per cluster

MinPt = 25.

We carried out five experiments to evaluate the action discovery on the dataset of each subject.

One experiment used the non-incremental approach based on Hartigan index, while the other four

experiments investigate the different homogeneity measures and MinPt values using the incre-

mental approach. We the experiments as below:

• H: clustering using Hartigan index,

• Var: clustering using the proposed incremental approach using mean variance as the homo-

geneity measure without setting the minimum point parameter, i.e. MinPt = 0,

• Pdf: clustering using the proposed incremental approach using mean joint probability as the

homogeneity measure without setting the minimum point parameter, i.e. MinPt = 0,

• Var-25: clustering using the proposed incremental approach using mean variance as the

homogeneity measure with the minimum point parameter set to 25, i.e. MinPt = 25,

• Pdf-25: clustering using the proposed incremental approach using mean joint probability as

the homogeneity measure with the minimum point parameter set to 25, i.e. MinPt = 25.

The algorithm was given all the data points, all actions mixed up, without label from the dataset

of each subject. In each experiment, we evaluated how well the clustering discovered the actions
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and reject the random movements (RA) in each dataset (Person 1 to Person 5). For each clustering

result, we calculated the precision and recall. Given that the result of K-means is sensitive to the

random initialization, we performed five runs of each experiment to obtain an average evaluation

of the clustering performance.

4.7.2 Result and Discussion

Fig. 4.15 shows the average precision of the five experiments, H, Var, Pdf, Var-25 and Pdf-25 as

described in Section 4.7.1, on the dataset of each subject. The right most set of columns are the

overall average across five subjects. For each subject, the values given are the average across all

actions, i.e. nine actions for Person 1 to Person 4, and sixteen actions for Person 5.

6
7

.0
 

5
5

.2
 

7
2

.9
 

5
2

.6
 

4
4

.4
 

5
8

.4
 

8
8

.9
 

9
2

.5
 

8
6

.5
 

8
6

.3
 

8
6

.2
 

8
8

.1
 

7
4

.6
 8
1

.9
 

7
8

.5
 

7
7

.0
 

6
9

.7
 7
6

.3
 

9
1

.1
 

9
3

.7
 

9
4

.2
 

9
0

.6
 

8
6

.2
 

9
1

.2
 

8
0

.3
 

9
1

.6
 

9
2

.5
 

8
3

.6
 

8
3

.5
 

8
6

.3
 

0.0

20.0

40.0

60.0

80.0

100.0

H Var Pdf Var-25 Pdf-25

Figure 4.15: Average precision of different approaches for the data of each subject.

We observe a few things from Fig. 4.15:

1. For all subjects, the precision achieved using Hartigan index (H), i.e. the non incremen-

tal approach, is the lowest and it is significantly lower than the precision achieved by the

incremental approaches (Var, Pdf, Var-25 and Pdf-25).
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2. For all subjects, the highest precision is that achieved by the incremental approach using

mean variance as the cluster homogeneity measure and with minimum point parameter

MinPt = 25 (Var-25).

3. For all subjects, the precision achieved by the incremental approach using mean joint proba-

bility (Pdf and Pdf-25) as the cluster homogeneity measure is lower than that achieved using

mean variance (Var and Var-25) as the homogeneity measure given the same minimum point

parameter. The use of probability density function makes assumption on the distribution of

the data points in the cluster. The use of variance does not make such assumption and only

evaluates the closeness of the data points to their cluster centroid.

4. Setting a value for the minimum point parameter improves precision in both cases of cluster

homogeneity measures.

5. The average precision across all five subjects for the result using Hartigan index (H) is

58.4%.

6. The average precision across all five subjects for the result using mean variance and MinPt =

25 is 91.2%.

7. The incremental approach with mean variance and MinPt = 25 achieved an average 32.8%

improvement in the precision over the non incremental approach using Hartigan index.

Fig. 4.16 shows the average recall of the five experiments. We observe similar trend as in the case

of precision. The overall average recall for the result using Hartigan index (H) is 73.5%, while the

result using mean variance and MinPt = 25 achieved an average 92.5% recall. The incremental

approach improves the recall by an average of 19%.

Further, we note while the use of Hartigan index can estimate the number of clusters, it does

not has the ability to distinguish the clusters between valid actions and random actions. On the

other hand, the incremental approach shows great potential to reject random movements. To illus-

trate this claim, we look into the detail of one run of the incremental clustering algorithm. Table
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Figure 4.16: Average recall of different approaches for the data of each subject.

4.5 shows the complete result in one run of the incremental approach using mean variance and

MinPt = 25 for the data of Person 4.

Table 4.5: One complete run of the incremental discovery algorithm using mean variance and
MinPt = 25 for Person 4

i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
k 24 23 22 21 20 19 18 17 16 15 13 11 7 5 3 U

A1 0 0 38 0 1 0 0 0 0 0 0 17 0 0 3 0
A2 0 0 0 1 0 0 0 0 0 55 0 0 0 0 0 0
A3 0 0 0 36 0 0 0 0 0 0 0 0 0 0 0 0
A4 0 30 0 0 0 0 26 0 0 0 0 0 0 0 20 0
A5 0 0 0 0 0 0 0 56 0 0 0 0 0 0 0 0
A6 0 0 0 0 0 0 0 0 33 0 0 0 0 20 0 0
A7 0 0 0 0 56 0 0 0 0 0 0 0 0 0 3 0
A8 56 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
A9 0 0 0 0 0 39 0 0 0 0 17 0 0 0 0 0
RA 0 0 0 1 0 0 0 16 0 0 8 9 25 15 13 25

The first row, i, is the iteration of the incremental approach as given in Fig. 4.13. The second

row is the k-value used in each iteration. The remaining rows are the actions as listed in Table
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A.1. In the first iteration, i = 1, the k =
√
616≃ 24. In this iteration, one cluster with lowest mean

variance was found. This cluster contains all the 56 instances of Action 8 (Working on computer).

These 56 instances were trimmed from the dataset, leaving 616−56 = 560 instances. In the next

iteration, i = 2, k =
√
560 ≃ 23. One cluster was found and it contains 30 instances of Action 4

(Relaxing on couch). The incremental process continued until no further cluster can be obtained.

A total of fifteen clusters were found, i.e. up to i = 15. Twenty five instances of the random

movements (RA) were not assigned to any cluster as collected in the right most column, U. We

observe a few things from Table 4.5:

1. The clusters obtained in early iterations are homogeneous, i.e. contains only one action.

2. The instances of random movements (RA) are only clustered towards the end of the incre-

mental process.

The above behaviors are desirable for action discovery. One exception to the above observation

is at eighth iteration, i = 8. At eighth iteration, a significant number of random movements (RA)

were clustered with Action 5 (Still). Further investigation into the dataset revealed that these

random movements (RA) happened to be sampled from instances when the subject was in still

state.

4.8 Summary

In this chapter, we have proposed a set of features suitable for generalization of human action

recognition. We suggested a frame rate of fifteen frames per action observation of two seconds

window size. We demonstrated the potential of performing unsupervised human action recognition

using just the skeleton data from an inexpensive depth sensor.

We addressed the problem of the prior specification of the number of clusters with our pro-

posed incremental approach of clustering. The incremental approach of clustering is used for

human action discovery. Unlike conventional approaches that “estimate the number of clusters”

in the data, the incremental approach finds “good clusters” in the data. This behavior makes the

approach suitable in noisy data.

62



The approach is implemented with simple clustering algorithm, i.e. K-means. The approach

was evaluated on two different datasets comprising of twenty five actions and five subjects in total.

The results suggest the use of mean variance as the cluster homogeneity measure. The results show

that the proposed approach can potentially reject random movements or noise. The incremental

approach also reduces computation time by trimming the dataset in each iteration and recalculating

k-value based on the population of the trimmed dataset.

The results show that the approach achieved an overall average precision of 91.2% and recall

of 92.5% across the dataset of the five subjects. This represents an improvement of over 30% in

precision and 19% in recall when compared to the non incremental approach using cluster validity

index.

While the development of the proposed approach was motivated by the purpose of human

action discovery, it can be generalized and used in other applications requiring clustering without

prior knowledge of the data and with significantly noisy data. It can also be adapted to deal with

dynamic data since in each iteration the algorithm assumes a new dataset is made available for it

to find one “best” cluster.

There remains the issue of confusion among highly similar activities. We have observed that

the problem of sensitivity to random initialization is pronounced in the cases of highly confused

actions. By reducing the confusion, the problem of sensitivity to random initialization will be

minimized. However, this issue requires extending the feature set beyond solely using vision data.
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Chapter 5

Human Action Modeling

When a new action is discovered, i.e., a cluster is found, members of the cluster become examples

to learn a template or model for that action. Probability-based algorithms are most commonly used

to model human activities and actions. In fact, Hidden Markov Model (HMM) [44] is one of the

most popular models [7, 17] to build human activity or action models. HMM has well established

mathematical ground and is versatile in its application. It has been used to model human actions

since the early 90s [45]. It remains effective even at present time [46] when the objective is for

activity or action recognition but not novelty in learning algorithm. In this work, we have chosen

Hidden Markov Model (HMM) [47] to model the actions.

5.1 Mixture of Gaussians Hidden Markov Model

Human actions are time series of features, e.g., the change of joint positions over time. The

combination of the various joint positions, representing a posture, is considered a state of an

action. The changes of joint positions over time is considered state transition. The data, in the

form of 3-D coordinates of joint positions is what the system observes in each state of the action.

The observations contain errors and uncertainties due to the noise in the sensor data. This scenario

can be specified by an HMM.

An HMM is characterized by the following parameters:
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λ = (A,B,π) (5.1)

where

A =
{

ai j
}
, 1 ≤ i, j ≤ Q is the state transition matrix, which defines probability that the next

state will be S j given current state is Si, where S = {Si} , 1≤ i ≤ Q is the set of states and Q is the

number of states.

π = {πi} , 1 ≤ i ≤ Q is the initial probabilities, where πi is the probability of starting in State

Si.

B =
{

b j (O)
}
, 1≤ j ≤ Q is the emission probability matrix, where b j (O) describes the prob-

ability density of observing a continuous output O in state S j.

We use HMM with Mixture of Gaussians to account for a continuous set in the output obser-

vation. The original HMM has the output observation in a set of discrete symbols. Our framework

is designed to discover, learn and recognize potentially undefined number of actions. It will sig-

nificantly degrade the quality of the model if the continuous output is quantized into a set of finite

discrete output symbols. The required number of the output symbols will be prohibitively large

in order to cover the 3-D volume around a human body while cater for the required resolution to

discriminate similar actions. For this reason, Mixture of Gaussians is used to represent the output

observations. For M-component Mixture of Gaussians, the emission probability density function

is given as

b j (x) =
M

∑
k=1

c jkN
(
x;µ jk,Σ jk

)
. (5.2)

where x is a p-dimensional continuous-valued data vector, c jk is the mixture weight, N is

the Gaussian or normal density function, µ jk and Σ jk are the mean vector and covariance matrix

associated with state S j and mixture component k.

Replacing B in Eq.5.1 with the parameters in Eq.5.2, the parameters to learn for the HMM

model are ai j, πi, c jk, µ jk and Σ jk. Let the output observation be a time series of length T ,

O = {x1, ...,xT}, the parameters are estimated using the following series of equations in Baum-

65



Welch algorithm [44].

The forward variable is defined as

αt(i) = P(x1, ...,xt ,qt = Si|λ). (5.3)

where qt indicates the state at time step t.

αt(i) can be solved by

α1(i) = πibi(x1), 1≤ i ≤ Q (5.4)

and

αt+1( j) =
[
∑Q

i=1 αt (i)ai j

]
b j(xt+1) 1≤ t ≤ T −1

1≤ j ≤ Q.
(5.5)

The backward variable is defined as

βt(i) = P(xt+1, ...,xT ,qt = Si|λ), (5.6)

and βt(i) can be solved by

βT (i) = 1, 1≤ i ≤ Q (5.7)

and

βt( j) = ∑Q
j=1 ai jb j(xt+1)βt+1( j) 1≤ t ≤ T −1

1≤ j ≤ Q.
(5.8)

Using the forward and backward variables defined above, the probability of being in state Si

at time t and state S j at time t +1, given the model and the observation sequence O, is defined as
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ξt (i, j) = P(qt = Si,qt+1 = S j|O,λ)

=
αt (i)ai jb j (xt+1)βt+1 ( j)

∑Q
i=1 ∑Q

j=1 αt (i)ai jb j (xt+1)βt+1 ( j)
. (5.9)

The desired parameters of the model can then be estimated through an iterative update process

using the following equations:

π̂i =
Q

∑
j=1

ξt (i, j) (5.10)

âi j =
∑T−1

t=1 ξt (i, j)

∑T−1
t=1 ∑Q

j=1 ξt (i, j)
(5.11)

ĉ jk =
∑T

t=1 γt ( j,k)

∑T−1
t=1 ∑M

k=1 γt ( j,k)
(5.12)

µ̂ jk =
∑T

t=1 γt ( j,k) · xt

∑T−1
t=1 γt ( j,k)

(5.13)

Σ̂ jk =
∑T

t=1 γt ( j,k) ·
(
xt −µ jk

)(
xt −µ jk

)′
∑T−1

t=1 γt ( j,k)
(5.14)

where prime denotes vector transpose and γt ( j,k) is the probability of being in state j at time

t and the kth mixture component accounting for xt , i.e.,

γt ( j,k)

=

[
αt ( j)βt ( j)

∑Q
j=1 αt ( j)βt ( j)

]
× (5.15)[

c jkN
(
xt ,µ jk,Σ jk

)
∑M

m=1 c jmN
(
xt ,µ jk,Σ jk

)] .
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With the Mixture of Gaussians parameters, the resulting HMM model in Eq.5.1 is elaborated

as Eq.5.16 where B has been replaced by µ, c and Σ:

λ = (A,µ,c,Σ,π) (5.16)

The objective of the learning phase is to determine the parameters in Eq. 5.16 for each action

model.

5.2 The Learning Process

To learn the HMM, it is necessary to predefine the values of the number of states Q and the number

of mixture of Gaussians M. To autonomously determine these values, we use an exhaustive search

within a range of values and select the model that has the best performance in cross-validation test.

Fig. 5.1 summarizes the steps in the learning process. At the beginning, the cluster members

are split into training and cross-validation sets as illustrated in Fig. 5.2. We use 8:2 training to

cross-validation ratio. 80% of the members in the cluster are used to train the model, while 20%

are used to perform holdout cross-validation of the model. Through exhaustive search of model

parameters, the model with best cross-validation performance is chosen as the learned model.

Exhaustive search will find the best solution within the search space, however it is extremely

computation demanding. It is necessary to constrain the range of the search values. We will

suggest a suitable range of values based on our experimental outcomes.

5.3 Human Action Recognition Performance

We evaluate the effectiveness of the Mixture of Gaussians HMM in modeling the actions in our

datasets and the learning strategy described in Fig. 5.1.
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ALGORITHM: Learning of action model 

INPUT:  A cluster of observations 𝐶 = 𝑂1, … , 𝑂𝑛  

OUTPUT:  HMM model of the action 𝜆 = 𝐴, 𝜋, 𝑐, 𝜇, Σ  

  

ALGORITHM: 

1: Set values of 𝑄𝑚𝑖𝑛, 𝑄𝑚𝑎𝑥, 𝑀𝑚𝑖𝑛, 𝑀𝑚𝑎𝑥 and 𝑃𝑡𝑟𝑎𝑖𝑛; 

2: LL = -Inf; 

3: Split members of 𝐶 into training set 𝐶𝑡𝑟𝑎𝑖𝑛 and cross-validation set 𝐶𝑐𝑣 with 𝐶𝑡𝑟𝑎𝑖𝑛 =
𝑃𝑡𝑟𝑎𝑖𝑛 𝐶  and 𝐶𝑐𝑣 = 1 − 𝑃𝑡𝑟𝑎𝑖𝑛 𝐶 ; 

4: For 𝑀𝑚𝑖𝑛 to  𝑀𝑚𝑎𝑥 %search number of mixtures 

  4.1: For 𝑄𝑚𝑖𝑛 to 𝑄𝑚𝑎𝑥; %search number of states 

   4.1.1: Train HMM on 𝐶𝑡𝑟𝑎𝑖𝑛 to give 𝜆 = 𝐴 , 𝜋 , 𝑐 , 𝜇 , Σ ; 

     4.1.2: Test the HMM on 𝐶𝑐𝑣 and computer average log likelihood  𝐿𝐿𝑐𝑣; 

   4.1.3:  If 𝐿𝐿𝑐𝑣 > 𝐿𝐿, 𝜆 = 𝜆 ; 

Figure 5.1: The steps involved in the learning phase. Qmin and Qmax are the minimum and maxi-
mum value of the number of states respectively. Mmin and Mmax are the minimum and maximum
value of the number of mixtures respectively. Ptrain is the proportion of data to be used as training
set.

HMM 

80% of data points 

learning 

predictor 

20% of data points 

cross-validation 

Log Likelihood (LL) 𝜆 = 𝐴, 𝐵, 𝑐, 𝜋, Σ  Q, M 

(Try different values of Q and M  

for best LL) 

Figure 5.2: Splitting a cluster into learning and cross-validation sets.

69



5.3.1 Experiment

We model each action in the learning set as described in Appendix A for both datasets, CAD-60

and KOS-H16. The experiments were conducted without the random actions. This is a supervised

learning scenario. The model learned for each action is then tested with the samples in test set as

described in Appendix A.

In our experiment, we have used minimum number of mixtures Mmin = 1, maximum number

of mixtures Mmax =7, minimum number of states Qmin =2 and maximum number of states Qmax =

15. Given that we have 15 frames per feature in one sample, we set Qmax = 15. Five runs of the

experiment were carried out, and we report the average results.

5.3.2 Result and Discussion

Fig. 5.3 shows the average precision and recall of the HMM models to recognize unseen ob-

servations. The detailed results are given in Table 5.1 and 5.2. The learning and recognition

performance has achieved over 90% for both precision and recall for all the five subjects. If we

look at the detailed results in Table 5.1 for Persons 1 to 4, we can see that the recognition per-

formance achieved 100% precision and recall rate in majority of the actions. This performance is

in par with that achieved by Sung et al [13] using the more complex two layer maximum entropy

Markov model (MEMM) on the same dataset.

Table 5.1: Precision and Recall of the HMM Modeling Result for Person 1 to 4.

Person 1 Person 2 Person 3 Person 4 Average
Prec Rec Prec Rec Prec Rec Prec Rec Prec Rec

brushing teeth 96.0 99.2 82.2 98.3 87.9 100 79.6 95.8 86.5 98.3
cooking (chopping) 100 95.0 100 77.5 98.9 83.3 100 75.0 99.7 82.7
cooking (stirring) 100 100 100 100 100 99.2 100 96.7 100 99.0
relaxing on couch 100 99.2 100 99.2 100 100 100 96.7 100 98.7
still (standing) 100 100 100 100 100 100 100 100 100 100
talking on couch 100 98.3 100 95.8 100 99.2 100 95.8 100 97.3
talking on the phone 100 100 100 100 100 97.5 100 100 100 99.4
working on computer 100 99.2 100 88.3 100 90.8 100 89.2 100 91.9
writing on whiteboard 100 100 100 94.2 100 100 100 96.7 100 97.7

Average: 99.6 99.0 98.0 94.8 98.5 96.7 97.7 94.0 98.5 96.1
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Figure 5.3: Average precision and recall of learning and recognition for each subject.

Table 5.2: Precision and Recall of the HMM Modeling Result for Person 5.

Prec Rec

bowing 98.1 89.2
drinking (left) 100 95.0
drinking (right) 100 94.2
sit 86.0 89.2
sit down 65.7 100
stand 100 80.0
stand up 89.0 88.3
talking on phone (left) 90.5 98.3
talking on phone (right) 100 97.5
walking 95.4 95.0
wave bye (left) 100 92.5
wave bye (right) 100 93.3
wave come (left) 99.1 87.5
wave come (right) 99.1 80.0
wave go (left) 96.1 95.8
wave go (right) 84.3 97.5

Average: 94.0 92.1

Fig. 5.4 shows the values of M and Q in all runs of the experiments. While the algorithm was
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run with the range 1 ≤ M ≤ 7 and 2 ≤ Q ≤ 15, majority of M and Q values lie in the range of

1≤ M ≤ 4 and 2≤ Q ≤ 6.

5.4 Summary

Mixture of Gaussians Hidden Markov Model can effectively model the actions in our datasets

with overall average precision of 97.6% and recall of 95.3%. The proposed learning algorithm

effectively found the required number of Gaussian components and number of states. We observe

that the majority values of M and Q are in the range of 1≤ M ≤ 4 and 2≤ Q ≤ 6. This knowledge

will allow us to reduce computation time of the learning phase by limiting the search range of M

and Q.
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Figure 5.4: M and Q parameters in all runs of the learning algorithm.
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Chapter 6

A Prototype Implementation on A

Mobile Robot

We have build a prototype for the application of the auto-HaR framework based on a mobile robot.

In this chapter, we describe the details of the auto-HaR implementation for this prototype that have

not been covered in the other chapters.

6.1 Hardware Descriptions

The ultimate goal of developing the auto-HaR is to enable the application of human action recog-

nition technology in everyone’s home. One of the important criteria is to keep the cost low. The

hardware comprises of four items as shown in Fig. 6.1 and listed below:

1. A Microsoft Kinect Xbox 360 sensor

2. An iRobot Create Mobile platform with charging dock

3. A computing unit

4. A body frame

The total cost of the hardware is less than JPY150,000.00.
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Figure 6.1: Hardware components: iRobot Create mobile base, laptop, Microsoft Kinect Xbox
360 and acrylic body frame.

The iRobot Create is a low-cost mobile base. It has sensors and actuators to facilitate its safe

navigation in the normal household setting. It is the same mobile base being used in the popular

consumer robotic vacuum cleaner, iRobot Roomba. The mobile base is used to enable the use of

a single sensor to observe human activities. It provides the human following capability.

The Microsoft Kinect Xbox 360 sensor is the sensor used to capture the input data required

for the auto-HaR framework. Kinect has a combination of sensors as shown in Fig. 6.2 allowing

it to deal with both visual and audio data. It is being used in gaming consoles. In our application,

only visual data is used. The specifications of Kinect relevant to our application are:

• Viewing angle of 43◦ vertical by 57◦ horizontal field of view

• Color VGA motion camera 640 x 480 pixel resolution @30 FPS

• Depth Camera 640 x 480 pixel resolution @30 FPS

• Minimum viewing distance- 0.8m

• Maximum viewing distance- 3.5m
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Figure 6.2: Internal of Microsoft Kinect [3].

The computing unit is basically a computer to do all the processing to deal with the sensor

data, execute the algorithms in the auto-HaR framework and control the mobile robot. We have

used a Lenovo Thinkpad E440 with the following specifications:

• Intel Core i5-4200M CPU @ 2.50GHz with integrated graphics

• 4GB DDR3 RAM

• 256GB SSD HDD

• Windows 7 Professional 64-bit OS

6.2 Software Descriptions

For the prototype, we have used two open source programming platform:

1. Processing [48]. Processing is an integrated development environment built on Java pro-

gramming language with focus on visual output based on sketches.

2. GNU Octave [49]. GNU Octave is a high-level interpreted language, primarily intended for

numerical computations. It adopt similar syntax to the Matlab allowing easy adaption of

Matlab codes.
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Figure 6.3: Photos of the prototype mobile robot with its charging dock (right).

The Processing is used to interface with the Kinect to capture data, provide user interface and

control the mobile robot. It then triggers the Octave to execute algorithms in auto-HaR on the

collected data. We describe the implementation details of the software system in this section.

6.2.1 Overview

Fig. 6.4 shows the software structure for the prototype mobile robot.

The Kinect provides sensor data to the auto-HaR and robot control modules. The robot control

module uses the Kinect to detect the presence of the human and, track and follow the human using

its navigation behavior.

The auto-HaR framework uses the Kinect data to perform its operation as described in Chapter

3. It receives trigger signal from the robot control module when there is human subject to track

and performs the autonomous action recognition. A task scheduler is used to initiate the discovery

phase at scheduled time, e.g. at the end of a day.
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Figure 6.4: Software structure.

6.2.2 Human Following

To use a single sensor to observe the daily activities of a person requires that the sensor goes

wherever the person goes. This is the task of the human following module in the robot controller.

Human following is achieved by keeping a desired distance between the sensor and the person.

The OpenNI SDK can provide the 3D coordinates of the Center of Mass (CoM) of a person

in the view of the Kinect. This is provided without having to track the skeleton. The z-coordinate

gives the depth or outward distance from the sensor. By keeping the z-coordinate of the CoM

within a desired range, the mobile robot will constantly follow a person.

Fig. 6.5 shows the operating range of Kinect. It is desirable to maintain the person within the

normal range of 0.8 to 4 meters. To account for limited space in the premises, we keep the person

between 1 to 2 m.

6.2.3 Sampling: Input Segmentation

As described in Section 4.2, we have used sliding window to segment the continuous input data

into discrete action instances as shown in Fig. 6.6. We have used the reduced frame rate and
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Figure 6.5: Operating range of Kinect.

sample fifteen frames in two seconds. Given the sensor data is at thirty frame per second (30 fps),

there are sixty frames in two seconds. The sampling module practically record one frame in every

four frames received. The recorded data format is shown in Fig. 6.7. Each frame contains the 3D

coordinates of fifteen joint positions.

Take 15 frames in 2 seconds 

Figure 6.6: Sliding window sampling.

The complication comes in deciding the timing to sample the next instance. As the algorithm

does not know the start and begin of an action, if it sample an instance every two seconds as shown

in Fig. 6.8, the sampling process can miss actions performed in between the two sample instance.

If we sample an instance after every frame as shown in Fig. 6.9, an action can be sampled

into many instances. Some of these instances will be from the beginning of the action, while

some towards the end. The high number of peripheral movements will increase the confusion in

discovery phase. Further, there will be a large number of data to store.

In the prototype, we have used a random timing to sample three instances every two seconds
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Figure 6.7: Raw data format.

2 seconds 

(Instance 1) 
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(Instance 2) 

2 seconds 

(Instance 3) 

Figure 6.8: Sampling every two seconds.

2 seconds 

(Instance 1) 

2 seconds 

(Instance 2) 

2 seconds 

(Instance 3) 

Figure 6.9: Sampling every frame.

as shown in Fig. 6.10. This is a compromise between the two extreme cases described above.
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Figure 6.10: Sampling three instances at random timing every two seconds.

6.2.3.1 Coordinate Frame Transformation

To ensure the features extracted are view invariant, the coordinates of the joints are transformed

from the camera coordinate frame {C} to a coordinate frame on the body {B} as illustrated in Fig.

6.11.

{C} 

yC 

zC 

xC 

yB 

xB 

zB 
{B} 

Figure 6.11: Coordinate frame transformation.

We have chosen to place the body coordinate frame {B} at the torso joint of the first frame of

an action instance. By doing so, we avoided computing the transformation matrix in every frame.

Also, by fixing the {B} at first frame, we can observe the translation movement of the joints;
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otherwise the person will appear to be performing the action on the same spot, i.e. at stationary

location. This is illustrated in Fig. 6.12.

walking 
time 

1st frame ith  frame last  frame 

{B} 

fixing {B} at  

torso of 1st frame 

fixing {B} at  

torso of each frame 

Figure 6.12: Reference frame at torso joint of first frame in comparison with fixing the reference
frame at torso joint of every frame.

To simplify the transformation, we maintain the y-axis in {B} parallel to the y-axis in {C},

i.e. pointing upward. Also, the x-z plane in {B} is defined parallel to that in {C}. In this way,

the required transformation comprises (only) of a rotation around y-axis in {C} to align {B} such

that its z-axis is pointing to the front of the person and a translation from the origin of {C}, i.e.

< 0,0,0>, to the torso joint position in the first frame. This is illustrated in Fig. 6.13.

To transform the coordinates of a point in {C}, p⃗C, to its coordinates in {B}, p⃗B, we need to de-

termine the homogeneous transformation matrix, T B
C . The following steps describe the operations

involved to transform a point from {C} to {B}.

First obtain the following joint coordinates in {C} from the first frame of an action instance

captured from Kinect.

torso joint t⃗(1) =


tx(1)

ty(1)

tz(1)

 (6.1)
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Figure 6.13: Coordinate frame transformation.

le f t shoulder joint l⃗s(1) =


lsx(1)

lsy(1)

lsz(1)

 (6.2)

right shoulder joint r⃗s(1) =


rsx(1)

rsy(1)

rsz(1)

 (6.3)

Second, form the transformation matrix (in homogeneous form, i.e. 4x4) to translate the origin

from {B} to the origin of {C}. Note the translation is the negation of the torso joint vector in the

first frame.
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T (trans)B
C =



1 0 0 −tx(1)

0 1 0 −ty(1)

0 0 1 −tz(1)

0 0 0 1


(6.4)

Third, obtain the unit vectors of the x-axes of the two reference frames, x̂B is parallel to the

shoulder of the subject.

x̂B′ =
1∥∥∥∥(l⃗s(1)− r⃗s(1)

)
y=0

∥∥∥∥
(

l⃗s(1)− r⃗s(1)
)

y=0
and x̂C =


1

0

0

 (6.5)

Forth, compute the rotation angle θ using the left and right shoulder joints,

θ = sign
(
(x̂B′ × x̂C)y

)
cos−1 (x̂B′ · x̂C) (6.6)

Fifth, form the homogeneous transformation matrix for rotation,

T (rot)B
C =



cosθ 0 sinθ 0

0 1 0 0

−sinθ 0 cosθ 0

0 0 0 1


(6.7)

Sixth, compose the homogeneous transformation matrix T B
C ,

T B
C = T (rot)B

C∗T (trans)B
C (6.8)

Finally, given a point P whose coordinates in {C} is given by
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p⃗C =


pC

x

pC
y

pC
z

 (6.9)

Pad the vector and compute its coordinates in {B} ,

p⃗B

1

=



pB
x

pB
y

pB
z

1


= T B

C [

p⃗C

1

 (6.10)

6.2.3.2 Local Vector Features

In Section 4.2 we explained the use of local vectors to represent range of movements as the fea-

tures for an action instance. The local vector is computed from the difference between the 3D

coordinates of two joints as illustrated in Fig. 6.14.

Right shoulder: 𝑟𝑠 

Right hand: 𝑟ℎ 

Right hand flexion: 

 𝑟ℎ𝑓 = 𝑟ℎ − 𝑟𝑠 

{B} 

Figure 6.14: Right hand flexion.

The feature set comprises of twelve range of movements and two hand to head interaction

vectors as shown in Fig. 6.15. In total, we have fourteen 3-D vectors in each frame giving 14×3=
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42 features per frame. The spatial information (posture) of the human action is captured by the

coordinates in each frame whereas the temporal information (motion) is captured through the

changes across the sampled frames.
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(a) Body bend and turn.
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(b) Arm stretch and bend.
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(c) Leg stretch and bend.
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Figure 6.15: The fourteen vectors in feature extraction.

With 15 frames per observation, we have a total of 42×15 = 630 features per action observa-

tion or instance. The format of the data after the processing is as shown in Fig. 6.16.

This is the data being fed to the auto-HaR framework. The implementations of the discovery

and learning, and recognition modules follow the algorithms described in Chapter 4 and 5.
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Figure 6.16: Processed data format.

6.3 Evaluation of Real Time Operation

The exercise to implement the proposed framework in a real life robot allowed us to identify issues

to be addressed in real time operation. It allowed us to to identify necessary further works to apply

the framework in real life applications.

A thorough evaluation of the real life system is beyond the scope of this dissertation. A

thorough evaluation will require committing a significant amount of time for a human subject to

live with the mobile robot, and to manually label the action instances for evaluation purpose. We

have however, conducted short real time experiments with the mobile robot observing a subject.

In the experiment, the subject performed three simple actions, walking, standing and sitting,

in front of the mobile robot. By keeping the action set minimal, we keep the laborious annotation

process to minimal. We note here that the annotation is meant for evaluation purpose. The frame-

work does not require the annotation to operate. We let the robot observe the subject for a multiple

periods of five to ten minutes. The results from the auto-HaR framework were recorded with the

corresponding frame number. The results were visually inspected by drawing the corresponding

frames to determine the discovered and recognized action instances, as shown in Fig. 6.17.

We label transitions between actions and those action samples with significant errors in skele-

ton data as noise. However, with the random sliding window approach, there are action instances

that contain some transition between actions. Fig. 6.18 shows a few frames with skeleton data
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Figure 6.17: Visual inspection of the frames in an action instance.

noise.

Figure 6.18: Frames with skeleton data noise.

With the time constraint in this study, we have annotated a short period of observation that have

resulted in 336 action instances being used for the discovery, while 97 instance were recognized.

Table 6.1 shows the number of each action instance that we had identified from the 336 instances

in the short observation period.

The discovery phase discovered five clusters when asked to discover after the short period of

observation. Fig. 6.19 shows the result of the discovery phase in a confusion matrix form.

Cluster 1 captured 36 instances of standing (Action 1) out of the 39 total members in it. Cluster

1 is a good representation of the standing action. Based on majority membership, we assign this
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Table 6.1: Actions in the real time study.

Label Action Qty
1. Action 1 Standing 113
2. Action 2 Walking 73
3. Action 3 Sitting 100
0. Noise Noise 50

Actual Actions 

Assignment Clusters 1 2 3 0 

0 U 0 11 9 8 

1 1 36 1 1 1 

1 2 42 5 21 15 

2 3 0 18 6 4 

3 4 0 10 17 5 

2 5 2 12 7 4 

C
lu

s
te

rs
 

Figure 6.19: Confusion matrix in discovery phase.

cluster as Action 1 for the purpose of evaluating the recognition in the later stage. Likewise,

Cluster 2 has been assigned as Action 1. However, Cluster 2 contained significant number of other

actions. Following the same approach, Cluster 3 and 5 have been assigned as Action 2 (walking),

while Cluster 4 has been assigned Action 3 (sitting). Using this assignment, we have computed

the precision and recall in the discovery phase. The result is given in Table 6.2.

Table 6.2: Precision and Recall in discovery phase during real time operation.

Prec Rec

1 Standing 63.9 97.5
2 Walking 56.6 52.
3 Sitting 53.1 27.9

Average: 57.9 59.3

We observe that the first cluster in the discovery phase has high purity. However subsequent

clusters contain significant impurities. The average precision and recall based on the real time

study are 57.9% ad 59.3% respectively.

Fig. 6.20 shows the confusion matrix during the recognition phase. Ninety seven action

instances were recognized by the five action models learned from the discovery phase outcome.

Based on the assignment given in the discovery phase, we computed the precision and recall
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Figure 6.20: Confusion matrix in recognition phase.

of the recognition in Table 6.3.

Table 6.3: Precision and recall in recognition phase during real time operation.

Prec Rec

1 Standing 41.1 69.7
2 Walking 33.3 40
3 Sitting 23.5 14.3

Average: 32.6 41.3

Given the impurities of the clusters in discovery phase, the low recognition rate is anticipated.

The real time performance based on the short observation period has an average recognition pre-

cision of 32.6% and recall of 41.3%.

We attribute the poor performance in real time operation to two major factors: the segmen-

tation of an action instance, and the noise in the skeleton data. When evaluating the framework

using the two datasets in Appendix A, the segmentation was performed on data that have minimal

transitional movements and skeleton data noise. The noise introduced in the datasets in Appendix

A are movements and postures that differ from the valid actions. They do not contain skeleton

data noise where in an instance of fifteen frames, one or two frames may have skeleton data noise.

They do not contain transitional movement between two valid actions.

Given the above observations, further works to improve the segmentation strategy and to deal

with noise in skeleton data will be essential.

We have also observed the limitation in the existing depth sensor, Kinect. The Kinect starts to

detect a human skeleton at a distance of 900mm when the subject has a height of 1700mm. At this

distance, however there are significant noise in the data for the head and feet joints. It can reliably
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detect the whole body of the same subject at a distance of nearly 2000mm. Fig. 6.21 shows the

field of view of the Kinect at different distances given a subject of 1700mm height.

(a) 900mm (b) 2000mm 

Figure 6.21: Field of view of Kinect at different distance, with a subject of height 1700mm.

The required distance for reliable skeleton detection is not desirable in a normal home, where

space may be constrained. The wide angle lens (Zoom lens) available for the Kinect can reduce

the distance by nearly half. Fig. 6.22 shows the field of views at different distances for the same

subject when using the Zoom lens. However, with the Zoom lens, the depth data are significantly

deteriorated. The skeleton data noise are significantly increased, and the response time is signifi-

cantly increased. Microsoft Kinect has a near mode operation that can detect skeleton at a distance

as low as 400mm. However, it does not increase the width of the view and only a few joints are

detected.

6.4 Summary

Real life implementation faces a different set of problems for the auto-HaR framework. With the

datasets in Appendix A, we have shown the ability of the auto-HaR to perform all the stages in

human action recognition by itself. We showed the ability of incremental approach of clustering

to enable discovery of human actions from undefined set of actions. In the short experiment in

real life situation, the framework showed its potential to function as designed. We could see it

discovered actions by its own, learn the actions and perform recognition. However, we see two
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(a) 900mm (b) 1200mm 

Figure 6.22: Field of view of Kinect with Zoom Lens at different distance, with a subject of height
1700mm.

important issues requiring attention to ensure reliable real time operation. The segmentation of

action instances need to be able to handle transitional actions. The noise from skeleton data should

be dealt with.

Further more, we observe the limitations in the consumer depth sensor. Improvement in the

technology of the consumer depth sensor, especially in increasing the size of the viewing field,

will significantly increase the usability of the auto-HaR framework in real life applications.
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Chapter 7

Conclusions

A framework to autonomously discover, learn and recognize human actions has been developed.

A novel incremental approach of clustering has been developed to enable human action discovery.

The algorithms were evaluated on two datasets and showed average precision and recall higher

than 80% in all phases. While the framework can deal with simple actions with with high pre-

cision and recall, it requires further work to improve its performance when dealing with highly

resembling actions. The sampling process can deal with stationary and continuous actions such

as standing and walking, enhancement is required to deal with situations when changing from one

action to another as well as more complex actions.

While there are further problems to be resolved, this study provides the ground work for further

research works to realize the use of human activity recognition technologies in normal home set-

ting using low-cost devices. The incremental approach of clustering developed in this dissertation

can be adapted to deal with dynamic data in other applications.

7.1 Summary

This dissertation has presented the development of a framework for human action recognition,

auto-HaR, for applications in a normal home setting where embedded sensors are not available,

and human operation to label or train the system is not desirable. It is a step forward in realizing
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the adoption of human activity recognition technologies in our everyday life.

The proposed framework clearly divides the process of human action recognition into three

stages or phases: discovery, learning and recognition. In doing so, the process can incorporate su-

pervised and unsupervised learning approaches in different stage making it possible to realize the

whole process autonomously. The framework uses data from low-cost depth sensor, Kinect. Only

the 3D coordinates of the joints are required. By doing so, the framework can be implemented at

low cost and the use of only depth data moderates the concern on privacy intrusion of using vision

sensor in human activity monitoring in our everyday life.

The major challenge lies in the discovery phase, which is less developed than the learning and

recognition phases.

To facilitate the discovery of an undefined number of actions, we investigated a feature set

based on human range of movement. We have shown that correlation-based feature selection is

not desirable for the generation of HAR. The set of features based on human range of movement

includes the necessary local vectors that represent all possible movements of human limbs. In the

investigation, we found it is sufficient to use fifteen frames of a two second segment to represent

an action instance. There was no noticeable degradation in clustering performance using fifteen

frames as compared to using sixty frames in two seconds at full frame rate of the sensor.

A novel incremental approach of clustering based on the well established K-means has been

developed to address the requirements of the discovery phase. In particular, it deals with the

uncertainty of random movements or noise, and the undefined number of actions to be discovered.

Our clustering approach has the notion of “looking for good clusters” rather than “finding optimal

k-value”. An optimal k-value is irrelevant in the situation when the clusters are being discovered

incrementally and possibly indefinitely from potentially noisy data.

In human action discovery phase, an average precision of 80.4% and recall of 83.8% were

achieved when the algorithm was evaluated on our dataset of sixteen actions and a third party

dataset of nine actions. In the experiment, random movements were included in the dataset. The

algorithm and features at current state appear to have difficulty in distinguishing closely resem-

bling actions, e.g. talking over phone and drinking.
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The output from the discovery phase are clusters of discovered actions. Each cluster contains

examples for one action. They can be used to learn model of the action using supervised approach.

Human actions or activities are time series with errors and uncertainties. Variants of Hidden

Markov Model (HMM) have been widely used to model human activities with good account of

success. We have used Mixture of Gaussians HMM to model the action with multi-dimensional

features.

In the evaluation of the use of Mixture of Gaussians HMM for the action model, an average

precision of 97.6% and recall of 95.3% were achieved. This indicates the suitability of the model

to represent the actions in the datasets. We have also determined that suitable range of the values

for the number of mixtures (M) is from 1 to 4, and the number of states (Q) is from 2 to 7.

This knowledge enables the algorithm to constrain its search when it autonomously determine the

suitable M and Q value for each new action.

The final phase of the auto-HaR framework uses the models found in the learning phase to

recognize known actions in new observations. Our experimental results show that recognition rate

of the overall framework is at an average precision of 94.3% and recall of 91.4%.

While the framework has shown good performance on the two datasets used, more works are

required to improve the performance in real-time operation. We have identified a number of future

research works in Section 7.3.

7.2 Limitations

At the moment, the framework has the following limitations:

1. It works with a single person. This is analogous to the situation where the system is expected

to monitor and support a home user. We consider this to be an acceptable situation and that

each person has his/her unique way of performing an action.

2. It operates on best effort basis. It does not learn all actions at one time. It is expected to

incrementally discover new actions and learn the models. One day it may learn how the

person walk, the next day it may learn how the person sit. This resembles the way children
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learn about their environment.

3. It intends to discover atomic activities or actions.

4. With the current set of features, it cannot discriminate highly similar actions such as scratch-

ing one’s ear and talking on phone. When relying solely on visual information, human them-

selves have problem in discriminating actions with similar posture and motion dynamic.

5. The learned action models do not have a linguistic label. Each model is an action and

enumerated. Linguistic labels are for the purpose of communication. For the purpose of un-

derstanding human activities and intention, for example, it is sufficient to know that Action

1 usually takes place in the morning, at the bed and that it usually leads to Action 2. It does

not matter whether Action 1 is being labeled as “wake up”or “okimasu (wake up in Japanese

language)”, it does not matter if Action 2 is being labeled as “brush teeth”or “hamigaki (brush

teeth in Japanese language)”.

6. The sensor used is only suitable for indoor. The target applications are in the normal homes.

7. Segmentation of continuous observation into action instances in real-time requires better

strategy.

7.3 Research Outlook

Further research works are required to improve the robustness of the HaR, as well as to extend the

recognition to different levels of activities. The incremental approach of clustering can be adapted

to deal with problems other than human activity recognition. We identify the following potential

extension to this dissertation:

• The learned action models do not have linguistic label. For the purpose of communication,

the system can learn the linguistic labels through interaction with human. A suitable human-

machine interaction interface can be developed to address this issue.

96



• Alternative forms of input, such as audio and contextual data, can be provided to enhance

the discriminative ability of the auto-HaR.

• Parallel auto-HaR frameworks can be developed to process the multimodal inputs.

• Segmentation of feature space can be used to enable the action model to be constructed in

modular forms, e.g. action of hands plus action of legs.

• Hierarchical based model can be developed to infer high level activities from the actions.

• The sliding window sampling approach to segment input stream into action instances re-

quires better or alternative strategy. The proposed framework uses sliding window sampling

to segment the data from the continuous observation into action instances of two second

windows. When the sampling was performed on the dataset, there were minimal peripheral

movements due to transition from one action to another. In real-time scenario, there are

significant amount of peripheral movements especially at the beginning and ending of an

action, and in transitions from one action to another.

• The incremental approach of clustering can be applied to dynamic data and deal with data

mining problems.
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Appendix A

Datasets

We recorded our example observations of a single subject with sixteen actions and we refer this

set of observations as KOS-H16. We have also used the example observations of different actions

of four subjects from Cornell Activity Dataset, CAD-60 [13]. We refer the datasets for the four

subjects in CAD-60 as Person 1 (P1), Person 2 (P2), Person 3 (P3) and Person 4 (P4). We refer

the datasets for the single subject in KOS-H16 as Person 5 (P5).

From the two set of example observations, we sampled 80 instances of each action for each

subject using sliding window of two seconds. We sampled 160 instances from the random actions

for each subject. The samples are split into learning and test set at 7:3 ratio. Fifty-six (56) instances

are used in the discovery and model learning, i.e., the learning set. Twenty-four (24) instances are

used as unseen observations to test the performance of the learned models, i.e., the test set. For

the random actions, the learning set has 112 instances and the test set has 48 instances for each

subject. Therefore, for each subject, we have a learning set of 56 instances of 9 actions in addition

to 112 instances of random movements. The instances from different actions are mixed together

and the framework does not know the labels. This gives a total of 56×9+112 = 616 instances in

the learning set.
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(1) (2) (3) (4) (5) (6) (7) (8) (9) 

Figure A.1: Snapshots of one random frame of the skeleton of the nine actions by Person 1 to 4
(1) brushing teeth, (2) cooking (chopping), (3) cooking (stirring), (4) relaxing on couch, (5) still
(standing), (6) talking on couch, (7) talking on phone, (8) working on computer, (9) writing on
whiteboard.

A.1 Cornell Action Dataset CAD-60

CAD-60 consists of 12 daily activities: rinsing mouth, brushing teeth, wearing contact lens, talking

on phone, drinking water, opening pill container, cooking (chopping), cooking (stirring), talking

on couch, relaxing on couch, writing on whiteboard and working on computer. The data was

collected from four subjects: two males (we refer them as Person 1 and Person 4) and two females

(we refer them as Person 2 and Person 3). One of the females is left-handed (Person 3). Still

(standing) and random activity samples by each subject are also included in the dataset. All of

the data were collected in a normal household setting with no occlusion of body from the view of

sensor. The CAD-60 dataset contains RGB images, depth images and 3-D coordinates of fifteen

joint positions (skeleton data) for each frame. We use only the skeleton data to obtain the required

features as described in Section 4.2. Including still, CAD-60 dataset has 13 activities in total.

Among them, four of the activities have less than 10 examples per subject and are insufficient for

the discovery phase to find. We have used the remaining 9 activities and the random activities to

test our framework. These activities are atomic, i.e., actions in our context, and are listed in Table

A.1.
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Table A.1: List of actions

1. A1 Brushing teeth
2. A2 Cooking (chopping)
3. A3 Cooking (stirring)
4. A4 Relaxing on couch
5. A5 Still (standing)
6. A6 Talking on couch (sitting)
7. A7 Talking on the phone
8. A8 Working on computer
9. A9 Writing on whiteboard

10. RA Random

A.2 The Sixteen Actions KOS-H16

KOS-H16 dataset has a single subject referred as Person 5 (P5). The dataset contains actions with

significant movements, e.g., waving hand. There are sixteen actions in this dataset, as illustrated

in Fig. A.2 and listed in Table A.2. “sit”refers to the stationary state of sitting on the chair. “stand”

refers to the stationary state of standing on feet. “sit down”refers to the transition action from stand

to sit, whereas “stand up”refers to the transition from sit to stand. There are three waving gestures.

“wave bye”is the gesture of waving sideway. “wave come”is the gesture of waving the hand inward

from high to low position. “wave go”is the gesture of waving the hand outward from low to high

position. “(left)”indicates the activity being carried out with left hand, whereas “(right)”indicates a

right handed activity.

Table A.2: List of actions by Person 5

1. B1 Bowing 10. B10 Walking
2. B2 Drinking (left) 11. B11 Wave bye (left)
3. B3 Drinking (right) 12. B12 Wave bye (right)
4. B4 Sit 13. B13 Wave come (left)
5. B5 Sit down 14. B14 Wave come (right)
6. B6 Stand 15. B15 Wave go (left)
7. B7 Stand up 16. B16 Wave go (right)
8. B8 Talking on phone (left) 17. RA Random
9. B9 Talking on phone (right)
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(1) (2) (3) (4) (5) (6) (7) 

(8) (9) (10) (11) (12) (13) (14) (15) (16) 

Figure A.2: Snapshots of one* random frame of the skeleton of the sixteen actions by Person 5
(1) bowing, (2) drinking (left), (3) drinking (right), (4) sit, (5) sit down, (6) stand, (7) stand up,
(8) talking on phone (left), (9) talking on phone (right), (10) walking, (11) wave bye (left), (12)
wave bye (right), (13) wave come (left), (14) wave come (right), (15) wave go (left), (16) wave go
(right). *Two frames from the beginning and end of an observation are taken for actions (1), (5)
and (7).
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