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Abstract

In recent years, much attention has been paid on hydrogen (H) atoms and molecules
on a solid surface interfaced with liquid, especially H at the platinum (Pt) - solution
interface. Many properties, including adsorption, diffusion, and vibration have been
intensively studied. In spite of such efforts, however, theoretical understanding is
still insufficient and there is much room for theoretical advancement. In this thesis
the focus is put on removing known theoretical inconsistency regarding H on the
Pt(111) surfaces and, through detailed comparison with experiment, justify the ther-
modynamic approach based on the density functional theory (DFT). The approach
is then used to explore H on the Pt(110) surfaces. The present theoretical work is
motivated by the aforementioned inconsistency regarding the most stable H site on
the Pt(111) surfaces. Some calculations predicted the fcc site as the most stable
one while others predicted the top site. Experimentally the fcc site was conjectured
most stable from the electrochemical measurements while spectroscopic signal from
the top site can be detected. Detailed comparison between theory and experiment
is a key to settle this problem but most theory used very small lateral cell and
provided only zero temperature properties, which cannot be directly compared with
the measured thermodynamic data. Karlberg et al. [1] performed a Monte Carlo
simulation using a parameter determined from DFT calculations but only the fcc
site was assumed to exist. Our DFT calculation for H/Pt(111) reveals that the H
adsorption energy depends very sensitively on the parameters adopted for the calcu-
lation and, to obtain reliable energy, large number of k-points and many Pt layers are
required, which are much larger than those adopted by many foregoing researches.
Then performing converged DF'T calculations, the results were used to construct a
lattice gas model with which we perform Monte Carlo simulations. The obtained

isothermal adsorption properties were used to calculate the g-value, which reflects



the H-H interaction, as a function of the H coverage. The obtained g-value is in good
agreement with the precise measurement, with the effective H-H interaction being
underestimated only by 10 %. It is emphasized that the theory is most stringently
tested by this comparison. From the comparison dominance of the fcc site is con-
firmed. The good agreement with experiment possibly suggests minor contribution
of the hydration effect neglected in the present model. This theoretical approach is
then applied to H on the missing row Pt(110)-(1x2). The dominant site is found to
be the bridge site on the ridge, which is in agreement with the LEED experimental
and DFT theoretical results found in the literature. The calculated g-value is in rea-
sonable agreement in the lower coverage @y < 1/3 conditions and in fair agreement
for ®g > 1/2, while the theory predicts a distinct peak at @y ~ 1/3 although no
such peak appears experimentally. The inconsistency with experiment will indicate
that the present modeling with the missing row structure only is questionable and

further calculation is then necessary to explain the experiment.



Contents

1 Introduction 1
2 Background 4
2.1 Hydrogen electroadsorption . . . . . ... .. .. ... ... 4
2.2 Electrochemical Adsorption Isotherms. . . . . . . . . . ... ... .. 5
2.2.1 Basicequations . . . . . ... 6
2.2.2 Adsorption isotherm . . . . . . ... ... ... ... ... .. 7
2.2.3 Langmuir isotherm . . . . . ... ... ... ... 8
2.2.4  Frumkin isotherm . . . . . . .. ... oo 9
2.3 Determination of Hypq isotherms on Pt(hkl) . . . ... ... ... .. 10
3 Calculation Methods 15
3.1 Density Functional Theory Calculation Method . . . . . . .. .. .. 15
3.1.1 SIESTA calculation . . . . . .. ... ... ... ... ..... 15
3.1.2  VASP calculation . . . .. ... ... ... 16
3.2 Zero Point Energy Calculation . . . . . .. .. ... ... ... ..., 16
3.3 Monte Carlo Method . . . . . . ... ... ... ... ... ... ... 17
4 The Pt(111) 19
4.1 Introduction . . . . . . . ... 19
4.2 Density Functional Theory (DFT) calculations . . . . . .. ... ... 21
4.2.1 Computational methods . . . . . ... ... ... ... .... 21
4.2.2 DFT-GGA description of Hon Pt(111) . . . . .. ... .. .. 23
4.3 Monte-Carlo (MC) simulation . . . . ... ... ... ... .. .... 31
4.3.1 Free-energy and effective H-H interaction . . . . . . . . . . .. 31
4.3.2 MC simulation conditions . . . . .. ... ... L. 32
4.3.3 Results of MC simulations . . . . .. ... ... ... ..... 35

4.3.4 Discussion on voltage dependence of the Pt-H stretching fre-
QUENCY . o v v v o e e e e e e e e e 40
4.4 Conclusion . . . . . . . . L 40
5 The missing row Pt(110)-(1x2) 41
5.1 Introduction . . . . . . ... 41
5.2 Density Functional Theory (DFT) calculations . . . . ... ... ... 42
5.2.1 Computational methods . . . . . ... ... ... .. ..... 42



5.2.2 DFT-GGA description of H on missing row Pt(110)-(1x2) . . 45

5.3 Monte-Carlo (MC) simulation . . . . .. .. ... ... ...... .. 51
5.3.1 Free-energy and effective H-H interaction . . . . . . . . . . .. 51

5.3.2 MO simulation conditions . . . . . . . . . . ... ... 52

5.3.3 Results of MC simulations . . . . . . . . . . . .. ... ... 52

5.4 Conclusion . . . . . . . . 58

6 Conclusion 59

i



Chapter 1

Introduction

Materials exhibit wide variety of functionality originating from infinite combina-
tions of arranging large number of atoms and molecules. Elucidation of the material
functionality includes search for the relationship between the microscopic world and
the macroscopic one, which has long been a challenging theme of physics and ma-
terials science. Today the research has become more and more quantitative. The
material functionality does not only reflect its bulk properties but also, or often
more importantly, reflects its surface/interface properties, which fact has motivated
researches on the surfaces and interfaces. This is particularly the case for the study
of catalytic functionality, where even a slight change in the surface structure and/or
surface stoichiometry can completely change the functionality. Among others, plat-
inum surfaces as well as noble metal surfaces offer the most ideal model systems
for such research because both the catalytic functionality and the surface/interface
structures can be most precisely controlled and measured. Indeed, owing to recent
advances in the technology, it is possible to provide atomically flat interface of a
solid and a liquid as well as atomically flat interface of a solid and the ultrahigh
vacuum (UHV). It is noteworthy that a scanning tunneling microscopy (STM) has
confirmed such flat interface is indeed realized between a metal surface and the so-
lution [2]. The realized system, called as model catalyst, has opened a way to relate
the surface structure and the catalytic functionality.

Despite the advances in preparing the interface (or the buried surface), micro-
scopic characterization of the interface has been hampered by the intense signal from
the bulk. To extract signal from the interface, novel surface sensitive experimen-
tal methods have been developed such as infrared resection-absorption spectroscopy
(IRAS) [3], the sum frequency generation (SFG) [4], the Fourier transform infrared
adsorption spectra (FT-IRAS) [5], and the Raman spectroscopy (RS) [6]. Such ap-
paratuses have been combined with the traditional electrochemical methods such as
cyclic voltammetry (CV) [7, 8, 9, 10, 11] to significantly advance understanding of
the interface structures and atoms/molecules adsorbed at the interfaces. Yet, it is
still extremely difficult to capture atomic processes leading to catalysis because the
process is often too fast to detect experimentally. In this context, the first-principles
calculation has attracted considerable attention.

As a tool to investigate the surfaces in UHV, the first-principles calculation
has shown great success. In the case of the surfaces in UHV, one can use the sur-
face structures determined experimentally or those optimized within the theory to



investigate the properties of the surface. In the case of the solid/liquid interface,
however, things are different. The liquid structures fluctuate rapidly and the theory
needs to deal with the statistics of the liquid structures. This is a heavy burden of
the calculation and it is still infeasible to take it fully into account. Instead, the
UHYV surface approach has been applied to the problem of hydrophobic interfaces
where interaction with the solution is weak. The approach has been considered valid
for platinum or other noble metal and large number of calculations can be found in
the literatures [12, 13]. Although the approach generally provides consistent expla-
nation of experiments, detailed comparison with precise measurement (or accurate
calculation of the interface) has been lacking. It is very important to show how the
UHV approach is accurate or inaccurate in describing the buried surface.

One of the aims of the present thesis is to elucidate the hydrogen electroad-
sorption from the first-principles calculation, the Monte Carlo simulation, and the
electrochemical data. We are trying to provide an example where theory and exper-
iment are seriously compared to examine if the g-value can be accurately predicted.
We also want to advance understanding of the electroadsorption.

The target of the present study is the effective interaction of adsorbed hydro-
gen atoms on platinum surfaces. The interaction depends strongly on the surface
structures. According to the CV experiment [11, 14|, the interaction is repulsive on
Pt(111) and the repulsion is much weaker on Pt(100) and Pt(110). When interfaced
with H,SO, solution, the interaction is attractive on Pt(100) and Pt(110). These
results were obtained from the CV measurement by determining the Gibbs free-
energy of H-adsorption (AG), and then to obtain the H coverage derivative of AG,
which corresponds to the energy cost of adsorbing additional H atom. The latter
quantity corresponds to the effective H-H interaction, and plays a very important
role in determining the surface coverage and the catalytic activity of the surface.
What is important in the present study is that the adsorption isotherm is systemat-
ically determined for various surfaces with the zero point energy (ZPE) correction
of quantum effect, which has never been calculated in foregoing theoretical stud-
ies. Therefore, by comparing these data with theory, it is possible to diagnose the
accuracy of theory. When AG is calculated accurately using a model that neglects
the hydration effect, the comparison provides information on the strength of the
hydration. Among others, Pt(111) is the simplest surface where calculation can be
done most accurately. In this context, the problem of H/Pt(111) is used for testing
the UHV surface model.

In doing the theoretical calculation of H/Pt(111), it is worth mentioning that
many forgoing calculation [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25| did not lead to
the same conclusion regarding the most stable adsorption site. Some studies showed
that the top site is the most stable site [15, 18, 21|, while others found that the
fcc is more stable than the top [22, 25]. This happened despite the fact that those
calculations commonly used the density functional theory (DFT) within the general-
ized gradient approximation (GGA) for the exchange-correlation energy. This is due
to insufficient parameters for the DFT-GGA calculation, in particular, insufficient
number of k-points in the Brillouine zone integration and insufficient number of Pt
layers for the slab model. In this context the present research started from accurate



determination of the H adsorption energy within DFT-GGA. The calculated adsorp-
tion energy is then used to compute the effective H-H interaction. We will focus on
the comparison of the effective H-H interaction, or the g-value, using a Monte Carlo
simulation on a lattice gas model parameterized. Note that a similar Monte Carlo
simulation was done by Karlberg et al. [23| using the fcc site only to compare the
theoretical and experimental isotherm, @y (U), but here we use both the fcc and
the top sites and compare the derivative of the isotherm, which corresponds to the
g-value. We examine if the lattice gas model successfully accounts for the experi-
ment or it needs adjustment of the parameters. Discrepancy from the experiment
should be ascribed to the hydration effect and/or the DFT-GGA error albeit it is
not possible to discuss relative importance. The comparison nevertheless provides
important insight into the H-adsorption, which prompts further theoretical investi-
gation. For the H/Pt(110), the modeling is more complex. For the face-centered
cubic FCC(110) surfaces, the unreconstructed (1x1) phase and the reconstructed
(1x2) phase with missing-row exist. The (1x1) unit cell contains one substrate
atom on the outermost row, the second and third layer atoms are still fairly exposed
[26]. The (1x2) unit cell contains four more or less exposed Pt atoms [27, 28|.
In practical applications, the Pt catalyst is often finely dispersed in small particles
embedded in a matrix and the active sites can be of various types, such as, edges
where crystal facets meet. The missing row reconstructed Pt(110)-(1x2) surface
is a convenient model for the edge sites formed between the most stable facets, or
Pt(111). This fact motivated almost all theoretical calculations to use the missing
row Pt(110)-(1x2) [27, 28, 29, 30, 31|, reproducing thereby reasonable properties
of the most stable adsorption site. The modeling, however, has not been seriously
tested. It is worth investigating if the effective H-H interaction can be reproduced
by the missing row Pt(110)-(1x2) model. So, this thesis focuses on comparing in
detail the effective H-H interaction to diagnose the model.

In this thesis, chapter 2 is devoted to the summarization of foregoing studies of
hydrogen electroadsorption on the Pt surface. Chapter 3 is devoted to the methods
adopted in the present research. In chapter 4, the first-principles thermodynamic
study on Pt(111) surface is presented. The research on the missing row Pt(110)-
(1x2) surface is given in chapter 5. In chapter 6, summary and conclusion are

described.



Chapter 2

Background

2.1 Hydrogen electroadsorption

The phenomenon of the hydrogen electroadsorption, i.e., adsorption at the electrode
solution interface, is quite distinct from the hydrogen adsorption on the UHV surface.
The peculiar aspect is explained in this section.

Hydrogen electroadsorption can be accomplished from either acidic or basic
aqueous solutions as well as from non-aqueous solutions that are capable of dissolving
H-containing acids. The hydrogen can be alternatively supplied from solvents that
are automatically dissociated to form proton. The proton, H", cannot exist by itself
in aqueous acidic solution and it combines readily with a non-bonding electron pair
of a water molecule forming H3O+ 8, 32, 33, 34, 35|. In the vicinity of the electrode,
H30+ discharges to form the electroadsorbed H [8, 32, 33, 35, 36, 37, 38| according
to the following single-electrode process:

MAH" +e £ M-H,g, 2.1)

where M stands for a surface atom of the metal substrate and E represents the
electrode potential. Importantly, this process can be precisely controlled by changing
the electrode potential. The electroadsorbed hydrogen can undergo the subsequent
reactions [33, 34]:

H* +e™ +M-Hugs = M +H, 2.2)

or
2M-H, g5 — 2M + H,. (2.3)

Equations (2.2) and (2.3), which follow the step (2.1), are the alternative pathways
of the hydrogen evolution reaction (HER), namely (2.1)-(2.2) represent the Volmer-
Heyrovsky pathway, whereas (2.1)-(2.3) stand for the Volmer-Tafel step.

By changing the electrode potential, the chemical equilibrium can be shifted
such that at the potential more negative (positive) than the equilibrium potential,
the reactions (2.1)-(2.3) proceed forward (backward). The standard electrode po-
tential is defined as the reversible potential at the standard condition, i.e., at room
temperature, 1 atm for the pressure, and 1 for the pH. Unless such conditions are
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Figure 2.1: Cyclic-voltammetry profile for Pt( 111) in 0.05 M aqueous H,SO,
showing the regions of the UPD H and anion adsorption with schematic rep-
resentation of their structures; scan rate, s = 50mVs~! and T=298 K [36, 37, 38, 39].

delicately concerned, the standard electrode potential (SHE) and the reversible hy-
drogen electrode potential (RHE) will not be carefully distinguished in this thesis.

Historically the electroadsorbed hydrogen is distinguished according to the con-
dition at which it is adsorbed: (i) the under-potential deposition of H (Hypq), and
(ii) the over-potential deposition of H (Hgpq). The Hypq takes place above the ther-
modynamic reversible potential of the HER (EI%ER), and the process is known to
occur at Pt, Rh, Pd and Ir electrodes (Fig. 2.1). On the other hand, the overpo-
tential deposition of H (Hepq) takes place at potentials below EI%ER on all metallic
and conducting-composite surfaces at which the HER can occur [8]. Thus, the Hypq
in aqueous solutions is a phenomenon characteristic of only certain noble metals.
This thesis focuses only on the electroadsorption under the underpotential region.
Note that neither Hypq nor Hypg is distinguished according to the adsorption site
although the fcc hollow site and the top site are considered the major site for Hypq
and Hypq, respectively as indicated in Figure 2.1.

2.2 Electrochemical Adsorption Isotherms

In studying the electroadsorption, the most relevant quantities are the thermody-
namic state functions for the adsorption, such as Gibbs energy (AngS), enthalpy
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(AHgdS), and entropy (ASgdS), where the superscript (°) means to take the value
referring to that at the standard condition. Generally, those quantities sensitively
depend on the hydrogen coverage because of the lateral interaction between the
adsorbed hydrogen atoms. It is therefore important to carefully determine the in-
teraction and the coverage consistently. The enthalpy AHngS assesses the nature of
the strength of the hydrogen-surface bonding En.y,,, [7, 8, 9, 11, 36]. The values for
AGg as AH 2 ds ASg qe and Eneg, . have been determined experimentally by analyzing

the measured data using model adsorption isotherms.

2.2.1 Basic equations

Hypa is adsorbed at the interface when the potential is more positive than the
reversible potential through Eq. (2.1), which will be rewritten now as

M4+H +e™ — M-Hog, (2.4)

where M is the metal site on the electrode surface, H' is the hydrated proton (which
is more often written as H30+), e~ is the electron at the electrode, and H,4s is the
hydrogen atom adsorbed on the electrode. The potential at the electrode is referred
to as the vacuum level near the solution and is assigned as 6™, so that the energy
of the electron in the electrode, Er (Fermi level of the electrode), is given as

Er = —€¢M7 (25)

where the negative sign comes from the negative charge of the electron. The equi-
librium condition for the reaction (2.4) is

g+ e+ = i, (2.6)

where uyp is the chemical potential (i.e., the Gibbs free-energy per particle) of the
electrode (M), fig+ is the electrochemical potential (&) of the hydrated proton, [124
is the electrochemical potential of the electron in the electrode (M), and uyp g is the
chemical potential of the electrode adsorbed with the hydrogen atoms. Using Eq.
(2.5), Eq. (2.6) becomes

—e™ = i) = unim — v — iy (2.7)

When the electrode potential oM is equal to a special value, say oM | the reaction

1
H +e — EHz (2.8)
will be in equilibrium under the standard condition. The value of O™’ is called the
standard electrode potential and is often used as the reference potential. Then, the
following relations hold:

_ RV
fiyg gt = S, (2.9)



or
1O

fiyge — €™ = S, (2.10)
Using Eqs. (2.7) and (2.10), the following important equation is obtained:
/ 1 _ _
—e(O™ — ™) = —en = s — i — S, — (Byre — Py ). (211)

where 1 measures the deviation from the standard potential and is called overpo-
tential. Eq. (2.11) is the starting point of the electrochemical analysis.

2.2.2 Adsorption isotherm

Consider the condition at which the reaction (2.4) is in equilibrium. The condition
will be given by the number of the hydrogen atoms adsorbed on the surface

Miu = Nsites®H7
the number of sites on which additional hydrogen can be adsorbed
ZVSites(1 - ®H)7

and the number of the hydrated proton Ny+ near the electrode surface. Assuming
the Boltzmann distribution, N+ will be given as

Ng+ o< eXP[_BﬁH+]-

The microscopic equilibrium condition says that the ratio of the product over the
reactant is determined only by the reaction constant o such that:

Nsites®H
—— =0 2.12
Nsites(l - ®H) ( )
From Eq. (2.11) we find that
1 0
Np+ o< exp | =B ( i — vt — SHm, ten |1 (2.13)
and from Egs. (2.12) and (2.13) we obtain
H 1y
—kpT In e = IM-H — MM~ S M, + emn + const (2.14)
or
—en —kgTIn (@, — MM-H —HM ~ SHH, + const = G, 4,(H) + const. (2.15)
— Oy

Here G (H) is the Gibbs free-energy for adsorption

1
G2y (H) = tnim — vt — Eﬂ%z'
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When taking derivative with respect to Oy, we get

—_ kT —1=%1 _
4O ‘a0 P aeq €40y o 1-0y

dG0. (H In 128 | |
ast) _ dn 1Oy l —kBT( ) (2.16)

By integrating with respect to ®p, we get

—e[n(©1) 1(O%)] = Gy (H, On) +kyTIn - ©

@0
0 0
ads _ H_{Gads(H7®H)+kBTln1 Ié)o}7

—YH
2.17)
where 1(®Y)) is zero.

Below this equation is investigated for special cases where the adsorbed H atoms
do not interact (Langmuir isotherm) and the interaction is described by a simple
formula (Frumkin isotherm).

2.2.3 Langmuir isotherm

The electrochemical Langmuir isotherm describes the adsorption of adsorbate onto
the surface following three assumptions [40, 41, 42]: (i) the Gibbs energy of adsorp-
tion is potential dependent; (ii) the coverage is potential dependent in the sense that
a complete monolayer can be formed upon potential variation; and (iii) there are
no lateral interactions between the species adsorbed on the electrode surface. The
Gibbs energy of adsorption does not vary with the H surface coverage (®y), that is

Goas(H)oy—0 = Gogs(H)ey 20, (2.18)
and we obtain

Oy en God (H)
-l _“ads\77/ 2.1
, - ap+exp ( P ) exp < kT ) (2.19)

where ag+ is the activity of HT in the electrolyte bulk.

In the case of Langmuir isotherm, the chemical potential of the electrode ad-
sorbed with the hydrogen atoms (uyppr) is expressed as [14, 43|

C)
e = 11 (O, = 0.5) + ksTln | ——— |, (2.20)
1 -0y
where it has been assumed only in this subsection that the coverage is 0.5 at the
standard electrochemical potential following a historical convention [35]. In such a
case, using Eq. (2.20) into Eq. (2.11), the adsorption isotherm will be

en o Ow o Mu(®n,=0.5) s — il
- — ln +HH+ —IUH+ —
kBT 1— @H kBT
ngs(®H r 05)
= ’ . 2.21
ks T (2.21)



This equation was developed in [35] using the Born-Haber cycle but the use of elec-
trochemical potentials makes it simpler and more straightforward.

In reality, the adsorption isotherm is more complex because of the interaction
of H atoms [14] and Eq. (2.20) should be corrected like

®
s = 15 (O, = 0.5) + r(On) + kT In ( — Ié)H) (2.22)

with the correction term r(®y) corresponding to the effective H-H interaction energy,
and Eq. (2.21) as

en On _ 0 G2, (@, =0.5) r(®)
R _l _ — ads )

kT (1 —®H> e g ks T T T
=" +h(®H)

Ga

ads
= 2.23
kB] ’ ( )

where h(®y) = r(®y)/kpT is the dimensionless interaction energy, U is the dimen-
sionless standard adsorption energy and G% 4 is the corrected adsorption energy that
depends on the hydrogen surface coverage through the interaction term r(®y) [14].
The reference state surface coverage @y, has been historically defined as the one
where the second and the third terms in Eq. (2.22) cancels and thus the following

equation holds [43, 44, 45]
s (On) = piyg 1 (O, =0.5).
Then Eq. (2.23) is [14]

O __en G, (®n, =0.5)

h(O) +1 -
(On) I g = T ksT

=0. (2.24)

2.2.4 Frumkin isotherm

The Frumkin adsorption isotherm takes into account the long-range interactions
between the adsorbed species [40, 42, 46, 47|, i.e.

Oy en G, (H)ey—o
_ N _ Zaas\ )00 _ 22
e g+ eXp < kBT> exp ( ‘ol exp (—g®xn), (2.25)

where g is the dimensionless interaction parameter and it has negative values for
attractive interactions and positive ones for repulsive interactions [8|. The Frumkin
isotherm assumes linear relation between the Gibbs energy of adsorption and Oy
according to the formula:

GYas(Moy0 = Gogs(H)oy—0+ gksTOp. (2.26)

As expected on the ground of the above relation, ngS(H) increases towards less
negative values in presence of repulsive interactions between the adsorbed species

9



and towards more negative ones in presence of attractive interactions [8].

In the case of the Frumkin isotherm, the dimensionless interaction energy is a
linear function of Oy
h(@H) = g®H— (227)

In general, the interaction parameter 2 may also depend on the adsorption of ions or
other species on the electrode surface: h(®y,®;) where 0 is the coverage of species
i [14]. To determine h(®y) it is necessary to integrate the experimentally accessible
parameter dh(®y)/dn. It is also possible to determine the derivative dh/d®y more
directly using Eq. (2.23) [14]

dh e dn 1

=— - . 2.28
d®n  kzT d®y Op(l—0Op) (2.28)

2.3 Determination of H,pq isotherms on Pt(hkl)

The cyclic-voltammetry (CV), also referred to as potential-stimulated adsorption-
desorption (PSAD) [48], is a convenient technique. It can be applied to research
on adsorption of ionic species, such as proton to be under-potential deposited on
the surface, semiconductor and metallic species as well as specific adsorption of
anions [8]. Juan Feliu and his group investigated the cyclic voltammograms of
Pt(hkl) in 0.1 M perchloric and 0.5 M sulfuric and acid in 1993 (see Fig. 2.2)
[49, 50, 51]. Later, this interesting research on thermodynamics of the Hypq on well-
defined Pt(hkl) electrodes were continued intensively studying by Zolfaghari et al.
(Fig. 2.3) |48, 52, 53|, Markovi¢ et al. (Fig. 2.4) |7, 10, 11].

The experimental cyclic voltammograms from Feliu et al. [50] were corrected
for the capacitive current assuming it is constant in the whole potential range. The
current density is simply related to d®/dE:

d®g
| = 01V—— 2.29
J 1 dE ’ ( )
where 67 is the charge necessary for a monolayer coverage and v is the sweep rate [14].
The experimental curves were corrected for the additional contributions arising from
other processes and the corrected curves were analyzed to obtain thermodynamic
parameters of H adsorption.

Using Eq. (2.23) it is possible to determine the Gibbs energy of adsorption

AGS44(On) = AGY (O ,,) + h(Og)

ads

and, from Eq. (2.28), the derivative dh/d®y [14]. The derivatives dh/d®y for
Pt(111), Pt(100) and Pt(110), obtained by Lasia, are shown in Fig. 2.5 [14]. They
are determined directly from the experimental data d®y/dn. Note that the results
contain rich physics. Besides, for Pt(111), the value of g = 12 was found by Markovi¢
et al. in HCIO, [10] and g = 11 was found by Zolfaghari and Jerkiewicz H,SO, [9].
The thermodynamic parameters of hydrogen upd on Pt(hkl), obtained by Lasia [14],
are shown in Table 2.1.
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Figure 2.2: Cyclic voltammograms of Pt(111), Pt(100) and Pt(110) in 0.5 M H,SO,
and 0.1 M HCIO, at a sweep rate of 50 mV s~1 49, 50, 51].

It is interesting to notice that the dependence of the Gibbs energy of adsorp-
tion, AG% 4., and the interaction parameter, 1(®g) on Oy in perchloric acid indicates
repulsive interactions between adsorbed hydrogen atoms, with the interaction pa-
rameter ranging from 2.0 at Pt(100), 11.9 at Pt(111) to 2.9 (at low @y) for Pt(110).
Differences in behavior between Pt(100) and Pt(110) are surprising. It is possi-
ble that this behavior is connected with some surface reconstruction occurring on
Pt(110) [14].

In Hy,SO, on Pt(100), the interactions are attractive at low @y and repulsive
at high ®g (although the total adsorption energy does not change much) while on
Pt(110) attractive interactions are observed in the whole range of @p. Because
of the similarity between the cyclic voltammetric curves on Pt(111) in both acids,
similar repulsive interactions are concluded [14].

It should also be mentioned that in the case of Pt(100) in H,SO, and Pt(110)
in HCIO, there is a change in the slope of AG%, /kgT with @y indicating changes
of the type of interactions: attractive at low and repulsive at high @y although
total changes of this parameter are smaller in other cases. Apparent attractive
interactions are result of easy adsorption of hydrogen after desorption of bisulfate
[14]. The experimental results indicate that a simple Frumkin type isotherm may
well describe the hydrogen adsorption reaction for Pt(100) in HCIO,, Pt(110) in
H,SO, and Pt(111) in HCIO, over the whole potential range.
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Figure 2.3: Series of CV profiles for Pt(111) in 0.05 M aqueous H,SO, solution at
273K < T < 328K with AT = 5K; s=50 mV s~ ! and A, = 0.058c¢m?. Arrows indicate
changes caused by T variation [48, 52, 53].

Electrode Pt(100) Pt(110) Pt(111)
HClo4
AG?, (®n,) /kgT -15.16:£0.005 -8.60+0.04 -10.49+0.05
AGY, (®y,) /kJmol™'  -38 21 -26
@H ) 0.31 0.35 0.145
=d(AGY, /kgT)/d®y 2.0£0.1 2.940.1low ® 11.9+0.1
~ 0high ©
g=d(h)/dOg ~2.5 Not constant ~ 11.2-12.8
H,S0,
AG) . (®n ;) [kpT -12.9 -4.22:+40.01
AGY, (®p,) [kImol™"  -32 -10.5
@H ] 0.74 0.984
=d(AGY, /kgT)/d®y -25low®  -3.04+0.02
2.45 high ©
=d(h)/d®y -2 to -3 -3.1

Table 2.1: Thermodynamic parameters of H upd on Pt(khl) [14]
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Figure 2.4: Cyclic voltammetry of the Pt(110)-(1x2) surface in electrochemical
cell: (a) in H,SO, and (c) in 0.1 M KOH. The potential was scanned at 50 mV/s.
Changes in inter-layer spacing (Adi2) measured on scanning the potential at 2
mV/s (b) in H,SO, and (d) in 0.1 M KOH. (e) The measured X-ray intensity at
(0, 1.5, 0.1) along the [0 1 0] direction along with an ideal model for the (1x2)
structure: solid dots represent H,,; and OH,,. E vs. RHE [10].
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Chapter 3
Calculation Methods

3.1 Density Functional Theory Calculation Method

All calculations were performed using the linear combination of atomic orbitals
(LCAO) and pseudopotential scheme implemented in SIESTA (Spanish Initiative for
Electronic Simulations with Thousands of Atoms) [54, 55| and the plane wave and
projector augmented wave (PAW) potentials [56, 57| scheme implemented in VASP
(Vienna Ab initio Software Package) [58, 59, 60| softwares. In the DFT calculation,
we used the generalized gradient approximation (GGA) to the exchange-correlation
functional due to Perdew, Burke, and Ernzerhof (PBE) [61]. The surface irreducible
Brillouin zone was sampled on the k-point mesh generated by the Monkhorst-Pack
(MP) scheme [62].

Part of the calculation was done using the Institute of Solid State Physics

(ISSP) Super Computer Center. The amount of time for which a central processing
unit (CPU time) was used for processing instructions of a computer program with
64 total cores is ~ 1500000 seconds for equilibrating (1x1) unit cell Pt system.

3.1.1 SIESTA calculation

The SIESTA calculation, which has been successfully applied to many researches
on the metal surfaces, implements density functional theory within periodic bound-
ary conditions. The mesh-cutoff of 200 Ry, the double-zeta polarized (DZP) basic
set were used. We employed the Methfessel-Paxton function with the electronic
temperature of 300 K in carrying out the Brillouin zone integrations. Within the
SIESTA code the cutoff radius per angular momentum channel was determined by

a parameter, the energy shift. In this work the energy shift was taken as 200 meV.
As an initial step, the surface and the molecule were treated as separate systems.

For the Pt system, after running optimization, a GGA optimized lattice constant
of Pt surface was determined. An isolated H, molecule was placed in the cubic
unit cell of ~ 7.5 A and it was confirmed that the molecule does not interact with
its periodic image using the spin polarized calculation. In the next step, the Pt
atoms in the bottom layer were fixed and all other Pt atoms were relaxed, and the
hydrogen atoms were placed on the binding sites of the Pt surfaces with the surface
coverage from OML to 1ML. Then all configurations were relaxed again, both in the
spin-polarized calculations and in the spin-unpolarized calculations, to obtain the
optimized Pt-H bond lengths and the total energies.
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3.1.2 VASP calculation

In the VASP calculation, the plane wave cutoff energy was set at 400 eV, which
is sufficient to converge the total energy to values of the order of 1 meV per atom.
Brillouin zone integrations were carried out by employing the Gaussian method with
a smearing width of 0.02 eV. Structural relaxations were performed to account for
the effects of surface relaxations. The procedure to determine the surface structure
was similar to the one adopted in the SIESTA calculation.

3.2 Zero Point Energy Calculation

It is well known that the quantum effects are stronger for H than other elements and
the effects cannot be neglected in many cases. The zero-point energy (ZPE) cor-
rection plays an important role in determining the adsorption site on metal surface
where the potential surface is generally quite flat. However, ZPE has been some-
times neglected in the previous studies of H on the Pt surface [21, 25]. In this work,
the ZPE of H on the Pt surface was found by changing the position of hydrogen
atom around equilibrium position, i.e., we let hydrogen atom vibrate around the
equilibrium position on the Pt surface.

The zero point energies of H on Pt surface were calculated by using:
1
ZPE = Ehm, (3.1)

where ® is corresponding phonon frequencies.

To calculate the phonon frequencies at the I' point in the surface Brillouin zone,
we used the forces associated with the displacements of the atoms in the supercell.
From the forces obtained by the use of the Hellmann-Feynman theorem [63, 64],
the elements of the force-constant matrix were calculated. Then the dynamical
matrix was determined by a Fourier transformation, and the phonon frequencies
for arbitrary wave vectors were evaluated by a diagonalization of this matrix. In
our calculations, the periodically arranged supercells (3x3) for Pt(111) and (3x2)
for Pt(110) were used. We displaced an atom i in the supercell along a small dis-
placement vector (i) = {ug(i)}, where o is the Cartesian component. From the
Hellmann-Feynman forces, F(i') = {Fy (i)}, we can determine one column of the
force-constant matrix:

q)aoc’(iai/) = _aal;o(c;g)) fo )

Q
|

(3.2)

To find all components in the force-constant matrix for the H atoms on the Pt
surface, we followed two steps:(i) all the H atoms were displaced in the x, y, and z
directions to find the forces Fy(i'), (ii) these forces were applied with a linear regres-
sion technique to find the force-constant matrix components. We confirmed that the
forces are a linear function of the force-constant matrix components. However when
Fo(i') <1073eV /A the linear dependence between ¢ge (i,i') and Fy(i') was not clear,
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but the numerical uncertainty thereby yielded will not affect the phonon frequency
so much. With the force-constant matrix ¢(i,i’) the dynamical matrix at the I" point
in the surface Brillouin zone,

Do = Z%L(i,i/)7 (3.3)

i mimy

is obtained, where m is the atomic mass. The diagonalization of Dgy then yields
the phonon frequencies.

3.3 Monte Carlo Method

The main target of this study is to compute the thermodynamic properties of the
surface, such as the adsorption free-energy and the effective H-H interaction. The
DFT calculation is, however, too time-consuming to directly obtain those value.
Instead, the total-energies obtained by the DFT calculations were fitted to a lattice
model and the Monte Carlo simulation was done using the lattice gas model. Detail
of the Monte Carlo simulation is described in this section.

We use the Monte Carlo (MC) simulation to accurately investigate the thermo-
dynamic and properties of a system of interest. The average value of some property,
(A) can be obtained as [65]:

Jdrexp |~ gzU ()] 4 ()
(a) =
[drNexp [—,{BLTU (rN)]

where rV is the configuration of an N particle system (i.e., the positions of all N
particles) , U is the potential energy. The probability density of finding the system
in configuration rV is:

, (3.4)

exp [—,{BLTU (rN)}
JdrNexp [—,{BLTU (rN)} ,

where [dr"exp [—kBLTU (rN)] is the configurational integral. In Eq. (3.5), if the

points of the sufficient number Nyic of MC steps can be randomly generated in
configuration space, then we can write Eq. (3.4) in the form:

(3.5)

p() =

1 Nmvc

Muc i

(A) A, (3.6)
The errors in (A) will be 1/y/Nyc after equilibration of our system of interest [65].

A MC algorithm contains a group of Monte Carlo moves that generates a
Markov chain of states. It means that if we consider our system is currently in
state m, then the probability of moving to a state n is defined as m,,,, where 7 is the
transition matrix. Consider p is a probability vector, that defines the probability
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that the system is in a particular state; p; is the probability of being in state i. For
the simulation to converge to the limiting distribution, the Monte Carlo moves used
must satisfy the balance condition and they must result in ergodic sampling [66]. It
means that the net flux between two states must be zero at equilibrium, i.e.:

PmTmn = PnTnn- (3.7)

For proposing a Monte Carlo move and correctly choose whether to accept or
reject it, the Metropolis acceptance criterion |67, 68| was used:

pmn = min{1,exp (=B [U(n) —U(m)])}, (3.8)

where pp,, is the probability of accepting the move. If U(n) > U(m), a pseudorandom
number Upseudo (0 < Upgeudo < 1) will be generated. If Upgeudo < pmn, the trial move
is accepted.
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Chapter 4

The Pt(111)

This chapter has been published as :

“First-Principles Thermodynamic Description of Hydrogen Electroadsorption
on the Pt(111) Surface”

by T.T.T. Hanh, Y. Takimoto, O. Sugino, Surf. Sci. 625 (2014) 104.

4.1 Introduction

The hydrogen (H) adsorption is one of the most widely studied issues in surface
science for many years [39, 69]. Because of many applications, the adsorption on
platinum (Pt) surfaces has been paid special attention either under the ultra-high
vacuum (UHV) |70, 71] or in contact with the solution |7, 8,9, 10, 11, 72, 73, 74, 75|.
This issue, especially H on Pt(111), has been the target of many theoretical calcu-
lations [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 76, 77|. Earlier theoretical studies
focused on the UHV surface [15, 16, 17, 18, 19, 20, 21, 22, 76|, and more recent ones
[23, 24, 25| modeled the electrochemical interfaces with the UHV surface neglecting
the hydration effect. Understanding of the hydration effect is a challenging theme
itself, but it is a practical first step to compare in detail the UHV surface calculation
with the electrochemical experiment. To proceed the study along this line, however,
the data provided by previous theoretical studies is still insufficient, and at this
stage, it is important to provide more theoretical data to precisely understand the
difference and/or similarity between the theory and experiment.

As a tool to investigate the surfaces in UHV, the first-principles calculation
has shown great success. In the case of the surfaces in UHV, one can use the
surface structures determined experimentally or those optimized within the theory
to investigate the properties of the surface. In the case of the solid/liquid interface,
however, things are different. The liquid structures fluctuate rapidly and the theory
needs to deal with the statistics of the liquid structures. This is a heavy burden of
the calculation and it is still infeasible to take it fully into account. Instead, the
UHV surface approach has been applied to the problem of hydrophobic interfaces
where interaction with the solution is weak. The approach has been considered valid
for platinum or other noble metal and large number of calculations can be found in
the literatures |12, 13].
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Experimentally, the H adsorption isotherm has been traditionally studied using
the cyclic voltammetry (CV) [7, 8, 9, 10, 11]. From the current-voltage curve, the
amount of adsorbed H atoms (H,gs) can be obtained as a function of the bias poten-
tial (U) because H30" + e~ <> Haqs+Ho0 is the only major charge transfer process
concerned. The H-coverage (@p) is found sensitively dependent on the Pt-H bind-
ing energy and the H-H interaction energy, so that the @ (U) curve is a fingerprint
of the surface. For example, recent experiment [14] showed that the effective H-H
interaction is strongly repulsive on Pt(111) in a HCIO4 solution, while the interac-
tion is much weakened both on Pt(100) and Pt(110), and the interaction becomes
attractive when in a HySOy4 solution. The electrochemical measurement, however,
does not provide detail on the adsorption site. The spectroscopic measurement can
in principle provide it in a complementary way, but the measurement has not been
somehow conclusive. In this context, it was deduced so far, and is generally be-
lieved, that the hollow site is the most stable site although some spectroscopic data
suggests adsorption on the top site, leaving room for controversy [8].

In this context, it is important to perform the first-principles density functional
theory (DFT) calculation to obtain the thermodynamic adsorption energy. The
previous calculations |76, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25|, however, did
not lead to the same conclusion regarding the most stable adsorption site. This
happened despite the fact that those calculations commonly used the semilocal level
of the Kohn-Sham theory, i.e., the generalized gradient approximation (GGA) for the
exchange-correlation of the electrons. Olsen et al. [15] used the linear combination
of atomic orbital (LCAO) scheme to find that the top site is more stable than the fcc
site (the next stable site) by 110 meV when @ = 1/4. Later, plane wave basis set
was used under @y = 1/4 to find that (1) the adsorption energy is almost identical
among the top, fcc, hep, and a site between the fcc and bridge by Nobuhara et al.
[16], similarly that (2) the top is more stable than the fcc by only 10 meV by Ford
et al. [21], but that (3) the top is more stable than the bridge (the next stable site)
by 900 meV by Watson et al. [17], and that (4) the fcc is more stable than the top
by 60 meV by Greely et al. [22]. Badescu et al. [18] did a similar calculation under
O = 1, and found that the top is more stable than fcc (the next stable site) by 22
meV when H is treated classically, but the fcc becomes more stable than the top
by 21 meV when corrected by the zero point energy (ZPE), suggesting importance
of the zero point energy. Hamada et al. [25] also did a similar calculation under
various coverage conditions to find that the fcc is more stable than the top by 40
meV without the ZPE correction under ®y = 1/4 in consistent with Ref. [22], but
the adsorption energy was shown to have significant layer thickness dependence and
one needs to use more than 9 Pt layers to get a converged result, which is thicker
than those adopted in previous calculations. These qualitatively different results
obtained by the previous studies suggest that more careful DFT calculation needs
to be done to conclude the stability among the possible adsorption sites. In this
context, obtaining a converged DFT data is the first topic that we discuss in this
chapter.

We will then compute the adsorption isotherm and compare the result with
those obtained from the CV measurement [10, 11, 14]. We will focus on the compar-
ison of the effective H-H interaction, or the g-value, using a Monte Carlo simulation
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on a lattice gas model parameterized by the results of the DFT calculations. Note
that a similar Monte Carlo simulation was done by Karlberg et al. [23| using the fcc
site only to compare the theoretical and experimental isotherm, @ (U), but here
we use both the fcc and the top sites and compare the derivative of the isotherm,
which corresponds to the g-value. This is the second topic of this chapter. We
examine if the lattice gas model successfully accounts for the experiment or it needs
adjustment of the parameters. Discrepancy from the experiment should be ascribed
to the hydration effect and/or the DFT-GGA error albeit it is not possible to discuss
relative importance. The comparison nevertheless provides important insight into
the H-adsorption, which prompts further theoretical investigation.

4.2 Density Functional Theory (DFT) calculations

4.2.1 Computational methods

We used the linear combination of atomic orbitals (LCAO) and pseudopotential
scheme implemented in SIESTA (Spanish Initiative for Electronic Simulations with
Thousands of Atoms) [54, 55| for most of the first-principles electronic structure cal-
culations, while some of the results were corrected using the plane wave and projector
augmented wave (PAW) potentials [56, 57| scheme implemented in VASP (Vienna
Ab initio Software Package) |58, 59, 60]. The models and some detail of the DFT
calculation used for the calculation are shown in Fig. 4.1. In the DFT calculation,
we used the generalized gradient approximation (GGA) to the exchange-correlation
functional due to Perdew, Burke, and Ernzerhof (PBE) [61]. The repeated slab
model was used to model the surface and the surface slab was separated from its pe-
riodic image by 13.6 A, by which interaction energy with the image can be reduced
to 1 meV. The surface irreducible Brillouin zone was sampled on the k-point mesh
generated by the Monkhorst-Pack (MP) scheme[62].

SIESTA calculation

The SIESTA calculation was done using standard computational parameters, which
provided reasonably accuracy both in the calculation of a bare Pt surface and a Pt
molecule. We have adopted the following computational parameters for the SIESTA
calculation. We used the double-zeta polarized (DZP) basic set, the mesh-cutoff of
200Ry. We employed the Fermi-Dirac function with the electronic temperature of
300K in carrying out the Brillouin zone integrations. We used the value 200 meV for
the energy shift for Pt, which determines the cutoff radius per angular momentum
channel. For adsorbed H atoms, more extended basis was used; we used the value
60 meV for the energy shift, and split norm of 0.53 for the second zeta. This ensure
to obtain correct bond length and energy of H, molecule, and is important for the
long range interactions. The optimized lattice constant of the bare Pt(111) is 3.9247
A in good agreement with the experimental bulk lattice constant (3.9242 A) [78].

21



bridge top hcp fcc

Figure 4.1: The Pt(111) model used for the DFT calculations. The surface was
modeled using the repeated slab model. In the SIESTA calculation, the (1x1),
(2x2), (3x3), and (4x4) lateral unit cells were used to construct the Pt(111) slabs,
on which H atoms were adsorbed on the top, fcc, hcp, and bridge site such that
the coverage ranges from zero to one; the above figure corresponds to (2x2). The
VASP calculation was done only for (1x1) with only one H adsorbed either on
the top or the fcc. A vacuum equivalent to a six-layer slab separated the Pt slabs,
where the interlayer spacing was taken as 2.27 A. The total energy was obtained
after relaxing all the H and Pt atoms except for the bottom two Pt-layers.
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The equilibrium bond length (/¢,) and the binding energy (E}) of an isolated H,
molecule were obtained by using the cube unit cell of length ~7.5 A and by allowing
spin polarization. The result, /., = 0.754 A and E, =4.525 ¢V, is in good agreement
with experimental data, l,, = 0.74 A and E, = 4.530 €V [79]. The zero point energy
(ZPE) is 0.269 eV, in agreement with textbook data 0.270 ¢V [80].

The calculation of the H adsorbing surfaces was done for the following four
sets of configurations. First, one H atom was adsorbed on the surfaces of (1x1),
(2x2), and (3x3) lateral unit cell. This calculation was done mainly for the sake
of comparison with previous calculation. Second, the surface of (1x1) lateral unit
cell was used to investigate convergence property with respect to the number of Pt
layers and the k-point mesh. Third, the surface of (3x3) lateral unit cell and four Pt
layers were used to let H atoms adsorb on the top, fcc, hep, and bridge under sub-
monolayer coverage conditions, i.e., @y < 1. Fourth, two H atoms were let adsorb
on the (4x4) lateral unit cell to do the calculation with the (2x2x1) MP grids to
investigate the H-H interaction.

In the third case, all possible configurations were generated and the calculated
total-energies were fitted to a lattice gas model as detailed below. There were
some configurations that showed appreciable relaxation from the symmetric position,
which were omitted in the fitting. In this case, we used both the spin-polarization
and unpolarization calculations although spin was unpolarized in other cases. In
the Brillouin zone integration, 28, 15 and 6 special k-points were used to sample
the (7x7x1), (bx5x1) and (3x3x1) MP grids for the (1x1), (2x2), and (3x3)
lateral unit cells, respectively. The zero point energy (ZPE) of H was calculated by
displacing the position of H around equilibrium position both in the surface normal
and surface parallel directions and by using a harmonic approximation. The ZPE
calculation was done using those configurations adsorbed on the same symmetric
sites, i.e., the top or the fcc, only.

VAPS calculation

The VASP calculation was done only for (1x1) with only one H adsorbed on the
surface. We have used the k-point mesh ranging from (8x8x1) to (24x24x1) MP
grids for the (1x1) lateral unit cell. We have used the following computational
parameters. The plane wave cutoff energy was 400 eV, which is large enough to
converge the total energy within the order of 1 meV per atom. Brillouin zone

integrations were carried out by employing the Gaussian smearing function with
width 0.02 eV.

4.2.2 DFT-GGA description of H on Pt(111)

Comparison with previous calculations

We begin by showing that the properties except for the adsorption energy have rapid
convergence with respect to the computational parameters, and correspondingly the
results agrees well with previous calculations. First, we compare the optimized Pt-H
bond lengths for the H on Pt(111) as shown in Table 4.1, showing good agreement
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cell Ptlayers top bridge fec hep

1ML
(1x1) 4 157 178 1.87 1.88
5 (1.55) (1.76) (1.85) (1.85)
1/4ML
(2x2) 4 157 178  1.89,1.89,1.89 1.89,1.89,1.89
5 (155) (1.75) (1.85,1.85,1.85) (1.86)
1/9ML
(3x3) 4 157 178  1.88,1.88,1.88 1.88,1.88,1.88

Table 4.1: The optimized Pt-H bond length (A). The results from Ref. [25] are
parenthesized.

with the values of Hamada et al. [25]. We have confirmed that the results were
affected by less than 1 % when changing the number of Pt layers from four to five.
From the calculation we found that the H atoms are kept almost at the ideal high
symmetry position.

Second, we compare the vibrational frequency and zero point energy (ZPE).
Using the supercell approximation, the phonon frequency was obtained for the H
adsorption configurations on the (3x3) lateral unit cell. The obtained frequency
for Hi., under the full monolayer coverage is 80.9 cm™! for the surface parallel
component (P) and 145.0 cm ™! for the surface vertical component (V), which agrees
well with the previous calculation (73.5 cm ™! for P and 142.6 cm ™! for V) [81]. The
zero point energies estimated from the calculated frequency are 40.5 meV (P) and
72.5 meV (V), which agree fairly well with the UHV experiment for the vertical
component, but discrepancy is not small for the parallel (62.1£6.0 meV (P) and
80.843.9 meV (V) [82]. The result for the top is 53.0 cm~! for P and 272.4 cm™!
for V in agreement with the previous calculation (47.4 cm~! for P and 277.2 cm™!

for V) [81].

The stretching frequencies of H on the top are listed in Table 4.2, which show
good agreement with the values of previous DFT calculations [18, 19, 21, 25|. Also,
ViLpt for top sites of ~2100 cm™! and vpe_p for hollow sites of ~1100 cm™! are quite
close to the experimental values [75]. The averaged ZPE’s of H on the top and the
fcc were calculated using only the (1x1) lateral cell because of limited capacity of
our computer. The results are ~182 meV and ~134 meV, respectively, for the top
and the fcc, which agree with the results of Kéllén et al. (190 meV for the top and
139 meV for the fce) [84]. (For the meaning of “average” please read the following
subsection.)

H-adsorption energy
Table 4.3 shows the adsorption energy of H calculated using
ny
Eads = Eiot (NH) — Etot (0) - _EH2>

2
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cell Ptlayers top bridge fcc hcp
1ML

(Ix1) 3 2175 1373 1159 1178
4 2180 1349 1150 1189
5 2192 1363 1184 1219

1/4 ML
(2x2) 3 2171 1314 1107 1138
4 2167 1338 1070 1126

5 2187 1335 1095 1114
1/9 ML
(3x3) 4 2167 1323 1065 1185

Table 4.2: The Pt-H stretching frequency (cm™1).

where Eio (Ng1) is the total energy of the Pt surface adsorbed with Mg H atoms
and Ep, is the total energy of the isolated H, molecule. E,qs shows significant
coverage dependence, indicating H-H interaction plays a role; the interaction will be
analyzed in the following subsection. It is worth emphasizing that the calculated
value depends on the number of Pt layers, indicating that convergence is not reached
yet when using the 4-layed slab. In this respect, the result agrees with the conclusion
of Hamada et al. [25]. To obtain the converged value, we now investigate in detail
the convergence property with respect to the number of Pt layers and k-points.

The calculation was done using (1x1) lateral unit cell, on which one H atom
was let adsorb either on the top or on the fcc. The convergent was investigated
only for on-site energy, without including the H-H interaction for (1x1) lateral
unit cell because this converged result, then, will be used to correct the adsorption
energy of not converged (3x3) unit cell system, in which the H-H interaction of
one H atom adsorbed on the surface is considered vanishing. Table 4.4 shows the
calculated adsorption energy and Fig. 4.2 plots the adsorption energy on the fcc
relative to that on the top, AE,qs. The table shows that the SIESTA calculation
provides the adsorption energy systematically larger by 0.1 €V in magnitude when
compared with the VASP calculation. The figure shows that they provide a similar
dependence on k-point mesh and number of Pt layers as it changes from (8x8x1)
to (12x12x1) MP grids and from three to ten layers. In the following, we will focus
on the relative energy only, which is relevant to the issue of the relative abundance.
The value oscillates with large amplitude, indicating that the number of layers and
k-points should be made larger to obtain the converged value. Further calculation
was done using VASP only, which was found to more efficiently diminish the charge
sloshing that hampers stable calculation of thick metallic slabs. Fig. 4.3 plots the
results obtained with (12x12x1) MP grid, which is oscillatory against the number
of layers but the oscillation is regular and periodic when taking 14 to 18 layers.
It suggests that the converged value has already been determined well within the
amplitude of the oscillation (~10 meV) by taking these layers. Fig. 4.4 plots the
dependence on k-points, which shows that the results for various number of Pt
layers (14-17) becomes very close to each other when using (24x24x1) MP grid.
From these results we conclude that the converged AE,qs is located at around —7
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cell Ptlayers top bridge fec hcp
1ML
(1x1) 3 —0.461  —-0390 —0432  —0.405
(—0.487) (—0.450) (—0.519) (—0.474)
4 —0.464  —0.384 0432  —0.402
(—0.336) (—0.338) (—0.434) (—0.378)
5 -0.567 —0.489  —0.527 —0.499
(—0.444) (—-0.399) (—0.467) (—0.420)
1/4 ML
(2x2) 3 -0.719  —-0.608  —0.601  —0.589
(—0.567) (—0.522) (—0.522) (—0.516)
4 —0.646  —0.547 —0.563  —0.507
(—0.411) (-0.461) (—-0.518) (—0.454)
5 -0.682 —-0.565 —0.578  —0.537
(—0.518) (—0.500) (—0.568) (—0.493)
1/9 ML
(3x3) 4 -0.656 —-0.576  —0.612  —0.524
Table 4.3: The adsorption energy of H (eV). The results from Ref. [25] are paren-
thesized.

Pel (Bx8xMP ©x9xMP (10x10x)MP (IxIIxDMP (12x12x)MP
ayers top fcc top fcc top fcc top fcc top fcc
3 —0.56 055 059 053 057 054 057 054 059 0.6

(-0.41)  (~040) (-0.44) (-0.38) (-042) (-0.39) (-043) (-040) (-0.45) (~041)

4 ~049  —0.54 049 053 049 049 052 054 048 05
(-0.34)  (-039) (-033) (-0.36) (-034) (-034) (-036) (~038) (-0.32) (-0.34)

5 ~056  -0.58 062 057 051 049 057 054 059  —0.54
(-0.42)  (~043) (-046) (-043) (-036) (-035) (-043) (~039) (-0.44) (-0.39)

6 ~052 055 053 053 049 049 055 055 053  —0.53
(-0.38) (-0.42) (-0.38) (-0.39) (~035) (-036) (-0.40) (-0.40) (-0.38) (-0.39)

7 ~064 061 055 053 050 047 055 053 057  —0.53
(-0.35)  (~038) (~041) (-0.38) (~036) (-0.34) (-042) (-040) (-0.43) (-0.39)

8 ~056 0.5 057 057 048 050 053 053 052 051
(-0.42) (-045) (-043) (-0.42) (-036) (-036) (-039) (-039) (-0.38) (-0.38)

9 ~045  -051 054 050 054 052 055 056 053 0.0
(-0.33)  (-037) (-040) (-0.35) (-039) (-0.38) (-0.41) (-042) (-0.38) (~0.36)

10 ~057 057 058 056 048 048 053 053 056  —0.52
(-0.43)  (~044) (-043) (-041) (=035 (-035) (-041) (-040) (-0.42) (-0.39)
Table 4.4: The adsorption energy of H (eV), using SIESTA calculation. The results

from VASP calculation are parenthesized.
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Figure 4.2: The relative adsorption energy, E,4s(top) — Ea4s (fcc), calculated using
SIESTA (left) and VASP (right).
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Figure 4.3: Pt layer thickness dependence of AE,4s.
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Figure 4.4: k-point dependence of AE, 4.

meV. When adding ZPE, the value becomes —55 meV, or the fcc is more stable
by that amount, which is only two times the typical thermal energy at 300K (25
meV). This is our conclusion on the theoretical adsorption energy within the UHV
surface and DFT-PBE. Besides, we have used a different functional called RPBE
[83] for the calculation with (1 x 1) cell, 3-5 Pt layers, and (9 x 9 x 1) MP grids.
With RPBE, the adsorption energy on the fcc relative to that on the top was found
systematically lowered by 20 meV. This functional effect is smaller than ZPE albeit
not very much smaller than that, indicating that almost degenerated nature of the
two sites is common to both cases. We will examine below if this will naturally
explain the CV measurement. In doing the investigation thermodynamically, we
use the non-converged value of E,qs obtained by using the four layer slab calculation
and then correct the fitted data by shifting up the on-site energy of the top relative
to that of the fcc by 25 meV afterwards. This means that we assume (without
justification) that the correction (25 meV) is common to all the configurations with
different coverage. This approximated treatment is motivated by the finding that,
when comparing AE,qs at 1/4 ML condition, the dependence on the number of Pt
layer looks similar in the 3-5 layers region (Fig. 4.5).

Mapping to a lattice gas model

Out of all possible H-adsorptions on the (3x3) lateral unit cell using (3x3x1) MP
grid, 123 configurations showed minor displacement from the symmetric position
(i.e., the top, fcc, hep, or bridge). The results were then fitted to a lattice gas
model of the form,

H= Zsana + Z Vapholg,
o op
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Figure 4.5: AE,4; for different coverage conditions.

site (spin-unpolarized) (spin-polarized)
top —0.657(—0.475)  —0.657(—0.475)
fec —0.612(—0.478) —0.619(—0.485)
hep —0.524 —0.526
bridge —0.576 —0.576

Table 4.5: The fitted on-site energy (eV). The data corrected with ZPE is shown in
parenthesis.

where € is the on-site energy for a € {top, fcc, hep, bridge} and Vo is the pair-
wise interaction energy. Those pairs with distance less than 2.42 A were omitted
by assigning infinite energy, and among those with larger distance, the smallest one
were assigned finite value and others were assigned zero. Only for the top-top and
bridge-bridge pair, however, finite values were assigned up to the next nearest pairs.
Under these constraints, the total energies of SIESTA were fitted using the standard
regression algorithm. Resulting values are listed in Tables 4.5 and 4.6. The mean
error of the fitting is ~17 meV and the maximum error is ~51 meV. Although we
have analyzed four kinds of site, the hcp and the bridge sites have larger value for
the on-site energy than do the top and the fcc, yielding much less probability for
the occupation. In this context, we will focus only on the top and the fcc hereafter.

The zero point energy (ZPE) was fitted independently as follows. ZPE was
calculated by diagonalizing the dynamical matrix as stated above for all the con-
figurations adsorbed at the top sites or the fcc only; the results were subsequently
averaged over the configurations of the same coverage to get Ezpg (®g). The cov-
erage dependence is almost linear except for the low coverage region (@ < 0.2)
where the deviation from the linearity is 5-10 meV. The linear dependence on the
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site top fcc hcp bridge

top 0.049,0.0114 0.028 0.035 0.112
(0.049,0.0114) (0.029) (0.036)  (0.113)
foc 0.028 0.013 0.144
(0.028) (0.014)  (0.146)
hep 0.023 0.158
(0.023)  (0.159)
bridge 0.078, 0.046
(0.078, 0.044)

Table 4.6: The fitted interaction energy (eV) obtained from spin-unpolarized cal-
culation. The data obtained from spin-polarized calculation is parenthesized.

H-H pair energy

H¢.-Hg.  0.027 (0.031) 0.011 (0.011) 0.004 (0.000)
Hiop-Hiop  0.037 (0.042)  0.020 (0.020)  0.005 (0.000)
He-Hiop  0.027 (0.027)  0.019 (0.000) -

Table 4.7: The long-range interaction parameters (eV) for the lattice gas model.
The values in parenthesis are the original (short-range) parameters. The first,
second, and third rows indicate the first, second and third H neighbours, respec-
tively.

coverage indicates local nature (and thus additive nature) of the zero point energy.
The averaged ZPE energy was then used to correct the on-site energy (Table 4.5).

To check the accuracy of the mapping, we did further calculations. We per-
formed SIESTA calculations using (4x4) lateral unit cell and 4 special k-points in
the (2x2x1) MP grid. We have taken even number for the MP grid in this case to
make the grid density almost equal to the one used in our (3 x 3) cell calculation,
although odd/even oscillation may affect the result. The result shows that the en-
ergy required to subtract certain H..-Hge. pairs are 15 meV and 7 meV for (4x4)
while the values are 12 meV and 1 meV for (3x3), respectively, indicating that the
effect of the lateral cell size is not so large. As another check, we fitted the total en-
ergy using (3x3) lateral unit cell in the above using larger number of parameters, so
that longer-range interaction can be included. The resulting interaction parameters,
which we call long-range interaction parameters, are shown in Table 4.7 and Fig.
4.6 and are compared with the original parameters parenthesized in the same table,
which we call short-range interaction parameters. Those parameters are found close
to each other, and for those pairs outside the range of the short-range interaction
parameter, the value is less than ~20 meV, which is comparable to the mean error
of the fitting (17 meV).

It is interesting to note that the almost degenerated nature between the top
and the fcc is not the common feature of noble metal surfaces: Indeed, for Ir(111)
surface [85] and Pd overlayers with (111) texture [86] the top is the most stable.
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Figure 4.6: The interaction parameters. Those H atoms located within the cut-
off radius (shown with a quarter of circle) from Hy.. (left panel) and Hyp (right
panel) are taken into account for the parameter fitting. The H-H pair and the
interaction energy are shown in the figure.

4.3 Monte-Carlo (MC) simulation

4.3.1 Free-energy and effective H-H interaction

Having constructed the lattice gas model, we now perform the MC simulation to
compute the free-energy of adsorption, which is used to evaluate the effective H-H
interaction VﬁffH and compare it with experiment in detail.

Using the fact that, for a system of strong repulsion, the H adsorption energy
is rapidly increased with increase in the H coverage, the effective interaction will be
defined as the coverage derivative of the adsorption energy. In that case, it will be
natural to use for the adsorption energy the Gibbs free-energy, G (N, T'), subtracted
by the configurational entropic term, i.e., to use the enthalpic term G (Ny,T)+

T Sconfig (NH,T), with the reference free-energy taken to be G(0,7) + %NH,u(I){Z, where

,u%z is the chemical potential of hydrogen gas at standard condition. That is, the

adsorption energy is

EY (NH,T)E[ J

1
s —— 3 G (N1, T) + T Scontig (N1, T) — = Nugipy,
ONyg T

2
or equivalently

1

1 0
ES (®n,T)= | ——=—{G(®u,T)+T Ou,T)}| —u
ads( H, ) |:Nsitea®H {G( H, ) Sconﬁg( H, )}:|T 2'uH2’
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where Ngite is the number of adsorption sites of the system. Then the effective
interaction is

0E?. (O, T
VﬁffH@H,T):(—ads( f >)
T

00y

1 9
= ——{G(®H7T)+Tsconﬁ (G)H?T)}) ’
(Nsite a®2H : r

We will use its dimensionless parameter V&, (@, T) / (kgT), which will be called as
the g-value, or

2=V (On,T) / (ksT) (4.1)

following Refs. |7, 8, 14]. Note that the g-value defined here is slightly different from
the experimental one denoted as g, which is defined in Eq. (11) of Ref. [14]. The ex-
perimental one, g, is equivalent to the g-value obtained by substituting Sconfig (N, T)
with the non-interacting counterpart

ni. —Nsitoks [O 10O + (1 — @) In (1 — Oy)].

config —
Therefore those g-values are different by the interaction contribution to the config-

urational entropy, AS = Sconfig — Sgé)iﬁﬁgv as

1 0*AS
B kBNsite a®%{ '

Z—g 4.2)

In computing the adsorption energy Egds (®y,T) and the entropy AS, we per-
formed the MC simulation and the thermodynamic integration. The thermodynam-
ics integration was done with respect to the interaction parameter A, such that the
thermal average of the A-derivative of the parametrized lattice gas Hamiltonian,

H(A) =Y eang+L1Y vapnang,
o of

was integrated from A =0 (which corresponds to the non-interacting system) to
A =1 (which corresponds to fully interacting system), to obtain the difference in the
free-energy. The difference was used to obtain the difference in the entropy AS.

4.3.2 MC simulation conditions

The MC simulation was done at a given particle number N and the temperature
T condition. Initially, the adsorbed H atoms were placed randomly at the allowed
position. Due to the repulsive nature of the interaction, conventional Metropolis
algorithm tends to be very slow in the configuration change, or the acceptance
ratio is very low, when randomly choosing new H site. In order to increase the
acceptance ratio, we have adopted Kawasaki-type dynamics where new site is chosen
by the exchange of adsorbed H location to a neighboring empty one. The location
is first selected by listing all allowed empty sites of non-zero pair interaction energy
with respect to randomly selected occupied H site. Then, the new place is chosen
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Figure 4.7: Acceptance ratio for the Kawasaki-type dynamics and for the original
Metropolis dynamics.
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Figure 4.8: The calculated g-value obtained using the short-range interaction and
the long-range interaction.

randomly from the list. The improvement in the acceptance ratio is clear in the
whole range of @ as shown in Fig. 4.7.

We carried out the MC simulation on 10 x 10 unit cell with periodic boundary
condition. The simulation ran the first 10,000 MC steps to allow system to equi-
librate, followed by 50 million MC steps for the measuring process. This process
was repeated from a single H loading (@ = 0.01) up-to 100 (@ = 1) loadings to
study dependence on H loadings on Pt(111). For our implementation of a pseudo
random number generation (PRNG) process on a computer simulation, we used the
Mersenne Twister library [87], which is widely known as one of the best PRNGs
available today. We have done the simulation using mostly the parameter set for
the lattice gas model as shown in Tables 4.5 and 4.6.

We have also done the simulation using different parameter set that includes
long-range interactions (Table 4.7) for comparison. The interaction range was found
to affect the g-value at low temperature region (58K) as might be expected, but at
room temperature (273K), the resulting g-value is not so sensitive to the range (Fig.

4.8).
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4.3.3 Results of MC simulations

The results of the MC simulation performed at 303 K is shown in Fig. 4.9. Here we
have used the long-range interaction parameters. We found that the g-values, g and g
(the upper panel), are almost the same in the range (0.15 < ®y). Outside that range,
however, we could not obtain reliable AS, presumably due to insufficient sampling
with the Kawasaki-type MC simulation. So, we will compare with experiment within
0.15 < Oy, neglecting thereby the difference between g and g; so our comparison
is equivalent to comparing the differentiated enthalpy obtained theoretically and
that obtained experimentally. The calculated g-value increases from zero as the
coverage is increased from zero, and then saturates as the coverage exceeds 20 %.
When the coverage exceeds 80 % it decreases towards zero and the g-value curve
is approximately symmetric at 50 %, indicating a kind of particle-hole symmetry
such that the system can be characterized near 1 ML in terms of the vacant site.
The g-value is g = 11.6 at the peak and is g = 10.5+ 1 when averaged in the range
0.2 <Oy <0.8. The average is smaller than g = 12 measured by Markovi¢ et al. [11]
in HC104 and g = 11 by Zolfaghari and Jerkiewicz [9] in HySOy4, and g =12.24+1.5 by
Lasia [14] in HCIO4 (Fig. 4.9). The experimental curve of Lasia gradually increases
at around 0.3 ML but our theoretical curve shows a mild peak at 0.6 ML.

To see the reason for the underestimation, we performed a simulation restricting
to the fcc or to the top. When restricting to the fcc we obtained g = 1140.5, and
when restricting to the top, g = 16.5+0.8 (Fig. 4.9). The change in the g-value
is quite small when restricted to the fcc only, which indicates dominated H on the
fcc. The larger g-value obtained by restricting to the top only can be explained by
stronger repulsive interaction for H on the top.

To further investigate the property of the lattice gas model, we performed MC
simulations by changing the parameters. First, we changed €;,p relative to eg. (Fig.
4.10). When g, was shifted up, the g-value curve did not change reflecting the
dominance of H¢... When it was shifted down, the g-value was increased at lower
coverage region (@p <20%), while the increase was not significant at the larger
coverage region. We could not find a clear reason for the different effect on g for
different ®y, but we consider that, as Hi,, is increased in number, there will be
complex competition between (1) increase in the interaction because of stronger
Htop-Htop repulsion and (2) reduced interaction because of availability of both sites.
These results show that the experimental results can be explained by taking the €
as optimized by the DFT calculations or by taking larger values.

Then we analyze the number of Hyop, and Hg.. (Fig. 4.11). We find that the
dominance of H¢.. becomes clear only for @y > 0.1 when using the original parameter
set, while the dominance is clear in the whole range of ®y when &, is shifted up
only by 17 meV. When shifting down &;op by 69 meV, Hiop is dominant only for
Oy < 0.3. These results indicate that €., affects quite sensitively on the dominant
sites.

We then study the effect of the interaction energy. When, the interaction energy
was scaled up by 10 % in the simulation with the fcc only, the g-value was found
enhanced by about 20 %. The g-value curve is then much closer to the experimental
one (Fig. 4.12). Therefore, we can conclude that our DFT calculation provides
parameters that underestimate the H-H repulsion by 10 %.
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Figure 4.9: The calculated H-H interaction parameters. In the upper panel plotted
are g and g, and in the lower panel compared are the g-values obtained from
simulations (solid lines) and from an experiment (Ref.[14]). The experimental
data are shown with error bar. The read line corresponds to the simulation using
both fcc and top sites, and the blue (gray) line to the simulation with fcc (top)
sites only.
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Figure 4.10: g-value curves obtained by shifting the on-site energy of the top rel-
ative to the fcc. “DFT” corresponds to the original set of parameters determined
by the DFT calculation.
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Figure 4.11: The population of H on the top and that on the fcc. The calculation
was done by shifting the on-site energy of the top relative to the fcc. "DFT” cor-
responds to the original set of parameters determined by the DFT calculations.
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Figure 4.12: g-value curve obtained by enlarging the H-H interaction energy. The
simulation was done using the fcc only.

39



4.3.4 Discussion on voltage dependence of the Pt-H stretching
frequency

Finally, we study how the vibrational frequency of Pt-Hi,, stretching motion is
affected by nearby H atoms to discuss the effect of electrode potential. When Hyy, is
isolated, the Pt-H stretching frequency is 2167 cm ™! while when surrounded by three
nearest Heee, the frequency is reduced by 81 em™!. From our MC simulation, average
number of nearest Hy.. increase with @y by the rate 0.97/ML. The experimental
data of Markovié¢ |7] shows that ®g increases with the rate 0.43 V/ML and thus
2.25/V for the rate of change in the number of nearest H¢... Therefore, the rate of
change in the stretching frequency is —184 cm™!/V. It is interesting that the rate is
not so different from the rate found for the polycrystalline Pt surface —130 cm™!/V
[75] despite difference in the surface geometry. It will be then an important target
of a future work to investigate if this is just a coincidence or not.

4.4 Conclusion

The hydrogen adsorption on the Pt(111) surface was investigated using a converged
first-principles DFT-GGA calculation and a Monte Carlo simulation. It was shown
that Hg.. is more abundant than Hi,, in consistent with the CV experiment in
the literature. Further precise comparison with experiment shows that the H-H
interaction is underestimated by 10 %. Possible origin of the discrepancy is the
hydration effect neglected in our model although we cannot exclude the possibility
that error of the DFT-PBE will also play a role.
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Chapter 5

The missing row Pt(110)-(1x2)

5.1 Introduction

Within the past 3 decades, electrochemical surface science has become an important
tool in a number of diverse fields such as microelectronics, catalysis, and fuel cells
[7, 70]. Among others, the hydrogen-platinum system is one of the most intensively
investigated model systems [8, 26, 14, 11, 74, 75, 88]. Although (111) surface is the
most stable for FCC metals, other surfaces should also be studies because, in prac-
tical applications, the catalysts are typically dispersed in small particles embedded
in a matrix. It has been shown that, for particles of FCC metals, the most common
facets are the low energy (111) and (100) facets [89]. The previous studies suggested
that the catalytically active sites are steps on these facets [90] or edges between the
facets [91]. In this context theoretical calculations were done by Gudmundsdottir et
al. and Skilason et al. to investigate the effect of facet. They made use of the fact
that the missing row reconstructed Pt(110)-(1x2) surface can be used as a periodic
model of edge sites between (111) facets [92, 93]. Subsequently, the interaction of
hydrogen with the Pt(110) surface has been studied extensively both experimentally
and theoretically [26, 27, 31, 94, 95].

Engstrom et al. [26] and Shern [95] carried out low-energy electron diffrac-
tion (LEED), temperature-programmed desorption (TPD) and the mirror electron
microscope LEED — that can measure the work function change — to study the
adsorption of H on the missing-row Pt(110)-(1x2). They supported the usual as-
sumption [26, 39, 96| of highly coordinated H sitting in the deep troughs of the
missing rows. Stenzel et al. [97] also supported the result using the vibrational
spectroscopy meareuement. However, Kirsten et al. [98] gave another proposal
of a highly coordinated subsurface site on the basis of a direct structure-probing
experiment (Helium atom scattering, HAS). On the contrary, Zhang et al. [31] per-
formed LEED experiments and DFT calculations to provide an evidence that B,-H
is chemisorbed at the low coordinated short bridge site on top of the outermost Pt
rows. Subsequently, Minca et al. [27] used TPD, quantitative LEED, and DFT to
find a chemisorption site, called B,-state, on the outermost close-packed rows under
the ideal coverage of 0.5 ML. Adsorption sites on the (111) microfacets, called ;-
state, are occupied only at higher coverage. Note that the ; and B, states had been
well described in Refs. [26, 94, 99]. Most recently, Gudmundsdottir et al. |30] used
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TPD measurements and DFT calculations to confirm that, at low coverages, the
strongest binding sites are the low coordination bridge sites at the edge. At higher
coverages, on the other hand, H is adsorbed on higher coordination sites either on
the micro-facet or in the trough. Those various foregoing researches indicate that
there is still controvercy regarding determination of the H chemisorption site. To
proceed the study it will be important to investigate the chemisorption site more
thoroughly including typical and atypical sites.

The first purpose of the present work is to determine the binding sites and
obtain the converged DFT data. We then compute the adsorption isotherm using
two different simulation software SIESTA and VASP, and compare their results.
We will focus on the comparison of the effective H-H interaction, or the g-value,
using a Monte Carlo simulation on a lattice gas model parameterized by the results
of the DFT calculations. Our study is the first evaluation of the nature of H-H
interactions on the missing-row Pt(110)-(1x2) surface. Note that we investigate the
H adsorption on Pt(110)-(1x2) up to 1 ML coverage, and the result showed the
most stable sites are the short bridge site on top of outermost Pt rows (R), and the
on-top site on the micro facet (F). Therefore, the Monte Carlo simulation was done
using both R and F sites, then we compare the derivative of the isotherm, which
corresponds to the g-value. This is the second topic of this research. Considering
the reasonable accuracy of the first-principles approach in determining the effective
H-H interaction on Pt(111), as shown in the previous chapter [88], the interaction
parameters obtained for Pt(110)-(1x2) will provide a similar important insight.

5.2 Density Functional Theory (DFT) calculations

5.2.1 Computational methods

The DFT approach successfully used in the study of H on pt(111) was similarly
applied in this study. We used the linear combination of atomic orbitals (LCAO)
and pseudopotential scheme implemented in SIESTA (Spanish Initiative for Elec-
tronic Simulations with Thousands of Atoms) [54, 55| for the first-principles elec-
tronic structure calculations. Then the plane wave and projector augmented wave
(PAW) potentials [56, 57| scheme implemented in VASP (Vienna Ab initio Soft-
ware Package) [58, 59, 60] was used to supplement the SIESTA result. The models
and adsorption sites of the DFT calculation used for the calculation are shown in
Fig. 5.1. In the DFT calculation, we used the generalized gradient approximation
(GGA) to the exchange-correlation functional due to Perdew, Burke, and Ernzerhof
(PBE) [61]. The repeated slab model was used to model the surface and the surface
slab was separated from its periodic image by 16.6 A, by which interaction energy
with the image can be reduced to 1 meV. The surface irreducible Brillouin zone was
sampled on the k-point mesh generated by the Monkhorst-Pack (MP) scheme [62].
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Figure 5.1: The missing row Pt(110)-(1x2) model used for the DFT calculations.
The surface was modeled using the repeated slab model. In the DFT calculation,
the (1x2) lateral unit cell was used to construct the Pt(110)-(1x2) slabs, on which
H atoms were adsorbed on the following sites: the short bridge on the ridge (R),
the on-top on the micro facet (F), the HCP hollow site (F’) and the long bridge site
in the trough (T) such that the coverage ranges from zero to one.
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SIESTA calculation

We have adopted the following computational parameters for the SIESTA calcula-
tion. We used the double-zeta polarized (DZP) basic set, the mesh-cutoff of 200Ry.
We employed the Fermi Dirac function with the electronic temperature of 300 K
in carrying out the Brillouin zone integrations. We used the value 200 meV for
the energy shift for Pt, which determines the cutoff radius per angular momentum
channel. For adsorbed H atoms, more extended basis is used where we used the
value 60 meV for the energy shift, and split norm of 0.53 for the second zeta. This
ensure to obtain correct bond length and energy of H2 molecule, and is important
for the long range interactions [88]. These standard computational parameters used
in SIESTA calculation provided reasonably accuracy both in the calculation of a
bare Pt surface and a H molecule [88]. The optimized lattice constant of the bare
missing row Pt(110)-(1x2) is 3.93 A in good agreement with the experimental bulk

lattice constant (3.924 A) [78].
The calculation of the H adsorbing surfaces was done for the following three sets

of configurations. First, one H atom was adsorbed on the missing row Pt(110)-(1x2)
surfaces of (1x2) and (3x2) lateral unit cell. A vacuum equivalent to a twelve-layer
slab separated the Pt slabs, where the interlayer spacing was taken as 1.387 A. The
total energy was obtained after relaxing all the H and the Pt atoms of the upper four
Pt-layers. This calculation was done mainly for the sake of comparing with previous
calculation regarding the stability of binding sites. Second, the surface of (1x2)
lateral unit cell was used to investigate convergence property with respect to the
number of Pt layers and the k-point mesh. Third, the surface of (3x2) lateral unit
cell and nine Pt layers were used to let H atoms adsorb on the short bridge on the
ridge (R) and the on-top on the micro facet (F) sites. In the third case, all possible
configurations with the H coverage up to 1ML were generated and the calculated
total energies were fitted to a lattice gas model as detailed below. We used the spin-
polarization calculations for all system. In the Brillouin zone integration, 84 and
12 special k-points were used to sample the (12x12x1) and (4x4x1) MP grids for
the (1x2), and (3x2) lateral unit cells, respectively. The zero point energy (ZPE)
of H was calculated by displacing the position of H around equilibrium position
both in the surface normal and surface parallel directions and by using a harmonic
approximation. The ZPE calculation was done using those configurations adsorbed
on the same binding sites, i.e., the R-sites or the F-sites, only.

VASP calculation

The VASP calculation was similarly done for three above sets of H-Pt configurations.
Besides, we have used the k-point mesh ranging from (7x7x1) to (24x24x1) MP
grids for the (1x2) lateral unit cell. We have used the following computational
parameters. The plane wave cutoff energy was 400 eV, which is large enough to
converge the total energy within the order of 1 meV per atom. Brillouin zone
integrations were carried out by employing the Gaussian smearing function with
width 0.02 eV. The optimized lattice constant of the bare missing row Pt(110)-
(1x2) obtained from VASP calculation is 3.92 A. The ZPE calculation was not
calculated in VASP calculation.

44



cell Ptlayers R F F’ T

1/3ML
(1x2) 5 —0.649  —0.605 —0.564  —0.545
7 —0.666 —0.632 —0.507 —0.497
9 —0.737 —0.621 —0497  —0.445
(—0.555) (—0.428) (—0.343) (—0.270)

1/9 ML

(3x2) 9 ~0.710  —0.675

(—0.526) (—0.452)

Table 5.1: The adsorption energy of H (eV). The results from VASP calculation are
parenthesized.

5.2.2 DFT-GGA description of H on missing row Pt(110)-(1x2)

Adsorption sites

Previous calculations showed that the energy associated with the various binding
sites on the surface is strongly dependent on the H-atom coverage. By adding the H-
atoms to the surface one at a time, the surface is filled first at the strongest binding
sites and finally at the weakest ones [30]. In this context, we firstly test the order
of adsorption sites, they get filled by calculating the hydrogen adsorption energy

nH

Eads = Etot (N11) — Etot (0) >

EH27

where Eio (Np1) is the total energy of the Pt surface adsorbed with Ny H atoms
and Ep, is the total energy of the isolated H molecule. E,qs shows that the short
bridge site on the ridge (R) is the strongest adsorption site, then the on-top on the
micro facet (F), and finally the HCP hollow site (F’) and the long bridge site in the
trough (T) (see Table 5.1). This result is in agreement with the results of Zhang et
al. [31] and Gudmundsdottir et al. [30]. Besides, Gudmundsdottir et al. has shown
that when the ridge has been filled, the preferred sites are the tilted on-top sites on
the micro facets (F) followed by adsorption onto the long bridge sites in the trough
(T). The filling of the trough sites forces the neighboring H-atoms to move from the
on-top sites towards the HCP threefold hollow sites on the (111) micro facet (F’).

Secondly, we calculate the optimized Pt-H bond lengths for the H on the
Pt(110)-(1x2) as shown in Table 5.2. We have confirmed that the results were
affected by less than 1% when changing the number of Pt layers from five to nine.
The averaged ZPE of H on the R and the F were calculated using only the (3x2)
lateral cell. The results are 160 meV and 184 meV, respectively, for the R and the
F sites. To obtain the converged value, we now investigate in detail the convergence
property with respect to the number of Pt layers and k-points.

Previous calculation for Pt(111) provided the dependence of the adsorption
energy on k-point mesh and number of Pt layers [88]. Therefore, in this work, the
calculation was done similarly using (1x2) lateral unit cell, on which one H atom was
let adsorb either on the R or on the F. Table 5.3 shows the calculated adsorption
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cell Ptlayers R F F T
1/3 ML
(1x2) 5 39 29 30 25
(3.8) (3.0)
7 39 29 29 24
(3.8) (3.0)
9 39 29 28 24
(3.8) (29) (2.8) (2.6)
1/9 ML
(3x2) 9 38 29
(3.7) (3.0)

Table 5.2: The optimized Pt-H bond length (A). The results from VASP calculation
are parenthesized.

0105 L] L] | ] ]
VASP ——
0} SIESTA :
-0.05 | :
> 01F :
S 015} : :
LLI
< .02t -
0.25 | :
03F

4 6 8 10 12 14 16 18
Number of Pt layers

Figure 5.2: The relative adsorption energy, E,4s(R) — E,q4s (F), calculated using
SIESTA and VASP.
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Figure 5.3: k-point dependence of AE,4s.
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SIESTA VASP

Pt layers R F R F
5 -0.649 -0.605 -0.483 -0.420
6 -0.770 -0.579 -0.597 -0.311
7 -0.666 -0.631 -0.492 -0.440
8 -0.715 -0.594 -0.537 -0.398
9 -0.737 -0.621 -0.555 -0.428

10 -0.683 -0.614 -0.507 -0.422
11 -0.743 -0.598 -0.562 -0.407
12 -0.703 -0.619 -0.523 -0.423
13 -0.718 -0.608 -0.542 -0.417
14 -0.735 -0.615 -0.551 -0.422

15 -0.521 -0.426
16 -0.553 -0.415
17 -0.534 -0.425
18 -0.535 -0.418
19 -0.550 -0.425

Table 5.3: The adsorption energy of H (eV), using (12x12x1) MP grid for SIESTA
and VASP calculations.

energy and Fig.5.2 plots the adsorption energy on the F relative to that on the
R, AE,qs. The table shows that the SIESTA calculation provides the adsorption
energy systematically larger by 0.15 eV in magnitude, while the figure shows that
they provide a similar dependence on the number of Pt layers as it changes from
5 to 19 layers when (12x12x1) MP grid was used. From the Fig. 5.2 we found
that for the low Pt layers (less than 9), the value oscillates with large amplitude,
then the oscillation is regular and periodic when taking 9 to 19 layers. It suggests
that the converged value has already been determined well around —0.12 eV within
the amplitude of the oscillation (~ 40 meV) by taking these layers. Fig. 5.3 plots
the dependence on k-points, which shows that the results for various number of Pt
layers becomes very close to each other when using (16x16x1) MP grid. From
these results we conclude that the converged AE,qs is located at around —0.12 eV.
When adding ZPE, the value becomes —0.14 eV, or the R obviously is more stable
by that amount. This is our conclusion on the theoretical adsorption energy within
the UHV surface and DFT-PBE. We will show below the effective H-H interaction
parameters that have not been investigated before in theoretical and experiment. In
doing the investigation thermodynamically, we use the nine layer slab system, which
is showed that the converged value of E,q5 obtained ~ —0.12 eV (see Table 5.1).

Mapping to a lattice gas model

Now we show and compare the geometry parameter changes during the structural
search. 45 configurations of the H-adsorptions on the missing row Pt(110) on the
(3%x2) lateral unit cell have been simulated for all hydrogen positions on R and F
sites. Our calculation shows that the geometry parameters agree very well between
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denotes the (average) inter-layer spacing in layer i.

o
O
O

O 0 O

System LEED LEED  DFT SIESTA VASP
method  clean B-H FullR B,-H FullR B-H FulllIML  f$,-H FullR  B;-H  Full IML
config. [100] [31] [31]

dip 1.15 1.25 1.32 1.25 1.36 1.34 1.28 1.24 1.36 1.34 1.24
d; 1.37 1.36 1.33 1.42 1.39 1.41 1.47 1.40 1.37 1.39 1.48
d3a 1.41 1.41 1.43 1.43 1.45 1.45 1.42 1.44 1.46 1.45 1.46
dys 1.40 1.38 1.42 1.45 1.44 1.44 1.45 1.45 1.44 1.45 1.46
dse 1.38 1.39 1.36 1.42 1.42 1.42 1.42 1.42 1.42 1.42 1.42

Table 5.4: Experimental and theoretical parameters for the missing-row structure
of the clean inter-layer spacing and hydrogen-modified H/Pt(110)-(1x2) surface.
d; i+1) denotes the (average) inter-layer spacing in layer i (all values in A). Error
limits for the parameters derived by the LEED analysis from Zhang et al. [31] are
+0.02 Afor A d; (i+1)- For DFT calculation: full R: all R sites filled, full IML: all R
and F sites filled.

SIESTA and VASP method, and they are also in fair agreement with previous ex-
perimental and theoretical calculation[31, 100]| (see Table 5.4 and Fig. 5.4). The
most important change upon hydrogen adsorption is the relaxation in the first inter-
layer spacing di>. The change amounts to 0.10 A, well exceeding the combined error
limits of both experiments and DFT for hydrogen-modified B,-H/Pt(110)-(1x2) sur-
face. The other interlayer spacings and the buckling in the third layer stay roughly
the same within experimental errors. Zhang et al. has stressed that the substantial
change of relaxation ~ 0.1 A observed here is much less than the corrugation change
(0.5 A observed in the HAS experiment by Kirsten et al. [98] ). This difference in
corrugation and relaxation measured in the HAS and LEED experiments, respec-
tively, is precisely the experimental information pinpointing the adsorption site of
the Bo-hydrogen on Pt(110) [31].
We then fit the adsorption energy results to a lattice gas model by the form,

H= Zsana + Z Vapholg,
o op
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site SIESTA VASP
R —0.699(—0.543) —0.523
F  —0.674(—0.493) —0.444

Table 5.5: The fitted on-site energy (eV). The data corrected with ZPE is shown in
parenthesis.

H-H pair energy
Hr-Hr  -0.038 (-0.032)
Hr-Hr  0.073 (0.073)
Hp-Hr  0.055(0.057) 0.039 (0.042) 0.022 (0.025)

Table 5.6: The fitted interaction energy (eV) obtained from SIESTA calculation.
The data corrected with ZPE is parenthesized.

where g is the on-site energy for o € {R and F} and vgg is the pair-wise interaction
energy. Those pairs with distance less than 2.26 A were omitted by assigning infinite
energy, and among those with larger distance, the smallest one were assigned finite
value. Under these constraints, the total energies of SIESTA and VASP were fitted
using the standard regression algorithm. Resulting values are listed in Tables 5.5, 5.6
and 5.7. The mean errors of the fitting are ~15 meV, ~10 meV and the maximum
errors are ~41 meV, ~27 meV for SIESTA and VASP, respectively.

The zero point energy (ZPE) was fitted independently for SIESTA calculation
as follows. ZPE was calculated by diagonalizing the dynamical matrix as stated
above for all the configurations adsorbed at the R sites or the F sites only; the
results were subsequently averaged over the configurations of the same coverage
to get Ezpg (®p). The coverage dependence of ZPE is shown in Table 5.8. The
averaged ZPFE energy was then used to correct the on-site and interaction energies
(Tables 5.5 and 5.6).

From the H-H interaction result, it is interesting to note that a strong attraction
can be seen between the H-adatoms on the ridge, while there is a weak repulsion
on the micro facets when VASP is applied (Table 5.7). This is in good agreement
with the recent theoretical study [30]. However, SIESTA result shows that the
value of the Hgr-Hp attraction and the Hp-Hg repulsion are similar. It may be
explained by the change of the corrugation amplitude (AZ) (see [30] for the definition
of the corrugation amplitude) when using different DFT simulation methods. VASP
calculation shows that AZg and AZp are 3.71 A and 2.96 A, respectively. While

H-H pair energy
Hr-Hr  -0.036 (-0.030)
Hgr-Hr  0.041 (0.047)  0.006 (0.000)
He-Hg  0.029 (0.026) 0.017 (0.019) 0.007 (0.011)

Table 5.7: The long-range interaction parameters (eV) for the lattice gas model,
obtained from VASP calculation. The values in parenthesis are the original (short-
range) parameters.
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Number of H R F

1 0.158 0.181
2 0.158 0.182
3 0.162 0.184
4 0.185
5 0.186
6 0.188

Table 5.8: The Zero Point Energy (eV) of one hydrogen on the missing-row Pt(110)
surface, obtained from SIESTA calculation.

SIESTA result shows that AZg is 3.78 A and AZp is 2.90 A. Besides, we observed
that the hydrogen on the F-sites has tendency to follow the zigzag line to archive
the highest total adsorption energy. This phenomena can be explained based on the
lowest value of the Hp-Hy interaction energy from Tables 5.6 and 5.7. The same
order in which H get filled has been showed in previous theoretical calculation [30].

5.3 Monte-Carlo (MC) simulation

5.3.1 Free-energy and effective H-H interaction

Having constructed the lattice gas model, we now perform the MC simulation to
compute the free-energy of adsorption, which is used to evaluate the effective H-H
interaction VﬁffH.

Similar to the previous study [88|, we define the effective interaction as the
coverage derivative of the adsorption energy. And the Gibbs free-energy were used
for the adsorption energy, G (Ni, T), subtracted by the configurational entropic term,
i.e., to use the enthalpic term G (Nu,T) +TSconfig (Nu,T), with the reference free-
energy taken to be G (0,T) —|—%NH,u%2, where ‘“%2 is the chemical potential of hydrogen
gas at standard condition. That is, the adsorption energy is

E? (NH,T)E{ J

1
ads BV G(NH> T) + TSconﬁg (NH> T) - _NH‘U(})IZ

2

or equivalently

E&(L)ds (@H,T) = |: : 0 {G(®HaT)‘|’TSconﬁg (®H7T)}:|

Nsite a®H 2 Ha?

T

where Ngite is the number of adsorption sites of the system. Then the effective
interaction is

0E°. (®y,T
Vﬁ‘ffH(@)H,T):(—adgé);{ ))
T

1 0°
= ———{G(Oy,T) + TScontix (O, T
(Nsitea(a%l{ ( t )+ ﬁg( " )})T
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We use its dimensionless parameter Vi, (@, T) / (kgT), which is called as the g-
value. This g-value was obtained using the configurational entropy corresponding
to a non-interacting system neglecting the effect of the H-H interaction. Effect of
the interaction was, however, shown negligible on the Pt(111) surface [88§].

5.3.2 MC simulation conditions

The MC simulation was done at a given particle number Ng and the temperature
T condition. The H site was randomly updated according to the Kawasaki-type
dynamics to increase the acceptance ratio. The new site was chosen by the exchange
of adsorbed H with a neighboring empty one. The location of H was first listed with
its allowed empty sites, or the empty sites that do not interact with other H atoms,
and then a H atom was randomly selected from the list.

We carried out the MC simulation on 30 x 4 unit cell with periodic boundary
condition. The simulation ran the first 10,000 MC steps to allow system to equili-
brate, followed by 50 million MC steps for the measuring process. This process was
repeated from a single H loading (@ = 1/120) up-to 120 (@ = 1) loadings to study
dependence on H loadings on missing-row Pt(110)-(1x2). For our implementation
of a pseudo random number generation (PRNG) process on a computer simulation,
we used the Mersenne Twister library [87], which is widely known as one of the best
PRNGs available today.

Firstly, we have done the simulation using the parameter set for the lattice gas
model from the SIESTA calculation as shown in Tables 5.5 and 5.6. Then, the second
simulation has been done using different parameter set that includes short-range and
long-range interactions from VASP calculation (Table 5.7) for comparison.

5.3.3 Results of MC simulations

The results of the MC simulations performed under the temperature 303 K are
shown in Figs. 5.5, 5.6, and 5.7; they correspond to the parameter sets determined
by the SIESTA calculation and by the VASP calculation, respectively. The results
are rather close to each other except for the peak height appearing at @y ~ 1/3
ML. The appearance of this peak can be explained by the appearance of hydrogen
on the F site after filling in full H on the R site at 1/3 ML. When the coverage
is lower than 1/3 ML, the g-value has large negative value (~ —18) and increases
with the coverage to become close to zero at 1/3 ML. This indicates that the H-H
interaction is attractive initially and the attractive force diminishes at 1/3 ML. The
behavior at @y < 1/3 ML is consitent with experiment of Lasia (see Fig. 5.7)[14],
while not under higher coverage conditions. Lasia obtained the g-value of H/Pt(110)
in HClO4 using the cyclic voltammograms (CV). The experimental value is almost
zero at Op ~ 1/3 ML and is reduced to ~ —5 at ®g ~ 1 ML; large fluctuation
appears at lower coverages.

The experimental g-value is almost symmetric, g(1/2 —0®y) ~ g(Og) (see Fig.
5.8), while the theoretical one is not. At @y ~1/2 ML g ~ 15 when using the SIESTA
parameter set, while it is ~ 5 when using the VASP one, with the latter being closer
to the experimental one, g ~ 4. While the theoretical g-value is always positive at

52



g-value

-20 - .

— without ZPE

0.0 02 04

06 08

H coverage

Figure 5.5: The calculated g-value obtained using the SIESTA calculation with
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The experimental data are shown with error bar.
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Oy > 1/2 ML and diminishes at @ < 1 ML, the experimental one goes negative
at ®g > 0.7 ML. In this sense, there is qualitative difference in the force between
theory (always repulsive) and experiment (attractive near 1 ML).

The peak appearing at @y ~1/3 ML is found to be rather sensitive to the
parameter set. The peak height becomes higher by ~20 % by including the ZPE
(Fig. 5.5) and becomes higher by ~20 % by including the long-range interaction
(Fig. 5.6). From the VASP calculation, we found that the g-value is g = 50 at the
peak and is g = 6.5+ 0.5 when averaged in the range 0.5 < ®p < 0.8, while it is
g =40 at the peak and is g = 14.54+0.5 when averaged in the range 0.5 < Oy < 0.8
in SIESTA result (Fig. 5.7). It means that the g-value of the SIESTA method
underestimates the VASP method by 20% at 1/3 ML coverage, and overestimates
by two times as coverage exceeds 0.5ML. Possible origin of the discrepancy is from
the differently using the potentials scheme implemented in simulated packages. The
calculated g-value is in reasonable agreement with experiment [14]| in the lower
coverage @y < 1/3 conditions and in fair agreement for @y > 1/2, while the theory
predicts a distinct peak at @y ~ 1/3 although no such peak appears experimentally
(see Figs. 5.7 and 5.8). Therefore, it seems that there is significant effect neglected
in the simulation. The reason for the discrepancy is unfortunately not clear from
this study.

Besides, we compared the SIESTA and VASP results using the number of Hr
and Hp (Fig. 5.9). We find that the number of Hy otained from SIESTA calcualtion
is generally lower than that from VASP calculation although the difference is quite
small. The number of Hg in SIESTA result is only slightly higher than in VASP
calculation as the coverage is increased from 0 to 0.5 ML, and the two results are very
close to each other at higher coverages. These results indicate that the simulation
packages only slightly affect on the H sites at low coverage (@g < 0.5).

5.4 Conclusion

The hydrogen adsorption on the missing-row Pt(110)-(1x2) surface was investigated
using a converged first-principles DFT-GGA calculation and a Monte Carlo simula-
tion. It was shown that the H on the bridge on the ridge (Hg) is the dominant site
with strongest adsorption energy. The adsorption energy is lower for the tilted on-
top site on the micro facet (Hp), and is further lower for the HCP hollow site (Hp)
and the long bridge site in the trough (Ht). The result is in consistent with the
LEED experimental and DFT theoretical results found in the literature. Despite
the agreement, for the g-value that is a measure of the effective H-H interaction
on H/Pt(110)-(1x2), the agreement with the CV experiment is not good. The g-
value at lower coverage @y < 1/3 conditions is in reasonable agreement, and that
Op > 1/2 is in fair agreement, while the theory predict a distinct peak at @y ~ 1/3
although no such peak appears experimentally. The reason for the disagreement is
not clear. Further investigation is required to explain the experimental g-value to
better understand the H-adsorption on Pt(110)-(1x2).
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Chapter 6

Conclusion

The numerous experimental results and their theoretical treatment reviewed in the
introduction part reveal that H electroadsorption, albeit being one of the most
studied electrochemical processes, are still far from being perfectly understood at
the atomic level. The recent CV experimental and theoretical data give more insight
into the interactions between adsorbed H atoms and the Pt surface in HCIO, and
H,50,. However, until now, no models have been proposed to elucidate the overall
properties of these isotherms.

The issues of hydrogen electroadsorption on the Pt(hkl) surface are studied to
settle its theoretical description using a converged first-principles DFT-GGA calcu-
lation and a Monte Carlo simulation. The zero point energy (ZPE) correction of
quantum effect, which had never been calculated in foregoing theoretical studies,
had been calculated and applied to the DFT results. Therefore, by comparing these
data with theory, the accuracy of theory is diagnosed. Furthermore, the effective H-
H interaction, or the g-value was firstly theoretically calculated and compared with
the experiment. This comparison provides important insight into the H-adsorption,
which prompts further theoretical investigation.

In chapter 4, the hydrogen adsorption on the Pt(111) surface was investigated
within the conventional ultrahigh vacuum (UHV) surface modeling and the semilocal
Kohn-Sham level of the density functional theory (DFT). By performing a converged
DFT calculation, we have confirmed nearly degenerated nature of H on the fcc hollow
site (Hgec) and H on the top site (H¢op) when the nuclei are treated classically, while
H.. is significantly more stable when the zero-point energy correction is applied.
Relative abundance of the Hg.. over Hyop, was investigated by performing a Monte
Carlo simulation using a lattice gas model parameterized by the DFT calculation.
By comparing the calculated results with recent cyclic voltammetry data, we found
good agreement between theory and experiment but minor discrepancy exists in
that the H-H interaction is underestimated by ~10 %.

In chapter 5, the hydrogen adsorption isotherms, evaluated by combination of
density functional theory (DFT) and Monte Carlo (MC) simulations, are reported
on the missing row Pt(110)-(1x2) within the conventional ultrahigh vacuum (UHV)
surface modeling. The binding energy for adsorption is found to depend strongly
on the hydrogen coverage. The short bridge sites on the ridge (Hg) are found to
be the strongest binding sites at low coverage. At higher H coverage, up to 1ML,
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the on-top sites on the micro-facet (Hp) get populated. These results are shown to
agree well with the LEED experimental and DFT theoretical results found in the
literature. Despite the agreement, for the g-value that is a measure of the effective
H-H interaction on H/Pt(110)-(1x2), the agreement with the CV experiment is
not good. The reason for the disagreement is not clear. Further investigation is

required to explain the experimental g-value to better understand the H-adsorption
on Pt(110).
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