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Abstract

Nowadays, emotion classification has attracted much attention due to

many interesting applications such as stock market prediction with

social media sentiment, emotion aware Text-to-Speech (ToS) system,

learn the crowd concerns and opinion and so on.

Conventionally, people address emotion classification in the frame-

work of supervised learning. However, supervised approaches heavily

rely on a large amount of linguistic resources, which are costly to ob-

tain for under-resourced scenarios. For example, when we want to an-

alyze the emotion in minor languages or hope to make poll on the sud-

den and hot events, we cannot put the supervised methods into usage

due to the limited training data. So in reality, a minimally-supervised

approach is necessary. To the best of my knowledge, rare study has fo-

cused on the task of emotion classification in the minimally-supervised

setting.

In the first study, I exploit the usage of label propagation (LP),

which is graph-based semi-supervised learning (SSL), to overcome the

scarce resource problem. Though LP has a lot of advantages such as

the convergence, the essentially support for multi-(label) classification,

and the high scalability. It is still unclear how to deploy such kind of

approach in emotion classification task.

I have evaluated several fundamental and critical problems regard-

ing to the application of LP including the review representation, the

similarity measure and compare it with the best tuned baseline sys-

tems: SVM and TSVM. The evaluation is done on real Chinese reviews

from three domains: notebook, book and hotel. I conclude that phras-

es extracted by manually designed part-of-speech (POS) patterns is
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the optimal choice to represent reviews since they can capture the re-

lated context well, and the performance of LP is comparable to the

performance of best tuned baselines.

Then I also study the other important issues such as controlling

label propagation, choosing the initial seeds, selecting edges in the

application of graph based SSL. Especially, I propose the effective

metrics including PageRank value of vertex and the number of degree

to choose seeds. The evaluation on three real datasets demonstrates

that manipulating the label propagating behavior appropriately and

choosing labeled seeds play a critical role in adopting graph-based SSL

approaches for this task. I unveils that both PageRank and the vertex

degree can be used to select the seeds. The explanation is that they

have close relationship to the dense areas in the whole graph, and it

is the dense area that facilitates the classification in graph-based SSL

algorithms. Finally, I also confirm that edge pruning is not a reliable

way to improve the performance due to the triggering changes on the

dense areas.

Be different from the first study, I adjust the focus to the task of

feeling prediction on reader viewpoint in the second study. Besides, I

investigate the usage of conventionally adopted classifier (SVM) and

commonly used features (bag-of-words) such that we do not need to

change the existing classification paradigm to suite the minimally-

supervised setting. The focus is to make dense feature space via un-

supervised feature learning from a large scale unlabeled corpus.

Specifically, I explore the identification of horror episodes, which is

helpful to avoid triggering bad experience to users. I formulate horror

recognition as a binary classification problem. Especially, I address it

in the minimally supervised scenario where only a handful of labeled

samples are available. Besides adopting conventional text features in-
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cluding unigrams and bigrams, I attempt to exploit features derived

from a large amount of unlabeled corpus in this task. I investigate the

usefulness of the induced features through a series of experiments, us-

ing newly emerging literature, hint fiction, as typical, concise example

of horror episodes.

I begin with the performance comparison on three unsupervised

feature learning: brown-clustering which is conventional word clus-

tering algorithm and is able to capture the syntax; LDA which is a

well-known approach to extract the topic distribution in the given doc-

ument, and word embedding which is state-of-the-art feature learning

method to encode semantics in word level. I have confirmed the ad-

vantage of word embedding over a series of experiments owing to its

capability to capture word semantics .

Meanwhile, I have also investigated several factors which have been

ignored in NLP research field such as the impact of the size of unla-

beled corpus, the impact of methods to utilize the derived features. I

have observed that people can benefit from the increase of unlabeled

corpus, and I conclude that in the minimal supervised setting, replac-

ing the conventional bag-of-word features with induced dense features

is a better way while combination of induced features with BOW fea-

tures should be preferred when there is a certain number of labeled

data. In terms of word embedding , I have confirmed that it would be

better to avoid the usage of low dimension word embedding features.

Though word embedding has a lot of advantages, the ignorance

of task specific information is its main demerit. In this study, I pro-

pose one novel way to integrate supervision into the existing word

embedding. The adjustment is conducted through a weighted linear

addition in word embedding vector space, just before the formation of

dense feature for one document. I have evaluated the effectiveness of
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my proposal through the empirical study using both customary and

automatic constructed supervised vectors. The conclusion is that the

word embedding can benefit from task specific information.

In a summary, I focus the application of semi-supervised strategies

in the minimally-supervised setting. I propose an effective seed selec-

tion for graph-based SSL to stabilize the performance and I propose

a novel approach to strengthen the existing word embedding vectors.

The effectiveness of both proposals have been evaluated on real Chi-

nese text.
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Chapter 1

Introduction

1.1 Research Background

As shown in figure 1.1, document-level emotion classification is the task to

classify the documents according to the feeling expressed in the text. Over

the last decade, it has attracted much attention from NLP researchers [PL08,

PLV02, MC04, MTO05, Gam05, LYC07, LC08, YCS09, HKYT13] since it

can play critical role in analyzing the highly developing consumer generated

media (CGM).

There are a lot of interesting applications on document-level emotion

classification. The foremost application is to pool crowds attitude on specific

issues as people are willing to share their thought on CGM platforms nowa-

days. Figure 1.1 presents several examples where CGM users are declaring

their attitudes on very recent events. I also create a demo 2 to analyze the

emotion of users on Chinese CGM called Sina weibo 3(a short description is

given in Appendix B).

1http://www.sntmnt.com/products/
2https://github.com/renyong/demo
3http://www.weibo.com/
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Figure 1.1: Task illustration

The second type of applications locates in market prediction. For exam-

ple, a corporation called “SNTMNT” 4 claims that they could make a forecast

on the stock mark using social media users mood. Figure 1.2 is a screenshot

of their product demo, where the yellow line represents social media emotion

earlier and the yellow line indicates the stock market value. We can clearly

see that the emotion curves reflects the trends market curve very well. Sim-

ilarly, an Austrian real estate company reports that the trading volume of

houses has close relationship with customers’s feeling, and the founding is

evidenced in figure 1.3. Besides, conventional services can also benefit from

document-level emotion classification. German Research Centre for Artifi-

cial Intelligence(DFKI) has made a emotion-sensitive text-to-speech (ToS)

system named “OpenMary” 5 which can augment the existing ToS service

with expressive capability.

4http://www.sntmnt.com/
5http://mary.dfki.de/
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Figure 1.2: Stock market prediction using CGM emotion(screenshot from1)

Though many studies (surveyed in [Liu12]) have been spawned by those

applications, most of the existing methods formulate emotion classification

as a supervised classification task and train a reliable classifier from manually

labeled data. The main demerit of those supervised approaches is that they

demand a large amount of training data to achieve high accuracy.

Unfortunately, for real world scenarios such as text analysis in minor lan-

guages or new domains and identification of special feeling in documents, a

sufficient amount of training data is not available. The annotation is known

to be time consuming and requires substantial human labor by domain ex-

perts. Emotion classification is therefore a quite challenging problem for

such minimally-supervised setting. The purpose of my study is to explore

the strategies for minimally-supervised emotion classification.
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Figure 1.3: Real estate market prediction using CGM emotion

1.2 Problem Definition

In this thesis, I specify emotion classification as to the task of classifying doc-

uments according to the overall feeling expressed by the authors or triggered

to readers. In other words, both author-centered (section 3) and reader-

oriented (section 4) text analysis have been taken into consideration in my

study.

Mathematically, the task is to find the discrete functional mapping

F (X,O) → Y , where X = x1, x2, ..., xn is a high dimensional vector trans-

formed from original text, Y = 0, 1, ...,m is a discrete value set to represent

emotional labels, and O = o1, o2, ..., ok is the optional auxiliary vector to

represent outside resources. The goal is to approximate the function F .

1.3 Contribution

I focus the utilization of unlabeled corpus for the minimally supervised emo-

tion classification. The main contributions of our study are summarized as

follows:

• I proposed a novel and automatic seed selection approach for graph-
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based semi-supervised learning, and the sentiment polarity classifica-

tion conducted on open dataset of Chinese reviews exhibit that my

proposal can significantly stabilize the performance especially when the

number of seeds is very small. It will be carefully described in section

3.

• I design a method to integrate supervised information into the existing

word embedding vectors. Meanwhile, I provide two ways to gain the

supervised information. I launch the evaluations on the task of horrible

stories identification using real Chinese short texts, and the results

present that my approach can further improve the performance. The

detail will be explained in section 4.

1.4 Organization of the Thesis

The remainder of the thesis is structured as follows:

• In Chapter 2, I introduce the related works on document-level emotion

classification. Besides author-centered (section 2.1) and reader-oriented

(section 2.2) studies, I especially present several studies that focus on

emotion representation (section 2.3) since representation method is cru-

cial to the whole task.

• In Chapter 3, I begin with the evaluation of the well-known graph-based

semi-supervised learning algorithm called label propagation (LP) in

the task of sentiment polarity classification. Then I propose the usage

of metrics from social network analysis to locate the candidates for

labeling. Meanwhile, I also explore the impact of many factors such

as sentiment representation method, pruning edges and control on the

6



label propagation.

• In Chapter 4, At the beginning, I investitive the usefulness of dense

representation by using features derived from corpus, and three well-

known methods are evaluated. In terms of word embedding, I measure

the influence of several factors such as the dimension of induced vector

and application method. At the last, I propose a novel way to add task

specificity into word embedding.

• I finally, summarize this thesis and present future directions.
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Chapter 2

Related Work

I will begin with the introduction on the studies that focus on sentiment po-

larity classification. In the realm of emotion classification, sentiment polarity

classification is the mostly addressed task. Then, I will outline readers feeling

prediction, which is growing member in the family of emotion classification.

Particularly, I will provide an overview on application of unsupervised emo-

tion feature learning at the end of this section. Unsupervised emotion feature

learning is subset of unsupervised feature leaning [LPLN09, BC+08, Le13]

which accompanies deep learning [HOT06, SHD14] and rides on the crest of

a wave in various research areas (surveyed in [Ben09]).

2.1 Sentiment Polarity Classification

Conventionally, supervised learning algorithms [PL08, PLV02, MC04,

YZL09] are used to resolve the task of sentiment polarity classification.

But as I have introduced in section 1.1, they cannot be directly applied

in minimally-supervised scenario. I will provide more explanation on this

2http://www.hlt.utdallas.edu/ vince/talks/acl09-sentiment.pdf
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Figure 2.1: Framework of Dasgupta’s study (quoted from Page 11 in the

author’s slide2)

issue in section 4.2. If the readers want to learn more about the application

of supervised learning on sentiment classification, [Liu12] is a comprehensive

survey.

In principle, transfer learning [PY10] which is capable to conduct cross-

domain learning can be applied in minimally-supervised setting as a resource-

scarce domain can benefit from the other domains that are equipped with

sufficient training data. Actually, the authors of [PNS+10, BMP06] devise

transfer learning approaches to solve cross-domain sentiment classification.

However, such kind of attempts still suppose that a large amount of labeled

data are available in the other domains, which reduces the application feasi-

bility in reality.

PMI(word1, word2) = log2(
P (word1 ∧ word2)

P (word1)P (word2)
)

SO(phrase) = PMI(phrase, “excellent”)− PMI(phrase, “poor”) (2.1)

9



Figure 2.2: Framework of Wan’s study (quoted from Figure 1 in [Wan09]) )

One extreme campaign for sentiment classification is the application of

unsupervised learning paradigm [Tur02a]. At the beginning, the author

choose two words “excellent” and “poor” as seeds. Moveover, the phrases

extracted using manually-specified part-of-speech (POS) patterns are used

as sentiment features. Then, the author calculated the semantic orientation

(SO) for each phrase based on point-wise mutual information (PMI). Formula

2.1 presents the computing procedure. Finally, the sentiment polarity of one

document is determined by averaging the SO scores among all the phrases in

this document. Unsupervised approach never consider the domain specifics,

10



Figure 2.3: Diagrammatic sketch for autoencoder

whereas sentiment usually is domain related [LXWZ13].

Transductive SVM (TSVM) [Joa99], which is a semi-supervised variant of

SVM, is used in [DN09] to conduct the document-level sentiment classifica-

tion task with the similar setting as in my study. As can be seen in figure 2.1,

their method is divided into three steps. At first, they performed spectral

clustering to identify unambiguous reviews. Secondly, they took advantage

of active learning to label only the ambiguous reviews. Finally, they made

use of the resulting labeled reviews and the remaining unlabeled reviews to

train a TSVM classifier. Although they use a SSL-based approach to tackle

the scarce resource problem in sentiment classification, they assume manual

intervention in the active learning step.

Co-training [BM98] is employed in [Wan09] to exploit labled reviews for

a resource-rich language (English) in a document-level sentiment classifica-

tion task in Chinese. The framework of their study is shown in figure 2.2.

Co-training assumes two independent classifiers that can be used to solve the

same target task, and use the output of one classifier to train the other clas-

sifier. With the help of machine translation, they could train two document-

level sentiment classifiers in English and Chinese alternately. Their method
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can be applied to only resource-scarce languages that have a machine transla-

tion system between the target resource-scarce languages and a resource-rich

language (e.g, English) and the classification performance could be largely

affected by the quality of machine translation service.

Modified adsorption (MAD), which is a graph-based SSL algorithm, is

adopted in [SSUB11] to perform sentiment classification on Tweets. The

authors leveraged characteristics of Twitter such as hashtags, emoticons, and

follower-followee relationships to build a graph for MAD. Additionally, they

studied the impact of labeled data as seeds on classification performance.

However, their approach is not appropriate in an under-resourced scenario

since the labeled data come from outside resources such as OpinionFinder.3

In [SM08], the authors designed a novel graph-based SSL algorithm to

solve document-level sentiment classification. Their approach is based on a

bi-partite graph composed of words and documents, which means that the

proposed method can assign sentiment polarity to both words and documents

jointly. Their main focus is to encode prior lexical knowledge into the SSL

paradigm with the help of regularized least squares.

A graph-based propagation approach called Potts model [Wu82] [YZL10]

adopted to solve a sentence-level sentiment classification task. Similar to

label propagation I adopt in this study, Potts model uses the relationship

among instances, and each instance arrives a probability state through the

process of propagation until the whole graph stabilizes. I should point out

that the motivation of their study is not to obtain high classification per-

formance in a minimally-supervised setting but to make use of intra- and

inter-document evidences in sentence-level sentiment classification. The use-

fulness of a graph-based semi-supervised algorithm in a minimally-supervised

3http://www.cs.pitt.edu/mpqa/subj lexicon.html
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setting remains to be investigated.

In summary, these studies demand auxiliary resources or substantial hu-

man effort. To the best of our knowledge, my study stated in section 3 is the

first attempt to apply graph-based SSL algorithms for sentiment classification

in a real minimally-supervised setting.

2.2 Readers Feeling Prediction

More recently, prediction on reader reaction has attracted much attention

from NLP researchers [LYC07, LC08, YCS09, HKYT13, Bho09]. Usually,

the readers’ emotion can be classified into several universal types including

anger, disgust, fear, happiness, sadness, and surprise [EFP75]. It is generally

believed that such kind of study can be helpful to better learn the customers;

for example, [WBL+13] has confirmed that the readers’ reaction triggered by

words can play important role in the click-through rate (CTR) of online

advertisement.

[LYC07] initiated the task of emotion classification on readers’ stand-

points. They exploited Naive Bayes and SVM to categorize news articles

according to readers’ emotion, where the emotions are happy, angry, sad,

surprised, heartwarming, awesome, bored and useful. They investigated the

influence of different feature combinations among Chinese character bigrams,

words, metadata of articles and the emotion dictionary, and concluded that

the best performance generates from the combination of all those features.

[TC11] explored how the writer emotion affects readers’ emotion. Their

evaluation was conducted on a microblog dataset. Besides textual features,

they also utilized three kinds of non-linguistic features: social relation be-

tween the writer and the reader, reader behavior, and relevance between the
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original post and the comment. They found that those beyond-text features

are helpful in predicting the emotion of readers. Similarly, [HKYT13] ex-

panded the research domain to addresser/addressee in online dialogue. They

induced additional features from the lister’s previous utterance, which is u-

niquely available in the dialogue dataset.

Different from those previous study using supervised learning approaches,

[YCS09] extended Latent Dirichlet Allocation (LDA) [BNJ03] to capture the

blogsphere characteristics such as the authorship and reader reaction, and

then they make prediction on the response for the political blog passages by

using the proposed model. They discovered that the topic model is promising

in predicting the reader emotion.

In terms of the study focusing on discerning one specific perception from

the others, [MS05] made use of Naive Bayes and SVM to distinguish hu-

morous text from non-humorous text. They only take one sentence joke

(“one-liner”) into consideration in their study. The excellent result obtained

in distinguishing humorous one-linear from new titles or from proverbs. How-

ever, when the negative instances are British National Corpus (BNC) which

are text in mixed form, the performance highly degenerates, which indicates

the difficulty in capturing humor in text.

To summarize, compared with authors’s attitude classification, readers’s

feeling predication is still in early stage. Most of the related studies inherit

the supervised learning custom and focus on integration of diverse beyond-

text features to resolve the problem. The challenge caused by limited training

data is barely addressed in the research filed.
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2.3 Application of Feature Learning

[MDP+11] design a probability model that share similar basis with Latent

Dirichlet Allocation (LDA) [BNJ03]. The appealing point is that their model

mixes both unsupervised and supervised technologies to capture the senti-

ment similarity between two given words. However, this method requires the

corpus of labeled reviews, and there are bottlenecks in in terms of the speed

of training model and scalability.

Both [SPH+11] and [GBB11] tried to encode sentiment in the text into a

compact way based on autoencoder [Ben09]. While the authors in [SPH+11]

focused on extracting the high level and general sentiment representation

that could be used in different review domains, the purpose of [GBB11] is

to capture the multi-dimensional complexity of sentiment. The diagram in

figure 2.3 illustrates the mechanism of autoencoder. In principal, the input

and the output are the same, and there are usually several hidden layers. One

hidden layer can be considered as a dense representation for the input. Put it

simply, the hidden layer encodes the necessary information of the input data,

therefore it automatically extract the features from the input data. It worth

pointing out that no labeled information is required in the model training

process.

Different from the studies with the purpose of constructing model, [LL13]

aims at making use of existing word embeddings. Under their named re-

embedding framework, they designed a unconstrained optimization method

with a convex objective, and the convex objective is one kind of difference

between the target and the source embedding.

Similar to my unsupervised feature deriving strategy in my second study

(section 4), the study [TRB10] extensively compared several unsupervised

feature learning algorithms including Brown clustering [BDM+92], Collobert
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and Weston embeddings [CW08], and HLBL embeddings [MH08], in the

tasks of NER and chunking.

The shortage of text context drive people to induce auxiliary features from

a large scale of corpus. Actually, deriving features from unlabeled document

collection has attracted increasing interest in the NLP field [TRB10, LW09].

These techniques alleviate the data sparsity issue, and many works have

demonstrated excellent results in corresponding tasks [MGZ04, KCC08].
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Chapter 3

Graph-based Semi-supervised

Learning with Seed Selection

3.1 Introduction

Semi-supervised learning (SSL) algorithms are attractive approaches to ad-

dress the minimally-supervised challenge. SSL methods can exploit labeled

as well as unlabeled data. Unlike labeled data, unlabeled data are much

easier to obtain. Thus, the demand for expensive labeled data can be highly

relieved. As an important campaign, graph-based SSL methods (surveyed in

[ZG09]) have attracted a great deal of attention from research communities.

In this section, I focus on document-level sentiment classification under a

minimally-supervised setting, where we only have a few labeled reviews given

a priori. I explore two representative graph-based SSL algorithms (basic

and state-of-the-art), label propagation (LP) [ZG02] and modified adsorption

(MAD) [TC09], to understand the behavior of graph-based SSL algorithms

in this task setting. I empirically investigate the impact of controlling label

propagation, choosing initial seeds, and pruning edges in exploiting graph-
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based SSL algorithms.

Experiments were carried out on three real datasets taken from different

domains (hotel, notebook, and book) in Chinese.1 I obtained the following

findings through the experiments.

• MAD outperformed LP in terms of the flexibility needed to alleviate

the problem of (sentiment) polarity shift caused by high-degree vertices

in a graph.

• Choosing initially-labeled seeds on the basis of their PageRank values

or the number of neighbors can improve the performance.

• Pruning edges does not achieve a similar level of performance like in

the choice of seeds.

3.2 Graph-Based Semi-Supervised Learning

I explore semi-supervised sentiment classification, where a classifier is trained

on both labeled data {(xi, yi)}nl
i=1 and unlabeled data {(xj)}nl+nu

j=nl+1. In this

study, xi is represented by a feature vector, while yi is the sentiment polarity

of the review, i.e., positive or negative. I assume there is no neutral category

in this study, so in essence, the task is a binary classification problem.

Even if labeled data is costly to obtain in under-resource languages, we

can usually compute a similarity between reviews to form a graph, where a

vertex corresponds to a review and edges connect similar vertices. We thus

can make use of graph-based SSL algorithms to perform sentiment classifica-

tion. The choice of similarity measure is an open issue in using graph-based

SSL algorithms, and I will later explore it in section 3.3.2.

1http://www.searchforum.org.cn/tansongbo/corpus-senti.htm
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In this section, I explain two graph-based SSL algorithms, label propa-

gation (LP) [ZG02] and modified adsorption (MAD)[TC09], which I used in

our work.

Graph-based SSL algorithms are formally given as an undirected graph,

G = (V,E,W ), where v ∈ V represents an example to be labeled, which

corresponds to a review in our case, an edge e = (a, b) ∈ E represents that

the labels of the two vertices, a and b, are similar, and the weight Wab

represents the strength of the similarity. Since a vertex corresponds to an

example, I have nl + nu = |V |. I use Vl and Vu to denote the set of vertices

corresponding to the labeled and unlabeled examples, respectively.

The algorithm is also provided with initial label matrix Y, where the row

Yv denotes the initial probability distribution over labels of the vertex v. For

a vertex, v ∈ Vl, I have Yvy = 1 and Yvy′ = 0 (y′ ̸= y). For an unlabeled

vertex, v ∈ Vu, Yv is set as a zero vector.

The goal of a graph-based SSL algorithm is to induce a probability dis-

tribution over labels of the vertices Ŷ, where Ŷv represents the estimated

probability distribution over labels of the vertex v.

3.2.1 Label Propagation

The first graph-based SSL algorithm I explore is LP. LP has a lot of ad-

vantages including a well-defined objective function and convergence prop-

erty, and it has been successfully used in several NLP tasks [RR09, NJT05,

VBGHM10a].

Mathematically, LP aims at minimizing the following objective function

with respect to the labels that each vertex would own [ZG02].
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Algorithm 1: Label Propagation

input: Similarity graph: G = {V,E,W}

Initial label matrix: Y

1 Initialize label matrix Ŷ by using seed examples

2 T = D−1W

3 while Ŷ is not convergent do

4 Ŷ = TŶ

5 Ŷv = Yv(v ∈ Vl) # Clamp the seed examples in Y to their original

values

6 end

Output: Ŷ

1

2

∑
v,v′∈V

Wvv′(Ŷv − Ŷv′)
2

subject to Ŷv = Yv(v ∈ Vl) (3.1)

Equation 3.1, which is sometimes referred to as energy or smoothness, is

the common objective function in the graph-based SSL method. Intuitive-

ly, LP can be interpreted as assigning the same labels to vertices that are

connected by edges with large weights while fixing the labels of the vertices

corresponding to labeled data.

It is not difficult to verify that the solution of equation 3.1 satisfies the

following stationary conditions.

Ŷv = Yv (v ∈ Vl)

Ŷv =
1

dv

∑
v′

Wv′vŶv′ (v ∈ Vu)

where dv′ =
∑
v

Wvv′ (3.2)
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Figure 3.1: LP illustration

Equation 3.2 can be further transformed into matrix form Ŷv = TŶv,

where T = D−1W and D = diag(dv). Then, I can seek the Ŷv(v ∈ Vu) that

satisfies equation 3.2 in an iterative manner.

Algorithm 1 depicts LP in detail.

In the initiation section (line 1 in Algorithm 1), it first initializes the

label matrix Ŷ. After the initialization, a new matrix, T, is built through

transforming the weight matrix W (line 2). Then, LP enters the learning

phase (from line 3 to line 6) and propagates labels through the graph (line

4). In essence, it is an iterative matrix computation. At the end of each

iteration, the seeds are re-adjusted to the original value (line 5). When the

matrix Ŷ converges, the propagation terminates.

The process of the algorithm is exemplified in Figure 3.1. Each rectangle

stands for one vertex (review). The weight value is the similarity score com-

puted by using similarity measures will be introduced in section 3.3.2. Here

I define blue vertices as positive reviews and red ones as negative reviews.

Note that LP will suffer from densely connected components in the

similarity graph, especially when the weights of edges are not reliable
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Algorithm 2: Adsorption

input: Similarity graph: G = {V,E,W}

Initial label matrix: Y

Probabilities: pinjv , pcontv , pabndv for v ∈ V

1 Ŷv = Yv for v ∈ V

2 while Ŷv is not convergent do

3 Dv =

∑
uWuvŶv∑
uWuv

for v ∈ V

4 for v ∈ V do

5 Ŷv = pinjv ×Yv + pcontv ×Dv + pabndv × r

6 end

7 end

Output: Ŷv

[VBGHM10b]. I guess that high-degree vertices are the origin of that prob-

lem and explore the way adsorption tackles the problem in the following

subsection.

3.2.2 Adsorption

In this section, I explain the adsorption algorithm as it provides the basis

of MAD, which is used in the experiment. Note that adsorption itself is not

used in my study.

Conventional graph-based SSL algorithms such as LP suffer from top-

ic drift caused by high degree vertices [BSS+08]. Adsorption handles this

problem by controlling the label propagation process one the basis of three

actions. First, it abandons the propagation process at vertex v with prob-

ability pabndv . Second, it simply returns the initial label distribution Yv at

vertex v with probability pinjv . Note that pinjv = 0 for v ∈ Vu. Finally, it con-
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tinues to propagate label information with probability pcontv . The resulting

label distribution Ŷ is given as

Ŷv = pinjv ×Yv + pcontv ×
∑

v′:(v′,v)∈E

Pr[v′|v]Ŷv′ + pabndv × r

where Pr[v′|v] = Wv′v∑
u:(u,v)∈E Wuv

(3.3)

Algorithm 2 illustrates the adsorption algorithm. I can clearly see the

difference between LP and adsorption from Algorithm 2. First, the labels

of vertices v ∈ Vl are allowed to be re-adjusted, unlike in LP. The main

motivation of this strategy is to deal with noise or initial unreliable labels.

Furthermore, adsorption brings inject (pinjv ), continue (pcontv ), and abandon

probabilities (pabndv ) into the label diffusing process (line 5). Therefore, ad-

sorption could be adapted to diverse graphs in a more flexible way at the

price of learning complexity. Finally, a dummy vector, r (line 5), is added

so that adsorption can assign an arbitrary label to the corresponding vertex

when the label propagation is abandoned.

The values of probability vectors denoted by pinjv , pcontv , and pabndv play a

crucial role. While I manually adjusted those hyper-parameters to investigate

the sensitivity, I here introduce an automatic approach proposed in [TC09]

for interested readers.

Each vertex v has three probability values: pinjv , pcontv , and pabndv . The

value of inject probability pinjv (for the labeled vertex) is dependent on the

label entropy. Since high entropy means more uncertainty, MAD prefers

to use the pre-defined labels when the entropy is high. The setting of the

continue probability pcontv for the vertex v is based on the number of neighbors

it has. The intuition behind this setting is that the fewer the neighbors of the

vertex v, the more label information they contain on the vertex v. Therefore,
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the vertex v should be encouraged to learn the label from its connections and

vice versa. Specifically, the whole process can be formulated compactly in

[TC09].

The entropy of the transition probability is defined in the formula 3.4.

H(v) = −
∑

u:(u,v)∈E

Pr[u|v] log Pr[u|v]

Pr[u|v] =
Wuv∑
u Wuv

(3.4)

By using the entropy, two values, gv and hv, are specified on the basis of

which pcontv and pinjv are defined.

f(x) =
logβ

log(β + ex)
(3.5)

The function f(x) defined in Eq. 3.5 and is a monotonically decreasing

function.

gv = f(Hv) (3.6)

hv = (1− gv)
√

Hv (3.7)

Obviously, gv and hv are respectively proportional and inversely propor-

tional to the entropy defined in Eq. 3.5. By using gv and hv, the probability

pcontv and pinjv is defined as

pcontv =
gv

max(gv + hv, 1)
(3.8)

pinjv =
hv

max(gv + hv, 1)
(3.9)

pabndv = 1− pinjv − pcontv (3.10)
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Algorithm 3: Modified Adsorption

input: Similarity graph: G = {V,E,W}

Initial label matrix: Y

Probabilities: pinjv , pcontv , pabndv for v ∈ V

1 Ŷv = Yv for v ∈ V

2 Mvv = µ1 × pinjv + µ2 ×
∑

u ̸=v(p
cont
v Wvu + pcontu Wuv) + µ3

3 while Ŷv is not convergent do

4 Dv =
∑

u(p
cont
v Wvu + pcontu Wuv)Ŷu

5 for v ∈ V do

6 Ŷv =
1

Mvv

(µ1 × pinjv ×Yv + µ2 ×Dv + µ3 × pabndv × r)

7 end

8 end

Output: Ŷv

3.2.3 Modified Adsorption (MAD)

Despite the advantage adsorption owns, as pointed out in [TC09], there is

no objective function in adsorption. Modified adsorption (MAD) alters the

original adsorption algorithm so that it can own an objective function, and

then we can gain the global optimal solution through optimization method-

ologies. In the following, I will depict the formalization of the final objective

function in MAD.2

There are three factors that are considered in MAD: the labels predicted

and the priori for the seeds should be consistent (Equation 3.11), similar

vertices bear the same labels (Equation 3.12), and regularization should be

performed (Equation 3.13).

The purpose of equation 3.11 is to keep the consistency between the

2Interested readers may refer to the detailed derivation in [TC09].
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predicative results (Ŷl) and the corresponding labeled instances Yl.

∑
v

pinjv

∑
l

(Yvl − Ŷvl)
2 =

∑
l

(Yl − Ŷl)
TS(Yl − Ŷl) (3.11)

where matrix S is diagonal (S = diag(pinjv ))

Next, the similarity matrix is transformed with W
′
vu = pcondv × Wvu.

Thus, vertex u is not similar to vertex v, which has a large-degree (the value

of pcondv is low).

∑
v,u

W
′

vµ

∣∣∣∣∣∣Ŷv − Ŷu

∣∣∣∣∣∣2
2

=
∑
l

∑
v,u

W
′

vu(Ŷvl − Ŷul)

=
∑
l

ŶT
l LYl (3.12)

where, L = D+D−T−W
′
and D, D are n×n diagonal matrices with

Dvv =
∑

uW
′
uv, Dvv =

∑
uW

′
vu. The purpose of Eq. 3.12 is to distribute

labels smoothly across the graph.

Equation 3.13 takes the responsibility of regularization.

∑
vl

(Ŷvl −Rvl)
2 =

∑
l

∣∣∣∣∣∣Ŷl −Rl

∣∣∣∣∣∣2
2

(3.13)

The elements of the last column in matrix R are set to the corresponding

pabndv × r, while the elements of the other columns are 0.

The objective function is constructed by combining the above three equa-

tions:

C(Ŷ) =
∑
l

[µ1(Yl − Ŷl)
TS(Yl − Ŷl)

+ µ2Ŷ
T
l LYl + µ3

∣∣∣∣∣∣Ŷl −Rl

∣∣∣∣∣∣2
2
] (3.14)
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Algorithm 3 depicts the MAD algorithm. Three hyper-parameters, µ1,

µ2, and µ3 (line 2), are used to emphasize the importance of related con-

straints. An efficient way to compute the optimal minima was proposed

[TC09].

3.3 Application

In order to apply graph-based SSL in sentiment classification, my approach

is divided into the following three steps:

Step 1: I extract from each review sentiment features, which are word-

s/phrases with sentiment polarity, and then represent the review with

a vector of extracted sentiment features (sentiment feature vectors).

Step 2: I construct a similarity graph by regarding the reviews (sentiment

feature vectors) as vertices. The edge (weight) between two vertices

(reviews) represents a degree of similarity between their sentiment po-

larity.

Step 3: Having a few vertices labeled as seeds, each vertex iteratively prop-

agates its label to its neighboring vertices according to their similarity;

seeds (initially labeled vertices) thereby behave like sources that push

out labels to unlabeled vertices.

3.3.1 Step1: Extract Sentiment Feature

Feature selection plays an important role in label propagation, since the

similarity score (label consistency) is directly affected by the design of feature

vector. I therefore try the following three different ways to obtain the feature
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Table 3.1: POS patterns and example sentiment features that match them

POS pattern Sentiment features

AD VA ]{XF (really not bad) Ôh
 (too difficult)

AD VV i	í (very angry) X�¾ (do not hesitate)

AD JJ Ôz (too slow) ��;\ (so simple)

NN JJ ¢¸�� (environment excellent) ÷�Î(facilities old)

NN VA ÕÝXF (attitude OK) ªÓ;� (language concise )

Table 3.2: Reviews and their sentiment phrases

Reviews Sentimental features extracted

qÖÕÝXFÇÏ{iP� ÕÝXF iP

(Service attitude is OK.

The food is delicious.) (Attitude is OK, delicious)

2-iBÇi¥ÇXw?¼ iB i¥ Xw?

(The room is very small and cold.

Unsatisfied!) (Very small, very cold, unsatisfied)

vector. Prior to extraction, Stanford Chinese Word Segmenter2 and Stanford

Log-linear Part-Of-Speech Tagger3 are used to pre-process each review. In

what follows, AD, VV, VA, JJ and NN refer to adverb, verb, predicative

adjective, adjective and noun, respectively.

content words: I extract content words with the exception of words with

pronoun (PN), measure word (M), cardinal number (CD), proper noun

(NR), which do not convey sentiment.

phrases: I extract phrases that are likely to express sentiment by using

2http://nlp.stanford.edu/software/segmenter.shtml
3http://nlp.stanford.edu/software/tagger.shtml
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Table 3.3: Similarity measure methods

Name Computing formula

Dice 2|A∩B|
|A|+|B|

Jaccard Index |A∩B|
|A∪B|

Overlap |A∩B|
|min(A,B)|

Cosine (tf-idf) A·B
|A||B|

Cosine (binary) |A∩B|√
(|A|×|B|)

manually-tailored POS patterns. Table 3.1 lists five POS patterns that

I used to extract phrases, along with corresponding phrases extracted

by them. These POS patters motivates from an intuition that they are

common indicators to identify sentiment expressed in reviews. Note

that negation is tagged as AD. [Tur02b] used similar feature extracting

strategy.

adjective: I extract only adjective words with POS tag VA and JJ.

Table 3.2 lists two examples of sentiment features extracted from reviews

in the dataset I used in the experiment. They are positive and negative

reviews in hotel domains, respectively.

3.3.2 Step 2: Build Similarity Graph

I try several similarity measures to define the similarity between the feature

vectors extracted from reviews in Step 1. I assume that the more similar the

sentiment polarity of two reviews is, the higher the similarity score between

them is. Table 3.3 lists similarity measures I have used, where A and B are

two reviews represented as feature vectors.
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(a) Degree (b) Pagerank

(c) Betweenness centrality

Figure 3.2: Seed selection metrics

Then I construct a similarity graph from both labeled reviews (seeds) and

unlabeled target reviews to be classified. In this study, when the similarity

score between two reviews is above 0, I create an edge between two vertices

corresponding to the two reviews in the graph, and the edge weight is com-

puted by the similarity score. It worth noting that this graph construction

procedure is performed in a totally parameter-free fashion.
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3.4 Seed Selection Approach

In a minimally-supervised setting, we usually do not have any labeled seeds,

so we need to determine the examples to label. It is known that the im-

portance of vertices in a given graph is different, so one intuitive labeling

strategy is to choose vertices with high importance metric as labeled seed-

s. In this study, I explored three criteria for selecting seeds: the number

of degrees, the PageRank [PBMW99] value, and the betweenness centrality

[Bra01]. Figure 3.2 describes their roles in the graph respectively.

I compared them with the randomly chosen seeds. Note that I also need

to balance the sentiment polarity of seeds selected as I did in section 3.5.7;

otherwise, unbalanced classification would occur. To meet this requirement,

I can scan the vertices (measured by using the number of degrees, the PageR-

ank value and the betweenness centrality, respectively) and annotate them

until I accumulate a certain number (10 in our case) of labeled seeds for each

class.

3.5 Evaluation and Discussion

I start by introducing datasets followed by an explanation of pre-processing

them for evaluation. I then demonstrate the results of our evaluation, which

include a performance comparison of SVM, LP, and MAD and the impact of

similarity measure, tuning hyper-parameters, pruning unreliable edges, and

selecting seeds.
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3.5.1 Setting

The datasets I used in the following experiments were from ChnSentiCorp

(de-duplicate version).3 They consist of reviews from three different domains:

notebook, hotel, and book (around 4000 reviews in each domain). Each

review is manually labeled with sentiment polarity (positive or negative), and

each of the three sets of reviews is balanced in terms of sentiment polarity.

In each domain, I randomly selected 300 reviews as test data. The test

data were balanced in terms of sentiment polarity (150 positive and 150 neg-

ative reviews) so that the random baseline achieved a classification accuracy

of 0.5. I also selected labeled data at random. The number of reviews in the

training data (balanced in terms of sentiment polarity) was varied from 20

to 300 to investigate the effect of the amount of supervision. The remaining

reviews were used as unlabeled data for semi-supervised learning.

Because the accuracy of the classifiers could depend on the choice of

labeled reviews, especially when I choose a small number reviews to label

(here 20, minimum), I ran the experiments ten times by randomly choosing

reviews to be labeled. I report the average of the classification accuracy as

the final result.

To explore the advantage of graph-based SSL algorithms over supervised

counterparts, I used SVM [Vap95], which is a widely-used supervised classi-

fication algorithm, as a baseline.

I used SVMlight4 as the implementation of SVM in our experiments, while

I adopted Junto5 as the implementation of LP and MAD.

3http://www.searchforum.org.cn/tansongbo/corpus-senti.htm
4http://svmlight.joachims.org/
5https://github.com/parthatalukdar/junto
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Figure 3.3: Vertex degree distribution

3.5.2 Pre-processing

In this section, I introduce the features used to represent each review. In

this study, each review is represented as a bag-of-features, and they are

used to measure the similarity in building a graph for graph-based SSL al-

gorithms while it is also an input to SVM. I investigated the topic of sen-

timent features exhaustively and concluded that specific phrases extracted

by manually-tailored POS patterns are the best option because they capture

the proper context related to the sentiment expressed.

In this work, I follow [RKY+11] to choose phrases with specified POS

patterns as sentiment features (prior to extracting the specific phrases, Stan-
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ford Word Segmenter6 and Log-linear Part-Of-Speech Tagger for Chinese7

are used to pre-process each review).

Table 3.1 lists the five POS patterns [RKY+11] used to extract phrases

along with corresponding ones extracted by them, and Table 3.2 lists pos-

itive and negative reviews in the hotel domain of the dataset along with

corresponding feature representations.

3.5.3 Objectives of Experiments

The followings are the objectives of the evaluations.

• Show the influence of the similarity measure and similarity graph build-

ing methods (section 3.5.4).

• Investigate the impact of selecting seeds and pruning edges (section

3.5.5 and section 3.5.6).

• Compare the performance of LP and MAD with SVM in the document-

level sentiment classification task when limited training data are avail-

6http://nlp.stanford.edu/software/segmenter.shtml
7http://nlp.stanford.edu/software/tagger.shtml
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Table 3.4: Classification performance with label propagation

Domain Features Dice Jaccard Overlap Cosine (tf-idf) Cosine (binary)

Notebook

Adjectives 0.514 0.520 0.507 0.590 0.509

Content words 0.584 0.681 0.690 0.685 0.611

Phrases 0.820 0.819 0.819 0.826 0.821

Hotel

Adjectives 0.501 0.501 0.501 0.507 0.503

Content words 0.544 0.534 0.502 0.528 0.532

Phrases 0.712 0.759 0.735 0.752 0.764

Book

Adjectives 0.501 0.501 0.501 0.507 0.503

Content words 0.626 0.604 0.535 0.626 0.619

Phrases 0.641 0.623 0.627 0.598 0.631

able (section 3.5.7).

• Demonstrate the impact hyper-parameters (section 3.5.9).

3.5.4 Sentiment Feature and Similarity Graph Selec-

tion

In this section I present classification results of our method when using dif-

ferent sentiment features and similarity graphs. The number of labeled seeds

is fixed to 300. The classification results are summarized in table 3.4. I have

marked the best results using bold characteristics.

I observe that when I use phrases as sentiment features, I obtained the

best classification performance. On the other hand, when I use adjectives or

content words as sentiment features, the classification accuracy drops signifi-
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Table 3.5: Similarity graphs statistics

Domain Number of vertices Number of edges Density LCS size

Notebook 3632 189,271 0.03 3433

Hotel 3544 346,127 0.06 3372

Book 3631 266,265 0.04 3495

cantly. I guess that the polarity of adjective can be affected by their contexts

(which noun they modify or which adverb they are modified by), while the

POS patterns could capture such contexts. Some of the content words (noun-

s) convey no polarity into the sentence, and they wrongly connect reviews

that are in the opposite polarity but share the topics (nouns).

We could find that, in the same domain, the classification performance

is not greatly affected by the choice of similarity measures. In the following

experiments, I use cosine (binary) as similarity measure.

After determining review representation and similarity measure, I build

the similarity graph for reviews in each domain. The statistics of similarity

each graph are presented in table 3.5.

I could see in all the three domains the largest connected subgraph (LCS)

contains most of the vertices, which means the similarity graphs I built are

well-connected.

Impact of Similarity Measure in Building a Graph

The similarity measure is one of the important factors that affects the accu-

racy of graph-based SSL algorithms. When the similarity score between two

reviews is not zero, I build an edge between them. A performance comparison

(300 labeled seeds) between the two common similarity measures, Jaccard
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Figure 3.5: Impact of edge selection

similarity coefficient and cosine similarity (with TF-IDF feature weighting),

is shown in figure 3.4. I can observe that Jaccard is a better option. In-

terested readers may refer to [RKY+11] to see a comparison among various

similarity measures.

Table 3.5 contains the statistics on the similarity graphs in the three

different domains. We can find the largest connected component included

all the vertices in the similarity graph, which allowed not only LP but also

MAD to label all the reviews. Figure 3.3 shows the degree distribution of the

vertices. We could observe that the number of neighbors of vertices in the

hotel domain was much larger than those in the other two domains. When

we launch an edge pruning task (such as in our case in section 3.5.5), we

should take the degree distribution into consideration.

3.5.5 Impact of Pruning Unreliable Edges

The critical assumption behind graph-based SSL algorithms is that two ver-

tices with a high weight connection tend to bear the same label. Therefore,

pruning unreliable edges is a straightforward way of improving the perfor-

mance.
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Figure 3.6: Impact of seed selection (20 seeds)

I thus explore the effectiveness of the method of selecting proper edges.

I explored the following strategy to prune unreliable edges. First, given one

vertex, I rank its neighboring edges in accordance with the weight, and then, I

keep the top-N edges. As I showed in figure 3.3, the degree distribution varied

in the different domains. Hence it is obvious that I had more candidates in

the hotel domain than in the other two domains. Taking this into account, I

left top-100 and top-200 edges for each vertex. The rational is that I wanted

to simultaneously choose edges and keep good connectivity in the graph.

The number of labeled seeds was set to 20 (10 in each class), and I again

ran experiments ten times while varying randomly-chosen initial seeds and

averaging the obtained accuracy. I present the impact of pruning unreliable

edges in figure 3.5. Compared with the case where edge selection was not

performed, there was moderate improvement. However, we could not get a

clear and consistent tendency. I also conducted a statistical significance test

(t-test) on the results, and I observed that all the p-values were above 0.2. I

conclude that pruning unreliable edges is not an effective strategy to improve

the performance.
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Figure 3.7: Impact of seed selection (300 seeds)

Figure 3.8: Performance improvement (20 seeds)

3.5.6 Impact of Selecting Seeds

Figure 3.6 shows the influence of seed selection, where the average value,

the minimum, and the maximum of performance with randomly selected

seeds are denoted as “R. avg,” “R. min,” and “R. max,” respectively. I can

conclude that selecting nodes with a high degree and PageRank value as

seeds are the best choices for LP and MAD, respectively. The results are

comparable with the best ones (“R. Max”). However, the book domain is an

exception. Choosing seeds randomly may be the optimal option when the
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connection in the graph does not reflect the class similarity well. Vertices

with high betweenness centrality are critical to connect the other vertices in

the graph, but they are not good choice as seeds (the sources for labels).

In essence, selecting initially-labeled seeds is an easily controlled way to

improve the performance when I merely hope to label a small number of data.

I can make use of existing metrics such as PageRank value and the number

of degrees to realize this purpose without modifying the topology of graphs,

which may cause cascading changes to the graph-based learning behavior.

Finally, though the focus of my study is minimally-supervised setting

which means I should limit the number of ladled data as small as possible,

I still conduct the seed selection in the case of 300 labeled data so that the

readers could have a complete understanding on the effectiveness on the seed

selection. Figure 3.7 presents the results where I could clearly see that the

performance using seed section is still effective.

3.5.7 Performance Comparison

In this section, I used the Jaccard similarity coefficient [Jac12] to compute the

similarity between two reviews. A comparison of classification performance

is shown in figure 3.9, where the vertical axis indicates the classification

accuracy, and the horizontal axis indicates the number of labeled reviews.

Here, I set the hyper-parameters in MAD as the default values. The impact

of these hyper-parameters will be shown in section 3.5.9.

The performance of LP was bad when the number of labeled seeds was

very small (especially, 20-50). A possible culprit is the noise structure of

similarity graphs. Some commonly-extracted phrases create many undesired

edges that connect positive and negative instances, which causes a sentiment

polarity drift during the process of label propagation. Note that the “mis-
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connection” phenomenon among instances is common in building similarity

graphs for graph-based SSL algorithms. How to take effective measures to

tackle this phenomenon is still an open question.

As the improved version of LP, MAD can outperform LP in most cases,

especially when the size of available labeled seeds is limited. I credit this

with the capability of MAD to tackle noise in the graph with flexibility.

After incorporating hyper-parameters, the role of labeled data is emphasized

properly, and at the same time, the label propagating behavior for especially

the high-degree vertices gets appropriate control. The lesson learnt here is

when I cannot construct desirable graph, taking the strategy to control label

distribution is helpful.

Not surprisingly, we can see that, with the increase of labeled instances,

the performances of all the methods are improved. For MAD and LP, when

more labeled data are available, unlabeled vertices could get more reliable

sources so that MAD and LP could become more confident to decide the label

one specific vertex belongs to. For SVM, the increase of labeled instances

means that more training data are available, so it can locate a more accurate

hyperplane.

Finally, all of those approaches do not perform well in the book domain.

Because book reviews cover various aspects, including the story, the writing

style of the author, the characters appearing in the book, and even the rep-

utation of the publisher. It is common for the sentiments of these aspects

to not be consistent. Turney [Tur02b] reported similar findings for movie

reviews.

I show the performance deviation in figure 3.10, where we can clearly

find that the accuracy was highly sensitive to the choice of seeds when the

number of seeds was small (here 20). I explored strategies such as pruning
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Table 3.6: Statistics on error types

Error type False pos False neg

Type A 19 19

Type B 10 43

unreliable edges (Section 3.5.5) and selecting seeds (Section 3.5.6) to relieve

the performance sensitivity.

3.5.8 Error Analysis

I will introduce error analysis in the section. Here, I focus on book domain as

the performance is suboptimal among the three domains. I set the number

of labeled seed to 300 and adopt PageRank score to locate the initial seeds

so that I could uncover the limitedness of graph-based SSL.

Figure 3.11 illustrates two types of errors named as “type A” and “type

B” respectively and table 3.6 summarizes the statistics on the errors. Specif-

ically, errors of type A occur when the review is surrounded by many reviews

from the oppositive class. In terms of errors of type B, even one reviews is

connected to the other reviews from the same class, it is still can be mis-

classified if the neighboring reviews is classified wrongly. In other words,

the error information could be diffused through the graph. Moreover, I have

found that errors of type A could trigger errors of type B.

The culprit locates in the fact that the mixed expression in book reviews.

A representative example is listed in as follows:

expect it very much; cheat people

Obviously, the first half of this review is positive appraise on the book

whereas the latter part is a complain on the publisher. Such kind of mingled

42



Table 3.7: Hyper-parameters investigated

Algorithm
Hyper-

Description
parameter

MAD
µ1 weight for keeping original label

for labeled data

µ3 weight for giving up label diffusion

SVM C trade-off between training error and margin

TSVM
C trade-off between training error and margin

p ratio of pos./neg. examples in unlabeled data

Table 3.8: Optimal value of hyper-parameter

Domain µ1 µ3 C in SVM C in TSVM p in TSVM

Notebook 1.0 10.0 1.0 0.01 0.5

Hotel 1.0 10.0 0.1 1.00 0.5

Book 10.0 100.0 0.1 1.00 0.5

feeling statement cause the happenings depicted in the figure 3.11. Admitted-

ly, the adopted graph-based SSL algorithms cannot handle the mixed feeling

comments. As a matter of fact, the sentiment polarity is even difficult for hu-

man to decide. Aspect-based or targeted-oriented studies [KZC+13, BE10]

which is beyond the scale of my study could be the potential strategy to

resolve this issue.

3.5.9 Hyper-parameter Tuning and Analysis

Here, I reveal the procedure of tuning hyper-parameters in each SSL al-

gorithms and explain the impact of those hyper-parameters on classifying

accuracy. Performances of five different sizes of labeled reviews are shown.
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I confirm the believe that the optimal values of hyper-parameters in each

algorithm are dependent on the data domain and the number of labeled data

available.

I tune hyper-parameters in each algorithm using development dataset.

The tuned hyper-parameters are summarized in 3.7 with their meaning.

In MAD, I are especially interested in the impact of inject probabilities

and abandon probabilities because they enhance the label diffusing behavior.

At present, I therefore set the value of hyper-parameter µ2 to its default value.

First, as I have depicted in section 3.2.2, the labeled instances are not

adjusted to the original states in MAD. When the similarity graph includes

noisy edges that we usually confront, we need to put a high value to µ1

to keep the consistency between the original labels and labels predicted for

labeled seeds. I could guess that in a noisy similarity graph, I must ensure

the correctness of labeled data (leaders, borrowing a wording in [TC09]) so

that the classification performance (whole world) cannot degenerate (go out

of control).

Second, when the number of labeled data is not sufficient, the labels

predicted are not reliable. Worse, high-degree vertices will propagate wrong

labels to the neighbors (see Sect. 3.5.2). In such a kind of circumstance, the

value of µ3 should be high so that vertices become conservative in propagating

labels to their neighbors.

3.12 shows the influence of µ1 in MAD. I firstly set µ3 as default value

and adjusted the value of µ1. We can see that when the value of µ1 is

small it performs badly. As I have depicted in subsection 3.2.2, the labeled

instances are not adjusted to original states in MAD. When the similarity

graph includes some noisy edges, as we usually confront, we need to put a high

value to µ1 to keep the consistence between original labels and predicative
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labels for labeled seeds. We could guess that in a noisy similarity graph, we

must ensure the correctness of leaders (labeled data) so that the whole world

(classification performance) cannot go out of control (degenerate).

Then I fixed the value of µ1 to the optimal value and investigated the

influence of µ3, we can see that the performance is more sensitive in the

situation of fewer labeled instances from 3.13. One probable explanation is

that when the labeled data are not sufficient, the predictive label for vertices

in the graph is not reliable. More worse, high-degree vertices (see 3.5) will

broadcast mislabeled information to more vertices in the graph. In such

kind of circumstance, a higher value should be set to µ3 so that vertices can

become conservative to propagate label to its neighbors.

In many cases in 3.14 and 3.15, I could observe that the performance of

SVM and TSVM are sensitive to the change of hyper-parameter C. They

perform badly when the value of C is small. The value of hyper-parameter C

plays the role of regularization, and underfiting occurs when the value of C

is too small while large value increase the risk of overfiting. Therefore, I can

find that the optimal values of C is intermediate. Besides we could clearly

notice the performance of TSVM is further affected by hyper-parameter p

in 3.16. It performs best in the most of situations with p equals to 0.5 due

to the fact that the unlabeled data I used during the experiment is nearly

balanced in positive and negative sentiment. The optimal value for these

hyper-parameters in each domain are summarized in 3.8.

3.6 Summary

To summarize this study

• I evaluate LP on document-level sentiment classification in a resource-
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scarce language. My method can be applied to any languages in which

a small number of labeled reviews are available.

• I run LP with different review representations1 (content words, phras-

es, and adjectives), and various similarity measures (dice coefficient,

overlap coefficient, Jaccard, cosine similarity) [MS99]. I thereby reveal

their impact on the classification performance.

• I compare our method with support vector machines [Vap95] and trans-

ductive support vector machines [Joa99], and demonstrate the stability

of the classification performance of our method in this task.

• I propose and evaluate the usage of social network analysis metrics

including the number of degree, PageRank [PBMW99] value, and the

betweenness centrality [Bra01] to locate the initialized seeds so that I

could guarantee the good performance.

• I also investigate the influence of edge pruning and label propagation

control. I conclude that pruning edges does not achieve a similar level

of performance like in the choice of seeds, and I can alleviate the side

impact caused by the densely connected vertices through explicitly ad-

just the label propagation.

By now, I adopt special methods and features to resolve the minimally-

supervised problem. It is not clear why conventional approaches such as

SVM cannot applied in minimally-supervised setting yet. Is there any way

to improve them so that they could be applicable when I only have a handful

of labeled data? I will provide the answer in my second study.

1hereafter referred to as sentiment features
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Figure 3.9: Performance comparison

47



 0.45

 0.5

 0.55

 0.6

 0.65

 0.7

 0.75

 0.8

 0.85

Notebook Hotel Book

A
cc

ur
ac

y

20 seeds
300 seeds

(a) SVM

 0.45

 0.5

 0.55

 0.6

 0.65

 0.7

 0.75

 0.8

 0.85

Notebook Hotel Book

A
cc

ur
ac

y

20 seeds
300 seeds

(b) LP

 0.45

 0.5

 0.55

 0.6

 0.65

 0.7

 0.75

 0.8

 0.85

Notebook Hotel Book

A
cc

ur
ac

y

20 seeds
300 seeds

(c) MAD

Figure 3.10: Performance deviation
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Figure 3.11: Error types in graph-based SSL
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Figure 3.12: Impact of µ1 in MAD
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Figure 3.13: Impact of µ3 in MAD
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Figure 3.14: Impact of C in SVM
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Figure 3.15: Impact of C in TSVM
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Figure 3.16: Impact of p in TSVM
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Chapter 4

Task-oriented Word Embedding

4.1 Introduction

Though there are several pioneering studies on predicting readers’ feeling

after they read the given document[LYC07, TC11], the task of discerning

one specific reaction from the others has barely been studied. In this study,

I focus on detecting episodes that can trigger horrible feeling from readers

which is a emotion classification task on the reader’s perspective. I found

that such kind of episodes are spreading widely in the consumer generated

media (CGM) platforms, and causing bad user experience. For example,

the following document (originally in Chinese, but manually translated into

English) is a representative horror story in Chinese microblog platform. It

was once retweeted more than one thousand times.

Since people who are living in high-rise apartment usually use el-

evators, the stairs become the unnoticed place. One night, a girl

who lives in the 13th floor wanted to came back home. Unfor-

tunately, the elevator was not in service due to its malfunction.

Looking at the long stairs, she was scared. So the girl asked her
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mother come downstairs to pick her up. Her mother came, and

the girl went upstairs with her mother. At 12th floor, the girl re-

ceived the phone call from her mother,‘I have just arrived. Where

are you?’.

After a brief thinking, readers could realize that the girl in this story

was possibly taken away by a ghost other than her mother. I believe that

similar stories will arouse bad imagination from many readers, especially,

those people who have children. Identifying those episodes in advance can

prohibit them touching those improper readers.

In my study, I formulate horror identification as a binary classification

problem, and employ widely-adopted supervised learning algorithm, Sup-

ported Vector Machine (SVM) [Vap95], to resolve it. Besides conventional

bag-of-words (BOW) features (I name them as sparse features in my study),

I also investigated the usefulness of features derived from a large scale of

unlabeled corpus. Through the empirical evaluation, I confirm that those

induced features can improve the performance especially when the number

of training data is very small (1% to total target documents). Finally, I pro-

pose one novel way to improve the existing word embedding method with

task specific supervision.

I conduct experiments on hint fiction, which is a newly emerging literature

in microblog platform. Since terrible hint fiction is the typical source that can

evoke readers’ horrible emotion. I should note that identification of horror

episodes is a minimally-supervised classification task, since it is very difficult

to accumulate a large amount of horrible stories in practice.
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Figure 4.1: Approach overview

4.2 Feature Sparsity Challenge

Usually, supervised classier suppose that there are many common features

between training and test data. However, this requirement cannot be met

in minimally-supervised setting. Specifically, conventional text classification

rely on the content in the documents, for example, unigrams, bigrams and

n-grams are commonly adopted features. Due to the power-law distribution

of vocabulary (an evidence is represented in section B), it is impossible to

include all the content in the training phrase especially when the labeled data

is limited. In other words, the classier trained using limited labeled data will

encounter many unseen content during test phrase, which cause the classifier

cannot make right judgement.

For example, both the following simplified statements

“Her mother killed her father”

and

“The car crashed into the girl”
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can arouse terrible feeling among readers. However, classifier trained by sim-

ply using one statement cannot recognize the other one as the same category,

because there is no common words at all. Mathematically, the inner prod-

uct between the two corresponding feature vector is zero. Usually, the inner

product is the metric to locate the classifier. If we could design an approach

to discover the same pattern “Noun hurt Noun” in the examples and encode

the pattern into the model training process, we could successfully achieve the

classification purpose.

In order to disentangle the commonality among text, I propose the usage

of feature mapping derived from unlabelled corpus to densify the sparse fea-

ture space. Figure 4.1 depicts the whole procedure of my solution. By lever-

aging the unsupervised feature learning algorithms, I could gain the feature

mapping. Then the BOW features will be transformed into dense features

via the resulting feature mapping. Note that we can use the dense features

directly to replace ordinal BOW features or combine them with BOW fea-

tures to form the compound features. I will compare them in the evaluation

section 4.5.

In order to gain the feature mapping, I evaluate three unsupervised fea-

ture learning methods: Brown-clustering [BDM+92], Latent Dirichlet Alloca-

tion [BNJ03] and word embedding [MYZ13] to locate the best approach. In

the following section, I will begin with the introduction of them respectively.

4.3 Feature Mapping Approaches

In this section, I first describe the unsupervised learning methods. Then I

summarize their characteristics and the demerit. Finally, I give my proposal:

task-specific word embedding. The performance comparison will be shown
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Figure 4.2: Class-based bigram model in Brown clustering

Figure 4.3: Skip-gram model in word2vec

in the experiment section 4.5.

4.3.1 Brown Clustering

Clustering words according to their context (surrounding words distribution)

is an ordinary method to obtain the commonality for those words. For ex-

ample, “father”,“mother”,“girl” are clustered into a pronoun group; while

“crash” and “kill” are clustered into a transitive verb group1. One straight

idea is including the cluster IDs of words as auxiliary features, which is also

explored in my study. I take measure of the representative hierarchical words

1Note that all the groups are specified by ID
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clustering algorithm, Brown clustering [BDM+92], in this task. Brown clus-

tering was also exploited in many NLP tasks such as named entity recognition

(NER) [MGZ04] and dependency parsing [KCC08].

The Brown-clustering is based on class-based bigram language model as

4.2 shows, where wi is one specific word and ci specifies the corresponding

cluster. We can clearly find that Brown clustering supposes that the cluster of

one word is affected by the previous one. More precisely, given one clustering

function C (C(wi) = ci), the quality metric of the function C is defined as

follows [Lia05]:

∑
c,c′

P (c, c′) log
P (c, c′)

P (c)P (c′)
+
∑
w

P (w) logP (w) (4.1)

Formula (4.1) is the actual objective that Brown clustering tries to max-

imize. Here, c and c′ are two consecutive clusters in the text. Interested

readers can find the detailed derivation in [Lia05]. Note that the time com-

plexity of Brown clustering is O(N ∗ C2), where N is the number of words

and C is the number of clusters. In other words, it usually take a long time

(weeks) to finish the word clustering when we need to deal with a large scale

document collection and try to group the words in to fine-grained clusters,

for example, thousands of clusters.

4.3.2 Latent Dirichlet Allocation

Latent dirichlet allocation (LDA) [BNJ03] is a well-known unsupervised

learning approach, and has various derivatives. It is usually employed to cap-

ture the underlining topics in the document. The mechanism is represented

in figure 4.4 2, where θ is the topic distribution for one specific document, z

2For simplicity, I omit the introduction of hyper-parameters.
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Figure 4.4: LDA mechanism

Figure 4.5: Examples using word embedding

is the topic for a word in the document, and w is one specific word. Word w

is the only variable we can observe, and the complicated statistical inference

is applied to gain the topic distribution. In terms of those two simplified

statements given previously in section 4.2, we can get the common topic:

“Children” after we apply LDA on them. The derived topic distribution can

be taken as features directly.

4.3.3 Word Embedding

Different from the conventional study that assumes that one word correspond

to one dimension in the (sparse) feature space, word embedding originated

from neural network language model (NNLM) [BSS+06] represents each sin-

gle word as a dense vector (word feature vector or word vector). Moreover,

the representation is induced automatically by an unsupervised method. No

feature refinement or devising process exists during the learning process. It

is generally believed the word feature vector derived could capture multiple
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degrees of similarity [MYZ13]. I use word2vec [MCCD13], the state-of-the-

art implementation of word embedding, to obtain a vector representation

for each word. Two models, continuous bag-of-words model (CBOW) and

continuous skip-gram model, are proposed in this framework. Here, I adopt

the latter since a better performance has been reported in [MCCD13].

4.3 displays the sketch of continuous skip-gram model. We can clearly

observe that the critical point is to predict the words represented using vector

form within the specified window around the given word vector wt. In my

evaluation, I set the window size to five ( t = 2 ). A commonly adopted

soft-max classifier is used during the word vector prediction. One attracting

aspect is its capability to conduct the unsupervised learning on the unlabeled

corpus with billions of words.

Figure 4.5 shows results after applying word embedding on two real ex-

amples (“father” amd “mother”). Note that usually a high dimension word

embedding vector is used in reality. We can clearly see the advantage from

word embedding: totally different words can has similarity.

Though it is not straightforward compared with the two previous ap-

proaches, we can obtain the dense representation with ease: just need to

average the word feature vectors for all the content words in the given docu-

ment. Quite recently, the authors of [LM14] try to derive the vector form for

larger unit such as one sentence and even the whole document directly from

a large amount of unlabeled corpus. I will consider the application of such

kind of methods in my future exploration.

4.3.4 Summary of Previous Approaches

In summary, Figure 4.6 shows the relationship and difference among three

feature deriving methods. We can clearly see that they can capture features
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Figure 4.6: Method summary

Table 4.1: Method comparison

Method Format Learning context Complexity

brown clustering discrete, binary sequence bi-gram O(V ∗ C2)

LDA continuous, probability document unknown

word embedding continuous, real vector skip-gram O(N ∗D ∗ log2(V ))

from different facets, and I will show which one is more helpful for my task

in the following section. Moreover, table 4.1 summaries the form of features

derived, context for learning features and computational complexity among

brown clustering, LDA and word embedding, where N is the size of corpus,

D is the dimension of induced vector, V is the vocabulary scale in the cor-

pus, and C is the number of cluster. I should note that the computational

complexity are of great importance to utilization of the large scale unlabeled

corpus.

We can achieve the purpose to densify the feature space by utilizing those

existing approach. However, there is a critical demerit: the lack of task

specifics. No matter what kind of tasks we are facing: topic classification,

emotion classification even text clustering, the derived features are same; no
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Figure 4.7: Illustration

task characteristics has ever been taken into consideration during the feature

learning phrase.

This deficiency could be seen in the illustration in the figure 4.7 (here I

only show the results using word embedding, similar phenomenon can also

be found in Brown clustering and LDA). Suppose we have three single word

documents, and we have labeled the document contains “body” as horrible

one. What we really expect is “death” can be classified as horrible document

just like the right sub-figure shows, whereas the results we possible get is

both documents contain “arm” and “death” will be recognized as horrible

documents according to the similarity. In the following section, I will intro-

duce my strategy to integrate task specifics into the existing word embedding

vector to achieve the desired results.

4.4 Proposal of Task-oriented Word Embed-

ding

Figure 4.8 depicts my proposal clearly. My proposal is based on existing

word embedding, and the reason I choose to extend word embedding is that

I have observed better performance (see in section 4.5) using word embedding
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Figure 4.8: Task-oriented word embedding

vectors. I add supervised vectors directly into the existing word embedding

through weighted linear addition in word embedding vector space before

they are averaged to form the final vector for the document, and the weight

is calculated by using the similarly score between target word embedding

vector and supervised vector specified, and I should note that the weight

could be negative. We can consider the supervised vectors as anchors for

specific task, and then adjust the other vectors according to the similarity.

Note that the supervised vectors are important words for the task. Next, I

will introduce two ways to gain the supervised vectors.

The first way to gain the supervised method is heuristic. I manually

specify three words “dead body”, “sudden” and “found” as supervision. The

rational is that they are horror related words so they should be helpful for

horror identification. I should mention that this manual participation is op-

tional. I should also note that all these important words will be transformed

into word embedding vectors, and there could be also other methods to gain

the supervised vectors.

The second method is automatic. There are three steps:
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• Firstly, locate the distinguishing words in horrible documents and un-

horrible documents respectively, and rank them according the frequen-

cy. Only top-10 words appeared in horrible documents are considered

as important words and keep top-50 words in un-horrible as filtering

reference.

• Measure the similarity score between the candidates and filtering refer-

ence, and set the filtering threshold as 0.1. I record the number below

the threshold for each candidate and take this number as selecting cri-

terion.

• Locate the top-5S candidates whose criterion is below than 10 as final

important words.

There are two things that worth explaining especially:

Firstly, the reason that I do not use conventional feature selection meth-

ods as such Chi-square or the co-efficient value from SVM is that when we

are in the minimal-supervised setting, the resulting critical features will also

become unreliable due to limited training data.

Secondly, the necessity of the second and third step is that eventually I

will feed the corresponding word embedding vector into the classifier. As we

have seen in section 4.3.3, even two totally different words could have high

similarity. The purpose of the second and third steps is to avoid bring noise

for the classifier.
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Table 4.2: Statistics on dataset

Class # of documents # of content words

Horror 1,008 13,260

Humor 1,114 14,876

Moved 1,018 12,674

4.5 Evaluation and Discussion

4.5.1 Setting

In this study, the target domain is hint fiction, which is a newly emerging

form of literature in microblog platform. I collected hint fictions from the

website3 which lists various genres of hint fictions. I only kept three types:

horror, humor, and moved, since they are closely related to reader emotion.

Table 4.2 report the statistics on the dataset. We can find that the average

number of words in each text is around 130, which conforms to length limit

in microblog platform. I treat humor and moved types as non-horror in my

study.

I randomly separated each type of those text into five equally-sized parts,

and then combine them accordingly. Eventually, there are five subsets and

each of them are nearly balanced in the classes. In this evaluation, I take

those humor and moved text as non-horror instances. I employ five-round

evaluation and report average precision, recall and F1 with the optimal hyper-

parameter setting. Note that in each round I only use one subset as training

data (20%), and treat the other four subsets (80%) as test data. The motiva-

tion of this strategy locates in the fact that labeling data is time consuming

and labor intensive, and we cannot guarantee the number of training data

3http://v.gxdxw.cn/
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Table 4.3: Performance using textual features

Feature Precision Recall F1

unigrams 0.760 0.442 0.56

unigrams and bigrams 0.892 0.250 0.388

available is surely more than the test counterpart in practice. Moreover, I

control the ratio of labeled data from 1% to 20% so that I could find the

performance changes with the number of supervision.

The unlabeled corpus is provided by datatanng4. It consists of more than

10.5 million Chinese web text, 7.36 million content words after pre-processing.

The time spans in time from 1992 to 2011.

In this study, I use the optimized version5 as the implementation of brown

clustering. Hoffman’s online LDA [HBB10] is the used to conduct the LDA

topic model training. In terms of word embedding, I make use of the imple-

mentation provided by Google6. I adopt the Gensim version used7 when I

carried out the reference, since it is convenient to customize feature concate-

nation which will be introduced in the section 4.5.3.

4.5.2 Textual Feature Exploration

Firstly, I make use of unigrams and unigram&bigrams to detect horrible s-

tories. Table 4.3 shows the results when training data is 20%. I take this

as the optimal performance of conventional text based classification in min-

imally supervised setting. We can clearly find that although I can get good

performance in terms of precision, the recall is very bad. In other words, a

4www.datatang.com
5https://github.com/percyliang/brown-cluster
6https://code.google.com/p/word2vec/
7http://radimrehurek.com/gensim/models/word2vec.html
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Table 4.4: Top ten significant features

Rank Words Relation to horror

1 elevator place

2 dead body object

3 found action

4 eyes object

5 voice object

6 mirror object

7 midnight time

8 wife subject

9 boy subject

10 suddenly time

lot of terrible stories are missed due to the limited training data and feature

sparsity. Moreover, combining bigrams make recall become worse, and the

explanation is that the feature space become more sparse. In the following

evaluation, I only keep unigrams as conventional classifying features.

In order to get the better understanding on those derived features, I

conduct feature analysis. It is known that the features are not equal in

distinguishing instances. Here, I use the conventional Chi-square feature

selection [SMG10] to examine significance of textual features.

Table 4.4 lists the top-10 significant features and their relation to the hor-

rible storylines. Even the feature selection I use is conventional and simple,

I can see the amazing association between the significant features and the

terrible scenes. For example the authors of horrible hint fiction tend to es-

tablish the happenings to stairwell or night. And “found” play critical role in

discriminating horrible stories from the others. It is used to describe things
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Table 4.5: Top ten secondary features

Rank Words Meaning

1 DNA proper noun

2 together adverb

3 for a while adverb

4 angrily adverb

5 thirties special times

6 god proper noun

7 make the decision verb

8 start verb

9 droop verb

10 context noun

occur unexpectedly. Moreover, nouns are helpful to judge whether the text is

terrifying or not. One possible explanation is that the thematic information

in terrible stories are different from the other genres.

Comparatively, table 4.5 lists the bottom features (here, I named them

as to “secondary features”) judged by using Chi-square score, and there is

no clear clues between those bottom features and the terrible episodes.

By now, we have realized the challenge caused by feature sparsity: a lot

of horrible documents will be ignored since many their features are never

found in training phrase.

4.5.3 Usefulness of Induced Features

In this section, I will show the benefit we can get from those induced features.

Firstly, I will compare the two ways to leverage induced features. Then, I

will introduce a series of evaluation including the impact of the size of labeled
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Table 4.6: Usage comparison(labeled data: 1%)

Method Precision Recall F1

Replacement 0.512 0.568 0.534

Compound 0.656 0.306 0.398

Table 4.7: Usage comparison(labeled data: 20%)

Method Precision Recall F1

Replacement 0.656 0.602 0.626

Compound 0.716 0.632 0.670

data, the size of unlabeled corpus for feature learning, the dimension of word

embedding vector. Next I will present the effectiveness of task-oriented word

embedding. Finally, I explore the semantics captured by word embedding.

I carried out the evaluation in the framework of binary classification, and

used the widely-adopted supervised learning algorithm SVM [Vap95] in this

task. I specify the number of clusters for Brown-clustering to 100, and set

the dimension of LDA topic vector and word embedding to 100.

Comparison on Utilization of Induced Features

As I mentioned previously in section 4.2, there are two ways to use the dense

features. I make comparison on them with 1% and 20% labeled data respec-

tively. Table 4.6 and table 4.7 show the results on using word embedding

feature vectors. We can conclude that when the number of labeled data is

very small (here 1%) we should adopt the replacement way, while combina-

tion of BOW features and word embedding features is a better way when

a certain number of labeled data (here 20%) is available. Without special

description, the following evaluations are conducted using only 1% labeled
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Table 4.8: Impact of dimension with %1 training

Dim of induced vector Precision Recall F1

10 0.490 0.264 0.316

100 0.512 0.568 0.534

1000 0.598 0.528 0.552

Table 4.9: Impact of dimension with %20 training

Dim of induced vector Precision Recall F1

10 0.792 0.538 0.640

100 0.764 0.614 0.680

1000 0.736 0.642 0.684

data since my focus is minimally-supervised setting.

Usefulness of Induced Feature

Here, I conduct the experiment to investigate the usefulness of those induced

features derived from the unlabeled corpus. Figure 4.9 presents the perfor-

mance change with the number of labeled data. We can clearly see that

the performances of all the methods except LDA become better when more

labeled data is added. More important, word embedding feature vectors are

very helpful to improve the recall and F1 when the number of labeled data

is very small, I owe this to the . At last, word embedding outperform brown

clustering and LDA which shows that word semantics are more helpful than

syntax and topics in detecting horrible stories. The explanation is that horror

identification needs to understand semantics of the stories.

Figure 4.10 shows the performance change with the number of unlabeled

corpus for feature learning. We can conclude that conclude that we can ben-
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Table 4.10: Performance comparison

Method Precision Recall F1

BOW 0.810 0.014 0.026

Word embedding 0.598 0.528 0.552

Proposal with automatic supervision 0.622 0.570 0.588

Proposal with customized supervision 0.616 0.596 0.596

efit from more unlabeled corpus since we can gain more axillary information.

In terms of word embedding, I also investigate the impact of dimension

of feature vector. Table 4.8 and table 4.9 list the results, where we could see

that high dimension vector is favored in applying word embedding.

4.5.4 Effectiveness of Task-oriented Word Embedding

Table 4.10 lists the performance comparison. Here, I keep the dimension of

induced to 1000. We can conclude that my proposal is effective to improve

the performance owing to the supervised information added.

Instance Analysis

I conduct the instance analysis so that we could have a better understanding

on the challenges caused by feature sparsity. Figure 4.11 shows an illustrative

example, the left one is expected classier training from sufficient labeled data

while the right one is the bad suited classifier due to limited labeled data.

We can intuitively found that there is obvious difference between the desired

classifier and bad classifier, and the bad suited classifier cannot perform well

due to the limited labeled samples provided in the training phrase. We cannot

expect that only a few training data can reflect the whole view of the data

distribution.
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Next, I will present the analysis based on real data. The following para-

graphes exhibit three representative training samples from one real group of

labeled horrible documents used in my study. For better understanding, I

manually translated the text in English.

• %�1 ·2 
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(Yesterday night1 I2 drove3 a taxi4 to take5 five6 passengers7

to a village8, two9 female passengers10 wore11 in while12 and

three13 male passengers14 wore15 in black16. Soon17 we arrived19

the village18. One20 woman22 who wore in white21 paid23 the fare24

,then I25 went home26. Next morning27, I took30 the money31

to buy28 the breakfast29 and realized32 that the money is

false paper money burned as an offering to the dead33. I35 got angry

34and drive directly36 to that village37. When I came38 to

that house39, I suppressed40 my anger41 to knock out the door42. A43

countrywoman44 opened the door45. I46 said47 to her “Elder sister48,

where are the guests52 came51 to your house49 yesterday night50?” She53

answered54 that there was no55 guests56, but the sow58 of her family57

gave birth to60 little pigs61 yesterday night59. When I came62 to the

pig house63, I found64 that there are really67 three of them are black65

and the other two are white66.)
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( Mr Wang1 found2 a3 strange4 and and make him feel5 creepy6

thing7, every time8 when he9 went home10 to pass11 the intersection12,

no matter15 is daytime or night16, whenever17, as long as18 he19

arrived22 at the intersection23 in usual20 speed21 without hesitate24 and

without shilly-shally25, the traffic light was always13 red14. One time28,

he29 determined30,31 to watch32 the green light33. So34 he35 stopped42

when41 there was some distance40 to the intersection38, and waited43

dozens of seconds44, then45 he walked49 slowly46 underlineto47 the

intersection38. It was really50 green light51, and he was happily53,54

to pass56 the intersection57. Suddenly58, a ear-piercing62 break sound63

occurred61 at his59 side60, and the sound64 became nearer and near65,

then66 there was blood-red68 on the ground67.)
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(Mr Du1 grew up5 together with2,4 me3, he6 was handsome7 and had8

many9 girlfriends10. Both of us13,14,15 majored in medical science16.

The dissect course17 make18 me19 spite20 many times21. He22

was23 a top student24 and owned25 his own26 studio27.

When the examination came28, I29 looked for him30 to borrow31

the notebook32, but he33 was absent34. I35 went36 his studio37 to

find him38 and found that the door39 was unlocked40. I41 was curious42

to go into the studio43. There was a huge44 jar full of medical liquid45

and there were46 many47 female48 dead body49, so50 beautiful51 faces52!

He53 appeared56 in front of me57,58 open-eyed54,55, you59 know60

too much61...)

In a summary, these statements are about ghost (sample 1), accident

(sample 2) and killing (sample 3) scenes which can trigger terrible feeling for

readers.

One representative horrible documents predicted by the classifier trained

using those labeled horrible documents is listed as follows. Though it is

similar to the training sample 1 in terms of the ghost scene, the reason why

it can be judges as a horrible story is that there are several common words

such as “dead body” and “found” . I have found that only the documents

that share the common words with labeled documents could be judged as

possibly horrible documents. In minimally-supervised setting, totally, only

6 such kind of horrible stories can be located. Put it simply, the behavior of

the classifier trained from limited labeled data will degrade as a dictionary

look-up.
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(He1 has slept2 for a long time3. When he wake up4, he found5 that

himself6 was7 in a8 strange9 room10. The window12 of the room11

is very big13, and the outsides14 is full of light15. Gradually16, he17

realized18 that there was20 unpleasant21 smell22 in the room19, and it

was rotten23 smell24. He25 went26 to the window27 and struggled28

to open it29,30 and breathed31. He32 did not33 notice34 that his own35

skin36 was burn39 slowly38 in the air37 . Without pain nor blood40,41

, his bone appears43,44,45 . In the National Palace Museum46 ,

a47 newly48 found49 mummy52 with perfect51 preservation50 became

rotten54 overnight53. There was a hole58,59 in the glass coffin57 that

used to store55 the dead body56.)

The following horrible instances are extracted from the statements cor-

rectly judged (total number: 336) by adopting word embedding vectors. It

is very representative since is no common words at all between them and the

training samples. Even the topic is also ghost related, it cannot be recognized

by supervise model training on bag-of-words (BOW) features.

• � 1 s�Á{2 ñ�°3 �å4 �°5 	?6 :�P7Ç���8

ÆÓ�9 �Æ10 Fê11 �Ç12 ²�n13Ç��14

tÞ15ò�16nXt17018ê�
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(The business6 of one1 night2 taxi3 driver4 was very good7.

One day8, his wife9 gave him10,11 a12 talisman13, after that14 there was

no clients17,18 anymore16 in the evening15.)

The last instance are the horrible stories judged (total number: 373) by

using my proposal. There is no common words between it and the training

samples either, and it cannot be located by using existing word embedding

vectors.

• {Ä1 Þt�Ì2Ç
U3 Þ¡t4 �j8Ø5ÇûC6 �Ù7Ç��8

4©9�±ý10 Ð>11 ��12Ç�Ç13 �>±�14 q¸15

Ò:16ÇG{17 yº18 ��19{
U20 p�ó21 >Þ022ÇDÆ23

�5��24Çù��G25Çç�o526�

(When the man in the toilet1,2, he had a cold feeling4,5 in his

head3. He held out his hand6 to touch it7, and it looked like8

blood9. Immediately10 he raised his head11 to look at it12 and found

a13 pale15 face16 with dishevelled hair14 accompanying17 a head20

with red18 fluid19 hang upside down21 on the top22. When the

head know the man23 is looking at her24, she grinned25 and became

mean and ferocious26.)

Inspection on Word Embedding

Though there is study [MYZ13] claimed that word embedding can capture

word semantics, it is not clear what kind of exact semantics can be captured

for Chinese language. Here, I try to investigate the semantics captured using

word embedding. Firstly, I cluster the words in the word embedding space

according to the similarity score. Figure 4.12 represents parts of the cluster-

ing results, and we can clearly find the word embedding can capture context
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semantic well.

Next, I take advantage of a Chinese synonym dictionary 8 to analyze

the word embedding semantics. Figure 4.13 show the results, and we can

observe that low dimension word embedding feature can capture synonymy

information very well.

4.6 Summary

• In order to address the feature sparsity challenge, we exploit the utiliza-

tion of induced vector from a large scale unlabeled corpus. Three kinds

of approaches including Brown-clustering [BDM+92], Latent Dirichlet

Allocation [BNJ03] and word embedding [MYZ13] are evaluated and

compared in the task of horrible stories identification. We found vec-

tors derived using word embedding can outperform the ones from the

other two methods, but the distinguishing role of conventional textual

features is irreplaceable.

• I propose one way to integrate decerning capability of textual features

into the induced feature vector space. Through the comprehensive

empirical study, we demonstrate that our approach is promising to

augment task specificity which is ignored by neural network langue

model training.

8http://www.ltp-cloud.com/download/

79



 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

0 1 2 4 8 16 32

Pr
ec

is
io

n

Labeled data (in percentage)

BOW
word embedding
brown clustering

LDA

(a) Precision

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

0 1 2 4 8 16 32

R
ec

al
l

Labeled data (in percentage)

BOW
word embedding
brown clustering

LDA

(b) Recall

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

0 1 2 4 8 16 32

F1

Labeled data (in percentage)

BOW
word embedding
brown clustering

LDA

(c) F1

Figure 4.9: Impact of labeled data
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Figure 4.11: Bad suited classifier due to limited training data

Figure 4.12: word embedding cluster

Figure 4.13: Synonymy captured by word embedding
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Chapter 5

Conclusion

5.1 Summary

The focus of my study is exploring strategies that can be applied for emo-

tion classification in minimally-supervised scenarios which is a more realistic

setting in practice. In the first study, I explore the use of graph-based SSL

for a document-level sentiment classification task. I exhaustively investigate

the performance of label propagation in this task while varying the way to

build the similarity graph which is critical to the application of graph-based

SSL. I found the similarity graph built on phrases is an excellent choice for

label propagation for this task. And based on phrases, conine (binary) could

be used to measure the sentimental similarity well.

More important, I propose seed selection for graph-based SSL to alleviate

the performance variance. Through the empirical evaluation on real Chinese

reviews in three domains, I have confirmed that PageRank and the number

of degree are effective metrics to locate the seeds with regard to stabilizing

the performance. It worth emphasizing that my proposal does not require

axillary language resource.
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In the following study, I formulate the horror detection as a classification

task, and make use of well-adopted supervised learning method (SVM) to

resolve it. I recognize the feature sparsity is the cause that make conventional

supervised learning approaches cannot perform well when the number of

training data is very limited. In order to densify the feature space, I take

measures of three unsupervised learning approaches, Brown clustering, LDA

and word embedding to gain feature mappings from a large scale of unlabeled

corpus. After a series of experiments, I confirm that word embedding is the

optimal candidate among those three methods.

In order to change the word embedding’s demerit in ignoring the task

specifics, I propose a novel method to integrate supervised a-priori into the

existing word embedding methods. Meanwhile, I also provide two ways to

gain the supervised information. The empirical results demonstrate the ef-

fectiveness of my proposal.

5.2 Future Direction

While most study rely on bag-of-word to train the word embedding model,

there is pioneer [LGRG14] to explore deep and sophisticated regularity in

model training. Due to the complexity essence of language, it is necessary

to exploit advanced characteristics to analyze text. Sentiment analysis is the

experimental plot. Moreover, a few literature theories such as script theory

[Tom78] could be helpful in the task of predicting readers perception, since

it is a more potential way to intimate the readers thought. Finally, though

researchers usually recognize sentiment analysis as a independent task, the

other NLP problems may be benefit from it. Actually, such kind of jointly

learning strategy has been proposed in [CW08].
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In my future study, I will investigate the application of my proposal:

task-oriented word embedding in the other classification tasks such as topic

categorization to confirm its genetics. The scalability and performance mea-

sured in computing time will be my next focus, and implementation of word

embedding on newly emerging platforms such as Apache Spark1, 0xData

H2O2 and Cloudera oryx3 will be interesting trying. I will also consider the

one-class strategy, since it is not practical to judge all the potential classes in

advance where we need to identify one specific type of documents from the

bunch of documents.

Finally, It is will be very interesting to put emotion classification into

practical usages such as product recommendation or online advertisement.

1https://spark.apache.org/
2http://0xdata.com/h2o/
3https://github.com/cloudera/oryx
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Appendix A

Publication List

A.1 International Journal

Yong Ren, Nobuhiro Kaji, Naoki Yoshinaga, and Masaru Kitsuregawa,

Sentiment Classification in Under-Resourced Languages Using Graph-based

Semi-supervised Learning Methods, IEICE Transactions on Information and

Systems, Special Issue: Data Engineering and Information Management,

April 2014

A.2 International Conference

Yong Ren, Nobuhiro Kaji, Naoki Yoshinaga, Masashi Toyoda, and Masaru

Kitsuregawa, Sentiment Classification in Resource-Scarce Languages by us-

ing Label Propagation. In Proceedings of PACLIC, pages 420-429, December

2011 (refereed)
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A.3 Domestic Conference

Yong Ren, Naoki Yoshinaga, Nobuhiro Kaji, and Masaru Kitsuregawa, De-

tecting Horrible Episodes: Hint Fiction as a Case Study, SIG-FPAI 2013,

November 2013

Yong Ren, Nobuhiro Kaji, Naoki Yoshinaga, and Masaru Kitsuregawa,

Humor Identification in Microblog, iDB 2013, July 2013

Yong Ren, Nobuhiro Kaji, Naoki Yoshinaga, and Masaru Kitsuregawa,

Semi-supervised sentiment Classification in Resource-Scarce Language: A

Comparative Study, IEICE Tech. Rep., vol. 112, no. 172, DE2012-26, pp.

59-64, August 2012

Yong Ren, Nobuhiro Kaji, Naoki Yoshinaga, and Masaru Kitsuregawa,

Mining Representative Posts in Sina Weibo, DEIM2012, March 2012

Ren Yong, Sentiment Classification in Resource-Scarce Languages by

using Label Propagation, Young Researcher Association for NLP Studies

(YANS), September 2011 (Poster)
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Appendix B

Miscellaneous

Figure B.1 is the vocabulary distribution in the book “Moby Dick”. We could

see that it conforms to the power law distribution [BA99], which means that

there will be a lot of less frequently appearing words and the possibility to

include them in the training data is low.

Figure B.2 exhibits my demo on emotion classification on Sina Weibo,

where the horizontal axis indicates the popular topics and the corresponding

bars represent users attitudes on the related topics. We could gain the crowd

feeling on the given target with easy.

In order to investigate the scalability of graph-based SSL algorithms,

I conduct an empirical evaluation on a large scale dataset that consist of

1, 046, 968 positive reviews and 13, 654 negative reviews. I should mention

that this is a highly unbalanced dataset in terms of sentiment polarity. I

randomly choose 200 positive reviews (balanced in sentiment polarity) as

labeled seeds, and 2000 (also balanced in sentiment polarity) as test data.

The remaining reviews are taken as unlabled data.

Though the number of reviews is not very large, the number of edges is

1.3 billion! I adopt the implementation of label propagation on GraphChi
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Figure B.1: Power law distribution of vocabulary in “Moby Dick”

[KBG12] during the evaluation. It takes 49 minutes to finish the classifi-

cation, and all the negative test data are mis-classified as positive as there

are much more positive reviews in the unlabeled data. Actually, imbalanced

sentiment classification [LWZL11, WLZ+11] is another challenging field, but

it is beyond the scope of my study.

It is worth pointing out that the performance bottleneck for the large

scale deployment of graph-based SSL locates in the graph building phase

other than the following iterative computation. Figure B.3 exhibits the time

increasing with the number of vertices, and we can clearly observe that the

time is increasing exponentially with the number of vertices.
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Figure B.2: My demo on emotion classification on Sina Weibo

Figure B.3: Graph building time
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