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A B S T R A C T

Large scale systems integrating photonics and electronics at low
cost is a future target of the semiconductor industry with po-
tential application areas ranging from single chip gas sensors
to sophisticated biological sensors, and to optoelectronic com-
munication systems for distances down to the millimeter scale.
Photonics/electronics convergence on a silicon platform is ideal
since silicon has low substrate cost, mature processing tech-
nologies and dominates the electronics industry. photonic inte-
grated circuits (PIC) implemented in silicon-on-insulator (SOI) is
already an established technology with several key advantages
such as strong confinement of light and low absorption at near-
infrared (NIR) wavelengths useful for optical communication
and sensing. However, due to silicon’s indirect bandgap nature,
silicon is not an efficient light emitter. Thus for truly conver-
gent photonics/electronics systems, it is necessary to realize an
efficient light source on silicon. Current solutions entering the
market space rely on wafer- and chip-scale bonding of III/V
materials onto silicon. These wafers are not homogeneous, bulk
III/V material, but require epitaxial growth to realize functional
optoelectronic devices such as lasers and photo-detectors. Intu-
itively, costs can be saved by removing the bulk III/V wafers
from the equation and growing III/V material directly on sili-
con.

Previous works have established the growth of InGaAs
microdisks on (111) oriented silicon by micro selective-area
growth (µSAG) using metalorganic chemical vapor deposi-
tion (MOCVD). These disks have high crystalline quality and
are grown with lateral overgrowth to diameters as large as
8µm and with thicknesses as thin as 200nm having been
demonstrated. This makes these disks ideal for in-plane silicon
photonics integration where the device layer is typically on
the order of 200nm to 300nm. However, previous studies of
these disks have focused only on growth with no demonstra-
tions of functional electro-optical components. Due to the disks
compact size, their direct band-gap nature and selective area
growth, they are excellent candidates for future integration as
on-silicon light sources.
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In this dissertation, the first opto-electronic devices in the
form of proof-of-concept NIR light emitting diodes (LEDs) are
demonstrated. By introducing dimethylzinc (DMZn) and hydro-
gen sulfide (H2S) into the growth, p- and n-doped regions can be
formed, respectively. Room temperature electroluminescence
(EL) is demonstrated from ensembles of 300 to 400 microdisks
with pin junctions. The luminescence spectra has a maxima at
1.78µm which is attributed to recombination in the doped re-
gions. A local maxima at 1.65µm is attributed to recombination
in the un-doped region. As a first order approximation, this in-
dicates a indium content of 47%. The spectrum is broad banded
with a full-width at half-maximum (FWHM) of 290nm. This
broadness is attributed to inter- and intra-disk variations in
composition. The structure presented here was not optimized
and for future applications, it is necessary to perform optimiza-
tion with regards to reducing FWHM and supressing the long
wavelength peak.

In addition to exhibiting EL, the microdisk ensembles were
also found to detect infrared (IR) light. Under IR illumination
with photon energies smaller than the silicon bandgap, a weak,
but reproducible shift in the I-V characteristics indicating the
generation of a photo current in the InGaAs disks. Again, fur-
ther optimization of the growth and the device is required to
improve performance.

For the realization of a future, hypothetical InGaAs-on-
silicon laser, it is proposed that a cavity is formed using
photonic crystals (PhCs). The advantage of using photonic crys-
tal cavitys (PhCCs) is the possibility of high quality factors
(Q-factors) and small mode volumes which for laser applica-
tions generally reduces the threshold current and improves
modulation speed due to both the quantum mechanical Purcell
effect as well as a pure reduction of the modal density. PhCCs
also allows a high degree of field tailoring allowing a certain
flexibility in the design of the mode profile.

However, despite potentially sub-cubic-wavelength mode
volumes the total device area is generally large because a large
number of PhC lattice periods are required to provide strong
confinement. This makes it challenging to realize compact
PhCCs. Within constraints determined by the hexagonal shape
of the InGaAs-on-Si disks, a novel PhCC is proposed. Since
few reports have been published on the challenges of compact
PhCCs the problem is here approached in a manner which
elucidates the general challenges of compact PhCCs in optically
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thin slabs. This part of the research is carried out using well
established computational methods such as finite-difference
time-domain (FDTD) and plane wave expansion method (PWEM)
for solving Maxwell’s equations.

The cavity design is inspired by line defect heterostructure
PhCCs. Such cavities can be optimized using a gentle confine-
ment method where the field at the surface is shaped to have a
Gaussian envelope in order to maximize the confinement to the
slab by total internal reflection. This methodology has been ap-
plied to larger scale PhCCs achieving record high Q-factors on
the order of 1× 109, but here it is shown that the methodology
can also be applied to compact cavities with diameters of less
than 8µm. For the case of an air suspended cavity, relatively
high Q-factors of 75 100 are achieved. However, a strong depen-
dence on the boundary is identified. A suboptimal boundary
thickness between the outermost rows of holes and the sur-
rounding cladding, can reduce the Q-factor by more than a fac-
tor of six. It is suggested that the optimum boundary width can
be estimated using a simple Fabry-Pérot model. It is believed
that this lesson on the importance of boundary optimization is
general to all compact PhCCs.

One major advantage of the proposed design and optimiza-
tion strategy is that the cavity can be designed for a specific res-
onance wavelength by using the computationally cheap PWEM.
Deviation between the design wavelength and the resonance
frequency calculated by FDTD was 0.5%, or 8nm when scaling
the cavity to a C-band resonance wavelength of 1538nm.

In conclusion, it has been shown that InGaAs-on-silicon
disks do have potential as a future on-silicon light source. Al-
though the LED structure was not optimized, clear EL could
be observed at room temperature. Furthermore, it has been
shown that it is possible to design a sophisticated PhCC within
the constraints of the InGaAs microdisk geometry. This open
ups the possibility of creating complementary metal-oxide-
semiconductor (CMOS) compatible on-silicon lasers with in-
plane coupling for advanced applications utilizing monolithic
silicon photonics and electronics circuits.
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1
I N T R O D U C T I O N

Monocrystalline silicon is widely considered an attractive sub-
strate for photonic devices due to low cost, mature manufactur-
ing and excellent material properties [10–15]. However, in order
to fully leverage the benefits of mature silicon complementary
metal-oxide-semiconductor (CMOS) manufacturing processes
and the low substrate costs the challenges presented by sili-
con’s indirect bandgap must be overcome. First and foremost,
the indirect nature of silicon’s band structure prevents effi-
cient light generation. Pure silicon sources utilizing interband
transitions have reported efficiencies of 1% or less [16–18].

1.1 the case for silicon photonics

There are several reasons why silicon is such an attractive plat-
form for optoelectronic (OE) applications. The primary reason
being economics. Silicon is cheap and abundant. It accounts
for 28% of Earth’s crust by mass [19] and can be refined into
large ingots of extremely high purity (> 99.9999999%). Due to
the development in the integrated electronics industry since the
1960’s, silicon wafers are readily obtainable at low cost. These
wafers are also available in large sizes which enables a large
number of devices to be fabricated simultaneously, driving cost
down.

At the same time monocrystalline silicon has quite favor-
able material properties for photonics such as high mechanical
strength and a high refractive index of nSi ≈ 3.5 [20]. High
quality oxide layers with refractive index of nSiO2

≈ 1.45 are
also readily formed by oxidation resulting in a high index con-
trast. This enables strong confinement of light making silicon
highly suitable for photonic integrated circuitss (PICs)[10–15].
The formation of native oxides has also enabled the creation of
high quality silicon-on-insulator (SOI) substrates [21] which are
highly suitable and widely employed for silicon PICs [22].

Currently, CMOS fabrication technology is being used to
fabricate silicon PICs, leveraging decades of process experience
from the CMOS industry[23–25]. Currently, the technology has
matured to a point where silicon photonics foundry services
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1.1 the case for silicon photonics 2

are readily available[26–31]. These CMOS and CMOS-derived pro-
cesses are also generally cheap as is evident by the many cheap
consumer electronics devices incorporating silicon electronics
micro-processors. This further compounds the economic argu-
ment for silicon photonics.

Another attraction of silicon photonics is the potential for
opto-electronic convergence. Today, we are surrounded by opto-
electronic systems. Common examples include optical disc stor-
age such as DVD and Blu-ray, LED lighting, the internet (i. e.
fiber optical telecommunication), bar-code readers, gas sensors
etc. All these systems, however, are built from discreet optical
and electronic components. The creation of systems by com-
bination of discreet components naturally adds cost and com-
plexity. Convergence of optical and electronic technologies are
therefore desired in order to reduce complexity and cost. Imag-
ine for instance the convenience of a single chip with a tunable
infrared (IR) light source, diffraction gratings, optical detectors
and digital circuitry for signal processing. It could be used as a
low cost spectrometer for gas analysis or biological sensing.

Furthermore, a major application area is within optical
communication. Optical communication has a history dating
back to 1880 and the invention of the photophone by Alexander
Graham Bell. The first practical applications of optical commu-
nication arrived in the 1970s with the first non-experimental
optical communication system being installed in 1975 for the
Dorset Police. In the following decade, the first transatlantic
fiber-optical cables was installed, carrying unprecedented
amounts of communication between the continents[32]. Ever
since, there’s been a race to increase bandwidth, reduce cost
and to bring the advantages of optical communication into
new areas. In the last decade, optical networking has reached
all the way into peoples homes [33] and into the data centers
for inter-rack communication [34, 35] with optical backplanes
for intra-rack communication appearing as the next logical
step due to reduced power consumption and simplified ca-
bling. [36–38]

Moving beyond rack-level optical communication and into
the sub-metre scale, optical communication is presently being
investigated as a high-bandwidth alternative for board-to-
board communication. [39, 40] Looking further ahead, research
on chip-to-chip communication appears promising. [39] If chip-
to-chip communication is proven viable, many believe that
the next frontier for optical communication is on-chip commu-



1.2 on-silicon light sources 3

nication [41]. The trend is for CPU designers to increase the
number of CPU cores, but to do so, ever higher bandwidths
are required. This could soon be the next frontier for photonic
integrated circuits.

1.2 on-silicon light sources

The major issue preventing silicon photonics from reaching its
potential lies with silicon’s band structure. Silicon has an in-
direct bandgap which significantly reduces the efficiency of
light generation. Indeed, the highest reported efficiencies for sil-
icon electroluminescence at wavelengths longer than 1100nm—
where the photon energy is smaller than the silicon bandgap
energy and absorption is weak—are on the order of 1% [16, 18].
With the challenges of silicon’s band structure one must either
modify the bandgap or rely on some other mechanism than
band-to-band recombination in order to achieve efficient light
generation.

There are several approaches to realize light sources on
silicon. This section will present three common approaches
and their current state of development. The first approach
is pure silicon lasers which through various methods try to
overcome the indirect bandgap nature of silicon. Next there
are hybrid solutions where III/V active materials are bonded
to silicon. These two technologies will be introduced briefly for
comparison with the subject matter of this dissertation. Finally,
there is monolithic integration where materials—primarily II-
I/V compounds—are grown directly on silicon. This will be
presented in somewhat more detail.

1.2.1 Si lasers

As mentioned, silicon has an indirect bandgap which is un-
suitable for efficient light generation. Thus, to achieve efficient
light generation, one must either modify the bandgap or rely
on some other mechanism than band-to-band recombination.

A completely native approach to light amplification and las-
ing in silicon is through a process known as stimulated Raman
scattering. Raman scattering is a non-resonant process where a
scattered photon emerges at a slightly different frequency than
the incident photon. The difference in energy between the inci-
dent and scattered photon corresponds to a change in energy
of rotational and/or vibrational states in the material. If the en-
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ergy of the scattered photon is larger than the incident photon’s
energy, it is called Stokes scattering while the opposite case is
called anti-Stokes scattering. [42, Chapter 13.5]

In stimulated Raman scattering (SRS), two photons are re-
quired; one pump photon of frequency νp and one signal pho-
ton of frequency νs < νp. When SRS occurs, the signal photon
stimulates Raman-Stokes scattering in a fashion analogous to
stimulated emission. As with stimulated emission, this process
can be used to achieve amplification and lasing.

SRS in silicon for lasing and amplification has been a re-
search target since it’s first observations in silicon waveguides
by Claps et al. [43, 44]. The first silicon Raman laser was demon-
strated in 2004 [45] integrating a silicon waveguide in a fiber
loop cavity. The main issue of silicon Raman lasers is low effi-
ciency due to free-carrier absorption (FCA) caused by two pho-
ton absorption (TPA) carriers. This first demonstration overcame
this by using pulsed excitation. To achieve continuous wave ex-
citation, reverse-biased pin junctions were introduced to sweep
away carriers, reducing FCA [46, 47]. Further developments re-
duced the threshold power to a few mW [48] while recent re-
search has shown a photonic crystal (PhC) silicon Raman laser
with 1µW threshold. [49] This PhC device was relatively com-
pact with micrometer scale size and did not require a reverse
biased pin junction to achieve room temperature (RT) continu-
ous wave (cw) lasing.

Yet, the fact remains that SRS is an all optical scattering pro-
cess and thus an external, optical pump source is always re-
quired. Thus, it arguably does not represent the ultimate micro
or nano laser.

1.2.2 Hybrid integration

III/V lasers bonded onto silicon has been an area of research
for more than two decades, with several room temperature cw
lasers demonstrated in the 1990’s [50, 51]. These early attempts
merely used silicon as a host substrate without implementing
devices in the silicon. Efficient coupling to silicon waveguides
was realized with a novel hybrid silicon laser in 2005 by Park
et al. [52] and in the last decade, several other groups have pub-
lished on various implementations of hybrid silicon lasers [53–
56].

The principle of the hybrid silicon laser is to bond III/V
chips or wafers onto a processed silicon photonic circuit. The
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resonant cavity is usually implemented in the silicon, but en-
gineered such that the mode overlaps with the bonded III/V
material which provides optical gain. Several topologies have
been investigated including ring lasers, racetrack lasers, Fabry-
Pérot (FP) lasers and DFB lasers.

This technology is to date, the most successful technology
for coherent on-silicon light sources and is now being used
in commercially available products. Intel, for instance, offers
board-to-board interconnect modules to original equipment
manufacturers (OEMs).

The main advantage of hybrid silicon lasers is that it is a
rapidly maturing technique with commercial applications al-
ready being used. It relies on familiar III/V and Si processing
technologies with minor adjustments. Furthermore, the epitax-
ial know-how from the growth of “conventional” III/V semi-
conductor lasers is available and thus no exotic growth tech-
niques are necessary.

The main disadvantage is the bonding step. For a hybrid
laser, three steps are required:

1. III/V epitaxial growth

2. III/V on Si bonding

3. Device fabrication

This is one step more than for monolithic integration by epitax-
ial or hetero-epitaxial growth where the two steps are simply:

1. III/V epitaxial growth

2. Device fabrication

However, the question of economics is perhaps more nu-
anced. For instance, the III/V epitaxial growth may have lower
yield than III/V growth on silicon due to silicon being available
as larger wafers reducing edge area and increasing throughput.
On the other hand, chip bonding is a viable option which may
reduce overall material consumption if the III/V substrate can
be reused, but it requires much more advanced alignment and
time as each chip must be placed individually. Furthermore,
there may not be a cost effective way to integrate III/V-on-Si
growth into a CMOS or even silicon photonics process. As such,
the question of economics for hybrid vs. monolithic integration
is still very much open.
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(a) (b)

Figure 1: SEM images of InGaAs on silicon growths. (a) Multiple disks
are grown simultaneously in a regular lattice. (b) Each disk
has a large diameter-to-height ratio.

1.2.3 Monolithic integration

One highly promising approach to solve the problem of on-
silicon light sources is monolithic integration of group IV or II-
I/V materials on silicon. Several approaches exists, with bond-
ing of III/V epitaxial substrates on silicon gaining traction in
industry [53, 57]. However, monolithic growth of group IV or
III/V materials on silicon would simplify processing, by remov-
ing the bonding step and is therefore in principle preferred.

Again there are several approaches. Germanium has been
successfully applied for photo detectors [58] and there has been
some recent progress in Ge-on-Si lasers [59], but since germa-
nium is also an indirect bandgap semiconductor efficiency re-
main low. Research from the 1990’s produced some promis-
ing results for III/V-on-Si including multiple quantum well
lasers [60]. These, however, required very thick buffer layers to
reduce defects which would make integration with silicon pho-
tonics challenging. More recently, the buffer layer thickness has
been reduced by the use of off-cut substrates [61–63]. However,
integrating such bulk growth with silicon photonics remains
elusive. Other groups have reported promising GaAs/InGaAs
nano-needle growth on silicon, demonstrating both optically
pumped lasing [64] as well as electrically pumped light emit-
ting diodes (LEDs) [65]. Again, however, integration with silicon
photonics has not been demonstrated.

Previous research at the laboratory where this dissertation
was written has also developed an interesting technology for
monolithic III/V-on-silicon integration. Initially intended for
high speed electronics, growth of InGaAs micro-disks on (111)
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Figure 2: Artists vision of future device with photonic crystal laser im-
plemented in InGaAs disk grown on (111) silicon and cou-
pled to silicon photonics circuits and integrated with CMOS

electronics circuits.

oriented silicon has been demonstrated. [66–74]. The disks are
grown by metalorganic chemical vapor deposition (MOCVD)
micro selective-area growth (µSAG). An scanning electron mi-
croscopy (SEM) image of such an InGaAs microdisk is shown
in fig. 1. The area surrounding the disks is SiO2 which serves
as a growth mask and covers the underlying (111) silicon. The
disks are grown through channels in this mask and by utilizing
lateral overgrowth, relatively large disks with high diameter-to-
height aspect ratios are achieved.

These disks have shown excellent crystal quality and
promising optical qualities. One future vision for these disks
is to realize a laser cavity within them and to allow them to
couple into a silicon photonics device layer. Such a vision is
illustrated in fig. 2 where the InGaAs disks are integrated with
a SOI substrate where silicon photonics circuits and integrated
with CMOS electronic circuits. Such monolithic systems could
enable unprecedented photonics-electronics convergence. Be-
sides short-range optical communication, this technology could
enable single chip gas and medical sensors monolithically inte-
grating measurement and analysis circuitry.
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1.3 this work

This dissertation will contribute to the on-going research and
development of on-silicon light sources in two ways. One is
the demonstration of a near-infrared (NIR) LEDs based on µSAG
of InGaAs micro-disks on (111) oriented silicon. The second is
the design and optimization of a novel compact photonic crys-
tal cavity (PhCC). The purpose of this design is to explore the
possibility of creating an in-plane laser with high quality factor
and low mode volume within the limited area presented by the
InGaAs disks. If realized, the combination of such a laser and
silicon photonic PICs should enable the creation of monolithi-
cally integrated, single chip solutions for applications such as
gas sensing, biosensors, optical ranging, inter- and intra-chip
communication etc.

This dissertation is divided into two main part related to
on-silicon light sources. The first part concerns the growth and
characterisation of p-i-n InGaAs disks on silicon. In this part,
light detection and, for the first time, generation is demon-
strated. This establishes InGaAs as a potential candidate for
future monolithic on-silicon light sources and detectors.

The second parts takes the geometrical limitations of the
InGaAs-on-silicon disks and explores how a novel, compact
PhCC can be implemented in this structure. The goal is to pro-
vide a viable design for a InGaAs-on-silicon photonic crystal
laser for short range communication. This study of a PhCC also
provides some general conclusions related to compact photonic
crystal cavities which should be useful to the PhCC-community.

This dissertation will present two important building
blocks for the future realization of an InGaAs-on-silicon laser at
telecommunication wavelengths. The first part will present the
growth and characterization of p-i-n InGaAs-on-silicon light
emitting diodes. The second part will then thoroughly inves-
tigate the design and optimization of a novel, compact PhCC.
This cavity is specifically designed for applications where the
area is limited such as in the case of InGaAs discs on silicon.
These parts are tied together by considering the limitations the
InGaAs discs impose on the design as well as considerations
for future PhC laser performance.
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I N G A A S - O N - S I

In the next chapter, the growth of InGaAs-on-silicon NIR LEDs
will be investigated and discussed. To facilitate the understand-
ing of the growth-techniques this chapter will introduce certain
key concepts as well as review the previous developments in
this field. For completeness’ sake, the last section of this chap-
ter briefly addresses the issue of CMOS compatibility.

2.1 iii/v on silicon

III/V materials are materials consisting of one or more el-
ements from group-III (group 13 in the periodic table, also
known as the Boron group) and one or more elements from
group-V (group 15 in the periodic table, also known as the
nitrogen group.) Crystalline III/V compounds can be synthe-
sized with high quality using various deposition techniques
and have favourable optical and electronic properties. Figure 3

shows the lattice constant, bandgap energy and corresponding
emission wavelength for a selection of common III/V semi-
conductor compounds. As the illustration shows, the bandgap
energy covers a wide range with corresponding wavelengths
ranging from visible light into MIR-wavelengths. This flexibility
in bandgap engineering combined with the fact that most of
the compounds are direct bandgap makes III/V compounds
an excellent choice for opto-electronic components such as
amplifiers, LEDs and laser diodes.

2.2 challenge of on-silicon growth

The primary challenge of growing III/V materials on silicon
is lattice mismatch. For instance, In0.47Ga0.53As has a bandgap
of 0.80 eV which corresponds to the very common telecommu-
nication wavelength 1.55µm and a lattice constant of 5.844Å.
This lattice constant is 7.6% larger than the 5.431Å of silicon.
This represents a significant lattice mismatch which introduces
stress and strain which can cause wafer warping and lattice
defects.

9
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Figure 3: Map of lattice constant and bandgap energy for selected
III/V semiconductors with silicon marked for comparison.
The indicated lines show the transition for the four possible
ternary combinations of the elements In, Ga, As and P. The
quaternary In1−xGaxAsyP1−y has values inside the region
bounded by these lines.

Table 1: Thermal expansion coefficients for the In1−xGaxAs ternary
system.

αT

InAs 4.52× 10−6 K−1

GaAs 5.73× 10−6 K−1

In1−xGaxAs (4.52+ 1.21x)× 10−6 K−1
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Another issue is mismatch in thermal expansion coeffi-
cients. As a material heats and cools it generally expands and
contracts. The rate of this expansion/contraction is material de-
pendent and is quantified by the thermal expansion coefficient
αT in units K−1. For illustrative purposes, assume that αT for
In1−xGaxAs follows Vegard’s law and varies linearly with the
gallium fraction x between the binary compounds InAs (x = 0)
and GaAs (x = 1). Using the numbers in table 1, In0.47Ga0.53As
then has αT = 5.16× 10−6 K−1. This value is almost twice the
value of 2.6× 10−6 K−1. This extreme mismatch is highly un-
desirable as even small thermal changes will rapidly build up
stress in the epitaxial layer. This is a severe issue as growth tech-
niques such as MOCVD generally require substrates to be heated
to several hundred degrees. As a consequence, the inevitable
cool-down after growth will generally cause stress to build up.
This can lead to wafer warping, cracking and induce lattice
dislocations. In the case of light generating devices there is also
an issue of non-negligible heating during operation which—if
not properly accounted for—would cause stress to build up
which can induce strain and degradation of the crystal quality.

There are other issues such as silicon diffusion into the II-
I/V lattice, but these are secondary to the two main issues men-
tioned here.

Mitigation of the mismatch in lattice constant and thermal
expansion can be achieved by various approaches. The most
straight forward approach is to introduce buffer layers of in-
termediate materials that have a lattice constant and thermal
expansion constant between that of silicon and the desired II-
I/V compound. This buffered approach has been previously
applied to create III/V lasers on silicon using III/V buffer lay-
ers [60–63] and Ge/Si1−xGex buffer layers [75, 76].

One major limitation of this approach is often that it re-
quires thick buffer layers. For instance, Sugo et al. [60] demon-
strated InGaAs/InGaAsP multiple quantum wells (MQW) lasers
grown on silicon using a combination of GaAs, super lattice
and InP buffer layers. The thickness of these buffer layers added
up to 15µm. This makes it hard to envision practical integration
with silicon photonics. However, more recent approaches [61,
63] combined silicon (100) substrates 4° off-cut towards (111)
with ∼2µm buffer layers which could potentially enable mono-
lithic silicon photonics integration as this buffer thickness is on
the order of SOI buried oxide (BOX) layers used for silicon pho-
tonics.
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Figure 4: SEM birds-eye-view of growth mask for selective area
growth. Bulk surface is SiO2 with etched holes exposing an
underlying silicon surface.

Alternative techniques for overcoming the lattice mismatch
use patterning or structuring of the substrate on the nano- or
micrometer-scale. Generally this is done to reduce the effective
area over which stress can accumulate, greatly mitigating the
negative effects of the lattice mismatch issue. There are several
variations on this approach and it can be used to achieve both
thin/thick-film growth or nano-wire growth[0]. For the InGaAs-
on-silicon growth discussed in this dissertation, micro selective-
area growth (µSAG) is used.

2.3 micro selective area growth

micro selective-area growth is a technique for growing mate-
rials of high crystal quality on lattice mismatched substrates.
In this technique the substrate (e. g. silicon) is covered by a
mask with micrometer-scale growth windows to expose only
selected areas of the underlying substrate. An example with
an SiO2 mask covering silicon with circular growth windows
is illustrated in fig. 4. By choosing the correct mask material,
nucleation occurs only on the exposed substrate and not on the
mask material. In the case of both InGaAs and InAs on silicon
it has been found that nucleation will predominantly occur in
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Figure 5: Multiple nuclei forming within a growth window creating
a grain boundary and polycrystalline growth.

Figure 6: Extinction of threading defect in selective area growth.

the exposed silicon growth windows and not on the SiO2 sur-
face as long as the pitch is less than twice the surface diffusion
length of the precursors [66, 77].

First, the primary advantage over plain selective area
growth (i.e. not micro sized areas) is that if the growth win-
dow is small enough then, on average, only a single nucleus
is formed in each growth window. This avoids the forma-
tion of grain boundaries where the growth from two or more
nuclei meets. This greatly reduces threading defects and poly-
crystalline growth and ensures a defect free monocrystalline
growth. Figure 5 illustrates how a grain boundary can form
when there are two nuclei in a growth window. Furthermore,
for high vertical growths the µSAG (and plain selective area
growth) approach can ensure that threading dislocations are
extinguished. In a pillar, threading dislocation can only prop-
agate until it meets the growth window edge as illustrated in
fig. 6. This greatly reduces defect densities at the extremities of
the growth.

2.3.1 Epitaxial lateral overgrowth

If an area larger than the growth channel area is required, then
epitaxial lateral overgrowth (ELO) is an option. The process is
illustrated in fig. 7 where on a patterned substrate (fig. 7a), nu-
cleation is initiated (fig. 7b) followed by filling out the growth
window (fig. 7c). The defining characteristic of ELO is the oc-
currence of lateral growth (fig. 7d.) Lateral growth is achieved
when the reactor conditions enable horizontal growth on the
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(a)

(b)

(c)

(d)

growthsubstratemask

Figure 7: The fundamental steps of epitaxial lateral overgrowth:
(a) preparation of patterned substrate, (b) nucleation, (c)
growth window fill-out, and (d) lateral overgrowth. The
dashed line shows how any potential threading defects are
extinguished leaving the overgrown regions defect free.
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vertical crystal facets in addition or exclusion to vertical growth
on the horizontal facets. What these conditions are depends on
the physical/chemical properties of the substrate and reactor
atmosphere. µSAG lateral overgrowth gives a cross-sectional ge-
ometry as sketched out in fig. 7d. This figure also illustrates
how any potential threading dislocations are extinguished near
the center of such an overgrowth enabling defect free edge re-
gions to be formed.

2.4 ingaas-on-silicon

The interest in InGaAs-on-silicon was spurred by its suitability
as a material for III/V metal-oxide-semiconductor field-effect
transistor (MOSFET) integration on silicon due to InGaAs’s suit-
able band gap and high electron mobility. To achieve thin lay-
ers for integration with SOI based CMOS technology nodes, the
use of ELO was proposed by Hoshii et al. [66, 67]. These initial
reports demonstrated successful formation of InGaAs films on
(111) Si using MOCVD ELO. Furthermore, nucleation and growth
of InGaAs was found to have good selectivity for growth on sil-
icon over SiO2 making SiO2 the material-of-choice for growth
mask. These reports also showed empirically that to achieve
good crystal quality locally (111) oriented silicon was strongly
preferred compared to (100) silicon. InGaAs on (111) Si showed
flat surfaces locally while growth on (100) Si had rough sur-
faces and showed poor crystal quality as determined by x-ray
diffraction (XRD). This research also established circular holes
arranged in a hexagonal lattice as suitable for the growth of
InGaAs disks without any grain boundaries [67].

These initial investigations used trimethylindium (TMIn),
trimethylgallium (TMGa) and tertiarybutyl arsine (TBAs) precur-
sors during growth in order to form InxGa1−xAs. Investiga-
tions of the as-grown disks indicated that the central area (i. e.
near the InGaAs/Si interface) had a low gallium composition
compared to regions farther away from the center [68]. This
again lead to investigations which showed that removing TMGa
from the initial growth improved nucleation. It was also shown
that despite InAs having larger lattice mismatch with Si than
InGaAs, the crystal quality was better with InAs nucleation
as compared to InGaAs nucleation. In the InAs case, disloca-
tion misfits were extinguished within a few monolayers of the
growth interface. This misfit extinction was attributed to the
weak binding energy of InAs [69].
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(a)

(b)

(c)

(d)

(e)

(f)

InGaAs InAs

silicon (111)SiO2

Figure 8: Progression of cross sections through the growth of InGaAs
on (111) silicon. (a) the patterned substrate before growth
and during thermal cleaning. (b) InAs nucleation. (c) InAs
growth filling out the growth channel. (d) Vertical growth
of InAs on 1̄10 facet.(e) Growth of InGaAs dominated by
lateral overgrowth. (f) Completed InGaAs disk.

The adopted growth is illustrated in fig. 8 and consists of
four main steps:

1. Thermal cleaning and tertiarybutyl phosphine (TBP) pre-
flow (fig. 8a)

2. InAs nucleation (fig. 8b)

3. InAs pillar growth (figs. 8c and 8d)

4. InGaAs lateral overgrowth (figs. 8e and 8f)

2.4.1 MOCVD system

All growths were performed on a Aixtron AIX200/4 MOCVD
system. This system has a horizontal, single-wafer reactor with
the option of injecting various III/V precursors and dopants.
The system has three main lines leading into the reactor, namely
run hydride, run Fe and run MO. During operation, the flow
rate for these lines are kept constant at 5500 sccm, 1500 sccm
and 6000 sccm, respectively. The reactor pressure is also kept
constant at 100mbar by maintaining a constant controlling the
exhaust flow with the indicated throttle valve. These values are
system design values.
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Precursors are injected into the growth chamber by bub-
bling hydrogen through a temperature controlled vessel con-
taining the precursors in liquid form. The group-III precursors,
TMIn and TMGa, and the p-type dopant precursor dimethylzinc
(DMZn) are injected via the run MO line. The group-V precur-
sors, TBAs and TBP, and n-type dopant hydrogen sulfide (H2S)
are injected via the run hydride line. The metalorganic precur-
sors, TMIn, TMGa, DMZn, TBAs, TBP are injected by individually
bubbling hydrogen through liquid form of these precursors.
The key parameter for the precursors in the reactor is the par-
tial pressure of each species. This is determined by controlling
the source flow rate into the individual bubblers, dilution (i. e.
adding pure hydrogen carrier gas to the flow), the injection flow
rates and the bubbler pressure. Additionally, bubbler tempera-
ture is tightly controlled to manufacturer and supplier specifi-
cations.

Inside the reactor, the sample is kept on a susceptor which
rotates to ensure uniform growth conditions across the sample
area. The exact growth kinetics are beyond the scope of this dis-
sertation, but generally the metalorganic precursors react with
the surface with the group-III or group-V atoms forming bonds
with on the surface lattice while the bonds to the organic com-
ponents break off. These by-products are mostly swept away
into the exhaust flow.

2.4.2 Initial condition

Prior to growth the samples are thoroughly cleaned to remove
organic contaminants and the thin native oxide layer which
forms inevitable when silicon is exposed to the oxygen of the
atmosphere. To prevent re-oxidation of the surface, the samples
are placed in an oxygen and H2O free N2 atmosphere immedi-
ately after cleaning. Growth is performed within 48h of this.
The cleaning procedure is detailed in appendix A.2.

To prevent contamination from previous growths in the
same reactor, a bake-and-coat process with dummy samples
is performed before any growths take place. In this process, the
susceptor is heated to 650 ◦C while TMGa and TBAs is injected.
The purpose of this is to coat the surface of the reactor vessel
with a GaAs coating which acts as a barrier layer preventing
contaminants (e. g. dopants used in preceding growths) from
polluting the reactor atmosphere and being incorporated into
the InAs/InGaAs lattices. The coating time is at least 15min.
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2.4.3 Thermal cleaning

The growth process is initiated by heating the susceptor to
850 ◦C. As the susceptor temperature passes 200 ◦C, the TBP run-
line is opened, introducing TBP into the reactor. The tempera-
ture is kept at 850 ◦C for 5min before it is cooled to a growth
temperature of 610 ◦C. The TBP flow rate is given in table 2.

The purpose of this high-temperature step is to promote
desorption of any H atoms terminating dangling Si bonds and
any native oxide which may have formed on the silicon surface
between cleaning and growth. However, this high temperature
cleaning can also cause desorption of contaminants on the re-
actor walls and susceptor. These can then be absorbed on the
silicon surface creating an undesirable surface structure. To pre-
vent this absorption of contaminants, a group-V precursor is in-
troduced to terminate the silicon surface and the best results in
terms of nucleation uniformity have been demonstrated using
TBP. This step has been amply illuminated by Kondo et al. [71]
and Deura et al. [73]

2.4.4 InAs nucleation

After the susceptor has reached 610 ◦C the TBP run-line is closed
while the TMIn and TBAs run-lines are opened. This causes InAs
to nucleate on the silicon surface. After 20 s the TMIn run-line
is closed terminating the nucleation. At no point during the
following process is the TBAs run-line closed. This is done to
prevent desorption of As from the already grown III/V mate-
rial. The partial pressure ratios used for nucleation are listed in
table 2.

On average the nucleation step will produce one nucleus
per growth site. However, as this is a stochastic process there
is a certain probability of two or more nuclei forming at each
growth site. If this is to happen then the resulting InGaAs will
most likely be polycrystalline and un-usable for further device
processing.

2.4.5 InAs pillar growth

After nucleation, the TMIn and TBAs partial pressures are
changed according to table 2 and the TMIn run-line re-opened.
The change in partial pressure from the nucleation stage
promotes lateral growth filling out the growth window as
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illustrated in fig. 8c. [71] As the growth window is filled, a
stable (111) top surface is created for further InAs growth. For
the applied conditions it has been shown that growth on this
surface is strongly preferential to growth on other facets. This
leads to almost exclusively vertical growth of InAs as illus-
trated in fig. 8d. [74] The timing of the growth depends on the
desired InAs pillar height. It has been shown that under the
right InGaAs growth conditions, InAs pillar height above the
SiO2 surface determines the final InGaAs disk thickness. [74]
The InAs growth is concluded by closing the TMIn run-line.

2.4.6 InGaAs lateral overgrowth

After changing the TMIn, TMGa and TBAs, the TMGa run-line is
opened and the TMIn run-line is re-opened. The growth rate on
the (111) and {1̄10} facets depend on the partial pressure ratios
of the group III- and V-precursors.

2.4.7 Cool down

After growth, the IR-heaters are de-activated, cooling the sus-
ceptor and sample to room temperature. TBAs flow is main-
tained as long as the temperature is above 300 ◦C to prevent
decomposition of the InGaAs disks due to dissociation of ar-
sene.

2.4.8 Doping

It has been shown that the InAs grown by this recipe has an
estimated background doping concentration of 2× 1016 due to
the incorporation of carbon [78]. The carbon stems from the
organic by-products of the growth process.

In order to achieve n- and p- doping of InGaAs it is suf-
ficient to introduce H2S gas or DMZn precursors, respectively,
into the reactor during InGaAs growth. A limited study on the
effect of doping on disk morphology will be presented in sec-
tion 3.1.

2.4.9 Mask pattern

The masks used for µSAG in this work have circular growth
channels etched into SiO2 in a hexagonal pattern. This geom-
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Figure 9: Growth mask layout. Circular growth channels arranged in
a hexagonal latticed are etched into an SiO2 layer, exposing
the underlying (111) silicon surface.

Table 3: Mask layout parameters.

Parameter Value

Hole diameter D 1µm

Hole pitch A 10µm

etry is illustrated in fig. 9 with the parameters in table 3 be-
ing used for all growths treated in this dissertation. Compared
to D = 2µm, a hole diameter of D = 1µm has been shown
to fill the growth surface faster (as illustrated in fig. 8c). [74]
This is found to be preferential when using thin growth masks
(∼100nm) and thin InGaAs disks are desired as a longer lateral
filling time would also increases the vertical growth resulting
in a higher minimum height of the InAs pillars. Although some
growths in this dissertation utilizes thicker SiO2, this nominal
mask pattern has been adopted without further consideration.

The choice of hole-pitch A = 10µm was based on qualita-
tive evaluation of previous unpublished work. Although hole
pitch does affect growth, this value has been found to support
the growth of disks with adequate uniformity. Changing this
parameter leads to changes in uniformity, thickness and diame-
ter as it changes the growth kinetics due to changes in the local
pressure and diffusion gradients both on the surface and the
surrounding atmosphere.

2.5 disk geometry

The InGaAs-on-silicon disks can be described by two param-
eters: corner-to-corner diameter 2A and thickness h as shown
in fig. 10. Based on previous experience of InGaAs-on-silicon
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2A

h

Figure 10: Geometrical parameters of InGaAs disks

10µm

Figure 11: SEM image of polycrystalline growth (circled) surrounded
by monocrystalline disks.

growth, disks with a diameter of more than 8µm are achiev-
able. Furthermore, highly uniform disks with high aspect ra-
tios of 2A/h = 25 have been demonstrated in a study by by
Sugiyama et al. [74] which also suggest that there exists a strong
correlation between final InGaAs thickness and the initial InAs
height above the SiO2 surface. This showed clearly that given
the right conditions, InGaAs growth is almost exclusively lat-
eral and that the island thickness is solely determined by InAs
growth time. Thus it does not seem unreasonable to expect
8µm disks with 200nm to 300nm thickness to be achievable,
matching the device layer thicknesses commonly adopted for
silicon photonics.
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2.5.1 Polycrystalline growths

Figure 11 shows a SEM image of as-grown InGaAs-on-silicon
disks. Most of the disks appear well formed, however the
circled growth is obviously polycrystalline with a rough, multi-
faceted surface. This image also illustrates how these growths
are generally much taller than the desired, monocrystalline
disks. The most likely sources for these growths is multiple
nucleation within the growth window as was previously il-
lustrated in fig. 5. Although high uniformity growths have
been achieved [74], the issue has not been eliminated and must
be taken into account when growing InGaAs-on-silicon for
functional devices.

2.6 cmos compatibility

While silicon CMOS compatibility has not been strictly evalu-
ated previously a brief mention of the main challenges is in
place. Two main challenges are substrate orientation and pro-
cess integration.

The former, substrate integration, is a challenge since (100)
is by far the most common silicon substrate orientation in the
CMOS industry. There are a couple of potential solutions to this.
The first is to move CMOS processing to (111) substrates. This
has been a topic of research and is technically possible [79, 80].
Another option is to target SOI platforms with a (111) oriented
handle and (100) device layer. As 3D-integration (i. e. chip stack-
ing) is being investigated for CMOS electronics [81], yet another
option that presents itself is 3D-integration where InGaAs-on-
silicon is part of a chip stack. [82] The choice of solution de-
pends on application area and industrial/economic considera-
tions which are beyond the scope of this dissertation.

When it comes to process integration, the main challenge is
thermal limits. A common limit put on the process temperature
for CMOS integration is 450 ◦C. [83, 84] The growth of InGaAs-
on-Si utilizes a relatively low growth temperature of 610 ◦C,
but benefits significantly from thermal cleaning at 850 ◦C. The
450 ◦C limit, however, is derived from degradation of intercon-
nects [84]. Thus, it should be possible to achieve CMOS integra-
tion by modifying the CMOS process to allow for InGaAs before
the deposition of metal vias and interconnects. Although more
research and development is required, it is reasonable to as-
sume that CMOS integration is within reach by implementing it
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in the front end of line process where the thermal constraints
are not as strict as for back end of line integration. [58, 83, 84]

Another thermal issue, is the limit on the acceptable temper-
ature for InGaAs. High temperatures can lead to the decompo-
sition of InGaAs due to dissociation of arsene. High temper-
atures can also lead to diffusion of zinc p-type dopants which
degrades the doping profile. This means that any growth has to
happen after any high temperature steps in the CMOS process.
Thus InGaAs growth is believed to be possible, but should be
performed after dopant activation and before metallization be-
cause of thermal considerations.



3
I N G A A S - O N - S I N I R L E D

The previous chapter covered the previous research on InGaAs
on silicon growth. This research has mainly focused on growth
mechanisms, uniformity and morphology, but no devices have
yet been implemented. This chapter will present the growth
and fabrication of proof-of-concept NIR LED based on InGaAs-
on-Si disks.

3.1 doping and morphology

In order to create a junction in the InGaAs island, it is nec-
essary to introduce n- and p-type dopants to the growth. As
mentioned in section 2.4.8 this is achieved by introducing H2S
or DMZn, respectively, during growth. It is not unreasonable to
expect this to effect growth. In this section a brief investigation
of the effect of doping on morphology is presented.

3.1.1 Growth

Six samples A–F were grown by µSAG MOCVD on Si (111)
substrate with 80nm thick SiO2 growth masks with circular
growth windows of 1µm arranged in a hexagonal pattern
of 10µm pitch, prepared according to the procedure in ap-
pendix A.1 and cleaned according to appendix A.2. The growth
was initiated by thermal cleaning, nucleation and 8min 30 s

growth of InAs using the standard conditions previously listed
in table 2. For all samples, 100min growth of InGaAs was
performed with the conditions in table 4. For samples A–C,
DMZn was injected at different D/V partial pressure ratios;
for samples D–F, H2S was injected at different D/III partial
pressure ratios.

To analyse the samples, height maps such as the one in
fig. 12 were captured using a Lasertec H1200 confocal micro-
scope with a nominal vertical resolution of < 0.1µm. To analyse
these images, a macro for the image processing suite ImageJ [85]
was developed. Each growth is isolated based on image con-
trast and based on the circumference, area, diameter and sur-
face roughness, the individual monocrystalline disks and their

25
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(a) (b)

Figure 12: Example of confocal image in (a) raw form and (b) pro-
cessed form. The red text overlay signifies polycrystalline
islands while the green text signifies mono-crystalline is-
lands.

respective thicknesses is recorded. This enables rapid statistical
analysis of a large number of disks using the rapid confocal
microscopy technique. To illustrate the process, fig. 12 shows a
confocal image from sample A with fig. 12b showing the iden-
tification of monocrystalline and polycrystalline growths as la-
beled with green and red text, respectively.

Scatter-plots and histograms of the disk thickness vs. diam-
eter for the six growths A–F are shown in fig. 13. Table 5 lists
the expectation values µ and standard deviations σ for the disk
thickness and diameter. Another observation comes by defin-
ing the ratio of monocrystalline disks to total number of disks
as monocrystalline yield

YMC ≡
#monocrystalline disks

#monocrystalline disks + #polycrystalline disks
. (1)

Visually, this is equivalent to the ratio of red labels to total num-
ber of labels in fig. 12b.

For the n-doped samples A–C we observe that as the partial
pressure ratio increases; there is a 20% decrease in thickness
when increasing the D/V partial pressure ratio from 0.26% to
2.25%. This indicates that either the growth on the {11̄0} facets
is enhanced or that growth on the (111) facet is suppresses.
Looking at the statistics for the disk diameter we see no clear
trend indicating that the {11̄0} facet growth rate is unchanged.
Thus we conclude that sulfur doping suppresses growth on the
(111) top face.
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Figure 13: Scatter plots of disk diameter vs thickness for sulfur/n-
doped samples A–C; and zinc/p-doped samples D–F. His-
tograms of the distribution are plotted on the horizontal
and vertical axes.

Examination of the p-doped samples D–F shows that the
thickness increases only slightly from 614nm to 717nm when
increasing the D/III partial pressure ratio from 3.61% to 10.8%.
However, when the D/III ratio it is further increased to 32.5%
there is a 130% increase in the average thickness. At the same
time, the standard deviation of the thickness σd also increases
greatly from 74nm to 360nm. Not only is this a large increase
in absolute value, but it also represents a increase in the thick-
ness’ coefficient of variation cv,d ≡ σd/µd which increases from
10% for sample E to 22% for sample F. Interestingly, despite the
increased non-uniformity in disk thickness, there is no decrease
in monocrystalline yield. This arguably supports the idea that
the polycrystalline growths are primarily caused during the ini-
tial nucleation and that these are not formed after stable growth
facets have been established.

The investigation presented here is limited, but serves as
a starting point. A more comprehensive review of the effect
including the distribution of dopants is currently being un-
dertaken by others. [7] Unpublished findings indicate that the
dopants are not uniformly distributed within the disk which
complicates establishing a relationship between partial pres-
sure ratios and doping levels. Significant more research is re-
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Table 5: Morphology statistics for p- and n-doped InGaAs disks on
silicon. µ is the expectation value, σ the standard deviation
and YMC is defined in eq. (1).

Sulphur doped (n) Zinc doped (p)

A B C D E F

Partial pressure ratio 0.26% 0.75% 2.25% 3.61% 10.8% 32.5%

Thickness
µd [nm] 827 740 664 614 717 1640

σd [nm] 78 135 123 93 74 360

Diameter
µd [µm] 6.7 6.8 6.6 6.1 6.8 7.0

σd [µm] 0.6 0.4 0.5 0.4 0.8 0.3

Monocrystalline yield YMC 70% 71% 65% 76% 82% 88%

quired to establish a useful model for dopant distribution and
concentration.

3.2 diode growth

Thick oxide layers with growth masks were prepared using wet
oxidation, dry and wet etching according to the recipe in ap-
pendix A.1. The µSAG pattern consisted of 1µm holes arranged
in a hexagonal lattice with 10µm pitch. The day before growth,
the samples were cleaned using organic solvents, piranha etch
and diluted buffered hydrofluoric acid (BHF) according to the
recipe in appendix A.2; to prevent over-night oxidation the sam-
ples were kept in nitrogen atmosphere in the MOCVD system’s
glove box.

Growth was initiated with 850 ◦C thermal cleaning and sur-
face passivisation with TBP as described in section 2.4.3. This
was followed by InAs nucleation and fill-out of the growth
channel by injecting TMIn and TBAs into the reactor with the
susceptor at 610 ◦C as described in section 2.4.4. The detailed
conditions for these steps were as previously listed in table 2.

Following nucleation, TMIn and TBAs partial pressures were
adjusted to allow vertical growth of InAs for a growth time of
8min 30 s as shown in table 6. This growth time was chosen
as a shorter, 5min growth time was found to produce lower
yields of hexagonal, monocrystalline disks. Immediately after
InAs growth, the partial pressure ratios are adjusted and TMGa
and H2S are added to the injection mix to form n-type InGaAs.
For the pin-structure, the H2S injection was terminated after
50min and followed by 10min of un-doped growth. In the
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SiO2

Si (111)

(a)

SiO2

Si (111)

(b)

p-InGaAs n-InGaAs

u-InGaAs n-InAs

Figure 14: Cross section of (a) pin structure and (b) pn structure.

case of the pn-structure, the H2S injection was terminated after
60min. The process is then immediately followed by growth
with DMZn added to the injection mix to form p-type InGaAs.
The growth is terminated after an additional 100min for a to-
tal InGaAs growth time of 160min in both cases. The details
of the condition is listed in table 6. The final structure should
have a cross section as illustrated in fig. 14a and fig. 14b for the
pin and pn cases respectively.

3.3 morphology

Due to a significant inhomogeneity in the mask thickness and
properties there was a rather large intra-sample non-uniformity
in growth morphology. This was measured for both pn and
pin growths which showed similar results. Figure 15 shows the
morphology of ten arbitrarily selected areas on a pin sample
chip; each color represents disks from a distinct area. The areas
are captured at the maximum magnification of 100× and each
confocal microscope image covers a square area 177.4µm ×
177.4µm. The statistics of these areas are summarized in ta-
ble 7 with the last column showing the statistics for all mono-
crystalline disks within the area. The data shows that the uni-
formity within each area is comparable to the growths in sec-
tion 3.1. However, the non-uniformity in morphology across
the sample is significant. For instance (cf. table 7), area F has
an average thickness of 900nm and average diameter of 8.3µm
while area C has an average thickness of 2870nm and an aver-
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Figure 15: Distribution of disk geometry for pin disks. The colors rep-
resents different, arbitrarily chosen regions on the sample.

Table 7: Summary of statistics for ten arbitrarily selected areas on as-
grown pin samples.

Region
Thickness Diameter

Monocrystalline

yield

µt [nm] σt [nm] µd [µm] σd [µm] YMC

A 2280 847 7.5 0.37 86%

B 2130 943 7.7 0.74 42%

C 2870 724 6.8 0.38 78%

D 1790 316 7.6 1.18 57%

E 2810 651 7.0 0.39 87%

F 900 159 8.3 0.83 37%

G 1990 470 7.3 0.50 76%

H 1170 286 8.5 0.44 69%

I 1560 403 8.0 0.47 66%

J 1270 234 8.6 0.54 59%

Overall 1980 856 7.6 0.83 66%
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age diameter of 7.6µm. For all regions combined, the average
disk thickness is 1980nm with a comparably large standard de-
viation of 856nm; the diameter has an average value of 7.6µm
with a standard deviation of 0.83µm.

Qualitatively, inspection of fig. 15 does not reveal any
strong correlation between diameter and thickness. This indi-
cates that the lateral growth of has saturated. This is further
supported by the relatively moderate standard deviation in
diameter σd when all areas are considered. Thus for future
experiments, reduction of the growth time is possible to reduce
the disk thickness without compromising the diameter.

3.4 device processing

Ensembles of InGaAs disks were processed into diodes with
topside gold electrodes. These electrodes has a honeycomb pat-
tern with 5µm openings for light extraction and collection. By
isolating ensembles of diodes, the sample non-uniformity is
eliminated. Here, the processing is briefly explained while a
complete, illustrated explanation is contained in appendix A.3.

After growth, 3µm AZ5214E photoresist was applied, ex-
posed and developed to cover ensembles of 480 islands each.
Since the polycrystalline disks are generally taller than the
monocrystalline disks, they can be selectively exposed by
ashing back the resist using O2 plasma inductively coupled
plasma reactive-ion etch (ICP-RIE). Wet etching for two minutes
in a 1:15:30 mixture of (96%)H2SO4:(30%)H2O2:H2O at room
temperature removes the islands surrounding the covered
ensembles as well as the exposed polycrystalline islands.

The resist is then stripped away and three layers of OCD T-
12 spin-on-glass (SOG) is applied. Each layer is baked on hot-
plates in a two step process with 2min at 80 ◦C followed by
2min at 200 ◦C. The three layers are then cured at 300 ◦C for
30min. This SOG layer is then etched back using a CHF3/Ar
ICP-RIE process, exposing the top of the islands. On top of the
planarized structure, electrodes are formed in a honeycomb pat-
tern with 5µm hexagonal holes contacting the rim of the disks.
For ohmic contacts, 10/30/80/300nm Pt/Ti/Pt/Au electrodes
without annealing are chosen [86]. The patterned were fabri-
cated using photolithography and lift-off of electron beam (EB)
evaporated metal. Finally an n-side electrode is formed on the
un-polished Si backside by 300nm thermally evaporated alu-
minum. The completed structure is illustrated in fig. 16. To facil-
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Pt/Ti/Pt/Au
anode

InGaAs disks

Spin-on-Glass
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n-Si (111)

Al cathode

Figure 16: Cut-through model of fabricated structure (not to scale.)

itate measurement, the samples were mounted on copper using
conductive silver paste.

3.5 iv characteristics

To verify that a functioning pn and pin-junctions have been
formed, the current-voltage (IV) characteristics were measured
under dark conditions. Results for pn and pin ensembles are
shown in figs. 17a and 17b, respectively. Each plot shows three
distinct ensembles on the same chip. We observe that there is
significant intra-device variation in the characteristics. Some de-
vices appear to have significant shunt resistance, which is at-
tributed to two fabrication defects. One is shorts between the
electrode pad and the silicon substrate. Such shorts can for in-
stance occur if the SOG has peeled away in an area, revealing
the un-occupied growth windows as illustrated in fig. 18.

However, we observe that several devices show good diode
characteristics both for the pn and pin case. The threshold volt-
age is estimated to be approximately 0.5V for pin ensembles
and 0.4V for pn ensembles. Due to the ensemble nature the
devices must be considered as hundreds of diodes in paral-
lel with non-uniform distribution of parameters such as series
resistance, shunt resistance, idealty factor and threshold volt-
age. This is due to non-negligible non-uniformity between the
disks in terms of composition as inferred from section 3.3 and
fig. 15, doping distribution, disk geometry and contact align-
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Figure 17: IV characteristics for (a) pn disk ensembles and (b) pin disk
ensembles.

Figure 18: SEM image of short between gold electrode and the silicon
substrate through an uncovered growth window.
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ment/overlap. Thus quantifiable properties of the single junc-
tion are muddled and can not be extracted.

3.6 electroluminescence

LN
dewar

Monochromator

Extended range
InGaAs array

Microscope 
objective

(5⨯ or 100⨯)

XYZ
stage

DUT

I

Figure 19: Schematic of setup for measurement of InGaAs electrolu-
minescence.

Measurement of the electroluminescence (EL) for single en-
sembles of InGaAs disk were performed using a setup as illus-
trated in fig. 19. In the initial measurements, light was collected
by a microscope objective and analyzed by a Princeton Instru-
ments Acton SP2500 monochromator and detected by a Prince-



3.6 electroluminescence 37

ton Instruments PyLoN-IR 1024-1.7 InGaAs linear sensor array
cooled to −100 ◦C which has a cut-off at 1.6µm.

With this setup no luminescence could be detected from any
forward biased pn ensemble at room temperature. However, for
the case of pin InGaAs ensembles, a good signal was detected.
However, the spectrum extended beyond the sensor cut-off.

Consequently, measurements of the EL for a single ensem-
ble of pin InGaAs disks was performed using a comparable
setup for micro-EL, but with an extended range InGaAs array
. Optical microscopy reveals that the ensemble under test has
307 disks which appear to be in contact with the top electrode
remaining after removal of polycrystalline growths. The emit-
ted light from these 307 disks is collected by a 5× microscope
objective, analyzed by a monochromator and the spectrum mea-
sured with an Horiba Jobin Yvon 3LD-512x1-50-2200 extended
range InGaAs sensor array. The sample was kept at room tem-
perature with the sensor cooled to −120 ◦C and under pulsed
current injection (10% duty cycle, 10 kHz) the EL spectra in
fig. 20 were obtained. These show a broad spectrum with a full-
width at half-maximum (FWHM) in excess of 290nm at 50mA.
We attribute the broadness of the spectrum to a non-uniform
InGaAs composition throughout the disk. Peak luminescence
is found at 1.78µm which corresponds to a significantly larger
energy than the band-gap of InAs and indicates that recombi-
nation occurs in the InGaAs regions.
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Figure 20: Electroluminescence spectrum for various injection cur-
rents with pin sample at room temperature.
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Figure 21: Room temperature electroluminescence from three distinct
pin disks within the same ensemble forward biased at
50mA.

The spectra also show a local maxima at 1.65µm. To fur-
ther clarify the origin of this, a 100× microscope objective is
used to collect light from individual disks. Figure 21 shows the
spectrum from three distinct disks when the entire ensemble is
forward biased at 50mA. The main conclusion from fig. 21 is
that both maxima are present in each of the disks. This shows
that the two maxima stem from radiative recombination in two
distinct processes in each disk and not from variations between
individual disks. The large difference in the spectrum shapes
can be explained either by variations in the collection spot posi-
tion; non-uniformity between the disks; or variations in current
densities.

Since InAs has a narrow bandgap of 354meV correspond-
ing to a wavelength of 3.5µm, the observed electrolumines-
cence must be from the InGaAs regions. To explain the pres-
ence of two peaks we first discount differences in composition
as unreasonable. While the InGaAs composition is expected
to be non-uniform through the disk, no discontinuities are
expected. A more reasonable explanation is to consider the
different peaks to stem from regions of differing doping lev-
els. This is reasonable because InGaAs has a strong doping
dependent bandgap narrowing effect on the order of 101meV
to 102meV [87]. Thus, we assume that the short wavelength
peak stems from the intrinsic region and that longer wave-
length peaks stems from doped regions. A peak wavelength
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of 1.65µm corresponds to a bandgap of 0.75 eV . According to
Goetz et al. [88], the relationship between bandgap energy Eg
and gallium content x can be expressed as

Eg = E
InAs
g + (EGaAs

g − EInAs
g )x−Cx(1− x), (2)

where EInAs
g = 0.354 eV and EGaAs

g = 1.424 eV are the binary
bandgap energies and C = 0.475 is the bowing parameter. At
300K the short wavelength peak at E = 0.75 eV indicates a
gallium content of 48% in the intrinsic region under the as-
sumption that there is negligible incorporation of background
dopants.

To compare with other methods of determining gallium
content we consider the investigation of Deura et al. [70]. In
a study by Deura et al. [70], InGaAs that study, disks were
grown without the use of InAs nucleation and pillar growth (i. e.
with InGaAs nucleation) and with partial pressures of PTMGa =

16mPa, PTMIn = 13mPa giving PTMGa/PTMIn = 1.2, and PTMAs =

5.4× 103mPa giving a V/III-ratio of 186. For the pin diodes
grown here the corresponding values are 2.9 and 70, respec-
tively (cf. table 6.) Furthermore the masks were 100nm thick
with 2µ growth windows and a pitch of 7µ. These growths
yielded disks of approximately 1µm thickness and 5µm diam-
eter which is comparable to the aspect ratios of the pin disks
reported here.

Using transmission electron diffraction (TED) to the perform
localized measurements of the lattice constant the study in-
ferred a gallium composition of 47% to 67% in areas away from
the growth interface. This is a rather large compositional range
and although the growth conditions are different it does indi-
cate that the derived gallium composition of 48% is reasonable.

The peak at 1.78µm corresponds to approximately 50meV
bandgap narrowing. This is a reasonable value for weak n-type
doping and strong p-type doping [87].

3.6.1 Efficiency

By integrating the measured intensity, the relationship between
the injection current I and output integrated intensity L is estab-
lished. For the device under test, this I-L relationship is shown
in Figure 22. Assuming the measurement sensor’s quantum ef-
ficiency is approximately wavelength independent and the sys-
tem has approximately wavelength independent transmission
coefficients then the intensity as measured by the sensor and
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Figure 22: Integrated intensity (circles) as a function of current for
sample at room temperature and sensor. The dashed line
indicates a linear fit for current < 100mA.

plotted in figs. 20 and 22 is proportional to the number of emit-
ted photons. Furthermore, for an ideal device, every injected
electron/hole-pair would recombine in the active region and
generate one photon. Thus an ideal device with 100% internal
quantum efficiency (IQE) and intensity independent extraction
coefficient would have a linear I-L relationship. I. e.

I ∝ L. (3)

However, for the device under test, the I-L relationship in
fig. 22 shows that a linear fit cannot be obtained. The dashed
line of the figure indicates a linear fit for I < 100mA which the
intensity clearly deviates from at higher currents. This drop is
due to a drop in external quantum efficiency which is defined
as

EQE = ηe ≡
#emitted photons

I/q
, (4)

where I is the injection current and q the elementary charge (i. e.
I/q = #injected carriers.) This is related to the internal quantum
efficiency which is defined as

IQE = ηi ≡
#generated photons

I/q
= ηex. EQE, (5)

where ηex 6 1 is the extraction coefficient which is usually sig-
nificantly less than unity due to total internal reflection trap-
ping photons which are then re-absorbed by the device. Thus
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fundamentally the deviation from an ideal linear I-L relation-
ship is due to a drop in IQE.

There are several possible explanations for this drop in IQE.
The first to be considered is the possibility of non-radiative re-
combination. Ideally, recombination in an LED can be modelled
by classical rate equations. If we ignore for a moment the geom-
etry of this device and simply consider a double heterostruc-
ture LED where carriers are trapped by the active region, then
the ideal, steady-state rate equations can be expressed as

ηjJ

qd
= AN+BN2 +CN3, (6)

where J is the injection current density, ηj is the current in-
jection efficiency, q is the elementary charge, d is the junction
width, N is the active region carrier concentration and A, B, C
are the recombination coefficients representing Schockley-Read-
Hall recombination, radiative recombination and Auger recom-
bination, respectively.

Under this model, it can be shown [89] that the relationship
between the internal quantum efficiency ηi = IQE and injection
current density J can be written as

ηi = 1−
1− ηmax

2

(
1+

ηi
ηmax

J

Jmax

)√
ηi
ηmax

Jmax

J
, (7)

where Jmax is the injection current density at which peak IQE
ηmax is achieved. Here, trivially, the current density ratio J/Jmax

can be substituted by the absolute ratio I/Imax yielding

ηi = 1−
1− ηmax

2

(
1+

ηi
ηmax

I

Imax

)√
ηi
ηmax

Imax

I
. (8)

Although ηi cannot be measured directly, it can be elimi-
nated in eq. (8) by substitution with a relative quantum effi-
ciency.

ηr ≡
ηi
ηmax

(9)

yielding from eq. (8)

ηr = η
−1
max −

1− ηmax

2ηmax

(
1+ ηr

I

Imax

)√
ηr
Imax

I
(10)
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Here, the relative quantum efficiency can be quantified from
measurements by assuming that

ηr =
L/I

max (L/I)
, (11)

where L is the integrated collected photon count. The justifica-
tion for this is that since L is proportional to the photon count
and I is proportional to the injected carrier count then

L/I ∝ EQE ∝ IQE (12)

under the assumption that injection efficiency and extraction
efficiency are independent of injection current. These are fair
assumptions as long as the device’s junction temperature is sta-
ble and effects such as free-carrier absorption is negligible.

Equation (10) then only has one unknown ηmax for a set of
measured ηr(I). Under the assumption in eq. (12), Imax is given
where ηr = 1.

However, applying this model to the I-L curve in fig. 22

does not yield good fits as can be seen in fig. 23. This figure
shows the measured ηr based on fig. 22 together with plots of
ηr(I) for Imax = at various values of the fitting parameter ηmax.
This implies that the reduced efficiency is due to other factors
than Schockley-Read-Hall (SRH) and Auger recombination. The
most likely explanation then is that at high currents the device
temperature increases due to Joule heating. A reduced duty cy-
cle for the driving current was applied to overcome this prob-
lem, but due to low light emission intensities it was not possible
to record good spectrums.

A final note on the external quantum efficiency is to note
that for a material with a refractive index of n = 3.5, the con-
finement due to total internal reflection limits the external quan-
tum efficiency to 2%. This number will be further reduced due
to re-absorption in the disks, the limited area of the electrode
windows as well as absorption in the metal contacts. The re-
absorption problem is particularly important due to increased
re-absorption due to band-gap narrowing.

3.7 photo detection

Next, photo detection is demonstrated by measuring the device
I-V characteristics under three different conditions:

1. no-illumination
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Figure 23: Fit of relative quantum efficiency as a function of current
for various choices of (a) ηmax with Imax = 90 given by
the measured data and (b) Imax with ηmax = 0.001. This
illustrates how the rate-equation model in eq. (8) cannot
explain the decreasing LED efficiency.
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Figure 24: I-V characteristics under white light (0.5µm to 1.7µm) and
IR (1.1µm to 1.7µm) illumination compared to dark I-V .
The inset shows a magnified view around 0V .

2. white light illumination

3. IR illumination

The white light illumination (2) has an intensity of 200µW cm−2

and a broadband spectrum from 0.5µm to 1.7µm. The IR illu-
mination (3) is generated by the same source, but filtered by a
Si-filter giving a spectrum from 1.1µm to 1.7µm. The results
in fig. 24 show that a significant photo response is generated
under white light conditions. This is attributed primarily to
carrier generation in the InGaAs and not in the Si. First of
all, there is no pn-junction in the Si region to support efficient
carrier extraction. This is further supported by the fact that a
photo current can be observed under Si-filtered IR illumination
as is clearly demonstrated in the inset of Fig. 24. Even though
this response is weak, it is reproducible and non-negligible
with short-circuit current ISC,IR = 17nA and open-circuit volt-
age VOC,IR = 1.5mV . The large reduction in signal strength
is attributed to the power in the IR-region of the source’s
spectrum being significantly weaker than the power for wave-
lengths shorter than 1.1µm. The overall weakness of the signal
is attribute to a combination of small device area, narrow i-
region, low optical intensity in the IR band and poor collection
efficiency due to the high index contrast and gold electrodes.

An upper bound can be put on the collection efficiency by
considering the collection area and the Fresnel reflection coef-
ficient of the material. For 5µm diameter electrode windows
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Figure 25: Following the dashed path the disk cross section is simpli-
fied into a one-dimensional structure.
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Figure 26: Sketch of band structure of ideal InGaAs pn-junction.

the window area is only 6.25% of the total area. Furthermore,
for a perpendicular, collimated incident light from air onto a
surface with index of refraction n = 3.5, only 30.8% is transmit-
ted. Thus the overall collection efficiency cannot be larger than
6.25%× 30.8% ≈ 2%.

3.8 band structure

Simplifying the cross section of the disks to a one-dimensional
problem (ignoring contacts) as illustrated in fig. 25 some con-
siderations of the band structure can be made. Figure 26 shows
a sketch of the band structure for a pn junction [90]. The most
important observation is that the n-InAs region would act as a
strong trap for holes while the electrons have a barrier between
the n-InGaAs and the n-InAs region. Although the n-InAs re-
gion also acts as an electron trap, this barrier will effectively
increase the electron accumulation in the n-InGaAs region.

When biasing the junction, there is one important effect
which must be considered and that is the geometry of the disk
and the contacts. With annular or hexagonal contacts as applied
here, the field can-not be uniform across the junction. For a uni-
form semiconductor disk with this geometry, the applied static
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Figure 27: Sketch of band structure of ideal InGaAs pin-junction.

electric field must increase linearly from the p-contact on the
edge towards the inner n-InAs core. Thus, the active region
should—in the case of a lateral junction—be placed as close
as possible to the core. As we will see in chapter 5 this matches
nicely with the mode of a photonic crystal laser and is benefi-
cial.

If the band diagram is simplified by ignoring the interface
conditions a pin structure could have the band structure in
fig. 27. The exact location of the un-doped InGaAs regions va-
lence and conduction band depends on any background dop-
ing.

Considering the ideal structure depends on the application.
A straight LED would be best with a vertical junction where
the top p-layer is as thin as possible to suppress re-absorption
of photons. In the case of a photonic crystal laser however, the
ideal structure ensures maximum overlap with the laser mode.
In any case the insertion of barrier material around the active
region would be desired to improve confinement.
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Figure 28: Opal gemstones owe their brilliant colors to natural pho-
tonic crystal structures. (Photo by J.J. Harrison [9].)

photonic crystals (PhCs) are periodic structures in a material
that affect the propagation and generation of light. In nature,
they give rise to brilliant colors and can be found in birds feath-
ers, butterfly wings and—as illustrated in fig. 28—minerals
such as opals. These colors stem from the reflection of frequen-
cies which lie within the so-called photonic bandgap. The
photonic bandgap (PBG) is a band, or range, of frequencies for
which the PhC is perfectly reflecting for all incident directions
(i. e. it has a unity reflection coefficient.) It stems from the
periodic nature of the material which causes multiple reflec-
tions of light to interfere constructively with each other outside
the material while inside the material reflections interfere de-
structively. When this is true for all directions in a band of
frequencies, this band is a PBG. For frequencies within the PBG
all light is reflected perfectly and thus cannot exist within the
crystal.

In one dimension, the PBG effect has been known at least
since the 1880s when Lord Rayleigh derived the existence of a

47
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frequency band gap in periodic structures and used this to ex-
plain brilliant reflection from periodic stacks of potassium chlo-
rate crystals [91–93].

In contemporary usage, however, the term photonic crystal
is usually limited to structures periodic in two and three di-
mensions, excluding one-dimensional structures such as Bragg
gratings. In this respect, PhC research got its start in 1987 with
two seminal papers. Eli Yablonovitch [94] showed that sponta-
neous emission of photons of certain energies is inhibited in
a three-dimensional periodic structure (i. e. a 3D-PhC). Shortly
after, Sajeev John [95] showed how photons can be confined by
a defect in such a 3D-PhC. Both of these lay the foundation for
the creation of photonic crystal cavity (PhCC).

A complete treatment of PhCs is beyond the scope of this
dissertation, but a few key concepts will be presented here in
order to enable better understanding of the following chapter.

4.1 definition

Fundamentally, a PhC is a periodic structure in one, two or three
dimensions with wavelength-scale periodicity. The different di-
mensionalities (1D, 2D and 3D) are illustrated in figs. 29a to 29b
with fig. 29d representing the special case of PhC slabs. PhC slabs
are easily fabricated in for example SOI substrates where they
can be formed by etching holes or pillars in the high-refractive-
index device layer. Between 3D PhCs, 2D PhCs and PhC slabs, the
latter is arguably the most practical for PhC devices in the opti-
cal regime.

PhCs structures can be expressed formally as

ε(r) = ε(r+R) (13)
µ(r) = µ(r+R) (14)

where r is a position vector; R is a translation vector which for
an N-dimensional PhC is given by

R ≡
N∑
i=1

miai for mi ∈ Z, (15)

where ai are the lattice vectors; ε is the complex dielectric per-
mittivity tensor; and µ the complex magnetic permeability ten-
sor. Unless otherwise stated, this dissertation assumes that all
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(a) (b)

(c) (d)

Figure 29: Different dimensionality for PhC structures: (a) 1D, (b) 2D,
(c) 3D, and (d) slab PhC where confinement in the out-of
plane direction is achieved by total internal reflection.
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Figure 30: (a) 2D hexagonal PhC lattice with indicated unit cell and
unit vectors and (b) corresponding Brillouin zone (black
line) with path (blue) on which theω-k dispersion relation-
ship is calculated. The shaded region is the first irreducible
Brillouin zone.
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materials have scalar permittivity and that all materials are non-
magnetic. That is

ε(r) = ε(r) (16)
µ(r) = µ0 (17)

4.2 photonic bands and band gap

Unsurprisingly, the unique optical properties that emerges
from the periodic nature of PhCs are fundamentally governed
by Maxwell’s equations

∇ · B̃ = 0 ∇× Ẽ+
∂B̃

∂t
= 0 (18, 19)

∇ ·D = ρ ∇× H̃−
∂D̃

∂t
= J, (20, 21)

where Ẽ, D̃, H̃ and B̃ are the complex electromagnetic field
components. J is the current density and ρ is the charge den-
sity. It is convenient to assume that the materials are charge
free. In materials where polarization and magnetization are lin-
early dependent on the Ẽ- and H̃ fields, the field components
are related to each other by the permittivity tensor ε and the
permeability tensor µ via the constitutive relations

D̃ = εẼ (22)

H̃ = µ
−1
B̃. (23)

For a source free (J = 0 and ρ = 0), non-magnetic (µ = µ0),
loss less and isotropic (ε(r) = ε is real and scalar) dielectric
material the following master equation can be derived [96]

∇×
(
1

ε(r)
∇×H(r)

)
=
(ω
c

)2
H(r). (24)

Identifying this as an eigenvalue problem with∇×
(
(ε(r))−1∇× ·

)
as the operator, we recognize H̃(r) as an eigenvector which
defines the spatial field distribution, or mode, with a corre-
sponding eigenvalue ω2c−2.

In accordance with Bloch’s theorem, [97, 98] in a periodic
medium such as PhCs (cf. eqs. (13) and (14)) the modes/solu-
tions to eq. (24) must take the form

H̃k(r) = eik·rũ(r), (25)
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Figure 31: Example band diagram with TE bands in red and TM bands
in blue. Calculated for a hexagonal 2D lattice of holes.

where k is the wave vector and u(r) is function with the same
periodicity as the medium, that is

ũ(r+R) = ũ(r). (26)

In eq. (25), the subscript k has been introduce to indicate which
wave vector the solution is valid for. This subscript can also
be applied to the eigenvalues of eq. (24) to indicate the corre-
sponding mode frequency ωk. This relationship between eigen-
frequency and wave-vector (i. e. ω(k)) known as the disper-
sion relation and can be plotted. For a homogeneous, isotropic
medium with refractive index n, this relationship is simply

ω(k) = k
c

n
where k = |k|. (27)

A consequence of the Bloch theorem is that all solutions can
be reduced to the so-called first irreducible Brillouin zone. [96]
This zone exists in the reciprocal k-space and for a two di-
mensional hexagonal lattice it is sketched in fig. 30b. Any so-
lution for a k-vector outside this zone is equivalent with a so-
lution within the zone. This causes a folding of the dispersion
relationship into this zone which gives rise to discrete bands in
the dispersion relation. These can be enumerated such that for
a given wave vector k there is a discrete, but infinite, number
of modes Hk,m with corresponding eigenfrequencies ωk,m.

When plotting the band diagram it is sufficient to consider
the edge of the first irreducible Brillouin zone which can be
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traced between the high symmetry points Γ -M-K as illustrated
in fig. 30b. Any k-vector within can be decomposed into a sum
of k-vectors along the boundary. In general eq. (24) with the
requirement of eq. (25) and eq. (26) cannot be solved analyt-
ically. Solutions can be obtained computationally using meth-
ods such as finite-difference time-domain (FDTD) simulations
or plane wave expansion method (PWEM). Doing so reveals the
band structure. Figure 31 shows a typical presentation of the
band structure with the wave-vector on the horizontal axis and
the relative frequency on the vertical axis. The figure shows
clear banding and the occurrence of a bandgap. Here only TE
bands are shown, but an equivalent figure could just as well be
made for TM bands.

Due to the scale invariance of Maxwell’s equations eqs. (18)
to (21) there is no inherent length scale and it is common and
convenient to use the lattice constant a as the fundamental
length unit. It is also common and convenient to use relative
frequency in units [a/λ], where λ is the free-space wavelength.
Conversion from a relative frequency frel to actual frequencies
f and free space wavelength λ follows

f =
c

a
frel (28)

λ =
a

frel
. (29)

Throughout following work the word “frequency” and the sym-
bol f are used synonymously for for “relative frequency” and
frel unless specifically noted.

4.3 photonic crystal slab structure

In the special case of two-dimensional photonic crystal slab
structures there is no translational symmetry in the out-of-
plane direction and thus no PBG effect to provide vertical
confinement. In stead, light is confined to the slab by total
internal reflection.

The PhC dispersion relationship can be found by three-
dimensional (3D) PWEM. Since this method requires periodicity
in all dimensions the domain is extended above the slab and
absorbing boundary layers are inserted. Light is confined in
the slab if the in-plane wave vector k‖ fulfills the requirement

|k‖| <
ωknclad

c
, (30)
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Figure 32: TE-like band structure for hexagonal slab PhC.

where nclad is the refractive index of the cladding. This require-
ment is simply the dispersion relation of the cladding which
for a uniform air or oxide cladding would follow is eq. (27).
Thus, by solving the dispersion relation using PWEM and plot-
ting along the edge of the first irreducible Brillouin zone as
before, band diagrams for PhC slab structures can be obtained.
The total internal reflection condition in eq. (30) can be visual-
ized by overlaying it on the band diagram. Figure 32 shows the
TE-like band structure of a slab with the light-cone drawn in.
Strictly speaking, as the figure illustrates, the bands extend be-
yond the light cone, but becomes lossy. Under these conditions
it is possible to obtain a band gap for all modes where k meets
the total internal reflection condition of eq. (30). However, in
the strictest sense it is only a pseudo bandgap since there are
radiating modes inside the light-cone.

3D-PhC is the only truly physically rigorous form of PhCs
which can have a complete band gap (i. e. there is a disconti-
nuity in ω(k)∀k.) The disadvantage of such structures is that
they are difficult to fabricate, although that is an area of contin-
uing research. [99–101] All structures considered here will be
PhC slab structures and as such, from here on out the term PhC
will be taken to mean PhC slabs.

4.4 confinement and cavities

Cavities formed by defects in photonic crystal (PhC) slabs have
demonstrated high Q-factor and sub-wavelength-scale mode
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(a) (b)

(c) (d)

Figure 33: Example cavities in hexagonal 2D photonic crystal lattices
that are assumed to extend into infinity. These are named
(a) H0, (b) H1, (c) L3, and (d) Hetero structure line-defect.

volumes [102] making them attractive for applications such as
cavity quantum electrodynamics [103, 104], low-threshold [105]
and high-speed lasers [106]. For more than two decades, PhC
technology has been maturing. Optically pumped PhC lasers
were demonstrated at the end of the last century [107] and
in recent years, electrically pumped PhC lasers have also been
demonstrated [108–110].

Confinement in PhC structures can be achieved by photonic
crystal cavitys (PhCCs). A PhCC can be constructed by introduc-
ing a defect into a PhC lattice, breaking the translational sym-
metry of the lattice. This can introduce one or more localized
defect states/modes. Being localized implies that the mode’s
electromagnetic field decays to zero away from the defect.

The eigenfrequency and distribution of a mode can practi-
cally be found either using PWEM or FDTD calculations. Using
the PWEM method, it is common to make a superlattice such as
the one illustrated in fig. 0. If the supercell is sufficiently large
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then coupling between adjacent cells is negligible and the so-
lution on the super-cell is a good approximation of the cavity
mode.

4.5 Q-factor

One of the most important parameters for micro- and nano-
cavities is the quality factor or Q-factor which is defined as

Q ≡ ω 〈Ecav〉
〈Ploss〉

, (31)

where ω is the angular resonance frequency, Ecav is the energy
stored in the cavity and Ploss is the power loss, and 〈·〉 indicates
the time average over one cycle of the optical field. As can be
understood from eq. (31), the Q-factor is a measure of relative
energy loss. A high-Q cavity retains energy better than a low-Q
cavity.

The Q-factor is also related to the resonance spectrum as
the Q-factor is proportional to the line-width, through the rela-
tion

Q =
ν

δν
≈ λ0
δλ

, (32)

where ν is the eigen-frequency of the resonant mode with a
corresponding free-space wavelength λ0. δν and δλ are the
FWHMs of the resonance spectrum in the frequency and free-
space wavelength domains, respectively. The last approxima-
tion is valid when δν � ν, which is true for all cases consid-
ered in this dissertation.

There are several methods for deriving the Q-factor from
FDTD simulations. One is to monitor power loss through the
simulation boundary and applying the definition of Q-factor
eq. (31)

Another method is to monitor the energy at a
In general the Q-factor can be decomposed into arbitrary,

independent loss vectors Q−1
i in the manner

Q−1 =
∑
i

Q−1
i . (33)

For instance, it is convenient to decompose the Q-factor into
radiative losses Q−1

rad (i. e. imperfect confinement) and material
absorption Q−1

abs

Q−1 = Q−1
rad + Q−1

abs . (34)



4.6 computer modelling and simulations 56

For silicon photonics and telecommunication wavelengths,
specifically C- and O-band, it is common to assume Qabs = ∞
as these wavelengths correspond to energies lower than the
silicon bandgap energy and thus ideally have zero absorption.

4.6 computer modelling and simulations

For non-trivial systems it is not possible to obtain analytical
solutions to neither Maxwell’s equations eqs. (18) to (21) nor
the derived master equation eq. (24). Thus computational tech-
niques are employed. Two popular methods are plane wave
expansion method (PWEM) and finite-difference time-domain
(FDTD). The former is suitable for periodic systems and gives
steady-state solutions while the latter can be utilized to simu-
late in time domain any system where Maxwell’s equations are
valid.

The software used is the commercially available Crystal-
Wave package version 4.8.2 from Photon Design LtD which im-
plements both PWEM and the FDTD method.

4.6.1 Plane wave expansion method

The plane wave expansion method (PWEM) is a spectral method
for solving certain differential equations with periodic con-
straints. It is commonly applied to solve the electromagnetic
eigenvalue problem in eq. (24) for 2D and 3D PhCs. [111, 112]

The method utilizes the Bloch theorem (cf. eqs. (25)
and (26)) and Fourier expansion of distribution of the di-
electric permittivity in real space as well as the electromagnetic
field in k-space to construct a linear eigenvalue problem that
can be solved using common numerical techniques.

Application on a PhC lattice typically gives band structures
such as the ones previously shown in fig. 0. However, the tech-
nique can also be applied to super cells. In the next chapter, for
instance, it is used to find the dispersion relationship along a
line defect. Supercells work when the field is strongly located
and the coupling between cells would be negligible (e. g. no
travelling waves.) For slab PhC structures this supercell tech-
nique is exploited by setting the unit cell to the slab PhC plus
some cladding and an absorbing layer, suppressing any non-
negligible out-of-plane waves. [112, 113]
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4.6.2 FDTD

To solve dynamic electromagnetic problems, the finite-difference
time-domain (FDTD) method is commonly used. This method
goes back to a seminal paper by Yee in 1966 [114]. In that paper
and in the FDTD method, the simulation domain is defined
by a discrete distribution of permittivity, permeability and
conductivity on a staggered, regular mesh. To run the simula-
tions Maxwell’s equations are discretized into form that can be
solved for each time step, at each grid point.

If the relationship between the time step and grid resolu-
tion is chosen correctly, the FDTD method is provable stable. [0]
The main disadvantage of the FDTD method is an inherent an-
isotropy due to the rectangular grid. However, by using a suffi-
ciently high resolution grid compared to the minimum feature
size of the geometry and the wavelength of the electro-magnetic
fields, it is possible to achieve a result that converges on the true
solution of the problem.

The FDTD method is employed extensively in the following
chapter for finding the mode distribution, mode volume and
Q-factors.

4.6.3 Cavity characterization

The most pertinent parameters for a cavity are related to the
spectral response. This can be obtained using either FDTD or
PWEM. To utilize PWEM, a supercell technique can be used in
a similar way as when calculating the band structure of a slab
PhC. I. e. the cavity is assumed to be the atom of a periodic struc-
ture. By using a large enough supercell the coupling between
neighbouring cavities is negligible and cavity modes will ap-
pear when calculating the band diagram. The disadvantage of
this method is that while it does give on mode frequencies and
mode profiles, it does not give any information on mode dy-
namics. For instance the Q-factor, which is a measure of energy
loss from the cavity, can not be obtained. To obtain the mode
dynamics, FDTD is a suitable option.

4.6.3.1 Q-factor calculation

The Q-factor is obtained by FDTD calculations recording the
cavity response to a pulsed excitation. The excitation can be
achieved using dipole sources, plane wave sources or any other
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wave source. Which modes get excited depends on the overlap
between the source’s field and the mode field. For instance, a
dipole placed at a node of a certain mode does not excite that
particular mode. Using a broad bandwidth source, the entire
spectral response of the cavity can be derived. Conversely, a
narrow bandwidth source would enable targeted examination
of a single mode. The disadvantage of this is that as the band-
width decreases, the temporal pulse width increases which re-
sults in longer running times. Using dipole sources, it is also
possible to tailor the excitation to maximize overlap with a spe-
cific mode-of-interest. For the simulations performed for this
dissertation, dipole sources with sinusoidal pulse shape were
used. Calculations were performed on the temporal field after
the initial pulse. I. e. if the pulse had a duration tp then any
calculations such as discrete Fourier transform (DFT) would be
performed for time t > tp.

Although the spectral response can be calculated using DFT
the spectral resolution is poor. Due to this, a Padé approxima-
tion with Baker’s algorithm [115] (built into CrystalWave) was
used. This algorithm ensure significantly higher spectral reso-
lution than DFT for resonance spectrums at the cost of compu-
tation time.



5
P H O T O N I C C RY S TA L C AV I T Y D E S I G N A N D
O P T I M I Z AT I O N

Chapter 2 show that it is possible to realize InGaAs-on-silicon
disk LEDs with wavelengths suitable for optical communication
and silicon PICs. However, electrically pumped laser operation
is necessary for InGaAs disks to be considered as a potential
on-silicon light source. To achieve this, a first step is to con-
sider the design and optimization of a suitable laser cavity. In
this chapter the design and optimization of a compact photonic
crystal cavity is considered.

Cavities formed by defects in photonic crystal (PhC) slabs
have demonstrated high Q-factor and sub-wavelength-scale
mode volumes [102] making them attractive for applications
such as cavity quantum electrodynamics [103, 104], low-
threshold [105] and high-speed lasers [106]. For more than
two decades, PhC technology has been maturing. Optically
pumped PhC lasers were demonstrated at the end of the last
century [107] and in recent years, several electrically pumped
PhC lasers have also been demonstrated [108–110, 116].

Despite small mode volumes, high-Q PhC cavities gener-
ally require a large number of PhC periods to provide strong
confinement. This makes PhC cavities less suited for applica-
tions with strict area restrictions. Some designs such as PhC mi-
crodisks [117] and PhC nano-beams [118, 119] offer highly com-
pact designs, but the geometry of these do not necessarily fit all
applications. Recent simulation studies have investigated com-
pact PhC cavities in optically thick slabs for electrically pumped
laser applications [120]. Optically thick cavities can provide
very high in-plane coupling efficiency for lasers [121]. However,
as previously argued, thick laser devices may prove impractical
for silicon photonics since silicon photonics is commonly imple-
mented in thin device layers; typically 200∼300nm thick.

5.1 key considerations

If the ultimate goal of a monolithic integration of a III/V laser
with silicon is to be achieved using the InGaAs-on-silicon tech-
nology described in chapters 2 and 3, then it is necessary to

59
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design a cavity which accommodates this geometry. To make
an informed decision, a few key parameters should be estab-
lished:

1. Disk geometry

2. Active region geometry

3. Figures of merit

These three will now be discussed individually.

5.1.1 Disk geometry

The disks presented in chapter 2 have a thickness of 1.0∼1.5um
and diameter of approximately 8um. However, this is arguably
not an ideal size. Section 2.5 described the limitations on the In-
GaAs disk geometry in terms of the diameter 2A and the thick-
ness h. Based on this, it is assumed reasonable that a diameter
of 8µm is achievable with a thickness in the range 200∼300nm.
This thickness range is ideal for integration with silicon pho-
tonics as silicon photonic devices are most commonly imple-
mented in SOI wafers with thin device layers. The most com-
mon thickness is 220nm, but other thicknesses on the order of
200∼300nm are used and in several foundry processes multiple
etch depths are allowed in the same chip. [122]Intuitively, by
having the same or similar thickness, higher coupling efficien-
cies can be achieved than if there is a mismatch due to better
overlap in the vertical direction between modes (e. g. InGaAs
cavity to Si waveguide.) In summary, any cavity design aimed
at InGaAs disks integrated with silicon photonics should meet
the two requirements in table 8.

Table 8: Geometrical constraints of cavity.

Max. diameter 8µm

Thickness 200nm to 300nm

5.1.2 Active region geometry

As illustrated in fig. 34, there are two options when it comes
to the design of the device’s active region. One is to grow a
disk laterally to the desired size followed by vertical growth of
the active region with a capping and contact layer on top. This
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(a) (b)

Figure 34: Cut-through sketch of the possible active region designs.
The active region is indicated in yellow and the two possi-
bilities are: (a) exclusively lateral growth to form a vertical
junction and (b) lateral growth followed by vertical growth
to form a planar junction.

gives a disk with a planar active region as shown in fig. 34b.
The disadvantage of this junction geometry is that it would
be perforated by the PhC holes creating a large surfaces of un-
terminated crystal bonds in the active regions. Even with per-
fect trapping of carriers in the active region (i. e. carriers are
rapidly swept into the region without recombination) this could
lead to significant non-radiative recombination near the surface.
This is a recognized problem within the field of PhC lasers. [123]

The second option is to grow the disk laterally with a ver-
tical active region with the result shown in fig. 34a. An initial
growth of a basic pn-junction by S. Watanabe [90] showed that
such junctions can be achieved. The advantage of such a junc-
tion is that the active region will not be penetrated by holes.
Also, since the active region is more localized it should be pos-
sible to engineer a cavity with better mode overlap than for a
lateral junction.

5.1.3 Figures of merit

For micro and nano laser performance there are many pertinent
parameter such as Q-factor, mode volume, mode frequency,
output coupling, and material parameters which are all inter-
related and determine the laser performance in terms of thresh-
old power, slope efficiency, wall-plug efficiency, line width, tun-
ability and modulation speed. PhCC lasers have been hailed by
some as the ultimate system for nano-lasers [105] (where nano
refers to the mode volume more so than the total device size.)
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For mm-range communication, the goal is to achieve the lowest
energy cost per bit.

The focus here is solely on the design of a passive cavity for
the potential future application in micro-disk lasers. As such,
the pertinent, passive cavity parameters are Q-factor and mode
volume. These are also the two very common figures of merits
when designing PhCCs as is evident by a review of contempo-
rary PhCC research.

One common reason for focusing on these parameters is
due to the spontaneous-emission enhancement factor—also
known as the Purcell factor after E. M. Purcell [124]. Based on
assumptions of an ideal emitter in an ideal micro-cavity this
factor can be derived from Fermi’s golden rule to be

F =
3

4π2

(
λ0
n

)3
Q

V
, (35)

where λ0 is the free-space effective emission wavelength and
n the refractive index in the cavity. Phenomenologically, the
Purcell factor enhances the spontaneous emission rate Rsp =

τ−1sp by

R′sp = FRsp. (36)

Thus, the Purcell factor implies that increasing Q while de-
creasing V should increase the spontaneous emission rate and
consequently lower the threshold current while increasing the
modulation speed. However, due to the broad linewidth of bulk
semiconductors, such as the as-grown InGaAs disks, the as-
sumption of an ideal emitter is far from satisfied. It is argued
that in such cases the Q-factor is not simply determined by the
cavity value Qcav, but should be replaced by [125]

Q−1 = Q−1
cav +Q

−1
em, (37)

where Qcav is the cavity Q-factor and Qem is the Q-factor of
corresponding to the emission linewidth; that is Qem = λ0δλ

−1
em.

In such cases V will clearly be the dominant factor. The fact
that V dominates the spontaneous emission rate has also been
shown by Ni and Chuang [126] without the phenomenological
application of the Purcell factor. They instead derived rate equa-
tions and a model for metal cavity nano-lasers directly from
the Fermi’s golden rule and show that the effect of the Q-factor
does saturate. Interestingly their theoretical results indicate that
the Q-factor has a larger effect on the threshold current in bulk
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and quantum well (QW) lasers than in quantum dot (QD) lasers
due to the relatively larger surface recombination lifetime used
in their QD model. They also show that for high speed direct
modulation, the modelled QD systems are optimal in terms of
speed, but not necessarily in terms of energy per bit. Further-
more, saturation of Q-factor occurs at Qcav values on the order
of 102∼103 which is one to two orders of magnitude larger than
Qem ∼ 101. This suggests that eq. (37) somewhat underestimates
the effect of cavity Q-factor on spontaneous emission enhance-
ment for systems where the emission linewidth is significantly
broader than the cavity resonance linewidth.

Following this, a nano-laser with strong quantum effects is
best realized by embedding narrow linewidth QD in the active
region. However, it is not clear that QD are required for a prac-
tical nano-laser.

For mm-range communication, taking a desired bit-error
rate of 10−9 and considering the thermal noise of the receiver
gives a minimum energy per bit on the order of ∼ 1 fJ. [41] Elec-
trically pumped photonic crystal lasers are approaching this
limit with Takeda et al. [116] having demonstrated a PhCC laser
with 4.4 fJ b−1 at 10Gb s−1. To achieve this regrowth forming a
buried heterostructure was employed to alleviate thermal chal-
lenges. The cavity was a line defect type cavity with a Q-factor
on the order of ∼ 105 and mode volumes on the order of (λ/n)3.
This gives a good target for both the required Q-factor and the
required mode volume for a practical laser. Another important
aspect of this laser is a small active region volume and high
current injection efficiency.

Consider the expression for the threshold power Pth of an
optically pumped micro laser [41]

Pth ≈ Ep
N0
τcarrier

(
Veff

γgτph
+ Va

)
, (38)

where Ep, N0, τcarrier, τph, γg, Veff and Va are the absorbed
pump energy, transparency carrier density, carrier lifetime, pho-
ton lifetime (∝ Q−1), characteristic gain rate, effective mode
volume and the active region volume, respectively. From this it
is clear that as in the Purcell relationship, maximizing Q/V is
important. However, we note that a small active region is also
important.
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Another important consideration for waveguide coupled
lasers is the waveguide coupling efficiency which can be de-
fined as

ηwg ≡
〈Pwg〉
〈Prad〉

, (39)

where Pwg is the power coupled into the waveguide mode and
Prad is the total radiated power from the cavity, and 〈·〉 indicates
the time average over one cycle of the optical field. Naturally,
ideal coupling, ηwg = 1, is when all energy radiated from a
laser cavity is coupled into the mode or modes of a photonic
waveguide.

Looking at slab PhCCs the waveguide coupling coefficient
depends on cavity geometry and the corresponding mode pro-
file. It is often the case that the radiated light does not match
the waveguide mode very well and consequently couples very
weakly to waveguides. As such it is necessary to engineer the
mode to better match the desired waveguide mode. This is can
be done by introducing near the cavity a PhC line defect near
with a transmission band overlapping the desired resonant cav-
ity mode [127, 128]. This introduces a new loss vector as energy
can flow into the line defect and be guided elsewhere. Assum-
ing that the cavity without any waveguide to couple to has an
intrinsic Q-factor Q0 and that the introduction of a line defect
introduces an energy loss vector quantified by Qwg then the to-
tal, measured Q-factor should, according to eq. (33), be given
by

Q−1 = Q−1
0 +Q−1

wg. (40)

By the definition of waveguide coupling efficiency ηwg in
eq. (39) and Q-factor in eq. (31) we easily see that the coupling
efficiency can be written in terms of Q-factor as

ηwg =
Q

Qwg
. (41)

However, since Qwg cannot be measured directly, it is conve-
nient to rewrite eq. (41) using eq. (40) yielding

ηwg = 1−
Q

Q0
(42)

As argued and demonstrated by Faraon et al. [128], this equa-
tion is convenient as Q is the measured Q-factor of a coupled
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cavity and Q0 can be measured from an un-loaded reference
cavity or a cavity where the waveguide coupling is negligible,
but measurable.

It is clear from eq. (42) that in order to maximize coupling
(i. e. all radiated optical energy is captured), it is necessary to
minimize Q/Q0 which implies Q0 � Q. Moreover, regardless of
the required Q, the ideal case is when Q0 tends toward infinity.

It is worth noting that this derivation is not general but only
applies to cavities where eq. (40) is valid. That is, where Q0
and Qwg are independent. Here, independent means that there
is no configuration where a non-negligible amount of power
can couple into a waveguide while the cavity Q-factor remains
unperturbed (i. e. Q = Q0.) This is a good assumption for PhCCs
as they often have an omnidirectional radiation pattern in the
plane, but there are other geometries where this is not the case.

One example is conventional FP ridge waveguide cavity
lasers. In such cavities, the imperfect reflectivity of the mirror
facets is the major contributor to radiative loss. Thus in a geom-
etry with laser and PIC waveguides butt coupled, careful mode
matching between the laser and PIC waveguide can enable high
coupling efficiency. On the micro- and nanometer scale, metal
nano cavities often have metal on five out of six sides and thus
radiates into one hemisphere and efficient coupling can be
achieved in theory as it is intuitively easier to engineer the col-
lection of radiation from such a directional source rather than
an omnidirectional source—practical implementation though
remains challenging. Kim et al. [129] have presented simula-
tions of metal cavities and silicon waveguides with coupling
efficiencies of 78% with Q-factor of 630. It is important to
note that this coupled Q-factor is comparable to the reported
intrinsic value of Q0 = 1700. As will be evident shortly, this
is an advantage of metal cavities compared to compact PhCC.
These values clearly illustrates a case where the previously
derived formalisms do not applied as this Q0 and ηwg would,
according to eq. (42) imply a loaded Q-factor of

Qmetal = Q0(1− ηwg) ≈ 370, (43)

which is significantly lower than the reported Q = 630. Con-
versely, to achieve a coupling efficiency of 78% and Q = 630

in a PhCC by the introduction of a line defect it is necessary to
design a cavity with an intrinsic Q-factor of

QPhCC
0 =

Q

1− ηwg
≈ 2900. (44)
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This illustrates the importance of Q-factor in PhCCs geome-
tries compared to metal cavities when considering coupling
efficiency.

There are other areas where is important such as in dense
wavelength division multiplexing (DWDM) applications where
Q-factor is one of the factors determining how closely wave-
length division multiplexing (WDM) channels can be packed.
State-of-the-art DWDM standards and systems have channel
spacings as tight as 12.5GHzwhich around a center wavelength
of 1550nm corresponds to a channel width of 0.1nm. Even in
the optimistic case where the channel width corresponds to the
allowable source linewidth this would imply loaded Q-factors
greater than 7.5× 103.

Although this section has not provided a definite answer
for the desired Q-factor or mode volume, simply the coupling
argument should make it clear that it is desirable to maximize
it regardless. Practical applications may require high Q-factors.
With regards to the quantum effects, mode volume is the dom-
inant factor and should be minimized. However, mode volume
is more of a product of the cavity design and corresponding
mode profile and it will not be a major focus of optimization.

5.2 the hybrid cavity

Despite small mode volumes, high-Q PhC cavities generally
require a large number of PhC periods to provide strong con-
finement. This makes PhC cavities less suited for applications
with strict area restrictions. Some designs such as PhC mi-
crodisks [117] and PhC nano-beams [118, 119] offer highly
compact designs, but the geometry of these do not necessarily
fit all applications. Recent simulation studies have investigated
compact PhC cavities in optically thick slabs for electrically
pumped laser applications [120]. Optically thick cavities can
provide very high in-plane coupling efficiency for lasers [121].
However, for some systems, such as silicon photonics, thick
laser devices may prove impractical since silicon photonics
is commonly implemented in thin device layers; typically
200∼300nm thick.

Figure 35 shows a novel PhCC design which aims to ad-
dress the challenges of fabricating a cavity in the InGaAs sys-
tem. It is inspired by heterostructure line-defect cavities which
have the largest reported theoretical Q-factors of any PhCC with
Q ∼ 109[130]. However, since these are line defect heterostruc-
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Figure 35: Schematic of cavity corner with full cavity model in in-
set. Confinement is achieved by modulating the line-defect
widths w0 . . . w4 at the indicated x positions. By perturb-
ing the the separation a1 . . . a4 between the indicated hole
arrays, six-fold rotational symmetry is maintained.

ture cavities, they would intersect with the central post of the
InGaAs islands. This is considered a major disadvantage for
a few reasons. First of all, the center is InAs which has a nar-
rower bandgap than InGaAs, with band-to-band recombination
emitting light at 3.5µm. Due to this InAs post, the slab symme-
try is also broken in this region, this modifies the PhC band
diagram and even- and odd- modes become indistinguishable
(i. e. they seize to be transverse electric (TE) and transverse mag-
netic (TM) approximations.) This causes excessive losses. [131]
Intuitively this can be considered to be due to the InAs post
being near impedance matched to the InGaAs and thus acts
as a low-impedance leak path for the optical field, weakening
confinement.

Furthermore, to best exploit the island’s limited area, the
cavity symmetry should match the island’s six fold rotational
symmetry. Since the H1 cavity matches the island symmetry
better, we sought to combine these two designs into a novel
hybrid design. Effectively, this design is created by combining
three photonic crystal line defects, intersecting at 60° separa-
tion in the center of the island. We call this a hybrid cavity
due to the similarities with both line-defect cavities and hole-
defect cavities. A hetero-structure can be formed by modulat-
ing b1,b2, . . . ,bN in the direction perpendicular to the island
edge while keeping the hole spacing a constant in the parallel
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direction. As illustrated, this is also equivalent to modulation
of the waveguide width w.

5.3 simulation tools

The simulations presented here were carried out using the
commercial software tool CrystaWave 4.8.2 from Photon De-
sign LtD. This tool supports both FDTD and PWEM simulations
in both two and three dimensions. All FDTD simulations were
performed on a square mesh with a resolution of a/30.

5.4 basic parameters

To simplify the optimization process and to stay within the
conventions of PhC research, a simplified model of the disks is
used. First, the refractive index is chosen as nslab = 3.48 which
matches silicon at a free-space-wavelength of 1.55µm. Since the
composition of InGaAs is not yet well understood and thus the
exact refractive index is unknown, silicon is assumed as a pro-
totype analogue to InGaAs.refractive index of

For the first part, the cladding and holes are assumed to be
air/vacuum with the refractive index nclad = 1. This is a rather
un-physical model as it assumes a silicon disk suspended in air.
If there is a central post or some other support that have mini-
mal effect on the cavity mode, then this air clad structure could
still be realized although the break in symmetry is expected to
affect the cavity properties. The case of a glass cavity will be
discussed later in section 5.9.

5.5 lattice

The PhC lattice was chosen to be a hexagonal lattice with cir-
cular holes filled with the same material as the cladding. This
matches the lattice previously illustrated in fig. 30a. One rea-
son for choosing this lattice is that it has the same six-fold ro-
tational symmetry as the hexagonal disk. Also, in two dimen-
sions, a hexagonal lattice with circular air holes has a signifi-
cantly larger TE bandgap than a comparable square lattice with
circular air holes [96, Appendix C]. More exotic hole and pil-
lar shapes have been investigated for various purposes and cir-
cular holes do not necessarily represent the optimal structure
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for maximizing the bandgap [132, 133]. However, circular holes
and pillars remain common due to ease of fabrication.

The hole radius is set to r = 0.323a. These parameters were
chosen to give a large relative bandgap around the common
C-band wavelength λ = 1.55µm when d = 260nm. At the
same time, scaling to these dimensions, the cavity has a corner-
to-corner diameter 2A of less than 8µm. This scaling is used
as a reference here, but note that scaling to a more common
thickness of 220nm would yield a resonance in the O-band at
1.31µm wavelength and a diameter of less than 6.8µm.

5.6 optimization

From the definition eq. (31), the Q-factor is maximized by min-
imizing the radiative loss. For a slab PhCC it is convenient to
decompose the Q-factor into

Q−1 = Q−1
⊥ +Q−1

‖ , (45)

where Q−1
⊥ represents the out-of-plane loss and Q−1

‖ represents
the in-plane loss. The optimization strategy is to first consider
out-of-plane loss by the application of the gentle confinement
method and then in-plane loss by boundary considerations.

5.6.1 Gentle confinement method

It is well understood that the vertical loss from a PhC slab
can be minimized by minimizing the components that fall in-
side the light cone in k-space [134] which is obtained by the
spatial Fourier transform of the field distribution at the sur-
face [135, 136]. A general gentle-confinement method has been
established for designing ultra-high-Q line-defect cavities [130,
137]. Since the cavity as shown in fig. 0 can be considered com-
posed of three crossed line-defects, it seems natural to utilize
this method of optimization.

This method minimizes the components within the light
cone by ensuring that the electric field at the cavity surface has
a Gaussian envelope Eenv ∝ e−Bx

2
, thus reducing out-of-plane

loss. This is achieved by recognizing that non-propagating
waves decay according to Eenv ∝ e−qx. Equating these two
expressions we see that a mode with a Gaussian envelope is
formed when

q = B|x| (46)
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is satisfied. Here, x is the position along the line-defect and
B determines the sharpness of the Gaussian envelope. Practi-
cally, this means that a cavity with a Gaussian mode profile can
be constructed from sections of line defects where the central
section supports a propagating mode (q = 0) at the desired res-
onance wavelength while the surrounding sections attenuate
with an attenuation coefficient which satisfies Eq. (46).

Taking the method as presented by Tanaka et al. [130] and
Welna et al. [137], we refine it into the following five-step algo-
rithm:

1. Choose slab thickness, lattice constant and hole radius

2. Calculate dispersion relation fw(k = kêx) for various line-
defect widths w, where êx is parallel to the defect, k is the
wave number and fw the optical frequency.

• For each fw(k), fit a polynomial that is symmetrical
around k = πa−1

3. Substitute k = (12 − iq)2πa−1 to get fw(q) [130].

4. For the desired resonance frequency fres, extract the q(w)
that satisfies fw(q(w)) = fres

• Fit polynomial on q(w) for analytical expression.

5. The inverse relationship w(q = B|x|) fulfills eq. (46) and
gives w(x).

• w0 = w(0) given where q = 0

This algorithm is illustrated by fig. 36 where the plane wave
expansion method (PWEM) is used with the domain in fig. 36a
to calculate the dispersion relation corresponding to item 2. By
fitting with a symmetric polynomial around around k = πa−1

only the zero dispersion waves at the Brillouin zone boundary
are accounted for. Furthermore, since fw(k) from item 2 is sym-
metrical around πa−1, the substitution k = (12 − iq)2πa−1 gives
a purely real expression which gives fw(q): the general rela-
tionship between frequency and attenuation for waves at the
Brillouin zone edge. This is illustrated in fig. 36c. To perform
item 4, a horizontal line is drawn through this figure. The line
is placed at the desired design resonance frequency and gives
q(w): the attenuation of a wave decaying along a line defect
with width w at the resonance frequency. This relationship is
plotted in fig. 36d.
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Figure 36: Algorithm for gentle confinement method on line-defect
hetero structures. (a) the idealized domain used for the
PWEM to calculate (b) the dispersion relation for various
widths w. This gives (c) the attenuation relation with the
horizontal line indicating the desired resonance frequency;
the intersection points give (d) the design equation.
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The final item 5 is trivial and gives w(x) with a free design
variable B which determines the envelope shape. w0 can be
directly read from fig. 36d as the zero-attenuation point w0 =

w(x = 0) = w(q = 0) ≈ 0.617
√
3a. Choosing a value for the

free design variable B in w(x) is equivalent to fixing one of
the variables w1 . . . w4. It is convenient to use w4 and to refer
to this as tapering strength since choosing w4 = w0 gives no
tapering from w0 to w4 (and B = ∞) while smaller values of
w4 give progressively steeper tapering of w0 . . . w4. The effect
of tapering strength will be investigated and discussed.

This algorithm is general to heterostructure line-defect cavi-
ties and not specific to this cavity design. Furthermore, it is not
limited to optimization on the line-defect width w. It can be
utilized with any parameter that modifies the dispersion rela-
tion (e.g. hole shift [137], lattice constant [130], refractive index
modulation [138] etc.) This algorithm is based on the work of
Tanaka et al. [130] and Welna et al. [137], but it differs in that
it does not assume constant coefficients (i.e. independent of w)
for the fitted dispersion-relation polynomial.

5.6.2 Boundary optimization

Next, to maximize the total Q-factor we optimize the in plane
confinement by finding the optimum boundary width b. Previ-
ous research [121] has used coupled mode theory to explain the
dependence of Q-factor on boundary width in optically thick
slabs with an incomplete photonic bandgap (PBG) where the
mode is dominated by plane waves in the Γ -M directions. This
view shows some promise, but relies on an unknown phase fac-
tor and it is not directly transferable to cavities which rely on
the PBG for confinement.

To reduce the optimization search space for optimal b a
simplified model as shown in fig. 37 is used. This figure shows
the boundary region and the surrounding PhC and air regions.
In the PhC region, the approximated position of the cavity
mode’s nodes are indicated based on qualitative observations
of the mode profile of published heterostructure line-defect cav-
ities [130, 139]. For the phase to be conserved along the inter-
face between the PhC and boundary regions, any propagating or
standing waves in the boundary region must be perpendicular
to the interfaces. This gives rise to a Fabry-Pérot (FP) resonance
as indicated in the figure. Consequently, as is known for FP cav-
ities, the cavity loss is maximized when the cavity round trip
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Figure 37: Simplified Fabry-Pérot model of the boundary region.

length is an integer multiple of the wavelength. Thus the first
minimum occurs at a boundary width of

bpoor =
2√
3
× λs
2

. (47)

The first term is a geometrical term relating the boundary
width b to the actual propagation length while the second term
ensures one wavelength phase shift per round trip.

Conversely, the best case for the confinement of light cor-
responds to minimized transmission through the FP structure.
Conventionally this corresponds to a round trip distance of
m1
2λs where m is odd. Thus, the first optimum should occur

at a boundary width of

bopt =
2√
3
× λs
4

. (48)

The wavelength λs in the boundary region is derived under
the assumption that the effective refractive index in this region
corresponds to that of the fundamental mode of an air-clad
silicon-slab waveguide with thickness d = 0.6a. Such a slab can
easily be shown to have a fundamental mode with a wavelength
of approximately 1.2a for a free space wavelength of λ0 = 3.55a
(cf. fres in fig. 36c) [42]. This gives in numerical terms

bopt ≈ 0.35a (49)
and

bpoor ≈ 0.69a, (50)

for the presented case.
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5.7 optimization results
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Figure 38: Q-value as a function of tapering w4 and boundary width
b.

The number of design parameters has now been reduced to
two, w4 and b. These determine the tapering of the line defect
and the boundary width, respectively (cf. fig. 35). We calculate
the Q-factor using FDTD for various values of w4 and b and
map the result in fig. 38. This figure shows strong dependence
of Q on both w4 and b with a peak value of Q = 75 100 at w4 =
0.53
√
3a and b = 0.25a. This is comparable to other cavities

of similar size [121]. A minimum Q = 7500 is found at w4 =

0.57
√
3a and b = 0.625a.

To elucidate these results we estimate the out-of-plane Q⊥
of the cavity by surrounding it with lattice matched PhC and
calculating the Q-factor. The Q-factor can then be decomposed
into Q‖ and Q⊥ according to eq. (45). Our approximation of Q⊥
is valid as long as the field distribution is not significantly per-
turbed which we believe to be a reasonable assumption. How-
ever, even in the case of the field being significantly perturbed,
the separation of Q into Q‖ and Q⊥ according to eq. (45) is
still valid, but the interpretation of the parameters changes.
Q⊥ should then be considered a measure of ideal confinement,
while Q‖ represents the induced losses due to the boundary.
These losses are not necessarily confined to the plane.

Figures 39a and 39b shows the dependence of the decom-
posed Q-factors on w4 at b = 0.625a and b = 0.25a, respec-
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tively. Both show that there exists an optimum w4 between the
extremes. This seems reasonable as a small value should result
in a sharp envelope which, according to gentle confinement the-
ory, should have larger losses. On the other hand, for large val-
ues of w4, the field is not sufficiently confined and there should
be significant scattering loss at the corners. This is supported
by the high-Q case in fig. 39b which shows strong dependence
of Q‖ on w4.

Next, fig. 39c shows the dependence of Q‖ on b when w4 =
0.53
√
3a. The shape of this curve is reminiscent of that for

Fabry-Perot cavities and indicates support for the periodic na-
ture of both of the proposed approaches. Peak Q‖ is found at at
b = 0.25a and a minimum at b = 0.625a. This is smaller than
the predicted values of 0.35a in eq. (48) and 0.69a from eq. (47),
respectively. This is a significant deviation, however, taking the
difference between the first maximum and minimum:

∆b = bpoor − bopt, (51)

we get 0.34a the FP model and for the simulation 0.375a. This
is a relatively small deviation of 10% which suggest that the
FP model has some merit. The inaccuracies of the model can
be attributed to the definition of b = 0. Defining it at the mid-
point between two rows of holes seem intuitive, but is funda-
mentally arbitrary. This would shift the absolute values of bopt
and bpoor. Furthermore, at the PhC/boundary-region interface
a phase shift of 0–180◦ depending on the complex wave vector
of the cavity mode is to be expected [140]. This would modify
the effective round trip length reducing both bopt and bpoor. Fi-
nally, the FP model is only suggested as a first approximation
as it is fundamentally one-dimensional disregards the complex
geometry of the boundary region as well as the complex mode
profile of the PhC cavity mode. However, both the model and
the simulation results show the same trend of Q‖ increases as b
increases from b = 0 to a maximum before a minimum. By tak-
ing this into account when performing boundary optimizations
it is possible to greatly reduce the optimization search space of
b.

Figure 40 should further clarify the mechanism behind the
boundary loss. It shows the logarithm of the optical intensity
distribution (I ∝ |E|2) at the cavity surface. Comparing the high-
Q cases of b = 0.25a in Figure 40a–c with the low-Q cases of
b = 0.625a in Figure 40d–f, it appears that there is an increased
optical intensity in the boundary region which gives rise to in-
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(a) Q = 60 000

(b) Q = 75 100

(c) Q = 15 100

(d) Q = 11 400

(e) Q = 12 100

(f) Q = 7800

Figure 40: Logarithm of the optical intensity at the surface of the
cavity for the high-Q cases of b = 0.25a with (a) w4 =

0.50
√
3a, (b) w4 = 0.53

√
3a, and (c) w4 = 0.57

√
3a; as well

as the low-Q cases of b = 0.625a with (d) w4 = 0.50
√
3a,

(e) w4 = 0.53
√
3a, and (f) w4 = 0.57

√
3a.
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creased losses. Looking only at the high-Q case of b = 0.25a in
fig. 40b and fig. 40c it also appears clear that when the bound-
ary thickness is optimal, increasing w4 weakens the mode lo-
calization, increasing the field strength near the corners which
in turn increases scattering loss. While scattering from the cor-
ners is not confined to the xy-plane, it is accounted for in the
Q‖-term in eq. (46). This explains why Q‖ decreases when w4
increases in fig. 39b.

Finally, to properly verify that the gentle confinement
method is effective, it is useful to study the k-space distribution
of the field. Figure 41 shows this distribution in three different
cases for the three field components Hz (out-of-plane), and Ex
and Ey (in-plane). The indicated circles mark the boundary of
the light cone and it is clear that the optimization method is
effective in reducing the field components lost to total internal
reflection. It is interesting to note though that there is no sig-
nificant discernible difference between the case of b = 0.250a,
w4 = 0.57

√
3a, Q = 15 100 in figs. 41a to 41c and the case of

b = 0.250a, w4 = 0.53
√
3a, Q = 75 100 in figs. 41d to 41f. This

indicates that the major cause of loss in the low-Q case would
be induced scattering and not de-localization of the mode.

5.8 wavelength predictability

One key advantage of the gentle confinement method is wave-
length predictability. Figure 42 shows frequency as a function
of tapering strength w4. The error bars indicate the maximum
deviation when changing the boundary width. This deviation
is less than 0.04% for all values of w4. This corresponds to less
than 0.5nm deviation when the cavity is scaled to a design res-
onance wavelength of 1538nm.

At peak Q (w4 = 0.53
√
3a) the simulated cavity has a rel-

ative resonance frequency of fres = 0.2802 which is lower than
the design target of 0.2817. This 0.5% deviation corresponds to
a wavelength error of 8nmwhen the cavity is scaled to a design
resonance at 1538nm.

This deviation can be explained by three effects. First, as
Figure 36d shows, there is a small discrepancy between the cal-
culated w(q) and fitted w(q) at q = 0. This introduces an error
as it is the fitted w(q) which is used for the design. Second, the
PWEM calculations on the super-cell in fig. 36a assumes that
the domain is infinitely periodic in all three dimensions and
has a constant lattice constant a and defect width w. This is not
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Figure 41: k-space distribution of field components Ex, Ey, Hz at the
surface for (a)–(c) a low-Q case with optimum boundary,
(d)–(f) the high-Q case and, (g)–(i) the case of high Q⊥ and
low Q‖.
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ation over the range of investigated values of boundary
width b.

accurate for the cavity illustrated in fig. 35 as it has finite extent
and the lattice is not constant due to the perturbations a1 . . . a4.
This also explains the increased de-tuning of the resonance fre-
quency for increasing w4 as the change in geometry increases
the lattice perturbation. Finally, even though PWEM and FDTD
generally converge [113], the choice of parameters can explain
small numerical differences between the design resonance as
calculated by PWEM and the cavity’s resonance as calculated by
FDTD.

5.9 glass clad cavity

The previous section has demonstrated that this cavity geom-
etry is capable of providing high Q-factors within a limited
geometry when air-clad. However, a more practical implemen-
tation would be a cavity buried in SiO2, i. e. a glass clad cavity.
By burying it in SiO2, the cavity is mechanically protected and
stabilised from impact, dust and scratches. It is also possible
to integrate it in a layered structure either for 3D integration of
circuitry or simply crossing metal interconnects.

The basic parameters chosen for the glass clad cavity are
given in table 9. The choice of these parameters follows the
same reasoning as for the air-clad cavity (cf. section 5.4.)

For a chosen design resonance frequency of fres = 0.2828ac−1,
the same method as for the air-clad cavity in section 5.6.1 is
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Table 9: Simulation parameters for glass-clad cavity.

Parameter Symbol Value

Radius r 0.346 a

Slab thickness d 0.6 a

Slab refractive index nslab 3.48

Cladding/hole refractive index nclad 1.45
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Figure 43: Attenuation as a function of line defect width in a glass
clad slab photonic crystal with hexagonal holes.
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Figure 44: For a glass clad cavity, (a) dependence of Q on taper-
ing strength w4 when b = 0 and (b) dependence of Q
on boundary width b at optimal tapering strength w4 =

0.52
√
3a.

applied to derive an expression for the attenuation/wave-
guide-width relationship qglass(w).For q(w) = 0, the inner
waveguide width w0 = 0.575

√
3a is found. Scanning over a

range of tapering strengths w4 with a boundary width b = 0

gives the relationship in fig. 44a. This clearly follows the same
trend as in the air-clad case of the previous sections. Peak
Q is found at w4 = 0.52

√
3a. At this tapering strength the

dependence of Q on b is plotted in fig. 44b. This figure again
confirms the trends observed in the previous section with a
maxima followed by a minimum followed by an increase in Q
as b is increased. Peak Q is found at b = 0.25a with a value of
5490; the minimum is found at b = 0.5a.
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Compared to the air-clad-case, theQ-factor of the glass-clad
case is reduced by more than an order of magnitude. This is as
expected since the lower index contrast (nslab −nclad) increases
the size of the light cone and thereby increases the out-of-plane
losses. The reduced index contrast also generally reduces the
band-gap size which weakens confinement.

5.9.1 Mode volume

Besides Q-factor, the mode volume is an important parameter
for micro-cavities due to its significance in lowering the thresh-
old [105] and increasing the modulation speed. [106] For this
cavity, we find the mode volume Vm to be largely indepen-
dent of the optimization parameters w4 and b. For optimal
tapering w4 = 0.53

√
3a, simulations yield mode volumes of

Vm = 1.40(λ/n)3 for both optimal boundary b = 0.25a and sub-
optimal boundary b = 0.625a. For the case of optimal boundary
b = 0.25a with sub-optimal tapering w4 = 0.56

√
3a the mode

volume increases to Vm = 1.46(λ/n)3. This slight increase is
attributed to to weakened confinement by the heterostructure.

A mode volume of 1.4(λ/n)3 is relatively large compared
to conventional H0, H1 and L3 cavities which can have mode
volumes on the order of 0.2∼1(λ/n)3. [141] It is, however, com-
parable to line-defect, heterostructure cavities which have re-
ported mode volumes on the order of 1.2∼1.3(λ/n)3. [130, 137]
As such, the compact design does not contribute to the reduc-
tion in mode volume, but qualitatively, the mode volume can
not be considered too large. This is supported by the fact that
this mode volume is on the order of that employed to create
both fJ b−1 photonic crystal lasers [41, 116] and high perfor-
mance silicon Raman lasers [49] where in both cases Q-factor
and small mode volume is essential.

5.10 mode competition

When simulating the full cavity, there is one potential issue
which arises. The full spectrum calculated based on the H⊥
component of the high Q cavity with w4 = 0.53

√
3a and b =

0.25a is shown in fig. 45. This shows that there is are other
significant modes within the bandgap. The free spectral range
to the closest mode is ∆f = −0.005a/λ. When scaled to a reso-
nance around 1.55µ, this corresponds to an energy difference
of ∆E = 16 eV which is quite narrow compared to the FWHM
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Figure 45: Full spectrum for H⊥ field in high Q cavity shown calcu-
lated both with discrete Fourier transform (DFT) and Padé
approximation. A TE-like photonic bandgap exists between
the dashed blue lines.

of he spontaneous emission from EL for quantum wells. The
Q-factor of this mode is one order of magnitude smaller than
the design mode, but nonetheless mode competition may be-
come a problem and it must be considered when designing a
laser junction and contacts for injection. For TM-like mode, no
significant modes were found and need not be considered.

5.11 output coupling

In order for this cavity to be considered practical, it must be pos-
sible to couple it to some external device. As shown in eq. (42),
the coupling efficiency η depends solely on the ratio between
the the loaded Q-factor Q and the intrinsic Q-factor Q0. For in-
stance, to achieve η = 80% the ratio should be Q/Q0 = 0.2. This
gives great flexibility in design, but with a trade off between
high-Q and high coupling efficiency. The question is how to
achieve this coupling.

In this case we follow the technique used by Faraon et al. [128]
with shoulder coupling. Figure 46 shows a disk with 3 arbi-
trarily chosen output waveguides. With this geometry, the
coupling efficiency can be controlled by filling holes in line
with the output waveguides. With N as the number of filled
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N = 3

wwg

Figure 46: Waveguide coupling concept; here with coupling to six out-
put waveguides with N = 3 holes filled to control the cou-
pling efficiency.

Figure 47: Field distribution (H⊥) when coupling into two waveg-
uides.
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Figure 48: Decomposed Q-factor and accumulated coupling effi-
ciency to six output ports.

holes, the illustration shows the geometry for N = 3. Naturally,
it is possible to use any arbitrary configuration of waveguides.
For the case of two parallel, offset and opposing output waveg-
uides and N = 3 fig. 47 shows the field distribution. This
qualitatively verifies this method as a valid output coupling
strategy.

For a high-Q cavity with w4 = 0.54
√
3a and b = 0.25a with

an intrinsic Q0 = 68 100 with six output waveguides of width
wwg = 500nm, changing the number of filled holes N reduces
the Q-factor as shown in fig. 48. As can be seen in the figure,
merely the introduction of the waveguides without otherwise
modifying the cavity reduces the Q factor from 68 100 to 49 700.
This is expected since the waveguides represent a new loss path
compared to the reflective, high-index contrast boundary be-
tween the disk and cladding.

Increasing N increases the coupling efficiency monotoni-
cally from 27% at N = 0 to 92% at N = 3. From eq. (41), and as
illustrated in fig. 48, this corresponds to an decreasing Q and
increasingly dominatingQwg. AtN = 3,Qwg ≈ 5500 dominates
Q ≈ 6000.

If only a single waveguide is used, the reduction in Q is not
as severe as with six output waveguides. At N = 3, coupling
to a single waveguide reduces Q to 37 400. This reduction in
measured Q-factor corresponds to Qwg = 83 000 and η = 45%.
The difference between this single waveguide case and the six
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waveguide case supports that the reduction in Q is due to cou-
pling to the waveguide and that it is not merely due to a per-
turbation of the lattice inducing losses.

Although these numbers of η are presented as coupling ef-
ficiency, they do not necessarily correspond to the coupling ef-
ficiency into the fundamental mode of the waveguides. If the
PhC extended infinitely in all directions with only a line defect
then this number would more accurately represent coupling
as light could only propagate along the defect due to the PBG.
The only other possible loss factor for reducing Q would be
increased out-of-plane losses, but these should be negligible as
long as the cavity perturbation is small and conserves the mode
profile.

Here, however, we must consider that not all induced losses
are coupled into the fundamental mode of the output waveg-
uides. These modes of the output waveguide do not necessar-
ily match the modes of the line defects. Furthermore, at the
disk-cladding-waveguide intersection there could be induced
scattering losses.

By creating a simple FDTD simulation where a light is cou-
pled from the fundamental mode of a waveguide, into a line
defect and then back to another waveguide, the coupling loss
from waveguide to PhC line defect is estimated to be ηPhC→wg ≈
0.7 dB = 0.85 at the resonant wavelength. As a first approxima-
tion, the total coupling efficiency η′ would then be

η′ = ηPhC→wg · η = 38%. (52)

Considering the argument of section 5.1.3 the achieved Q-
factor for the loaded cavity should be sufficient for the imple-
mentation of a fJ laser while achieving coupling efficiencies
of 30% and more. However, the glass clad cavity may not be
sufficient for this application as its unloaded Q-factor is below
that of comparable electrically pumped lasers. [116] Loading it
for in-plane extraction of radiation would necessarily further
reduce the Q-factor.



6
C O N C L U S I O N

This dissertation has explored two aspects of monolithic on-
silicon light sources. Previous works that have established
growth of InAs/InGaAs micro disks on (111) silicon by micro
selective-area growth using metalorganic chemical vapor depo-
sition. This dissertation expands on this work by the growth
of doped InGaAs disks and the fabrication of a near-infrared
light emitting diode by contacting ensembles of pin InGaAs
micro disks. At room temperature, the observed electrolumi-
nescence spectrum from these InGaAs micro-disk ensembles
shows peak luminescence at 1.78µm with a local maxima at
1.65µm. Comparison of individual disks within a single en-
semble and considerations of the known band-gap narrowing
effect in InGaAs suggest that the long wavelength region stems
from recombination in the doped regions of the disks while
the shorter wavelength stems from recombination in the un-
doped region. As a first approximation, this un-doped region
band-gap corresponds to a indium composition of 47% in the
intrinsic region.

In addition to electroluminescence, the InGaAs disk ensem-
bles were also shown to have potential as near-infrared (NIR) de-
tectors. Under NIR illumination with wavelengths correspond-
ing to energies smaller than the silicon bandgap energy, a dis-
tinct, reproducible photo current was observed. This photo cur-
rent was quite weak which is attributed to poor collection effi-
ciency and small device area.

These luminescent structures are intended as proof-of-
concept for monolithically integrated InGaAs-on-Si micro disk
light emitting diodes (LEDs). Further work is required to create
practical, efficient devices. It is suggested that wide band-gap
barrier layers are necessary to improve carrier confinement.
Furthermore, preliminary investigations of disk morphology
suggest that the addition of zinc by the use of dimethylz-
inc (DMZn) precursors has a significant effect on disk thickness.

If optimized, this technology can potentially bring mono-
lithically integrated light sources to silicon photonics as well as
provide the basis for low cost InGaAs NIR sensors due to the
lower substrate cost and the potential of monolithic integration

88
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of complementary metal-oxide-semiconductor (CMOS) circuitry
with InGaAs detectors and light sources.

Having established the possibility of monolithic InGaAs-on-
Si disk NIR LED, the challenge of designing a photonic crystal
cavity which will fit within the geometrical constraints of the
InGaAs-disks is approached by the introduction of a novel pho-
tonic crystal cavity. The cavity design is motivated by the limi-
tations imposed by the InGaAs-on-silicon disk’s geometry.

The design and optimization shows that for compact pho-
tonic crystal cavities in thin photonic slabs, both the out-of-
plane loss as well as the in-plane, boundary loss must be con-
sidered. To reduce the out-of-plane loss, a gentle confinement
method is applied and it is shown that it is effective even when
the area is strictly limited and that it can also be applied in a
quasi one-sided fashion. For reduction of the in-plane losses,
this investigation suggests that a classical Fabry-Pérot model of
the boundary region can give a first-order estimate of the op-
timum boundary width by minimizing Fabry-Pérot transmis-
sion. Thus for this photonic crystal cavity (PhCC) design, opti-
mization of Q-factor is a two dimensional problem on w4 and b
where the former is determines the line defect shape and the lat-
ter the boundary width. We conclude that it is not necessary to
perform exhaustive searches as Q(w4,b) appears smooth with
a maximum within the region of interest. In addition, w4 is
bounded and optimum b can be estimated by trivial calculation
making it a prime target for common optimization strategies.

For the case of an air-suspended PhCC with slab refractive
index nslab = 3.48, full three-dimensional (3D) finite-difference
time-domain simulations of the cavity yield a maximum Q-
factor of 75 100. For the more practical case of a cavity embed-
ded in glass with nclad = 1.45 peak Q-factor was found to be
5490.

One advantage of the developed optimization strategy is
that it provides wavelength predictability. That is, resonant
wavelength can be chosen during the design stage using only
the computationally, relatively cheap plane wave expansion
method. Comparison with full cavity simulations using finite-
difference time-domain show an error of only 0.5%

Although the simulations have considered the idealized
case of a uniform silicon disk, the presented method should
also be applicable to more realistic cases such as InGaAs disks
selectively grown on silicon. In addition, the optimization of
this cavity has contributed to the understanding of photonic
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crystal (PhC) when the area is limited, especially with regards
to the importance of the boundary region. Although in some
aspects the merits of this design does not compare favourably
to other PhCC, it should represent a useful contribution to the
zoo of PhCC designs. In the future it may enable the realization
of compact, high-Q lasers tightly integrated with silicon pho-
tonics for applications such as on-chip optical interconnects.

Successful demonstration of InGaAs-on-silicon micro-disk
NIR LEDs and the design of a compact, high-Q PhCCs tailored to
these disks promises a new, monolithic approach to on-silicon
light sources. Although significant device modelling, growth
optimization and process engineering is still required this re-
search is promising for ultimately realizing an on-silicon light
source that is compatible with both CMOS electronics and sili-
con photonics.

6.1 future work

This dissertation has answered two important questions with
regards to the possibility for integrating monolithic III/V light
sources with silicon photonics. First it has been shown that In-
GaAs on silicon can be made to exhibits electroluminescence
at wavelengths which are interesting for both optical sensing
and optical communication. It is also believed that the growth
technology is compatible with CMOS electronics.

Secondly, it has been shown that the constraints posed by
the limited area of the as-grown InGaAs disks do not present
an insurmountable challenge for fabricating advanced photonic
crystal cavitys. This is promising as it allows small mode vol-
umes and large Q-factors to be achieved.

However, this is far from sufficient in establishing InGaAs
as a clear candidate for monolithic on-silicon light sources. As
such, many questions are still unanswered and there are many
interesting questions remaining to be answered.

First of all, although electroluminescence (EL) has been
demonstrated, the device was not optimized and the efficiency
is unclear. One argument against the use of such InGaAs disks
is the fact that the device is a homo-junction device. Con-
ventionally, this is regarded as unsuitable for high efficiency
light generation due to a lack of carrier confinement. However,
careful electrode design combined with a PhC structure can
improve confinement as the electric field becomes highly inho-
mogeneous. Perhaps it could also be possible to insert layers
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of GaAs, In1−xGaxAlyAs1−y or In1−xGaxAlyP1−y compounds
with larger bandgaps to improve confinement. This is a prob-
lem which should be attacked both theoretically and from a
practical growth perspective.

There are two other issues conventionally associated with
homo-junctions and that is light confinement and re-absorption
of emitted light. In a conventional Fabry-Pérot ridge waveguide
laser geometry a heterostructure is usually required to confine
light to the active region as the refractive index contrast is sig-
nificantly larger than for homo-junctions. This is however not
an issue for PhCC lasers as the PhC structure provides confine-
ment. The second issue of re-absorption may be more signifi-
cant, but it depends on the overlap between the active region
and the mode distribution. Due to the flexible field tailoring of
PhCC this issue may reduced by ensuring a large mode overlap
with the active region. Quantifying this effect is an outstanding
issue.



A
FA B R I C AT I O N

a.1 growth template fabrication

Before micro selective-area growth (µSAG) can be performed,
the following procedure is used to to prepare the substrate for
growth:

1. oxidation of Si (111) wafer

2. e-beam lithography of growth pattern

3. pattern etching

4. substrate cleaning

a.1.1 Oxidation

To prepare the substrate for µSAG, first an oxide layer must be
formed. This is done at high temperature in a fused silica fur-
nace with either a (dry) O2 atmosphere or a (wet) O2+H2O at-
mosphere. According to the Deal-Grove model for oxidation,
the time t required to achieve an oxide thickness of Xo follows

t ∝ X2o. (53)

This is intuitive since as the oxide layer grows thicker it shields
the underlying silicon layer from reacting with the atmosphere.
Thus, the growth thickness is an important consideration as a
too thick layer would take a prohibitively long time to form.
Comparing wet and dry oxidation, wet oxidation is signifi-
cantly faster, but produces a worse Si/SiO2 than dry etching.
Oxide formed by wet oxidation is also more porous and than
that formed by dry oxidation. Both thick and thin oxide layers
have been used for the experiments here for which wet and dry
oxidation, respectively, has been employed. The dry and wet
oxidation conditions are listed in table 10. Dry oxidation for 1h
formed 80nm SiO2 layers while wet oxidation for 1h formed
1.2µm SiO2 layers was formed. The thickness variations are
attributed to gradients in temperature and atmospheric compo-
sition.
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Table 10: Oxidation settings

Wet Dry

Oxidation temperature 1050 ◦C

O2 flow rate [l h−1] 2.5 2.5

Hot-plate temperature 110 ◦C n.a.

a.1.2 E-beam lithography

Next, e-beam lithography is used to form a hexagonal pattern
of 1µm growth channels with a pitch of 10µm as illustrated in
fig. 9. The resist is applied, exposed and developed according
to the following recipe:

1. Spin on OEBR CAP positive e-beam resist

a) 5 s slope to 500 rpm

b) 5 s at 500 rpm

c) 5 s slope to 3000 rpm

d) 60 s at 3000 rpm

2. Spin on Espacer 300AX conductive polymer to prevent
charge accumulation

3. Pre-exposure bake for 2min at 110 ◦C

4. Exposure in EB-writer with 8µCcm−2 dosage

5. Rinse of Espacer 300AX in DI water

6. Post-exposure bake for 2min at 110 ◦C

7. Develop in 2.3% TMAH for 60 second

8. Rinse two times in DI water

9. Post-bake for 90 s at 110 ◦C

a.1.3 Etching

Next, the growth channels are etched. For thin oxide layers it is
sufficient to use wet etching in buffered hydrofluoric acid (BHF)
while for thicker layers anisotropic dry etching in inductively
coupled plasma reactive-ion etch (ICP-RIE) is required to achieve
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vertical growth channels. To avoid micro-trenching of the Si sur-
face, dry etching is terminated before etching through the SiO2

layers and the etching is finished off with BHF wet etching.
ICP-RIE was carried out on an L-201D-SLA system from

Anelva using an Ar/CHF3 gas mix. For etching of SiO2 the
system conditions were as listed in table 11.

Table 11: Etch condition for Anelva L-201D-SLA ICP-RIE

SiO2

Gas pressure 1.0 Pa

He flow rate 8.0 sccm (cooling)

Ar flow rate 5.0 sccm

CHF3 flow rate 5.0 sccm

RF power 60W

Bias power 25W

Ashing

Gas pressure 1.0 Pa

He flow rate 8.0 sccm (cooling)

O2 flow rate 10.0 sccm

RF power 200W

Bias power 0W

For wet etching, undiluted BHF63 was used giving an etch
rate of approximately 1.1nms−1.

a.2 growth template cleaning

Cleaning of the growth templates serves two purposes. To re-
move contaminants, especially organic, and to remove the thin
native oxide layer which forms on the surface of bare Si when
exposed to air.

1. 3min in acetone with ultrasonic excitation

2. Rinse in isopropyl alcohol (IPA) followed by DI

3. 10min in 3 : 1 H2SO4:H2O2 at 140 ◦C

4. Rinse twice in separate DI beakers

5. 10min rinse under running DI

6. 40 s in BHF diluted in water to 0.5%
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7. Double rinse in DI, keep in third DI beaker

8. Blow dry with N2 in direction avoiding contamination

After cleaning, the samples should be kept in a clean con-
tainer and placed in N2 atmosphere as soon as possible (i. e.
glove-box of MOCVD system.) This cleaning procedure should
in principle be performed as close as possible to growth to pre-
vent native oxide forming on the Si surface. In practice, it has
been successfully applied one day prior to growth.

a.3 ensemble diode processing

Fabrication of the diode ensembles followed the following out-
line of steps:

1. Isolation of ensembles and removal of polycrystalline
growths

2. Planarization by spin-on-glass (SOG)

3. Electrode fabrication by lift-off

a.3.1 Isolation of ensembles and removal of polycrystalline growth

1. Spin on AZ5214E negative photoresist.

a) 5 s at 500 rpm.

b) 5 s slope to 3000 rpm.

c) 60 s at 3000 rpm.

2. Pre-exposure bake for 60 s at 90 ◦C.

3. Expose isolation pattern for 3 s.

4. Inversion bake for 120 s at 120 ◦C.

5. Flood exposure of resist for 7 s.

6. Develop for 60 s in NMD-3 followed by two rinses in DI
water.

7. Etch back resist using ICP-RIE ashing recipe in table 11.

• Approximately 7.5min.

• Inspect using optical microscope and re-etch as nec-
essary.
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8. Wet etch in 1:15:30 (96%)H2SO4:(30%)H2O2:H2O for
2min.

• Inspect using optical microscope.

• If a significant number of polycrystalline islands re-
mains, then return to step 7 to further reduce the
resist thickness followed by further wet etching.

a.3.2 Planarization with SOG

1. Spin on OCD T12 SOG

a) 5 s slope to 2000 rpm

b) 30 s at 2000 rpm

2. Bake for 2min at 80 ◦C on hot-plate

3. Bake for 2min at 200 ◦C on hot-plate

4. Repeat the preceding three steps two more times to form
three layers of SOG.

5. Cure for 30min at 300 ◦C in N2 atmosphere.

6. Etch back SiO2 cover to expose top of islands.

a) Use Anelva L-201D-SLA ICP-RIE with SiO2 conditions
in table 11.

b) Etch for 15min

c) Inspect using optical microscopy and continue etch-
ing if required.

• Reflection from the islands increases signifi-
cantly when all SOG has been removed.

a.3.3 Lift-off metallization

1. Spin on AZ5214E negative photoresist.

a) 5 s at 500 rpm.

b) 5 s slope to 3000 rpm.

c) 60 s at 3000 rpm.

2. Pre-exposure bake for 60 s at 90 ◦C.

3. Expose isolation pattern for 3 s.
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4. Inversion bake for 120 s at 120 ◦C.

5. Flood exposure of resist for 7 s.

6. Develop for 60 s in NMD-3 followed by two rinses in DI
water.

7. Mount sample in Ulvac electron beam (EB) evaporator

8. Evaporate 10nm/15nm/80nm/300nm of Pt/Ti/Pt/Au.

9. Place sample in Aceton for several hours.

10. For improved liftoff use 1min in ultrasonic bath at room
temperature.

11. After all gold covered resist has been stripped away, rinse
two times in IPA

12. Cover sample with Microprosit S1800 resist for protection.

• Conditions non-critical

13. Mount sample upside down in thermal evaporator.

14. Evaporate 300nm of aluminium on the n-Si backside

15. Clean off protective resist from sample top-side

After these steps, the sample can be mounted on copper
plates using conductive silver paste and contacted using micro
probes. They can also be wire bonded if care is taken, but for
such purposes a thicker gold layer is recommended.
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