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Abstract

The main goal of fluorescence molecular tomography (FMT) is to recover the

depth, size, and three-dimensional (3D) distribution of fluorophores in tissue from

fluorescent signals measured on the tissue surface. FMT commonly works with

fluorophore-loaded imaging agents that ideally only accumulate in diseased (or tar-

geted) tissue. Preclinically, it has already been used in drug development. Clinically,

it shows great potential in disease diagnosis, tumor staging, surgery margin and

other applications. Epi-fluorescence molecular tomography works in epi-illumination

geometry, which is clinically more practical than other geometries. Currently, the

limitations of epi-fluorescence molecular tomography include but are not limited

to inaccuracy in resolving depth, the ill-conditioned nature 1 of the optical inverse

problem 2, and high computational cost.

To overcome the above limitations,

• a depth perturbation concept to estimate the depth and central location of

fluorophore(s) inside tissue is proposed;

• the estimated fluorophore central location is then utilized as a new constraint

during the reconstruction of 3D fluorophore distribution to ensure unbiased

results;

• a piecewise spatially varying regularization method that achieves better estima-

1The solution is non-unique and vulnerable to measurement noise
2Reconstruction of fluorophore distribution from measured fluorescent signals
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tion accuracy of fluorophore size compared with the conventional reconstruc-

tion method is proposed;

• In additional, potential issues that occur when the proposed methods are ap-

plied to biological tissues are discussed and quantitatively evaluated.

The proposed concepts are verified and evaluated by numerical simulations,

phantom experiments, and ex vivo experiments using a custom-built epi-fluorescence

tomography system. According to the results of the study, the proposed methods were

successful in localizing fluorophore and estimating fluorophore size with relatively

short computation time. I expect that the concepts and methods discussed in this

thesis will extend the application scope of FMT in the near future.
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1 Introduction

This chapter is organized as follows. Initially, a brief review of molecular imaging

focusing on potential medical applications and various imaging modalities is provided.

Thereafter, the development and principles of fluorescence molecular tomography

(FMT) are introduced. The merits and demerits of FMT are compared with other

optical volumetric tissue imaging modalities. Finally, the reason for focusing on

epi-fluorescence molecular tomography (EFMT) is explained.
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Chapter 1. Introduction

1.1 Molecular Imaging

Molecular imaging is defined as noninvasive visualization of biochemical events

at cellular or molecular level within living cells, tissues and even human body[62, 159,

160]. It greatly broadens the way clinicians and researchers observe and track complex

biomedical processes involved in physiology and diseases. In addition, it shows bright

promise for diagnostics, therapy monitoring, and drug discovery and development

[62].

Since its infancy, molecular imaging has been strongly tied to nuclear medicine[166].

An 18F labeled imaging agent [18F]-2-fluoro-2-deoxy-glucose ([18F]FDG) was first syn-

thesized In 1978. The agent was synthesized from glucose by replacing the 2-carbon

hydroxyl group of glucose with a radioactive fluorine atom (18F)[58]. Nuclear Imaging

(i.e. positron emission tomography[40]) with [18F]FDG is thought to reflect the glu-

cose transporter activity of cells [56]. Due to stronger metabolic demands of cancer

cells, glucose uptake is usually significantly higher than that of health cells. Conse-

quently [18F]FDG can serve as an effective marker for tumors [62]. However, the use

of ionizing radiation and the high cost of nuclear imaging equipment restricts clinical

applications of nuclear molecular imaging to a certain degree.

Fortunately, the idea of utilizing a targeting element to trace specific biochemical

processes in living subjects has been generalized to many fields. A huge number of

imaging agents, based on fluorescent dyes, microbubbles, gadolinium chelates, iron

oxide nanoparticles, and X-ray absorbing nanoparticles, have been synthesized (Sec.

1.2). Such imaging agents are used in various imaging modalities, including but not

limited to single photon emission tomography (SPECT), magnetic resonance imaging

(MRI), ultrasound (US), computed tomography (CT), and optical imaging (Sec 1.3).

Applications of molecular imaging have also expanded from diagnosis to surgery,and
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from cancer [2] to cardiovascular [19, 128], neuroscience[46], and even highly novel

field such as gene therapy [65].

1.1.1 Molecular Imaging in Diagnosis

Diseases (e.g., cancer) always involve the alteration of numerous surface cell

receptors, sustained angiogenesis, alterations in signaling pathways, vascular recruit-

ment, hypoxia, metastasis, and other phenomena [62, 100]. Moreover, biochemical

changes at a cellular level always occur much earlier than morphological changes at

a tissue level. By examining these cellular functional properties, molecular imaging

can detect carcinogenesis at an early stage [56]. Early detection of cancer is extremely

crucial because successful therapeutic outcomes are directly related to the stage at

which the disease is detected. According to clinical data, the five-year survival rate

for non-small cell lung cancer patients is 60–80% for stage I detection and 40–50% for

stage II detection[134], whereas the two-year survival rate for patients whose cancers

are detected at stage III is less than 20% [133], while 2-year survival rate for patients of

stage III is less than 20%[129]. Currently, numerous cancer-related agents are under

development [172]. They show great promise in early identification of cancerous

tissue and increasing patient survival rates.

Furthermore, biological information provided by molecular imaging can be a

good complement to anatomical imaging techniques such as CT and MRI. Molecular

imaging is applied in the cardiovascular field. Cardiovascular researchers use imaging

agents to identify and assess the stage of vulnerable plaque [30], which is a common

cause of myocardial infarction and sudden cardiac death [99]. Typically, a reduced

vessel lumen is considered an indication of plaque deposition. However, for some

patients, morphological variations are not noticeable prior to the occurrence of a
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cardiac event [62]. To solve this problem, Kietselaer, Bas LJH, et.al. synthesized a

99mTc-labeled SPECT agent to image caps, which are considered as mature plaque

[67]. Laitinen, et. al, have synthesized 18F-galacto-RGD , a nuclear marker for PET

imaging of vascular inflammation—a sign of the middle stage of plaque formation [74].

The combination of biological and morphological information will help cardiovascular

patients in the process of risk management and can potentially prevent the occurrence

of sudden cardiac events.

1.1.2 Molecular Imaging in Surgery

Intraoperative guidance is another crucial application of molecular imaging. Over

the last several decades, minimally invasive surgery has been a popular alternative

to conventional surgery. Further, minimally invasive surgery aims to resect diseased

tissues completely while avoiding as much as possible damage to normal tissues.

The current standard in differentiating diseased tissue from normal tissue relies on

tissue color and texture under white light. However, its effect is limited, especially for

diseased regions that are located at subsurface or deeper layers. Molecular imaging,

especially optical molecular imaging, is a highly attractive potential alterna¬tive.

Based on the concentration difference of fluorescent (or bioluminescent) molecules

in diseased cells and normal cells, optical molecular imaging can provide an intrinsic

contrast. The fluorescent molecule can be endogenous, i.e., bi¬ological structures

such as mitochondria and lysosomes [105]; or exogenous, i.e., provided by fluorescent

dyes such as Indocyanine green (ICG)[1] and 5-aminolevulinic acid (5-ALA)[126].

Owing to highly advanced contemporary optical techniques, a fluorescent contrast

can be provided in real time with high resolution (in the order of 10 µm) and can be

integrated with white light images. More specifically, surgery related applications of

molecular imaging are as follows.
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• Surgery margin. “Surgery margin” refers to the determination of the border of

region to be removed surgically. Traditionally, the surgery margin is determined

by an intraoperative biopsy, which extends operation time and whose result

relies on the quality of the sample [56]. In cancer surgery 5-ALA, an imaging

agent leading to the accumulation of porphyrins in malignant gliomas[139], has

shown potential. Leblond et al. proved that a surgeon can remove a tumor more

accurately with the assistance of 5-ALA illumination [80]. A previous research

in our lab resulted in the successful development of an integrated diagnosis

and therapeutic system for precision malignant resection of gliomas with the

guidance of 5-ALA [4, 84, 85]. compared with the white light condition, a tumor

is detected more easily in the 5-ALA-induced fluorescent image. Consequently,

the surgery margin can be more accurate and efficient. However, note that

due to the high scattering property of biological tissue, the fluorescent area is

typically larger than the actual size of the tumor. In addition, this effect will be

amplified when the tumor is located deep within tissue. This is the primary

underlying motivation of FMT, as is discussed in Sec. 1.4.

• Visualization of important structure. Besides the removal of the entirety of

a diseased region, it is extremely crucial to preserve healthy tissue while per-

forming a surgery. Specifically, it is especially important to avoid hurting im-

portant structures, such as vessels, nerves, and functional areas in the brain.

Nguyen’s group has been working on enhancing visualization of facial nerve dur-

ing surgery in mice [168, 162]. Using fluorescent dye Cy5-NP41, a nerve branch

as small as ∼ 50µm can be easily observed[56]. ICG, an established clinical

fluorescent probe that binds tightly to plasma proteins [150], has been widely

used to make tiny vessels more visible, for instance in retinal angiography since

the 1970s [37]. Enhanced visualization of important structures by molecular
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imaging can potentially help surgeons optimize surgical approaches.

• Theranostics. Theranostics is a combination of therapeutics and diagnostics

[63]. Molecular imaging is becoming increasingly involved in this emerging

field. For example, several agents that are dual-labeled with a magnetic sub-

stance and a fluorescent dye have been reported [112, 172, 72]. These agents

allow both preoperative MRI and intraoperative guidance by optical imaging.

Furthermore, postoperative imaging using the same agent can help surgeons

evaluate therapeutic effects and determine the necessity of further therapy.

In summary, molecular imaging supports clinical stag¬ing, pre-surgical plan-

ning, and intraoperative guidance, and promises improved therapeutic outcomes for

patients.

1.1.3 Preclinical Molecular Imaging

Here “preclinical” refers to the development of drugs and the investigation of

com¬plex biological processes. Generally, researchers in this field perform numerous

experiments on animals and obtain samples such as the cells, tissues, or organs of

interest; then, they fix them and then finally perform an in vitro analysis. In contrast,

molecular imaging has the following advantages [62] in

• Molecular imaging allows in situ observation of cells, tissue, and organs in their

original environment. It can eliminate the need for sample preparation and

avoids changes in physiological conditions. Consequently, research veracity is

ensured.

• Molecular imaging allows continuous analysis in real time. The entire process

rather than a static frame of a biological event can be scrutinized.
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• • Molecular imaging allows repeated tests using only a single animal without

causing physical harm, thereby reducing economic costs and mitigating ethical

considerations.

In summary, the low invasive nature of molecular imaging makes it an excellent

tool in pharmacy and biology research. For more details on its application on a

preclinical level, see [79].

1.2 Imaging Agent

The main goal of a molecular imaging agent is to bind to (or interacting with)

a cellular level target and then to feed back to an imaging device. Ideally, an agent

should meet the following requirements[62]:

• High selectivity for the target of interest;

• Rapid binding to (or interacting with) the target;

• Low toxicity (especially for potential agents in clinical use)

• Sufficient signal intensity for the respective imaging equipment

• Synthesis of the agent should be efficient in terms of both time and cost

Although agents can be constructed on the basis of various chemical structures,

such as small molecules, peptides, aptamers, antibodies, and nanoparticles, an imag-

ing agent typically comprises a targeting component and a signaling component. The

former is designed to be specific to some characteristics of the target of interest while

the latter is traceable by the respective imaging modality.
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1.2.1 Targeting Component

Diversity exists among the targeting methods of imaging agents. Agents that are

not specific for a given cell type or biochemical event but make use of functional char-

acteristics are classified as “nonspecific.” For instance, the aforementioned [18F]FDG

agent is transported into cells just like glucose. However, unlike glucose, the [18F]FDG

agent agent does not have a 2-carbon hydroxyl group (replaced by 18F), thus the agent

is not consumed in further metabolism. Consequently, [18F]FDG accumulates in

cells [58]. Some ultrasonic agents make use of augmented permeability of tumor

vasculature [91] compared with a normal tissue. They cross the leaky vasculature of a

tumor to enter in cancer cells, but do not interact healthy cells [76].

On the other hand, an agent designed for a certain target is called as a "specific"

agent. For instance, Babich’s group developed radio-labeled small molecules (123I-

MIP-1072 and 123I-MIP-1095) for binding to a prostate-specific membrane antigen

which is a molecular marker for prostate cancer[92, 7]. Basically, a specific agent is

more effective than a nonspecific agent, because the targeted functional character-

istics may not always be reliable and unique. Of course, an intrinsic limitation of

specific agents is their restricted application to only the designated target.

1.2.2 Signaling Component

According to the signaling strategy, imaging agents can also be classified as

"continuous" and "activatable". Continuous agents, such as all radionuclide agents,

are always active and signaling. Consequently, it is difficult to distinguish bound and

unbound agents. In contrast, activatable agents only produce signals under given

conditions, such as under for specific PH levels[70], or the presence of enzymes [123].

Compared with continuous agents, activatable agents provide lower background
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levels and thus stronger imaging contrasts.

The design and selection of a signal component must meet the characteristics

of its respective imaging modality. Some molecular modalities and their common

imaging agents are listed in Tab. 1.1 (for further discussion, see Sec. 1.3).

Table 1.1: Molecular Imaging Modality and Respective Agents [56]

Imaging Modality Imaging Agents

PET/SPECT Radionuclide
CT Iodinated molecule
MRI Gadolinium chelate

Super Iron oxide nanoparticles
Ultrasound Microbubble
Fluorescent Imaging Fluorescent dyes

Fluorescence inducing agents

1.3 Imaging Modality

In this section, a brief introduction of the principles, strengths, weak¬nesses,

and clinical outlooks of representative molecular imaging modalities is provided.

1.3.1 Positron Emission Tomography

Positron Emission Tomography (PET) uses positrons released from the radioac-

tive decay of a nuclear imaging agent. After encountering an electron in the surround-

ing tissue, a new positron produces two photons that travel in opposite direction

within a body. The two photons are of high energy (511keV) and extremely short

wavelength (i.e. in the gamma ray region)[134]. A PET scanner, usually in the form

of a ring, is used to collect these photons (Fig.1.1(b)). Imaging agents for PET are all

radionuclide related. The most common radionuclide agent is the aforementioned

[18F]FDG, which provides information about glucose metabolism and is widely used
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Figure 1.1: Positron Emission Tomography: (A) Outward Appearance of PET; (B)
Imaging Principle; (C) PET images on human brain. [164]

in brain function monitoring (Fig. 1.1(c)) and cancer staging [15, 90].

The main strengths of PET include extremely high sensitivity and nearly limitless

penetration depth [62], owing to the high energy of the emitted photons. On the

other hand, exposure to radiation is its intrinsic limitation. Moreover, the necessity

for a cyclotron which is used to synthesize nuclear agents, renders PET systems

very expensive. In addition, its spatial resolution is relatively low (5–7 mm for a

common clinical setting) [127]. Nevertheless, PET is still seen as the gold standard for

clinical molecular imaging because of its molecular imaging history (dating back to

the 1970s) and the large number of nuclear agents that have been approved for its
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Figure 1.2: Computed Tomography: (a) outward appearance of CT; (b) CT image of
eosinophilic gastroenteritis. [148]

clinical use[134].

1.3.2 Computed Tomography

Computed Tomography (CT) provides 3D tomographic images based on the X-

ray attenuation differences of tissues [71]. An X-ray fan beam emerges from the source,

passes through the subject, and is finally collected by a large number of detectors

arranged in a fan shape. The differences in X-ray attenuations reflect the properties

of tissue and are employed to reconstruct the anatomical images of the target(Fig.

1.2(c)).

Although CT has been one of the most used clinical imaging tools, its applica¬tion

in molecular imaging is still in the early stage because a large dosage of iodinate

molecules (common CT contrast agents) must be injected to alter the X-ray atten-

uation of a target. However, several groups have recently been working on gold

nanoparticles, which can increase X-ray attenuation notably[83]. For example, Jon’s

group has functionalized gold nanoparticles with a prostate-specific membrane anti-

gen RNA aptamer to target prostate cancer cells [68]. The inherent strengths of CT in
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Figure 1.3: Magnetic Resonance Imaging: (a) outer appearance of MRI; (b) MRI image
showing brain metastasis in the right cerebral hemisphere[148].

molecular imaging are high acquisition speed, good spatial resolution, and limitless

penetration depth, whereas its primary weaknesses are exposure to X-rays and a

shortage of imaging agents.

1.3.3 Magnetic Resonance Imaging

The phenomenon by which nuclear particles constantly spin around their axes

and generate small magnetic fields on the application of an external field is the basis

of MRI. Moreover, atomic nuclei have unique spin characteristics and magnetic prop-

erties. When an external magnetic field is applied, the spin axis aligns in a direction

either parallel or anti-parallel to the external field. The magnetic resonance signal

originates from the net difference between the field generated by the nucleus aligning

itself parallel to the external field and the one generated by the nucleus aligning itself

antiparallel to the external field. This difference1 is extremely small, typically in the

order of one millionth 1. Consequently, poor sensitivity and a weak signal are the key

issues in MRI [62, 101].

In an MRI scanner, a static magnetic field is employed to align the spin axes

1In a 1.5 T external magnetic field at 37°C
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of atoms (usually 1H in water) within the subject. Then, a radiofrequency pulse is

applied to temporally vary the orientation of the axes. After the application of the

pulse, the orientation reverts via a process that includes two forms of relaxations,

i.e., longitudinal (T1) relaxation and transverse (T2) relaxation. The relaxation times

(either T1 or T2) are affected by the physiochemical environment (i.e., the surrounding

tissue). For example, T1 time of 1H in water is longer than that in fat. Therefore, the

relaxation times can in turn provide a contrast among different anatomical structures

or pathologies [56, 101].

In molecular imaging, some MRI contrast agents are used as the signal compo-

nent. Paramagnetic gadolinium chelate [123] is the most widely used for T1 weighted

images 2, whereas super paramagnetic iron oxide nanoparticles [59] for T2 weighted

images. These contrast agents are then functionalized with some specific targeting

elements to detect cancer cells [49], endothelial vascular adhesion molecules [66]

etc. The inherent advantages of MRI are high spatial resolution (1 mm in clinical

application), limitless penetration depth, and most importantly no radiation. The

disadvantages are poor sensitivity and relatively long acquisition time, both of which

result from the weakness of the MR signal [62].

1.3.4 Ultrasound

US imaging detects sound waves reflected by different tissue inter¬faces within

the body. Within an US equipment, a transducer is used to send sound waves into

the body, which are then reflected gradually at tissue interfaces and returned to the

transducer. The time of flight as well as the amplitude and frequency of the reflected

sound wave are recorded to construct US images. Since the reflectance of sound waves

2a image showing the differences in the T1 relaxation time
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Figure 1.4: Ultrasound: (a) outer appearance of Ultrasound (US) machine [148]; (b)
US image of the internal jugular vein measurement of a normal male.

depends on the density and compressibility of tissue [42], US imaging can provide

internal morphological information of about subject [122].

A microbubble is the basis of most molecular imaging agents for US imaging.

It has a gas core of several micrometers and can enhance the reflectance of sound

waves by several orders [29]. The microbubble is typically coated with a targeting

component which is selected on the basis of the properties of the target [76]. Owing

to its large size, a microbubble cannot easily exit the vessel system. Consequently, its

application primarily focuses on imaging angiogenesis, which is believed to be an

indicator of carcinogenesis [10]. However, in some types of tumors, the permeability

of vessels may be enhanced, thereby allowing the microbubble agents to move into

the targets [91].

The advantages of US imaging include high cost-effectiveness, fast data acquisi-

tion, and no exposure to radiation. Compared to PET, MRI, and CT, US equipment is
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small and portable; thus, it is commonly available during surgery. Its primary limita-

tions are relatively short penetration depth3 as compared with other techniques, and

a limited number of imaging agents.

1.3.5 Fluorescent Imaging

Typically, fluorescent imaging involves fluorescent dye, an excitation source,

optical detector, and optical filter. There is a long list of fluorescent agents including

5-ALA[139], ICG [174], the Cyanine series [106], quantum dots [153], Alexa dye series

[115], fluorescent proteins [22] and endogenous fluorophore such as nicotinamide

adenine dinucleotide phosphate (NADPH)[48]. In the process of fluorescence, the

agents absorb photons from an excitation source and fluoresce (emit) photons with

longer wavelengths. Common excitation source includes lasers, light-emitting diodes,

and lamps. An optical detector collects photons traveling back (or through) the subject.

Charge-coupled device (CCD) cameras, photomultiplier tubes (PMT), and avalanche

photodiodes (APD) are typical optical detectors. An optical filter is always set before

the detector for filtering the excitation light.

The emergence of fluorescent imaging has enabled low-invasive, repetitive, and

real-time observation of living cells, tissue samples, organs, and even the entire body

(of small animals). In clinical applications, it has been used for tumor diagnosis

[69], determination of the surgery margin [140], and removal of residual tumors [55].

Preclinically, owing to its low cost, fluorescent imaging serves as a tool to evaluate

molecular imaging agents before the agents are moved to other expensive modalities,

such as MRI [62]. High scattering and absorption of photons by the biological tissues is

3There is a trade-off between the spatial resolution and penetration depth of US. Using high frequency
sound waves, US can realize high spatial resolution at the cost of penetration depth owing to the strong
attenuation of high frequency sound waves within tissue, whereas low frequency waves are modestly
attenuated by tissue but lead to decreased resolution.
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Figure 1.5: Fluorescent Imaging: (a) surgery with a NIR fluorescence imaging system
[96]; (b) a cardiovascular fluorescence image captured using ICG[3].

the primary limitation of fluorescent imaging. Scattering leads to a blurred fluorescent

image, and the resolution decreases with increasing tissue depth [79]. Cytochromes,

hemoglobin, and water within a body contribute to photon absorption. Since the

absorption of hemoglobin in the near infrared (NIR) wavelength band 4 is the lowest,

the use of an NIR fluo¬rescent dye can yield a greater penetration depth [134]. Even

though, the effective penetration region is approximately 1 cm, which limits the

clinical applications of fluorescent imaging to environments where depth is not an

issue.

Nevertheless, fluorescent imaging still has great clinical potential owing to real-

time acquisition, portable nature, and low cost. Its potential applications include

skin cancer staging [39], breast imaging [134, 146], endoscopy [158], and cranial

surgery [140] etc. Another strength of fluorescent imaging is its multiplexing ability.

Specifically, more than one biochemical events can be monitored simultaneously by

using multiple fluorescent dyes, which emit light of different wavelengths. This ability

is not available in the modalities discussed previously.

4Wavelength in the range around 800–1000 nm
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1.3.6 Others Molecular Imaging Modalities

The aforementioned modalities are representative in their respective physical

categories. Some other techniques such as single photon emission tomography

(SPECT)[38], optical bioluminescence imaging [88] are also applied in the field of

molecular imaging . However, the scope of this thesis does not allow an explicit intro-

duction to all of them. For a description and comparison of these modalities, see Ref.

[62].

1.3.7 Sub-conclusion

The characteristics of the aforementioned modalities are summarized in Table

1.2.

The large-scale modalities (PET, CT, and MRI) are good for whole-body imaging

owing to their limitless penetration depth, which enables a wide range of applications

in diagnosis. However, their large size, radiation (PET and CT), and long acquisition

times (CT and MRI) obstruct intraoperative use. On the other hand, the limited

penetration depth of US and fluorescent imaging only works well for superficial tissues.

Consequently, their preoperative applications are restricted. In contrast, because of

their real-time acquisition, good safety, and portability, they can be used during

surgery for repetitive and low invasive detection of diseased foci. For fluorescent

imaging, the availability of a greater number of targeted fluorescent dyes allows

intraoperative use and diagnostic application for exterior tissues, such as skin and

breast tissues. Moreover, if the effect of tissue attenuation in fluorescent imaging can

be alleviated, fluorescent imaging can achieve better spatial resolution and greater

penetration depth as well as restoration of the distribution of fluorescent dyes, which

is the motivation for FMT.
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1.4. Fluorescence Molecular Tomography

1.4 Fluorescence Molecular Tomography

The main goal of FMT is recovery of the depth, size, and 3D distribution of

fluorophores inside tissue from blurred fluorescent signals obtained from the tissue

surface. The principle of FMT relies on the incorporation of a photon propagation

model and a more delicate system design compared to conventional fluorescent

imaging.

1.4.1 Photon Propagation Model

Typically, photon propagation is modeled on the basis of diffusion theory. It

is simplified from the radiative transfer equation5 on the basis of the assumption

that photon radiance is nearly isotropic [157], based on the assumption that photon

radiance is nearly isotropic[157, 60]. The diffusion equation can be expressed as

∂Φ(~r , t )

c∂t
+µaΦ(~r , t )−∇· [D∇Φ(~r , t )] = S(~r , t ) (1.1)

whereΦ denotes fluence rate5, c denotes the speed of light, t denotes time, µa denotes

the absorption coefficient of the medium, and S(~r , t) denotes the light source. The

constant D is the diffusion coefficient, which is defined as

D = 1

3(µa +µ′
s)

(1.2)

where µ′
s is the reduced scattering coefficient of the medium. For a time-independent

light source, a simpler version of Eq. 1.1 is expressed as

µaΦ(~r )−∇· [D∇Φ(~r )] = S(~r ) (1.3)

5Energy flow per unit area per unit time
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In the field of FMT, researchers typically solve these equations at least two times:

once for the fluence rate distribution of excitation light within the medium and once

to calculate the fluorescence radiation intensity being emitted from the surface of

the medium. Solving the equations may involve the finite element method (FEM),

especially when µa or D is space variant. For details in solving the diffusion equation,

see [132].

An alternative method in modeling photon propagation is Monte Carlo simula-

tion. In the simulation, a huge number of photons 6 are subsequently launched off.

Their trajectories within medium are considered as random walks. The scattering

angle and step size of each step are sampled randomly from their probabilistic distri-

bution which are affected by optical properties of the medium as well as boundary

conditions. In each step, the direction of each step depends on the scattering angle

and the direction of the previous step. After tracking and recording the trajectories of

sufficient number of photons, physical quantities concerning photon propagation

can be estimated [155, 157].

The diffusion equation and the Monte Carlo method have distinct advantages and

disadvantages. The selection of either method depends on the application. Generally,

the Monte Carlo method provides better accuracy with high computational cost

because it must track a large number of photons. In contrast, solving the diffusion

equation with the FEM is much more computationally efficient but is less accurate

[157], because the diffusion assumption does not hold in the boundary or the region

close to light source7.

6Usually greater than the order of 105

7In biological tissue, the region is typically of approximately 1-mm radius
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1.4. Fluorescence Molecular Tomography

1.4.2 Common System Designs

There have been many recent attempts to develop FMT systems. Their design

and considerations vary greatly to meet various preclinical and clinical needs. This

subsection describes common types of FMT in terms of geometry, signal domain,

incident mode, and detection mode, and discusses their strengths and weaknesses.

Geometry

Typically, an FMT system would possess either an epi-illumination geometry or a

trans-illumination geometry. In the epi-illumination geometry, the light source and

the detector are placed on the same side, whereas in the trans-illumination geometry,

they are placed on opposite sides. For some certain cylindrical subjects (e.g., the entire

body of a rat), the detectors and sources can be configured to surround the subject

(circular geometry), which is actually a combination of epi- and trans-illumination

geometry.

The main strength of a trans-illumination geometry is that the tissue region

of interest (ROI) is sampled entirely because light passes through it [108], whereas

whereas the information obtained by an epi-illumination geometry is surface weighted

8 [79]. This explains why research with small animals or ex vivo samples has typically

used transmission geometry or circular geometry. However, owing to the limited

optical penetration depth, trans-illumination is not available for large animals [12].

Similarly, it is impractical to insert a detector (e.g., optical fiber) into the human body;

thus, clinical application of trans-illumination is effectively limited to breast imaging

[23] wherein optical attenuation is relatively weak [151].

8The collected fluorescence signals mainly emit from the superficial region
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As an alternative, FMT with reflectance geometry where the light source and

detector are placed on the same side shows a greater clinical promise. First, it is avail-

able for some exterior organs, such as skin and the mouth. Second, during brain and

thoracic surgeries, a reflectance geometry system can function without obstruction

from the skull and chest; thus, penetration depth can be somewhat extended. Since all

detectors and sources are placed on the same side as the observing doctor, only a few

additional steps are required to set them up 9. Finally, FMT with reflectance geometry

shares the same illumination methods as endoscopy and microscopy, which makes it

possible to integrate such methods. This will greatly extend its potential applications

for imaging the colon and esophagus, whose wall thicknesses are normally less than 1

cm. [163, 170]

Signal Domain

In the field of FMT, common signal domains include the continuous wave (CW)

domain, the time domain (TD) and the frequency domain (FD) [109].

The CW domain utilizes a light source that outputs constantly and continuously.

The devices required for this method are simple and relatively inexpensive compared

with other techniques. For instance, a laser diode, a CCD camera and an optical

filter can fulfill the minimal requirements of this method. This method also has good

potential to provide excellent signal to noise ratio (SNR), because fluorophore is con-

tinuously excited and emits fluorescent signal. The primary weakness of the CW

method is the inability to image fluorescence lifetime [109, 28], a valuable tool in ex-

ploring tissue bio-chemical status [79], which is helpful in differentiating fluorophore

type in multiplexed images.

9Such as attaching optical fibers to the opposite side of an organ
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1.4. Fluorescence Molecular Tomography

The TD method uses ultrafast photon pulses (10 fs to 100 ps [108]). The time of

flight of the fluorescent photons to the tissue boundary reveals information about

fluorophore depth and lifetime. By using early arrival photons, i.e., unscattered

photons, theTD method can alleviate the effects of tissue scattering in optical imaging

and improve resolution. A TD system typically involves a Ti:Sapphire laser and a high

speed imager [20, 147], both of which are extremely complex and expensive. Moreover,

because of the ultrafast switching and pulsing nature of the light source, the resultant

signal is nosier and weaker than that obtained with the CW method [109].

In the FD method , the incident intensity of light source is modulated at a fre-

quency of 100–1000 MHz[108]. Consequently, the excited fluorescent intensity vi-

brates at the same frequency. In addition, the fluorescence acts as a photon wave

passing through the tissue. Since the phase shift of a wave depends on its pass length,

the fluorophore location can thus be retrieved from measurements of the phase shift

of the wavefront on the tissue boundary. Similar to the TD system, an FD system

requires more complex equipment than the CW method, such as a frequency modu-

lating light source [43]. It is also less robust because of the high frequency nature of

the FD fluorescent signal [109].

To summarize, each method has its own distinct strengths and weaknesses. The

CW method is simple, robust, and inexpensive but unable to offer information other

than fluorescence intensity. The TD and FD methods can provide better spatial

resolution and information concerning fluorophore lifetime at the cost of significantly

increased complexity.
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Incident Mode

Common incident modes of excitation light include broad illumination and

point illumination . The former uses a broad light beam; thus, it can illuminate a

large tissue area (several cm2). In contrast, the latter focuses excitation light to a local

region (∼ 1 mm2); thus, it must sample a given tissue region multiple times. Although

time consuming, the point illumination mode is more common in the field of FMT.

Compared to the broad illumination mode, its strengths include the following.

1. Point illumination can focus excitation power on a very limited area, resulting in

a high energetic fluorescent signal when a fluorophore exists near the incident

point.

2. Point illumination can potentially improve spatial resolution because the ex-

citation light intensity over a volume close to the incident point is notably

enhanced. Consequently, each incident position provides a locally emphasized

image rather than a globally averaged image of broad illumination.

In my opinion, a hybrid illumination that combines point and broad illumina-

tion is better for epi-fluorescence tomography. One can first apply broad illumination

to obtain the rough horizontal location of fluorophore inside tissue, and then apply

fine 2D point illumination around the rough horizontal location. Such a method can

reduce time cost, which is the primary weakness of point illumination.

There are two methods to realize point illumination, raster scan of a collimated

beam, and an array of optical fiber together with an optical switch. The former

typically requires motorized stages or a set of galvo mirrors. Since the speed, step

size and range of the scan (either with stages or galvo mirrors) can be arranged by

programming, the former is also more flexible than the latter. On the other hand,
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1.4. Fluorescence Molecular Tomography

the main disadvantages of raster scan include mechanical vibration 10 and increased

measurement time 11. In contrast, the key problems of the fiber array mode include

inflexibility and difficulty in arranging a very dense array.

Detection Mode

As mentioned before, CCD cameras, photomultiplier tubes (PMT), and avalanche

photodiode (APD) are typical optical detectors used in fluorescent imaging. CCD

cameras can offer detection over an entire region of interest (ROI), whereas the latter

two are typically arranged in a detector array to collect light from some isolated

detection positions. Apparently, the detection of the entire region ensures more

complete and abundant fluorescent information than isolated point detection. Some

research has asserted that CCD detection results in too many sample points, which

increases computational cost in the subsequent reconstruction of the fluorophore

biodistribution [53]. However, this issue can be solved easily by selecting a ROI on the

CCD images and binning several pixels into a single virtual detector.

The main strength of isolated point detection is that the gain of each PMT or

APD can be tuned independently according to the expected signal intensity at its

respective detection position. For instance, the gain of a detector corresponding to a

point far away from the incident point can be set to a larger value than that of a point

closer to the incident point to ensure that the dynamic range of a PMT or APD is used

effectively [53]. Its weaknesses include shortage of fluorescent data and additional

complexity of the optical system.

10Optics is sensitive to mechanical vibration
11Time for the mechanical motion should be taken into consideration, especially for a system using

stages
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1.5 Other Optical Volumetric Imaging Technologies

On the basis of the contrast provided by the fluorescent imaging agents, FMT re-

alizes 3D imaging within a tissue. Fluorescent imaging agents always bind to chemical

substances or biological processes in tissue; thus, FMT results reflect the biochemi-

cal information of the investigated tissue. Besides fluorescent contrast, other tissue

optical properties, such as optical absorption and internal reflectivity, can be used

for bio-optic imaging. In this section, with the exception of FMT, two representative

optical volumetric tissue imaging technologies are briefly introduced and compared

with FMT.

1.5.1 Photo Acoustic Tomography

The photo-acoustic effect is the basis of Photo Acoustic Tomography (PAT) [171,

136]. Optical absorption by tissue leads to a local temperature rise which induces

pressure jump and then ultrasonic waves [156]. The amplitude of these ultrasonic

waves is proportional to the energy of the absorbed light. Furthermore, the detected

temporal acoustic signal (i.e., the time that the ultrasonic wave passes through tissue)

can indicate the depth of signal source because the speed of ultrasonic wave within

tissue has been well determined and acoustic scattering in tissue is extremely low 12.

Therefore, PAT images can present a volumetric distribution of optical absorbers in

tissues, such as hemoglobin, DNA/RNA, and melanin. A typical PAT system includes a

pulse laser (the light source), an acoustic transducer, and optical and acoustic lenses.

Further, PAT is most commonly used in localizing shallow and tiny vessels, and it is on

this basis that this technique has been applied to various biomedical fields, including

vascular oncology, neurology, ophthalmology, and dermatology.

12Approximately three orders less than optical scattering[156]
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The main merit of PAT comes from its "light in sound out" nature. Comparing

conventional "light in light out" pure optical imaging, it is less affected by tissue scat-

tering. Consequently, PAT has better performance in terms of penetration depth and

spatial resolution than FMT. Varying with the configuration, the penetration depth of

PAT ranges from several mm–cm. Note that its spatial resolution can be of 100-µm

order, even at a 10-mm depth, which is difficult to obtain in pure optical imaging13.

In addition, excitation leakage and autofluorescence, which are troublesome in flu-

orescence imaging, do not contribute to the PA signal; thus, the effort required to

eliminate such background noise can be avoided.

However, although having been extensively studied for several decades, there

are still a number of challenges to be addressed with PAT. The challenges come from

both the PAT technique itself and the photoacoustic imaging agents. For example, the

lack of suitable laser systems is considered a critical issue in translating this technique

to clinical applications. The Ti:Sapphire laser system has been proved effective in

laboratory settings; however, its large size, necessity for external cooling systems, and

the need for re-alignment obstruct its practical application, especially in a surgical

environment. On the other hand, owing to the use of ultrasound, some intrinsic

ultrasonic issues also appear in PAT. For example, it is not feasible for bone or air

structures. In addition, coupling is required between the detector and the target tissue.

Its failure in non-contact imaging will result in significant inconvenience, especially

in clinical environments [82, 156, 124].

The more important challenge is the shortage of PAT imaging agents compared

with fluorescent imaging. In some applications, such as detecting early cancer, en-

dogenous optical absorption cannot provide sufficient contrast; thus, it requires ex-

13As a rule of thumb, the achievable spatial resolution of PAT is on the order of 1/200 of the penetration
depth [156]
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ogenous contrast-enhancing agents. Until now, most PAT targeting agents have been

based on nanoparticles, which exhibit high and tunable absorption spectra [82]. How-

ever, compared with agents synthesized from small molecules, fewer nanoparticles

can be delivered to the target because they accumulate rapidly in the reticuloendothe-

lial system (liver, spleen, and bone marrow) after administration. Thus, only some

of the nanoparticles are available for delivery. In addition, it is also challenging for

nanoparticles to extravasate and reach their target owing to their large sizes (100 nm),

unless the target is vessel itself or the enhanced permeability and retention (EPR)

effect resulting from cancer has already been notable. Furthermore, for PAT nanopar-

ticle agents synthesized from single-walled carbon nanotubes, their biodegradability

and toxicity limit their use in humans [62]. Finally, some investigators have attempted

to use fluorescent agents as absorbers of excitation light to provide a PA contrast [124].

However, the limited absorption ability of fluorescent agents is a potential issue. In

addition, more effort is required to render the agents stable under the high peak power

of the incident laser pulse of a PAT system [9].

To summarize, relative to agent availability and system cost, compared with PAT,

the CW mode FMT is more appropriate for volumetric tissue imaging up to depths of

several millimeters in a clinical environment. For PAT, after the aforementioned issues

are addressed, I believe it will have much more promising for imaging applications in

future.

1.5.2 Optical Coherent Tomography

Optical coherence tomography (OCT) is an interferometric technique that detects

reflected or backscattered light from a scattering media and maps internal reflectiv¬ity

within the media as a function of depth [95]. Internal reflections typically occur on
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the interfaces of different tissue components or substances; thus, OCT can vi¬sualize

the morphology of the media of interest. An OCT system is typically built on the basis

of the Michelson interferometer. A laser beam is split to a sample arm and a reference

arm. Interference of the back-reflections from both arms is measured by a photo

detector [31]. According to the amplitude of the interference signal and the phase

delay between the reflections of the two arms, one can resolve the local reflectivity and

the depth where the reflection event occurred. Furthermore, by scanning along the

depth, the reflectivity-depth profile can be acquired. The depth scan can be realized

in several ways, including mechanically moving the reference mirror (time-domain

OCT) and splitting the interference signals into different optical frequencies (spectral

domain OCT), etc. For technical details of OCT, see Review [95, 31] and Book [157].

Currently, OCT has been commercialized and widely applied in biomedical fields.

It has been accepted as a clinical standard within ophthalmology [167], and demon-

strates great potential in dermatology [161] and cardiology [144]. The attractiveness

of OCT comes from its high spatial resolution which is typically on the order of 10

µm [95]. Another reason for the acceptance and adoption of OCT is the fact that it

is in vivo real-time imaging. Using state-of-the-art light sources, current OCT can

realize five million depth scans per second [31]. High-speed in vivo imaging implies

that the motion of a specific substance and the time variation of tissue properties can

be traced by OCT. In addition, unlike fluorescence imaging, OCT has intrinsic depth

resolving ability, thereby avoiding the annoying optical inverse problem required by

FMT.

However, the weaknesses of OCT are also significant. Multiple scattered laser

light loses its coherence, i.e., it is thus unable to interfere with the reference beam. In

principle, only single back-scattered (reflected) photons contribute to the OCT signals.
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However, the high scattering nature of tissues makes the potential OCT signal (i.e.

single scattered photons) decreases extremely quickly with the depth. Consequently,

the typical penetration depth of OCT in biological tissue is 1–2 mm. The application

scope of OCT is thus greatly restricted. In addition, similar to US imaging, speckles are

always observed in OCT images. Such speckles potentially affect the tiny features of

OCT images, and and ruin the high-resolution strength of the OCT to a certain degree.

Finally, the lack of chemical selectivity is another drawback of OCT. This results in

difficulty in differentiating between a pathological and normal tissue with similar

morphology [31].

Therefore, multi-modality imaging is always a hot issue in the field of OCT. By

combining a biochemical contrast imaging modality, the tissue status or the targeted

lesion can be understood and diagnosed from both morphologic and biochemical

perspectives. Among this, many efforts have been made in combining OCT with

fluorescence imaging. Such efforts have proved that fluorescence imaging guided

OCT can achieve better accuracy and specification in early determination of cancer

[114], atherosclerotic plague [116], etc. Yu et, al. even built a co-registered OCT and

FMT system for simultaneous morphological and molecular volumetric imaging [21].

The combination of OCT and FMT is especially interesting because the structure

information provided by OCT can be incorporated into the computation of the FMT

forward problem, thereby allowing a more realistic sensitivity matrix and thus more

accurate estimations for fluorophore bio-distribution inside tissues. Therefore, rather

than being a rival imaging technique, OCT can be a good candidate to be used in

conjunction with FMT.
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1.6 Epi-fluorescence Continuous Wave Tomography

This thesis describes my work on FMT, especially on epi-fluorescence continu-

ous wave tomography (ECW-FMT). I have studied several key issues that this tech-

nique faces and have attempted to improve performance by improving SNR, resolving

depth, and reconstruction of the fluorophore distribution. I have built an ECW-FMT

system and tested the proposed concepts and methods by numerical simulation,

phantom experiments, and ex vivo experiments.

1.6.1 Why Epi-Fluorescence Continuous Wave Tomography?

FMT has already become a common and valuable research tool in preclinical

situations. How¬ever, its clinical and large animal applications remain restricted.

Thus, I have selected the most clinically promising type of FMT as my research focus.

As described in Sec. 1.3.5, fluorescent imaging’s clinical potential is supported by its

strengths, including low cost, fast acquisition time, simplicity, small scale, and good

safety. It is my hope that the target FMT type can inherit as many of these traits as

possible. Furthermore, the robustness and convenience are considered to fulfill more

strict requirements in intraoperative environments.

In terms of geometry, epi-illumination FMT has wider potential applications

compared to trans-illumination FMT because of its simplicity, operability, and com-

patibility with endoscopy. In terms of the signal domain, the prime clinical require-

ment is to localize the fluorescent imaging agents inside tissue; thus, the CW method

is sufficient to realize this and is considered the optimal method owing to its low

cost, simplicity, and robustness. In terms of methods to realize point illumination,

handling a bundle of optical fibers is inconvenient and lacks robustness. Finally, in
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terms of detection mode, camera-based detection is preferred because it offers a large

amount of data and requires a relatively simple optical system. Moreover, the use of a

camera enables rapid switching between fluorescent images and white light images.

Consequently, a fluorescent image and a reconstructed fluorophore distribution can

be registered directly onto the white light image for surgery navigation.

In a word, in my opinion, ECW is the most promising type of FMT for clinical

application.

1.6.2 Issues in ECW-FMT Technique

In this section, key issues concerning ECW-FMT are enumerated, parts of which

are actually the objectives of this research.

1. How to obtain depth information ?

Resolving depth is crucial to any tomography technique. Unlike circular geometry

where depth information can be extracted from intensity differences among detec-

tors14, and differing from the time or frequency domain methods where time of flight

or phase shift reveals distance from fluorophore to the surface, in epi-illumination

and the CW domain, there is no direct way to obtain depth information. Most previ-

ous research has used different source-detector distances to determine fluorophore

depth under the assumption that a greater distance from detector to source will result

in a deeper (average) light collected by the detector. However, it owns poor depth

sensitivity [79]. Thus, a more accurate method to determine fluorophore depth is

required.

14For example, it is very likely that a fluorophore is closest to the detector with the strongest signal
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1.6. Epi-fluorescence Continuous Wave Tomography

2. How to further improve spatial resolution ?

FMT makes use of the light propagation model and measured fluorescent data

to recover fluorophore distribution, which is a typical inverse problem. In practice,

the propagation model is typically expressed as a large-scale matrix15 that is usually

ill-posed16, meaning that the FMT solution is non-unique and that any small per-

turbation (e.g., random noise, and a leak of excitation light) in the fluorescent data

may result in a much larger error in the solution. Solving such an ill-posed inverse

problem always requires a numerical treatment, for example, the incorporation of

an additional assumption or prior knowledge, to select the optimized solution—a

process known as regularization. The most commonly used regularization method

is Tikhonov regularization [145], which prefers to select the smoothest solution as

the final answer. This method indeed stabilizes the solution; however, it significantly

worsens the spatial resolution. Consequently, a regularization method that does not

affect spatial resolution is desirable.

3. How to reduce computational cost ?

Relative to the last issue, the reconstruction of fluorophore bio-distribution

typically involves inversion of a large-scale matrix. Consequently, the inversion is

extremely time consuming. Considering that the raster-scan illumination mode has

already increased acquisition time to some degree, an overly long reconstruction time

is unacceptable.

15The number of elements is usually larger than 107.
16A well posed mathematical model should have the characteristics of [45]

1. There is a solution

2. The solution is unique

3. The solution changes continuously with the initial condition or input data
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4. How to enhance detecting sensitivity ?

Here sensitivity refers to the minimal fluorophore concentration that makes

fluorophore bio-distribution reconstruction possible with acceptable accuracy. In

epi-illumination, both excitation optical pass length 17 and emission optical pass

length 18 increase with fluorophore depth and emitted fluorescent intensity; thus, the

sensitivity rapidly decreases with depth. This problem cannot be solved by simply

increasing the incident power or dosage of the fluorescent dyes because an overly

strong laser beam may damage the tissue and a strong dosage potentially means more

toxicity. Therefore, a better way to enhance detection sensitivity is to eliminate noise

or perform background subtraction, as explained later, in fluorescent data as much as

possible

5. How to handle potential issues in clinical applications ?

Optical heterogeneity is common in practical biological tissue, meaning the

optical properties of tissue are spatially and even temporally variant. Ideally, this

should be considered when building a light propagation model. However, since in

vivo measurement of the 3D distribution of the optical properties is a difficult task,

many previous studies in this field have omitted this heterogeneity and used average

or representative values [11, 111]. Herve et al. used measurements of excitation light

passing through tissue to reconstruct the tissue’s optical properties [52]. Another

group has utilized the Born ratio (intensity ratio of fluorescence on excitation light

at the same detection position) to alleviate the effects of heterogeneity [110] and

then treated the subject as homogeneous. However, the availability of this method

is limited in a trans-illumination geometry. In an epi-illumination geometry, most

17average of the distances that all excitation photons passed till they arrive at a fluorophore
18average of the distances that all fluorescent photons passed till they emit away from surface
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of the back-scattered excitation light passes through superficial tissue only, whereas

fluorescence may emit from a deeper region if the fluorophore is located deeply. This

mismatch renders these ideas unavailable in the epi-illumination mode.

Besides optical heterogeneity, the irregularity of tissue shape and crevices on

the tissue surface can also be observed. These affect light propagation inside tissue,

thereby affecting the detection efficiency of the optical system. In addition, current

imaging agents are still imperfect, i.e., presence of residual agents in normal tissues,

which leads to background noise. Therefore, it is necessary to evaluate the effects of

these issues and discuss potential solutions.

1.7 Objective of this Thesis

The main goal of this study is to improve some essential techniques of ECW-

FMT to recover the depth, size, and distribution of fluorophore within tissues more

accurately and stably. Specifically, in this thesis, I

1. attempt to estimate fluorophore depth more accurately;

2. improve established methods for obtaining an unbiased, and not overly smoothed

fluorophore bio-distribution;

3. evaluate the effects of several practical issues once the proposed methods and

system are applied to realistic tissue, and discuss potential strategies.

1.7.1 Outline

This thesis is organized as follows.

Chapter 1 provides a brief review of molecular imaging. The development and prin-
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Chapter 1. Introduction

ciples of FMT are then introduced, and the reason for my focus on EFMT is

explained.

Chapter 2 offers an overview of the proposed concepts to solve the key issues of ECW-

FMT. The essential techniques required by an ECW-FMT system are described.

Then, the principles of the proposed concepts are examined. Note that details

and evaluations are given in later chapters.

Chapter 3 describes the custom ECW-FMT system. In reference to a previous study

[12], an NIR light source and a pair of polarizing beam splitters (PBS) are utilized

to improve penetration depth and detection sensitivity.

Chapter 4 describes the detailed steps required to localize fluorophore (centroid)

on the basis of intensity variations resulting from perturbation. Here a fluo-

rophore of finite size is treated as a fluorescent point source located at its initial

weighted centroid. The method is validated by experiments using tissue-like

homogeneous phantoms and numerical simulations.

Chapter 5 provides further technical details about the proposed framework for restor-

ing fluorophore distribution. The performance of the proposed methods are

evaluated by a series of numerical simulations and phantom experiments.

Chapter 6 evaluates the depth perturbation concept as well as the reconstruction

framework proposed by this thesis in an ex vivo environment. Meat, which

has slight optical heterogeneity, is utilized as the subject, and a solid optical

phantom is utilized as the depth perturbator.

Chapter 7 describes the influences of remaining issues and their potential solutions.

The extension and potential applications of the proposed methods are dis-

cussed.
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2 Overview of the Proposed Concepts

This chapter present an overview of the concepts proposed to resolve some key

issues associated with the ECW-FMT technique described in Sec. 1.6.2. First, the

essential techniques required by an ECW-FMT system are described and the issues of

my interest are identified. Then, the principles of the proposed concepts are explained

in detail.
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Chapter 2. Overview of the Proposed Concepts

2.1 Essential Techniques Required by ECW-FMT

The essential techniques required by ECW-FMT are listed in Fig. 2.1. Some

techniques are well established while others remain challenging.

2.1.1 Fluorescent Measurement

Measuring fluorescent signals requires only an optical de¬tector, an excitation

source, and an optical filter and thus is relatively easy. However, in epi-illumination

geometry, auto-fluorescence 1 and leakage of the excitation light 2 is typically stronger

than other geometries, resulting in low contrast in fluorescent images [79]. In par-

ticular, for fluorescence of fluorophores in deep tissues, the weakness of emitted

fluorescence amplifies the effects of those unexpected ingredients. Therefore, special

attention should be paid to enhancing the contrast of fluorescent images.

2.1.2 Optical Properties Measurement

In this thesis, optical properties include to absorption coefficient µa , reduced

scattering coefficient µ′
s , and the refractive index n of a subject. Several mature tech-

niques exist to measure the optical properties of a sliced sample or superficial tissue.

Prahl et al. used a pair of integrating spheres to detect reflectance and transmission

of a sample simultaneously [117], and then applied the measured values to an in-

verse adding doubling (IAD) algorithm [120] to solve the absorption and scattering

coefficient. Dam et al. developed a handheld fiber-based optic probe to collect light re-

flection on tissue surface and estimated the optical properties by fitting the measured

fluorescent signals to the diffusion equation [25]. An oblique-incidence reflectometer

1fluorescence emitted from endogenous fluorophore in tissue
2A part of reflected excitation light passes through the optical filter
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2.1. Essential Techniques Required by ECW-FMT

is also capable of rapidly calculating the reduced scattering coefficient µ′
s

3 [94]. In

the phantom and ex-vivo experiments described in this thesis, the oblique-incidence

reflectometer was used to measure optical properties of the phantom.

However, measuring optical properties of deep region of tissue in the reflectance

(epi-illumination) geometry is still challenging. One possible technique is diffuse

optical tomography (DOT), which is the predecessor of FMT and is employed in lo-

cating some regions with optical properties that differ from the background (e.g.,

high absorption regions, such as vessels and blood) [81, 14]. Like FMT, DOT typi-

cally involves a complex source-detector configuration (beam scan or a bundle of

optic fibers) and the optical inverse problem [135, 77, 53, 107, 118]. For circular or

transmission geometry, DOT can effectively reconstruct the distribution of optical

coefficients over the sampled tissue because the collected light passes throughout

the entire sample. However, in reflectance geometry, the reflected light is primarily

backscattered from shallow tissue layers and therefore does not include significant

deep tissue information. Consequently, DOT’s ability to probe deep tissue effectively

is limited. PAT may be a better alternative. PAT has deeper probing depth owing to its

"light in sound out" nature as elaborated in Sec. 1.5.1. Razansky et al. utilized PAT to

reconstruct a quantitative optical absorption map of tested tissue and incorporated

the map into the FMT computation [125]. In addition, some studies [16, 57, 169] have

attempted to integrate a non-optical modality, such as CT and MRI into DOT or FMT.

The morphological prior provided by these non-optical modalities can mitigate the

ill-conditioned issue of the optical inverse problem, thereby resulting in a better 3D

reconstruction of tissue optical coefficients.

3µ′
s =µs (1− g )
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Chapter 2. Overview of the Proposed Concepts

2.1.3 Forward Problem

The forward problem is a modelling problem that involves light propagation from

a light source via tissue and fluorophores to detectors. The model is always expressed

as a sensitive matrix. This process relies on knowledge of the distribution of tissue

optical properties. As mentioned in Sec. 1.4.1, techniques to model light propagation

in tissue are well established. The state of the art modeling techniques in this field are

adequate to handle tissue with irregular structure and optical heterogeneity, where

finite element method (FEM) and parallel computing techniques are widely used.

Some sample code packages such as MCML [155], MCC [33], MCX [34], NIRFAST

[26], Toast++ [131] are freely available. In this thesis,I used the Monte Carol method

(adapted from the MCML software package) and an accelerated Monte Carol model

proposed by [142] are used without special annotation.

2.1.4 Inverse Problem

The determination of unknown florescence distribution from experimentally

measured data, i.e., the inverse problem, is the core technique of FMT. Since 2000,

the inverse problem has been extensively studied. However, most of the previous

research has focused on FMT acquisitions in transmission or circular geometry. A

typical method to solve the inverse problem involves the inversion of a sensitivity

matrix and an appropriate regularization 4 method, where the depth resolving step is

usually not treated independently from the fluorophore distribution reconstruction

step. The sensitive matrix is always ill-posed, meaning that there is no unique solution

and that the solution is extremely sensitive to noise in the measured data.

In the reflectance (epi-illumination) geometry, solving the inverse problem ac-

4A numerical treatment to stabilize and select the final solution of the inverse problem
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2.1. Essential Techniques Required by ECW-FMT

curately is more difficult because of the intrinsic weakness of epi-FMT in obtaining

depth information, as described in Sec. 1.6.2. On the other hand, the low SNR in

reflectance geometry also intensifies the effect of the ill-posed nature of the matrix,

causing notable instability and inaccuracy of the reconstructed result. As reported

previously [12], accurately estimating fluorophore depth was only realized when the

true depth was less than 0.7 mm. In this thesis, I propose an algorithm that includes

the following two steps:

1. use of a depth perturbation method to obtain accurate fluorophore depth and

centroid;

2. addition of this prior knowledge of fluorophore depth and centroid into the

regularization process as a new constraint to ensure an unbiased result.

2.1.5 Fluorescent Dyes

Although out of scope, the development of nontoxic, high target-to-background

ratio (TBR) fluorescent dye is crucial for the clinical availability of all fluorophore-

related imaging modalities. For details about fluorescent dye, see Review [62].

41



Chapter 2. Overview of the Proposed Concepts

F
ig

u
re

2.
1:

E
ss

en
ti

al
Te

ch
n

iq
u

es
R

eq
u

ir
ed

b
y

E
C

W
-F

M
T

:m
o

d
u

le
s

in
re

d
ar

e
th

e
ke

y
p

o
in

ts
in

th
e

sc
o

p
e

o
ft

h
is

th
es

is
.

T
h

e
re

d
fo

n
ts

sh
ow

th
e

fo
cu

s
o

fm
y

in
te

re
st

.

42



2.2. Development of ECW-FMT System

2.2 Development of ECW-FMT System

The custom ECW-FMT system inherits the idea of mesoscopic epifluorescence

tomography (MEFT) proposed by Björn et al.[12]. However, I noticed that in their

setup the leakage of excitation lighta part of excitation light is reflected by tissue

surface and passes through the optical filters, finally enter the detector was too strong

to obtain meaningful measurements when the fluorophore is deeply embedded inside

tissue. was too strong to obtain meaningful measurements when the fluorophore is

deeply embedded within a tissue. A pair of PBSs is thus added to the proposed system

to suppress excitation leakage. In addition, a NIR light source is used to increase

penetration depth.

2.3 Resolving Depth by Depth Perturbation

2.3.1 Previous Research

This subsection describes two established methods to obtain depth information.

Source Detector Separation

The source detector separation method is most commonly used in the field of

epi-fluorescence tomography [54]. This method is based on the hypothesis that scat-

tered light detected further from the incident position has, on average, traveled more

deeply into tissue [173]. Therefore, depth-dependent information can be retrieved

from measurements at multiple source-detector distances [21]. Typical measurement

sensitivity distributions of various source-detector separations are shown in Fig. 2.2.

One can easily find that the sensitivity profile notably varies in the horizontal direction,

whereas such a trend along the depth is not that clear. Actually, I performed a similar
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Chapter 2. Overview of the Proposed Concepts

Figure 2.2: Measurement Sensitivity Distribution at Various Source-Detector Separa-
tions. These distribution are simulated by the Monte Carlo Method with scattering
coefficient µs = 8mm−1 for excitation wavelength and µs = 7mm−1 for emission wave-
length (g = 0.9). The simulated space is 3 × 2 mm 2. The source detector separation
varies from 0 to 2 mm. Reprinted from [21] with permission © 2010 IEEE
In reference to IEEE copyrighted material which is used with permission in this thesis, the IEEE does not endorse any of the

University of Tokyo’s products or services. Internal or personal use of this material is permitted. If interested in reprinting/re-

publishing IEEE copyrighted material for advertising or promotional purposes or for creating new collective works for resale or

redistribution, please go to http://www.ieee.org/publications_standards/publications/rights/rights_link.html to learn how to

obtain a License from RightsLink.

simulation as Ref. [21], and found that even if the separation increases to 20 mm, the

mean depth5 scattered light passed is as shallow as 4 mm (Fig. 2.3). Besides the poor

sensitivity in depth, the signal strength becomes weaker for a larger separation, caus-

ing a lower SNR, which potentially contributes to a worse estimation for fluorophore

depth.

Spectra Change

The phenomenon of fluorescence involves radiation being emitted in various

wavelengths rather than at a single wavelength. Since optical attenuation of light

in tissue depends on its wavelength, when fluorescence radiation passes through a

tissue the intensity of a con¬stituent with a higher attenuation coefficient decreases

5The depth was defined as the weighted average depth of light passing the middle cross-section between
source and detector
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2.3. Resolving Depth by Depth Perturbation

Figure 2.3: Mean Penetration Depth at Various Source-Detector Separations (Simula-
tion performed with the same optical coefficients as Fig. 2.2)

faster than that of a constituent with a lower attenuation coefficient. The spectrum

of fluorescence thus varies according to the tissue amount traversed (Fig. 2.4) [175].

Accordingly, Stefan et al. proposed that fluorescence spectra can provide depth infor-

mation [143] and proved its effect in a trans-illumination FMT [6].

I agree with the results reported in that study but notice that its feasibility is

restricted in the wavelength band where tissue optical properties change drastically

with wavelength. However, the dependency of optical coefficients on wavelength is

extremely complicated; in some wavelength bands, scattering decreases with wave-

length while absorption increases. Therefore, the total optical attenuation may not

change with wavelength. On the other hand, in multi-spectral fluorescence imaging,

fluorescence is independently measured at several isolated wavelength bands (the

band width is 10 nm in Ref. [78]). The fluorescent strength over a narrow band is

apparently much weaker than that of the integrated fluorescence. Therefore, low de-

tection sensitivity is another issue in multi-spectral fluorescence imaging. In addition,

the original fluorophore emission spectra are necessary for the multi-spectral method

to calculate how much the measured emission spectra have changed. In clinical
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Chapter 2. Overview of the Proposed Concepts

Figure 2.4: Principle of The Spectra Change Method.

conditions, it may be difficult to acquire the original spectra accu¬rately because the

initial spectra vary according to the chemical environment of the tissue surrounding

the fluorophore. For instance, the emission peak of ICG is 780 nm in water, 810 nm in

plasma [75], and 830 nm [174] in intralipid solution [178].

2.3.2 Principle of Depth Perturbation

To overcome the limitations of the previous methods, a depth perturbation

method was proposed to resolve the fluorophore depth. To the best of my knowledge,

this is the first time the concept of depth perturbation has been proposed and verified

in the FMT field of.

Method

A thin optical phantom with known optical properties is used as a depth per-

turbator (Fig. 2.5). By superposing the perturbator onto a sample, the depth of a

fluorescent object inside the sample is deliberately changed. Fluorescent signals are

measured before and after the perturbation. I believe that the fluorophore depth can
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2.3. Resolving Depth by Depth Perturbation

Figure 2.5: Schematic of Depth Perturbation: (a) initial status, (b) after perturbation.
Solid dots denote fluorophore s, circles denote observation points, and triangles
denote a virtual point source corresponding to the laser beam [177].

be determined according to the variations of the measurements. [177, 178]

Mathematical Explanation[178]

The concept of depth perturbation originates from the diffusion equation [157]

that describes light propagation within a scattering medium (such as tissue). First,

consider the situation shown in Fig. 2.5(a), a pencil laser beam is incident on a

semi-infinite scattering medium. If the refractive index mismatch at the air-medium

boundary is ignored, the fluence rate of excitation light at point O, i.e., d beneath the

incident point can be expressed as:

ϕ0
ex (d) = Cexexp(−µex

effd
′
)/d

′
(2.1)

where µex
eff

6denotes the effective attenuation coefficient at the excitation wavelength;

Cex = α′P/(4πDex) is a constant comprising incident power P , light diffusion co-

efficient Dex = 1/(3µa,ex +3µ′
s,ex), albedo α′ = µ′

s,ex/(µa,ex +µ′
s,ex) ; and d

′= d− l
′
t is

6µe f f =
√

3µa(µa +µ′
s )
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Chapter 2. Overview of the Proposed Concepts

the distance from virtual excitation source S (approximation of the pencil beam) to

O, where l
′
t denotes the transport mean free path. Assuming a fluorescent source

with unit power at O and ignoring the refractive index mismatch at the air–medium

boundary, emission fluence rate at point A can be solved as:

ϕ0
em (d) = Cemexp(−µem

eff d)/d (2.2)

where µem
eff denotes the effective attenuation coefficient at the emission wavelength

and Cem = cκη/(4πDem) is another constant consisting of fluorophore amount c,

extinction coefficient κ, quantum yield η and the diffusion coefficient at emission

wavelength Dem = 1/(3µa,em +3µ′
s,em). Therefore, fluorescence intensity at point A is

expressed as

Φ0 =ϕ0
ex (d)ϕ0

em (d) (2.3)

Thereafter, a perturbator of thickness ∆d is superposed onto the medium (Fig. 1(b)).

For simplicity, I assume that the optical properties of the perturbator are identical to

those of the medium. Fluorescence intensity at A can thus be expressed as

Φ1 =ϕ0
ex (d+∆d)ϕ0

em (d+∆d) (2.4)

Consequently, at A, the ratio of fluorescence intensity after the perturbation to that

before can be calculated as:

Γ= Φ1

Φ0
= exp

[−(µex
eff +µem

eff )∆d
] d− l

′
t

d− l
′
t +∆d

d

d+∆d
(2.5)

where constants Cem and Cex (as well as other factors like the sensitivity of the

measuring system) are canceled out. Although analytically complex, Γ is actually a

monotonic increasing function of d, as shown in Fig. 2.6. For a given ∆d, the larger
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2.3. Resolving Depth by Depth Perturbation

Figure 2.6: Intensity Ratio owing to the Perturbation VS Fluorophore Depth: the
ratio is calculated with Eq. 2.5 and biological tissue like optical coefficients: in the
excitation wavelength: µ′

s = 11.7cm−1, µ′
s = 0.2cm−1; in the excitation wavelength:

µ′
s = 10.5cm−1, µ′

a = 0.1cm−1; the thickness of the perturbator ∆d = 1mm. [178]

the initial fluorophore depth, the smaller the relative variation of the distance ∆d/d (

∆d/d
′

) from fluorophore to detector (excitation source), resulting in smaller variation

(attenuation) in the intensity, i.e. a larger part of intensity is retained. On the basis of

this dependency of Γ on fluorophore depth, one can in turn obtain depth information

by observing the intensity variation owing to the perturbation.

Physical Explanation

In this subsection, the effects of depth perturbation are explained from a physical

perspective. In essence, the perturbation prolongs the optical path lengths from inci-

dent points via fluorophore to observation points and results in intensity attenuations

of the measured fluorescent signals. Light attenuation in tissue is attributable to both

absorption and scattering. According to the Beer–Lambert law 7 , optical attenuation

7Beer–Lambert law: T = I

I0
= e−µa l , where T denotes transmittance (i.e. residual rate after absorption),

I0 and I denotes initial intensity and residual intensity respectively, µa denotes absorption coefficient
and l denotes light propagation length.
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resulting from absorption depends on only the tissue absorption coefficient and the

amount of tissue light has passed through, which provides a baseline attenuation

rate 8. Compared with absorption, the effects of scattering are more complicated and

spatially variant, because scattering transfers, rather than eliminates, optical energy

to another direction or location.

First, consider the scattering of an incident laser beam. A representative distribu-

tion of excitation light intensity within tissue is shown in Fig.2.7 (a). Here, the region

just below the incident is called the "center" region, whereas regions horizontally sep-

arated are defined the "side" regions. Assuming the average scattering angle (Defined

by the scattering anisotropy g ) is spatially invariant within a medium, the possibility

of one center-region photon scattered to the side region is thus the same as that of

one side-region photon scattered to the center. On the other hand, at the surface

and sub-surface of tissue, the laser beam does not completely lose its directional-

ity, and the intensity in the center region is significantly larger than that in the side

regions. Consequently, when excitation photons move downward 9, the number of

photons scattered to the side regions will also be significantly greater than the number

scattered in the center region. In terms of net flow, in shallow tissue, center-region

photons not only flow to deeper tissue but also flow to the two sides. The excitation

intensity thus decreases very quickly along the depth (Z) direction. Conversely, at

deep tissue, owing to multiple scatterings, the difference between the center and the

side regions become insignificant. In this case, the net flow from the center region to

the side becomes smaller, and the energy in the center region essentially flows to the

deeper tissue, leading to higher energy remaining along the depth direction. Figure

2.7(b) shows the Z-direction residual rate Γex of the distribution shown in Fig. 2.7(a),

8defined as intensity relative decrease per unit propagation length
9In biological tissues, forward scattering events are probabilistically far more in number than back

scattering events. Therefore, only forward scattering is discussed here
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2.3. Resolving Depth by Depth Perturbation

Figure 2.7: Effects of Scattering on Excitation Light: (a) representative distribution
of excitation light intensity within tissue. The insert shows the intensity profiles at
shallow and deep tissue respectively; (b) Z-direction residual rate of (a). The insert
shows the values along the dot-dash line.
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which is defined as

Γex = Φex(y, z +∆d)

Φex(y, z)
, (2.6)

where Φex(y, z) denotes excitation intensity at location (y, z), and ∆d = 1 mm. Along

with the vertical center line (also the initial incident direction), the residual rate

monotonically increases with depth.

Furthermore, for a fluorescent point source located inside a scattering medium,

the emission intensity has a concentric distribution and decreases with distance from

the source (Fig. 2.8). If the boundary condition and detector collection efficiency are

ignored, measuring fluorescence on the medium surface is equivalent to sampling a

horizontal surface from the distribution. Note that on a surface close to the source

(i.e., the source is shallow to the surface), the intensity in the center region (the points

just above the source) is much higher than that on the side, which is similar to the

horizontal excitation profile at shallow tissue as aforementioned. This is attributable

to the distance of the center region to the source being one order smaller than the

distance of the side regions to the source. Conversely, on a surface distant from the

source (i.e., the source is deep relative to the surface), the intensity profile is flatter

because the source distance of the center region and those of the side regions are

comparable. Thereafter, as previously discussed, owing to differences on the intensity

profile, the relative upward net photon flow will differ. The insert in of Fig. 2.8(b)

shows the residual rate Γem (defined similar to Eq. 2.6) of the emission intensity

along the Z direction, which is also a monotonically increasing function of the vertical

distance from the sampling surface to the source, i.e. the depth of fluorophore source.

Finally, return to the effect of depth perturbation. Because the perturbator is also

a scattering medium, to superpose a perturbator on the medium is nearly equivalent to

moving the fluorescent source downward inside the medium. After the perturbation,
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2.3. Resolving Depth by Depth Perturbation

Figure 2.8: Effects of Scattering on Emission Light: a representative intensity distri-
bution of light emitted from a fluorophore point source. The insert (a) shows the
intensity profiles at a close sampling surface and at a far one respectively. The insert
(b) shows the residual rates along the dot-dash line.
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only Γex times the initial excitation photons remain. Likewise, for a given emission

energy, owing to a more distant sampling surface, the number of detected emission

photons will be Γem times the previous number. Therefore, the ratio Γ of intensity

with perturbation to that without perturbation is the product of Γex and Γem . Because

both Γex and Γem are monotonically increasing functions of fluorophore depth, the

intensity ratio Γ increases with the depth, which is why this perturbation method can

be used to resolve depth

2.3.3 Perturbator

In this thesis, two types of perturbators are used: one is liquid and the other is

solid.

When an experiment involves a liquid phantom such as intralipid aqueous solu-

tion 10, the same subject as the phantom is used as the perturbator. Specifically, a few

volumes of the same solution are added to the phantom to perturb the fluorophore

depth.

I also produced a solid perturbator for experiments with biological tissues or a

solid phantom. The solid perturbator was made using polydimethylsiloxane (PDMS).

As a widely used silicon-based organic polymer, PDMS is optically clear, nontoxic,

and flexible [97] . Therefore, a perturbator made of PDMS could be tightly attached to

biological tissue, even at a non-planar irregular surface. The scattering properties of

the perturbator are provided by mixing TiO2 [141] into PDMS[178]. Figure 2.9 shows a

representative solid perturbator. The manual to produce the solid perturbator is given

in Appx. A.

10A type of emulsion, commonly used in optical experiments to mimic tissue’s scattering properties
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Figure 2.9: A solid perturbator made of polydimethylsiloxane with a thickness less
than 1 mm

2.4 Coarse to Fine Strategy

In the depth perturbation process, a fluorescent object is treated as a point

source, while the ultimate goal of FMT is to restore both size and location of the

fluorescent imaging agent. In this thesis, a framework of fluorophore bio-distribution

reconstruction is built on the basis of a coarse to fine strategy. Herein, fluorophore

bio-distribution refers to the concentration distribution of fluorescent molecules.

Since quantification of the concentration requires extremely complicated calibration

and quantification’s meaning is still unclear from a clinical perspective, this thesis

focuses on the recovery of the relative concentration distribution over the examined

region and the effective size of the fluorescent object, i.e., the size of the diseased

region.

2.4.1 Motivation

A common step in the reconstruction is to divide the reconstructed space into

a large number of small voxels. Then for each voxel, an appropriate relative con-

centration value is calculated by solving the inverse problem. The size of the voxel
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determines the accuracy of the restored distribution because 1) a local distribution

within a voxel is averaged as a uniform value; and 2) a fluorescent object with size less

than the voxel size may be considered as zero or one voxel (e.g., quantization error).

Therefore, a group of finely divided voxels theoretically yield about more accurate

results. However, it also means significantly increasing computational cost. For

instance if one divides a 5×5×5 mm3 volume with a voxel size of 0.25×0.25×0.25 mm3

in to 5×5×5 = 8000 voxels, and uses measured data as many as the voxels in the

reconstruction process 11, the transfer matrix will scale to 8000×8000 comprising

64,000,000 elements, and requires 512 MB memory with a 64-bit operating system (OS).

Moreover, only the inversion of the transfer matrix, a computation that is typically

repeated more than 10 times in one reconstruction process, takes more than 2 min

12 with a high performance personal computer. This results in an unacceptable

reconstruction time and diminishes the real-time imaging advantage fluorescent

imaging.

As an alternative, if the voxel size is changed from 0.25×0.25×0.25 mm3 to

0.5×0.5×0.5 mm3, the transfer matrix scales down to 1000×100013. Moreover, the

computation time of the inversion decreases to only 0.34 s under the same conditions,

which is close to 0.3% of the previous value. This huge gap shows that, relative to the

matrix scale, the computation time decreases sharply rather than linearly.

2.4.2 Method

To achieve both accuracy and fastness of the reconstruction process, a coarse to

fine strategy was taken, that is, to implement the reconstruction in more than one

11That is, let the number of knowns equals to the number of unknowns.
12This time is measured using a computer with a Inter(R) Core i7 2.80GHz CPU, 8 GB memory and 64-bit

OS
13Keeping the known number equal to the unknown.
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Figure 2.10: Schematic of the Coarse to Fine Strategy: although this strategy is actually
applied in 3D volume, here we only show a cross section for better visibility.

steps:

Coarse Step: solving the inverse problem over the entire space but with a large voxel

size to obtain a coarse result(Fig. 2.10(a));

Fine Step: set a ROI according to the coarse result, then reconstruct within the ROI

with finer voxels(Fig. 2.10(b)).

In each step, the involved number of voxels is suppressed 14 o realize fast computation.

If necessary, the fine step can be repeated several times. Consequently, a fine and

more accurate recovery of the fluorescent distribution can be achieved within an

acceptable time. Realization and evaluation of this strategy are described in detail in

Chapter 5.

14For instance, not allow it larger than 1000
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2.5 Reconstruction with Prior Knowledge

The optical inverse problem in FMT is a typical ill-posed problem (see Footnote

3 in Chapter 1), , which means that there is more than one solution. For instance,

owing to the high scattering of tissue, a broad profile of fluorescent signals may be

generated by either a small but deep fluorophore source or a broad and shallow source.

Therefore, an additional assumption or constraint is required to select a solution from

potential solutions; this process is referred to as regularization.

2.5.1 Regularization

Mathematically, regularization is the process to minimize an object function of

‖Gm−d‖2
2 +αF (m) (2.7)

where G denotes the sensitivity matrix 15, m denotes the unknown fluorescent con-

centration distribution 16, and d denotes measured fluorescent signals. The left half of

the object function is a standard least square term to fit the measured data to the light

propagation model. In the right half, F (m) is a regularization term that represents the

aforementioned assumption or constraint, and α is regularization parameter.

Regularization Term

The most commonly used assumption is smoothness of the solution, which is

realized by a regularization term of norm 2 (‖m‖2
2). This method is also called Tikhonov

regularization [145]. Other common methods include sparsity regularization [50] and

total variation (TV) regularization [35]. The former assumes the solution is isolated

15Describing light propagation from source via any voxel in reconstructed volume to detector
16Although as a 3D distribution, in this computation it is always reshaped to a vector
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2.5. Reconstruction with Prior Knowledge

Figure 2.11: Comparison of Common Regularization Method.

and sparse17, corresponding to a norm 1 (‖m‖1) regularization term. The latter prefers

a solution with discontinuous jumps with a regularization term of ‖∇m‖1. Here the ∇
refers to discretization of the gradient operator [5].

According to the assumption content, the applicable scopes of the three methods

are different. Tikhonov regularization works well with smooth distribution; sparsity

regularization performs well when object size is small and in the same order as the

voxel size. Note that TV regularization can maintain sharp changes in the distribution.

All these methods have been used to solve the optical inverse problem [32, 35, 8, 17,

21, 111].

In this thesis, since diseased cells, such as cancer cells, are assumed to emerge

from one site and then penetrate into surrounding tissue, the practical profile of

number of diseased cell, and thus the number of accumulated fluorescent molecules,

is considered to vary smoothly within a tissue. On the other hand, because current

imaging agent techniques cannot ensure that all fluorescent dyes bind to their target, a

condition of zero background concentration (preferred by sparsity regularization) or a

sharp boundary between normal and diseased tissue (preferred by TV regularization)

is impractical. Furthermore, Only Tikhonov regularization can be realized by non-

iterative algorithm, thus with a notably faster speed. Accordingly, I selected Tikhonov

regularization as the basis of the proposed reconstruction framework, although its

17A status that the values of most voxels is zero
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Chapter 2. Overview of the Proposed Concepts

result is sometimes biased in the depth direction and is always overly smoothed which

results in poor resolution and size overestimation [135]. To overcome this two weak-

nesses, I introduced the centroid knowledge obtained from the depth perturbation

method to constrain the solution, and a piecewise spatially varying regularization

method to compress the estimated distribution.
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Chapter 2. Overview of the Proposed Concepts

Regularization Parameter

The regularization parameter α determines the weight of the regularization term

in the entire inverse problem and significantly influences the final solution. For

Tikhonov regularization in an epi-fluorescence tomography environment, the follow-

ing statements hold true:

• for extremely small α, the solution is sensitive to noise (Footnote 3, Chapter 1),

unstable, and even does not converge (Fig. 2.12(b)), because the ill condition is

rarely alleviated by the regularization;

• when α increases to a certain value, the solution begins to converge around its

actual location (Fig. 2.12(c));

• with increasing α, the solution becomes smoother (broader in size), and its

central depth generally deviates from the truth (become shallower) because the

regularization term plays a more important role(Fig. 2.12(d));

• for excessively large α, the solution is notably biased from the actual fluorescent

region (Fig. 2.12(e)).

That the solution becomes shallower with increasing α can be attributed to the

fact that in the transfer matrix G, corresponding values of voxels in shallower layers

are higher (since the optical path to both incident position and observation position

are shorter) than those in deep layers. Consequently, values of a solution at shallow

layers will be smaller 19. For larger α, ‖m‖2
2 is more dominant in the inverse problem.

Therefore, a shallower solution is more easily selected as the final result.

19Consider m ≈ G−1d
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2.5. Reconstruction with Prior Knowledge

Figure 2.13: Schematic of the L Curve Method

In previous researches [118, 107, 87] in the field of optical inverse problem, the

regularization parameter is manually or empirically determined. However, this heuris-

tic choice of the parameter will be impractical in clinical applications and may cause

unwanted bias in the restored fluorophore. Therefore, a method to optimize the regu-

larization parameter automatically is preferred. To date, the methods most frequently

reported in the literature include the L-curve and the generalized cross-validation

(GCV) methods [61, 24].

The L-Curve method selects a few of parameters from a large range (e.g. 10−10 –

100), and solves the inverse problem using each parameter. Their respective solutions

are substituted into the least square term ‖Gm−d‖2
2 and the regularization term

‖m‖2
2, whose values are plotted in pairs as Fig. 2.13 and expected to be an L-like form

[47]. The parameter corresponding to the turn point is usually selected as the best

regularization parameter. However, the L-Curve method is intrinsically an empirical

method. It was reported to always provide an overly smooth solution [121], and not to

always exhibit a clear corner to determine an optimal regularization parameter [61].
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he GCV method works on the principle that when the current regularization

parameter is appropriate, if one measured data point is ignored in the fitting process

and a regularized solution is found using the remaining data set, then the ignored data

point should be accurately restored by substituting the regularized solution back to

the theoretical model. Consequently, the regularization parameter can be optimized

by minimizing the differences between the restored values and the measured value

[24, 5]. Algorithmically, this can be realized by minimizing the function g (α), defined

as

g (α) = ||Gmα−d||2
TR(I−GG†

α)
, (2.8)

where G†
α denotes the Tikhonov regularized pseudo-inverse of the sensitivity matrix G

at the regularization parameter α, and TR denotes the trace of a matrix [24]. Golub

et al. [44] further proposed a singular value decomposition (SVD) based accelerating

algorithm, thus allowing GCV to be applied to large scale problems, e.g. FMT and

DOT. However, recently some studies have reported that the selection made by the

GCV method is sub-optimal [121, 61]. It does not work well when the function g (α)

is flat or has multiple minima. This method is also reported to be unable to offer

an appropriate solution when noise in measured data is correlated 20. Even without

correlated noises, the GCV method slightly overestimate the regularization parameter,

thus potentially leading to an over-smoothed reconstruction result [24].

In summary, although the widely used L-Curve and GCV methods can provide an

automatic choice of the regularization parameter, they are not always feasible in any

condition. Depending the conditions the results are not always optimal.

20Correlated noises can be produced by some in-vivo factors such as motion artifacts [24].
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2.5. Reconstruction with Prior Knowledge

2.5.2 Incorporating the Centroid Constraint

As an alternative to the previously described methods, I proposed using centroid

prior knowledge obtained from the aforementioned depth perturbation to determine

an appropriate regularization parameter. The basic idea is using the estimated fluo-

rophore central depth to reject anyα that results in the solution deviating significantly

from its true centroid.

Method

Similar to the L-Curve method, the proposed method also selects a group of α

values 21 from a predefined range and minimizes Eq. 2.7 with each selected value.

The weighted central depth zα of each solution is calculated using Eq. 2.9. Then the

central depth is compared with the depth of the estimated fluorophore centroid z0 by

‖zα− z0‖.

zα =
∑

zi mα
i∑

mα
i

(2.9)

where mα
i denotes the reconstructed value at the i th voxel with a regularization

parameter of α and zi denotes the Z coordinate of the i th voxel.

A typical dependency of the centroid deviation ‖zα− z0‖2 on the regularization

parameter α is shown in Fig. 2.14. By taking a threshold δ (e.g. half of the voxel

length), a range of α whose solutions are unbiased in depth can be determined.

However, if α is too small, the solution will not be sufficiently smoothed, i.e., the

fluorophore size will be underestimated (Fig. 2.12(c)). Achieving a balance between

the smoothness constraint and the centroid (depth) constraint is necessary. In the

proposed reconstruction framework, this centroid constraint is used in the coarse

step to retrieve an initial solution. Then, a ROI will be identified on the basis of the

21Usually, 10–40 points in a logarithmic manner.

65



Chapter 2. Overview of the Proposed Concepts

Figure 2.14: Dependency of the Centroid Deviation on the Regularization Parameter:
the initial part of the curve is plotted with dash line because for a very small α the
solution is unstable. The red circle denotes the regularization parameter of choice

initial solution. The ROI is expected to include the entire volume of the fluorophore.

Therefore, an initial solution that is slightly broader than the actual distribution is

preferred. selecting the largest value forα in the unbiased range is thus recommended.

Discussion

This is not the first FMT study to include more than one constraint in the objective

function. For example, Dutta et al. used a sparsity constraint and a TV constraint

simultaneously [32]. They realized it by adding two regularization terms and thus

two regularization parameters into the objective function. They realized the use

of two constraints by adding two regularization terms and thus two regularization

parameters into the objective function. It is evident that this would increase the

inverse problem solution complexity; determining a single regularization parameter

without prior knowledge is already challenging. Therefore, automatically tuning two

regularization parameters would be extremely difficult. In the proposed method,

determining the regularization parameter and incorporating a new constraint are
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2.5. Reconstruction with Prior Knowledge

realized simply and simultaneously. With the centroid prior, the proposed method

improves reconstruction accuracy without increasing computational complexity.

2.5.3 Piecewise Spatially Varying Regularization

Spatially varying regularization in piecewise weighting manner is proposed to

improve conventional Tikhonov regularization.

Spatially Varying Regularization

In optical inverse problems, spatially varying regularization (SVR) is widely used

to compensate reconstruction results in regions of low detection sensitivity 22 where

respective restored values are always underestimated and overly smoothed [27, 107].

For SVR the uniform regularization parameter α is replaced by a spatially varying

parameter matrix αW [118]. As a result, the objective function changes to

‖Gm−d‖2
2 +αW‖m‖2

2 (2.10)

Generally, a locally small regularization parameter enhances the restored value and

resolution in the corresponding region, whereas a large regularization parameter leads

to suppressed local values. For any voxel i , if its regularization parameter αwi is very

small, then even its restored value mi is relatively large, αwi mi (the corresponding

element in the regularization term αW) may be not large. Therefore, a solution in

which large values appears in the region with smaller regularization parameter will

result in a smaller αW‖m‖2
2 term, i.e., easily selected by the regularization process.

In this thesis, I place small regularization parameters in the region surrounding

the estimated centroid. However, larger parameters are placed in the region far from

22Region distant from sources and detectors.
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the centroid to (1) locally enhance the restored values around the centroid and (2) to

suppress artifacts that usually appear in boundary regions. Consequently, the solution

is forced to converge around the centroid more compactly.

Piecewise Weighting

This SVR method is applied in the fine step. The weight matrix is generated on the

basis of the initial solution from the coarse step in a piecewise manner (Fig.2.15(a)).

A given initial solution m0 is first normalized by its maximum as m′ = m0/max(m0).

Then, W is determined by the following equations [176]:

W =



1/
w1

0 . . . 0

0 1/
w2

. . . 0

...
...

. . .
...

0 0 . . . 1/
wn


(2.11)

wi =


β, for m′

i >β

m′
i for β≥ m′

i > ε (2.12)

ε, for m′
i ≤ ε

where wi and m′
i are the weight and normalized initial value, respectively, for the i th

voxel. n is the number of voxels, ε is a very small positive value to avoid dividing a zero

or a very small non-zero value in Eq. 2.11, the weight of a voxel with a value smaller

than ε is set as ε. β is an empirical threshold [176].

Discussion

By this piecewise weighting, the region with larger initial values than β•max(m0)

will be further enhanced in the fine reconstruction, whereas others are suppressed to
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2.5. Reconstruction with Prior Knowledge

Figure 2.15: Weighting for Spatially Varying Regularization: (a) piecewise manner (b)
linear manner. (reprinted from [176] with permission)

slightly compress the estimated fluorophore volume.

In previous research, wi was set as continuously linear (Fig.2.15(b)) [87] or loga-

rithmic function [6] of m′
i . However, in the enhanced region, the larger initial value

a voxel has the smaller the corresponding regularization parameter will be, i.e., the

voxel’s value will be strengthened to a greater extent. Consequently, the profile of

fluorescent distribution may be destroyed and concentration values at several voxels

(those with the largest values in the initial solution) may be over exaggerated. For the

piecewise manner, voxels inside the ROI share the same regularization parameter;

thus, they are enhanced to the same extent. Therefore, the original profile of the

fluorophore distribution can be retained [176].
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2.6. Conclusion

2.6 Conclusion

A framework for the ECW-FMT system, including all concepts and methods

proposed in this thesis, is described in Fig. 2.16.

For fluorescence imaging, I developed an ECW-FMT system. The system works

with reflectance geometry; therefore, it is feasible for large animals and has many

clinical applications. Note that particular attention is paid to noise suppression. The

system uses a pair of PBSs to reduce excitation leakage, and a NIR excitation light

source is used to avoid tissue autofluorescence.

For the forward problem, optical coefficients of the tissue and perturbator are

measured in advance. In the in vivo condition, I recommend the oblique-incidence

reflectometry technique (see Appx. B), which can easily be combined with the ECW-

FMT system. Using the measured optical coefficients and based on the Monte Carlo

method or diffusion equation, the sensitivity matrix relating the source-detector

positions to the potential fluorophore position are computed.

Relative to the inverse problem, the framework first localizes the fluorophore

centroid by the depth perturbation method. In the depth perturbation method, a

membrane-like perturbator is superposed as a scattering optical phantom onto the

tissue. On the basis of the dependency of the light attenuation rate on propagation

depth, depth information (centroid location) for the included fluorophore can be

estimated from the variations of the fluorescent measurements that result from per-

turbation. The central depth information is then used as a new constraint in the later

reconstruction of fluorophore bio-distribution.

The reconstruction process is divided into coarse and fine steps. In the coarse

step, Tikhonov regularization is used to restore an initial fluorescent distribution over
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the entire space. In this step, the regularization parameter is determined by prior

depth knowledge. The initial fluorescent contributes to the fine step as the basis of ROI

determination and weighting matrix generation. The space inside the ROI is then split

to finer voxels. The piecewise spatially varying regularization (PSVR) is utilized to solve

the inverse problem within the ROI and retrieve a fine and locally smooth solution.

Owing to the relatively low number of unknowns involved in each computation, this

algorithm is time efficient and ensures fast reconstruction. Moreover, because the

final bio-distribution is reconstructed in a ROI centered by the estimated centroid

and that estimated centroid has been proved to be close to the true centroid, the

reconstructed bio-distribution is thus unbiased from the actual location.

Dividing the framework into two steps also reduces computational costs; the

computational cost of a nonlinear inverse problem is considerably more than the cost

of a linear inverse problem. In the proposed framework, only centroid location and

relative concentration, i.e., no more than four unknowns for one fluorescent object,

are estimated by the nonlinear regression. Thus, computation time is minimized. In

contrast, the bio-distribution reconstruction involves solving a linear inverse problem.

The problem typically involves thousands of unknowns 23. Fortunately, the linearity

reduces computation cost, thereby ensuring acceptable total computation time. If one

finds all knowns, including the fluorophore centroid, size, and the spatial distribution,

by solving a single nonlinear problem, the process will be highly time consuming.

To summarize, the key points of the proposed methods include the depth pertur-

bation method to roughly localize fluorophore (centroid), and the use of the rough

location to constrain the reconstruction of bio-distribution. These two points effec-

tively eliminate the ill-conditioned nature of the optical inverse problem and thus

yield more accurate estimates for the location, size, and distribution of fluorophore.

23Relative concentration values for each voxel in the reconstructed space
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3 Epi-Fluorescence Continuous Wave

Tomography System

In this chapter, the custom ECW-FMT system is described. The system uses

an NIR light source and a pair of PBSs to improve penetration depth and detection

sensitivity.
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Chapter 3. Epi-Fluorescence Continuous Wave Tomography System

Figure 3.1: Schematic of the Epi-Fluorescence Continuous Wave Tomography System
[178]

3.1 Design

As mentioned in Sec. 1.6.1, I selected an epi-illumination geometry for the FMT

system, CW domain, raster scan incident mode, and a camera-based entire region

detection mode. The basic design of the custom system is shown in Fig. 3.1.
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3.1. Design

3.1.1 Source

In this system, a laser system with current and temperature control is used as

the light source because of its good directionality and stable power. Its wavelength is

selected from the NIR region for three reasons: (1) optical absorption of hemoglobin

and water is low in this range; (2) tissue scattering is relatively moderate compared to

the visible region [151]; (3) autofluorescence in the NIR region rarely exists [79]. The

first two points ensure greater penetration depth while the last point results in lower

background noise. The laser light is coupled with an optical fiber and collimated to

form a light beam. Generally, there are two strategies for a beam scan, a stage-based

and galvo mirror-based scan. The latter involves less mechanical motion and a faster

scan speed but increases cost and system complexity 1. The proposed system uses

a pair of motorized stages, and the collimate lens is fixed to these stages. When the

stages move, the laser beam scans over the sample surface after being reflected by a

PBS and a dichroic mirror (DM).

3.1.2 Detector

High sensitivity is the primary requirement for the detector. Here an electron-

multiplying CCD (EMCCD) camera is used, whereby one incident photon may result

in generation of several thousands of electrons. This is achieved by adding a multipli-

cation register to the end of a normal CCD camera (Fig. 3.2), which includes a large

number of gain stages 2. each incident photon results in generation of electrons by

impact ionization in a manner that is similar to an avalanche diode. The use of the

EMCCD camera reduces measurement time effectively. With the EMCCD camera,

short exposure time can be maintained, and the electron multiplying function can be

1Such as the necessity for a scan lens [173]
2Usually more than 500
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Chapter 3. Epi-Fluorescence Continuous Wave Tomography System

Figure 3.2: Schematic of Electron Multiplying CCD Camera: photons are transformed
to photoelectrons in the image area, stored in the storage area, then transferred serially
through the gain stages.[64]

used to amplify the signal if necessary.

Similarly, to collect as many photons as possible, a camera lens with low f -

number 3 and short work distance is used to achieve a large numerical aperture 4.

3.1.3 Filtering

Excitation light leakage is problematic in any reflectance geometry and laser-

based optical system. A part of the laser beam is reflected directly to the detector.

Owing to its high and focused power, the reflected laser beam may saturate the

detector and thus render the measurements meaningless. Similar to a conventional

fluorescent imaging system, the proposed system includes a DM, notch filter, and

band pass filter, each of which can theoretically attenuate the excitation light by

more than 90%. However, their actual effects are limited. This can be attributed to

3The ratio of the lens’s focal length to the diameter of the entrance pupil[51]
4The solid angle over which an optical system can accept or emit light
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3.1. Design

the optical filter, which is typically designed for light perpendicularly incident to its

surface. For obliquely incident light, the effective attenuation is notably lower than

the designed value. For the camera-based detection used in this study, incident light

from most detection positions is not exactly perpendicular on average (see the optical

paths in Fig. 3.1 ).

In the proposed system, the polarization of excitation light further suppresses

the exci-tation leakage. Polarization is a property of electromagnetic waves in which

the electric and magnetic fields oscillate simultaneously but in different orientations.

Specifically, for a light beam, electric and magnetic field components that oscillate

in a direction parallel to each other are referred to as the S-polarized components

while the components that oscillate in a direction perpendicular to each other are

referred to as the P-polarized components. A PBS can split these two components

into two beams (Fig. 3.3). Many optics systems demonstrate polarization dependent

properties. For example, the DM used in this system more strongly reflects S-polarized

light than P-polarized light. In addition, the reflected laser beam includes two parts,

specular reflection5 and diffuse reflection6. Specular reflection never changes the

polarization state of light, whereas the polarization state will become ran¬dom after

diffuse reflection [51].Since the laser beam is collimated, the specular reflected laser

light is also a collimated beam, which results in a very bright point on the captured

image and may potentially saturate the CCD imaging sensor. In contrast, diffuse

reflection emits in all directions; thus, it contributes to background noise.

A pair of PBSs in the same orientation is added to the system. The first (right in

Fig. 3.1) ensures that the incident laser beam is pure S-polarized light. Consequently,

the effective reflectance of the DM increases; thus, less of the reflected laser beam

5Direct reflection on the surface, just like a reflection on a mirror.
6Light enters the subject once, is backscattered within the subject, and finally emitted from the surface.
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Chapter 3. Epi-Fluorescence Continuous Wave Tomography System

Figure 3.3: Polarizing Beam Splitter: the orange beam denotes the S polarization
component and the green beam denotes the P polarization component.

passes through the DM. The second PBS (left in Fig. 3.1) rejects all S-polarized light,

which includes the whole specular reflection and one-half of the diffuse reflection

7. Although the second PBS also obstructs one-half 8 of fluorescence, it is beneficial

because the excitation leakage is reduced more greatly and the imaging contrast is

enhanced. The remaining diffuse reflection of excitation light can be eliminated by

capturing a control image without a fluorophore and subtracting it from the fluores-

cent images. This process is known as background removal.

3.2 Realization

The setup of the aforementioned design is shown in Fig. 3.4. The specifications

of all components used in the setup are given in Tabs. 3.1 and 3.2.

7Assuming its polarization is completely random, powers of S polarization and that of P polarization are
half to half

8also assuming the polarization of fluorescence is random
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3.2. Realization

Figure 3.4: Setup of the Epi-Fluorescence Continuous Wave Tomography System:
some components, such as the current controller for the laser diode, are not shown.
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Table 3.1: Components in the Setup

Component Producer Product No. Specifications

Laser Diode Thorlabs LP785-SF20 Fiber-Pigtailed Laser a

Wavelength: 785 nm
Maximal Output Power: 25 mW

Laser Controller Kit Thorlabs LTC100-B Including:
(not shown in a Laser Mount
Figure 3.4) a Current Controller

a Temperature Controller

Optical Fiber Thorlabs 780HP Single Mode Fiber
Wavelength Range: 780 ∼ 970 nm

Collimator Thorlabs CFC-2X-B Adjustable FC/PC collimator
Wavelength: 600 ∼ 1050 nm
Effective Focus Length: 2.0 mm

Motorized Stages Sigma Koki SGSP20-35 Stepping Motor Driven Stages
Travel Range: 35 mm
Maximal Speed: 25 mm/s
Resolution: 2 µm

Stages Controller Sigma Koki SHOT-602 2-Axis Stages Controller
via Serial Communication

Camera Flovel ADT-100 Electron Multiplying CCD
Imaging Sensor: 2/3 inch
Maximal Gain: 1600
Monochrome
Resolution: 1000×1000
Bit Number: 10

Lens Edmund 59-871 Fixed Focal Length Lens
Focal Length: 25 mm
Aperture: f/1.4 - f/17
Field of View: 19.8◦

Working Distance: 100 ∼
Polarizing Beam Thorlabs PBS102 Broadband PBS Cubes
Splitters Wavelength Range: 620 - 1000 nm

Cube Size: 10×10×10 mm3

Reflection: > 99.5%
Transmission: > 90%

aa optical fiber has already been coupled to the laser diode
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Table 3.2: Components in the Setup (cont.)

Component Producer Product No. Specifications

Notch Filter Thorlabs NF785-33 Center Wavelength: 785±2 nm
Blocking FWHMa: 35 nm
Maximal Optical Density b: > 6

Band Pass Filter Semrocks FF01-832/37-25 Center Wavelength: 832 nm
Pass Bandwidth: 37 nm
Optical Density: > 10 c

Transmission : > 93% d

Dichroic Mirror Semrocks LPD01-785RU-25 edge wavelength: 792.9 nm
Longer Pass
Reflection(P-pol): > 90% e

Reflection(S-pol) : > 98% f

X-Y Stages Sigma Koki TSDS-602 Travel Range: 13 mm
Resolution: 2 µm

afull width at half maximum
bin blocking region
cat 785 nm
din passing region
eat 785 nm
fat 785 nm

3.2.1 Source

In this setup, the light source is a fiber-pigtailed laser diode (LD) of wavelength

785 nm. A single mode fiber has already been coupled to the LD, which greatly facili-

tates the coupling of laser light into the optical fiber. The 785-nm wavelength is close

to the peak absorption spectrum of ICG [174], which is the primary fluorescent dye

used in our experiments. The LD current and temperature are monitored and con-

trolled by a controller kit to ensure stable output power. The laser light is collimated

to a 460-µm diameter and 10-mW power9 Gaussian beam.

The motorized X–Y stage can move the collimator in both X and Y directions,

9Changeable if necessary
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allowing the beam to scan over a sample. Their travel ranges are 35 mm. This range is

limited to the size of the optics used in this setup (diameter of approximately 25 mm);

therefore, the effective scan range is approximately 20×20 mm. The scan can be run

at a resolution of 2 µm and a maximal speed of 25 mm/s. Thus, the system can finish

one line scan in one direction in less than a second.

3.2.2 Detector

A 10-bit monochrome EMCCD camera functions as the detector. This camera

provides an image of size 1000×1000 pixels and a maximum magnification of 1600. A

compact fixed focus length lens is equipped in front of the camera. Its angle of view is

19.8◦, and the shortest working distance is 100 mm. Consequently, the field of view

(FOV) is approximately 25×25 mm2 at the shortest working distance. The aperture is

always set to f/1.4 to collect as much fluorescence as possible. The camera is adjusted

and calibrated carefully such that the lens plane is parallel to the top surface of the

sample holder. The vertical distance between the camera and the top surface of the

sample is approximately 13 cm (depending on the height of sample).

3.2.3 Filtering

Besides the conventional notch filter, band pass filter, and DM, the system in-

cludes a pair of PBSs. The first PBS is placed at the laser side to allow the S polarization

component of the laser beam to arrive at the DM, which notably decreases the amount

of specularly reflected laser beam leaked from the DM. Assuming the specular re-

flectance of a sample is α, and the reflectance of the DM to a given polarization is β,

the specular leakage rate 10 can be expressed as αβ(1−β), as shown in Fig. 3.5. For

10The ratio of the power of leaked specular reflected light to the initial power when the laser beam first
arrives at the DM.
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3.2. Realization

Figure 3.5: Excitation Leakage of Specular Reflected Laser Beam.

the DM used in the setup, the quoted reflectance for P-polarized light is 90% while

that for S-polarized is 98%. Consequently, the leakage rate for P-polarized light is

0.09α. In contrast, the leakage rate for S-polarized is 0.02α, i.e., only 22% of the former.

Theoretically, the second PBS rejects 99.5% S-polarized light from the camera, i.e., the

leakage rate (specular light) after traversing through the second PBS becomes 0.0001α.

As mentioned previously, the second PBS also eliminates one-half of the diffusion

reflection of the laser light. Thus, the pair of PBSs effectively reduces unexpected light

and enhances the contrast in fluorescent images.

3.2.4 Other Components

A test subject is typically placed on the sample holder, below which the X–Y stages

allows fine adjustment of the horizontal position of the subject. The image capturing

and beam scan are controlled by a personal computer using a camera link and serial

communication, respectively.

Finally, as mentioned in Sec. 1.4.2, occasionally a high power laser diode (780

nm, 1W, not shown in Fig.3.4) is used to provide broad illumination over the sample.

83



Chapter 3. Epi-Fluorescence Continuous Wave Tomography System

An image captured under broad illumination may show the rough planar position of a

fluorophore object, which can be used to determine an appropriate initial position

and area of the collimated beam scan.

3.3 Results

This section provides an example fluorescent image captured by the proposed

system and gives evaluations of the system’s performance.

3.3.1 Scattered Fluorescent images

Figure 3.6 (a) shows a typical fluorescent image after being strongly scattered.

The fluorescence signals were emitted from a glass tube (diameter: 1.1 mm) filled with

the ICG solution. The tube was inserted into an optical phantom (Fig. 3.6(b), reduced

scattering coefficient, 0.65 mm−1) made of PDMS (silicon) and TiO2 (optical scatters).

Its central depth was approximately 4.0 mm. Along the Y direction the ICG object is

as narrow as 1 mm, and the full width at half maximum (FWHM) of the fluorescent

signal profile along the Y direction is approximately 9.4 mm. This shows the effect of

light scattering and the difficultly in estimating fluorophore size from a fluorescent

image on the surface.

3.3.2 Excitation Leakage

Using the same PDMS phantom, the effect of the second PBS was also tested.

The laser beam was moved to nearly the center of the FOV. Its power was set to 20

mW, and the exposure time of the camera was set to 60 ms. Images were captured

when the left PBS (just below the camera) was removed. As can be seen in Fig. 3.7(a),
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Figure 3.6: Scattered Fluorescent images: (a) image captured on phantom surface
(white point = relative incident position, white dash line = center line of included
tube); (b) PDMS phantom (blue spot = rough incident position)

Figure 3.7: Excitation Leak: (a) without the second PBS; (b) with the second PBS

an obvious light spot and some artifacts resulted from the reflected laser light on the

image captured without the left PBS. In contrast, on the image captured with the left

PBS (Fig. 3.7(b)), the light spot and artifacts are nearly invisible. Quantitatively, the

total intensity (brightness) as observed in Fig. 3.7(a) is 3.6×107„ whereas that in Fig.

3.7(b) is 8.4×106 (23% of the former). The effect of the PBS pair is more notable than

the data shown here because the right PBS was retained. Note that the right PBS was

not removed because it also functions as a mirror.
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3.3.3 Random Noise Level

Typically, there are two types of noise in fluorescent images. One is background

noise, including autofluorescence, excitation leakage, and ambient light. Background

noise can be removed by subtracting an image obtained with a fluorophore with a

control image, which is obtained without targeted fluorophore. The other type of

noise is random noise, which is attributable to camera image noise and the random

nature of fluorescing 11.

Herein, A series of phantom experiments were performed to obtain the rough

SNR range 12 of the ECW-FMT system. A glass tube, including ICG object (concentra-

tion, 1µM; length, 1.5 mm; diameter, 1 mm) was submerged into intralipid solution

(scattering medium, reduced scattering coefficient at 785 nm: 0.66 mm−1). The central

depth of the ICG object was fixed at 2.8 mm, 3.8 mm and 4.8 mm sequentially. For each

depth, the laser beam started from a position just above the ICG object, and scanned

along the tube in 0.5-mm step. The maximal horizontal distance from the incident

positions to the ICG was 3 mm. At each incident position, 10 fluorescent images and 1

control image were captured. Here the SNR at the i th pixel on the fluorescent images

is defined as 20log10(Ai /δ j ), where Ai denotes average brightness and δ j denotes

standard deviation. The average SNR of the images 13 captured at each depth and

each incident position are shown in Fig. 3.8. The average SNR was 20–35 dB and

decreased with the separation of incident position to fluorophore. This is attributable

to the fact that the camera exposure time was set to a fixed value for each beam scan.

As a result, the signal amplitude, i.e., image brightness, decreased when the incident

11Absorbing and emitting fluorescent photons by fluorophore are random processes
12The SNR may vary with fluorophore concentration, size, depth and other factor. The range obtained

here is for a reference
13Pixels with weak brightness (e.g., < 10% of camera dynamic range) were excluded because they are

usually not used in later calculation such as inverse problem.
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Figure 3.8: Typical Signal to Noise Ratio of the ECW-FMT System

position moved away from the fluorophore object.

3.3.4 Raster Scan Precision

To evaluate the precision of the incident positions produced by the 2D raster

scan, a white reflectance standard (reflectance 99% in plate shape) was placed on

the sample holder holder and all optics were temporally removed, with the exception

of the DM between the sample and the lens. A 10×15 X-Y scan was then performed.

The step length was 1 mm. For each incident position, an image of the reflected laser

beam was captured (Fig. 3.9(a)). Herein, the centroid of the light spot resulting from

the reflected light is defined as the respective incident position. An array of the 10×15

scans and their positions 14 are shown in Fig. 3.9(b). The array looks neat, the standard

deviation of the X coordinates of each column is 0.014 mm on average, and that of the

Y coordinates of each row is 0.017 mm on average. This demonstrates the excellent

scan precision is provided by this stage-based beam scan.

14After calibration from pixels to physical coordinates
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Figure 3.9: Incident Points of 2D Raster Scan: (a) reflected light spot at the initial
position of the scan (white dash rectangle denotes scan area); (b) light spot centroids
of all incident position (red points) and sequence of the 2D scan (black arrows)

3.4 Discussion

The above results show that this system has particular strengths, including low

excitation leakage, good scan precision, and high signal amplification. The SNR is

approximately 30 dB, which can be improved by pixel binning or averaging. Cooling

the EMCCD camera can also facilitate a better SNR. In addition, this system structure

is similar to that employed in fluorescent microscopy; thus, it has the potential to be

combined with microscopy and thus can be applied to surgeries conducted under

microscopes.

In the custom ECW-FMT system, the camera-sample height (13 cm) appears to

be large. However, it is actually nearly the shortest possible for the current system

configuration because a lens, two optical filters (5 mm height for each), a PBS (25

mm) and a DM cube box (36 mm) are vertically arranged in this space. With a larger

camera-sample height, the numerical aperture of the system (i.e., the light-collecting

efficiency) would decrease. However, the light-collecting efficiency of the target fluo-
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rescent signals is nearly the same as that of the main background noise (background

fluorescence and diffuse reflection of excitation light). Therefore, signals and back-

ground noise will decrease to a similar degree with an increasing height, i.e., variation

of the target-to-background ratio will be insignificant. Similarly, in the proposed

system, the random noise level is nearly a linear function of the mean signal ampli-

tude. The effects of height on the signal amplitude can be canceled by adjusting the

exposure time; thus, the random noise level and the SNR are not affected significantly

by the height. Note that an intralipid phantom (with a small fluorophore fixed at 2.8

mm depth) was tested sequentially at 13 cm and 20 cm below the camera. The total

target fluorescent intensity at 20 cm was decreased by approximately 75% compared

to that at 13 cm; however, the variation of the average SNR was approximately 1 dB

after exposure at 20 cm was increased threefold. To summarize, the camera-sample

height (in a reasonable range, e.g., 10–30 cm) rarely affects the results of the proposed

method. However, camera-sample height has notable effect on measurement time

[178].

Actually, measurement time may be an issue with the current system. A single

run of a 2D beam scan typically requires 10–100 s relative to the exposure time and

the number of incident positions. Therefore, the current system is more appropriate

for localizing a stable target, such as imaging agents accumulated in a tumor, rather

than tracking fast biomedical processes.

Another potential issue of FMT is the power of the incident laser beam. A high-

powered incident beam may damage the illuminated tissue, whereas a weak beam

will not result in sufficient fluorescence. In the current system, the laser power is

controlled by the laser controller kit and can be varied within 0–20 mW. The incident

power can be adjusted according to fluorescence intensities. Note that tissue safety
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was tested preliminarily under this current power range. A block of chicken breast

was illuminated by a 20-mW laser beam with the same beam size as the ECW-FMT

system. After one minute of illumination, the temperature of the illuminated spot was

measured by a thermocouple (Sanwa Inc, Japan), showing a temperature variance of

less than 1◦C15. In contrast, in our experiments, the exposure times for each incident

position are typically in the order of 100 ms. Thus, the current incident power range

and incident mode will not result in thermal damage to the sample.

15The precision of the thermocouple is 1◦C, and the output of the thermocouple did not actually vary
after illumination.
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4 Estimating Fluorophore Centroid

In this chapter, the depth perturbation concept is first mathematically extended

to 3D space. Then, the method to localize fluorophore (centroid) on the basis of

intensity variations resulting from the perturbation is described. Here a fluorophore

of finite size is treated as a fluorescent point source located at its centroid. The

method has been validated by numerical simulations and experiments using tissue-

like1 homogeneous phantoms.

Note that this chapter has been partly published in the following paper.

• Tuo Zhou, et, al. Localizing Fluorophore (Centroid) inside a Scattering Medium

by Depth Perturbation. Journal of Biomedical Optics. 20(1), 017003 (2015).[178]

doi:10.1117/1.JBO.20.1.017003

Copyright of related content was transferred to the Society of Photo-Optical

Instrumentation Engineers.

1Whose optical properties are close to those of tissue
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Chapter 4. Estimating Fluorophore Centroid

4.1 Method

As mentioned in Sec. 2.1.4, the FMT inverse problem is solved by two steps, i.e.,

localizing the fluorophore centroid and reconstructing the fluorophore distribution

with the centroid prior. In this section, the methodology of the first step is described.

4.1.1 Depth Perturbation in 3D Space (Forward Process)

Section 2.3.2 describes the mathematical model of the perturbation behavior

under the condition that both the detector rd and the excitation source rs are just

above the fluorophore rf (Fig. 2.5). This condition is an extreme case and may be

impractical when the horizontal location of the fluorophore is also unknown. For

more generality, I generalized Eq. 2.5 from the single depth dimension to any given

excitation source point or observation point (Fig. 4.1) in a 3D volume, by replacing

Figure 4.1: Schematic of Depth Perturbation in 3D Space.[178]
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d
′

with |rs − rf|, and d with |rd − rf| as well as some other modifications. Therefore,

Γ actually depends on perturbator thickness ∆d and the relative positions among

detection point rd, incident point rs, and fluorophore rf. Modeling this dependency is

referred to the forward process.

In the forward process, a fluorescent object of finite size is approximated as a

point source at the object centroid. This approximation is valid because this study

focuses on localizing fluorophore of small size.To consider factors such as boundary

condition, optical mismatch between the perturbator and medium, and laser beam

size, numerical simulations are used to calculate the theoretical fluorescent intensity

before perturbation Φ0 and that after perturbation Φ1 for any given rs, rd, rf and

∆d. The numerical simulations can be executed on the basis of either the diffusion

equation or the Monte Carlo method. Simulation based on the diffusion equation is

faster but inaccurate in the region near the air-medium boundary whereas the Monte

Carlo method is time-consuming but accurate as mentioned in Sec. 1.4.1.

If there is only one fluorescent object inside the medium, the forward model can

be expressed as:

Γ(rs,rd,rf,∆d) = Φ1(rs,rd,rf,∆d)

Φ0 (rs,rd,rf)
(4.1)

If there are multiple objects in the examined region simultaneously, Γ can be calcu-

lated as:

Γ (rs,rd,m,∆d) =

n∑
i=1

ciΦ1

(
rs,rd,ri

f ,∆d
)

n∑
i=1

ciΦ0

(
rs,rd,ri

f

) (4.2)

where m = (c1,r1
f , . . .ci,ri

f . . .cn,rn
f ); ci and ri

f = (xi , yi , zi ) denote the amount of fluores-

cent molecules and position vector of the ith object, respectively; and n denotes the

number of objects inside the medium.
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Figure 4.2: Representative Distributions of Γ (rs,rd,m,∆d): (a)when the laser incident
position is horizontally close to a fluorescent point source; (b)when the incident
position is moved far from the source; (c) when the point source is more deeply
fixed. In each subfigure, the • denotes the horizontal position of a fluorescent point
source and its initial depth d is shown in the title. The × denotes the laser incident
point. Each pixel in the figures represents an observation point. Optical coefficients
and perturbator thickness (1 mm) are same as those of the phantom experiments
(described later). The three subfigures share the same color bar. [178]

Representative theoretical distributions of Γ are shown in Fig. 4.2. Note that the

ratio increases with increasing distance from the observation point to the fluorophore

(Fig. 4.2(a)). Similarly, when the incident point moves away from the fluorophore (Fig.

4.2(b)) or when the fluorophore is located more deeply (Fig. 4.2(c)), the ratios over

the image increase notably. All of this can be attributed to the fact that a longer initial

optical path length (OPL, the path of incident point → fluorophore → observation

point) results in less relative variation of OPL for a given perturbation.

4.1.2 Estimating Fluorophore Centroid (Inverse Process)

In the inverse process, the measured ratio is calculated as

R (rs,rd,∆d) = I1 (rs,rd,∆d)/I0 (rs,rd) (4.3)

where I0 and I1 are fluorescent images before and after the perturbation respectively.

Then, the fluorophore location rf and the relative fluorescent amount c can be esti-
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mated by fitting the measured intensity ratios R to the forward model Γ as follows,

min

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥



R(r1
s ,r1

d)

R(r1
s ,r2

d)

...

R(ri
s,r j

d)

...

R(rNs
s ,rNd

d )



−



Γ(r1
s ,r1

d,m)

Γ(r1
s ,r2

d,m)

...

Γ(ri
s,r j

d,m)

...

Γ(rNs
s ,rNd

d ,m)



∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2

(4.4)

,where Ns and Nd are the number of sources and detectors, respectively, and ri
s and

r j
d denote the i ’th source position and the j ’th observation position respectively. The

Levenberg–Marquardt (LM) nonlinear regression method is utilized for the fitting,

and a multistart strategy is employed to avoid convergence to a local minimum. In

the multistart strategy, a large number of initial solutions are first generated. The LM

method is initiated with each of these initial solutions and converges to a group of

local minimum solutions. Finally, the most statistically likely solution is selected from

the local minimum solutions as the final result. For further details of the LM method

and the multistart strategy, see Ref. [5].

4.1.3 Determining Fluorophore Number

For improved generality, I proposed a “try from one” strategy to handle an un-

known number of fluorescent objects in the examined region. First, the strategy

assumes the number as n, ranging from 1 to N (i.e., N = 5). Second, nonlinear regres-

sion is performed. Third, the solution mn is substituted back to the theoretical ratio
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model Γ (m) to calculate the relative residuals as follows

Res(n) = ‖Γ (mn)−R‖
‖R‖ (4.5)

When the assumed number n is less than the true value, the residual is large. In

contrast, if n is greater than or equal to the true value, it decreases to a relatively lower

and stable level. For underestimated n, the parameters used in the regression are

too few to achieve good fitting, and for overestimated n, the overestimated object(s)

usually appear as a small number of object(s) or those present at a large depth, i.e.,

they rarely contribute to the fitting result. By detecting the turning point on Res(n),

the number of objects can be estimated. The turning point is defined as the first n

(from 1 to N) whose residual variation rate

rate(n) = |Res(n)−Res(n+1)|
Res(n)

(4.6)

is less than threshold ε. Herein I empirically selected the threshold as ε= 1.2
∑N

n=1 r ate(n)

N

(i.e., 1.2 times the mean value of rate(n) over n = 1 ∼ N). After this "try from one" strat-

egy, other hard limits are set to eliminate some obviously incorrect estimates. For

instance, an object at very large depth (> 10 mm) was ignored; two estimated objects

located extremely close to each other (distance ≤ 0.1 mm) are counted as one object.

4.2 Numerical Simulations

Numerical simulations were conducted to evaluate the depth sensitivity and

fluorophore concentration sensitivity of the proposed method. The effects of the

perturbator’s optical coefficients and thickness were also investigated.
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Figure 4.3: Simulation Setting.

4.2.1 Basic Simulation Setting

The simulations were implemented in a 10×10× mm3 volume. The optical co-

efficients of the volume were set the same as those of the liquid phantom described

in Sec. 4.3. The thickness of the perturbator was defined as 1 mm, and its optical

coefficients were 80% of those of the volume. One fluorescent object (length, 1.5 mm;

diameter, 1 mm) was set inside the volume. Its horizontal position was fixed at (5, 5)

mm. On the top of the volume’s surface, I selected a ROI (4×4 mm) just above the

fluorophore and defined a 20×20 observation positions (0.2-mm intervals) and five

incident positions (0.5-mm intervals), as shown in Fig. 4.3.

For each incident position, two fluorescent images (before and after perturbation)

were produced. The simulated fluorescent intensities were generated on the basis
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of the Monte Carol method. Note that random Gaussian noise was added to the

simulated data. The level of random Gaussian noise approximated the noise level of

the proposed ECW-FMT system2 2.

4.2.2 Depth - Concentration Sensitivity

To investigate the algorithm’s performance at different depths and noise levels,

the fluorophore (central) depth was varied from 1 mm to 9 mm, and its concen-

tration was set to 2µM, and 0.2 µM sequentially 3. The emission efficiency of fluo-

rophore was calibrated by phantom experiments with the same optical coefficients

and fluorophore concentrations. The simulations were repeated five times for each

depth-concentration pair.

Figure 4.4 shows the estimated depths and total errors (norm of errors in all

directions) from the estimated centroids to the true values. As can be seen, the

accuracy of the proposed method (blue points) in resolving depth decreases with

increasing depth or decreasing concentration. If a total estimation error of less than

0.5 mm is acceptable, then the maximal feasible depth limit of the proposed method

is 7 mm for the 2µM object, 5 mm for the 0.2µM object. I believe that bad SNR

is the primary reason for the deterioration of accuracy. The average SNRs (before

perturbation) under the conditions of (2µM, 7 mm) and (0.2µM, 5 mm) are 20.3 dB

and 16.8 dB, respectively, whereas, those for (2µM, 8 mm) and (0.2µM, 6 mm) are 13.8

dB are 9.3 dB, respectively. This suggests that for the proposed method, the average

SNR of fluorescent images should be greater than 16 dB.

In addition, a source-detector separation (SDS) method was tested under the

2Linear interpolation and extrapolation was used here to determine the specific noise level for each
observation position according to certain conditions including fluorophore depth, fluorophore con-
centration, incident position, exposure time, etc.

3The two values fall in the common concentration range used in previous researches of this field
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Figure 4.4: Performance of the Proposed Method at Various Depth and Concentration:
The left column shows the estimated depths and the right column shows the root
square error of the estimated centroids to the true values. The first and second rows
show results of 2µM and 0.2 µM, respectively. SNR for a part of the data points are
denoted by blue arrows.

same conditions. First, the sensitivity matrix of the source-detector pairs over the

reconstructed space was modeled, and the fluorophore bio-distribution was recon-

structed with the LSQR algorithm [113]. Finally, weighted center of the reconstructed

distribution was seen as the estimated centroid. The green points on Fig. 4.4 show the

results. Under most conditions, the errors of the SDS method are significantly larger

than the proposed method. As can be seen, the error of the SDS method is obvious

at 33 dB. In contrast, the proposed method works well at 20 dB. This proves that the

proposed method is less sensitive to noise than the SDS method.
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Figure 4.5: Simulation Results about the Effect of the Perturbator’s Optical Properties.
[178]

4.2.3 Effect of Optical Coefficients of the Perturbator

Here the influence of the perturbator’s optical coefficients are evaluated. The

scattering and absorption coefficient of the perturbator were changed to m times

(from 0.5 to 5) those of the volume. The fluorophore central depths were predefined at

3.8 mm and 4.8 mm, which are two of the central depths used in the liquid phantom

experiments (Sec. 4.3).

The results show that the total estimation error did not vary significantly with

m in the tested range (Fig.4.5). This suggests that if the optical properties of the

perturbator are in the same order as those of the medium, the proposed method will

work well.

4.2.4 Effect of Perturbator Thickness

The effects of perturbator thickness on estimation accuracy were also examined

with the same simulation settings. In this simulation, perturbator thickness varied

from 0.1 mm to 10 mm, whereas the perturbator’s optical properties were fixed to
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Figure 4.6: Simulation Results about the Effect of the Perturbator’s Thickness: note
that the X axis is in log scale. [178]

those of the medium.

The results (Fig. 4.6) show that an overly thick perturbator (> 4.0 mm) results in a

relatively large estimation error because the fluorescent signals are weakened greatly

by the perturbation, resulting in poor SNR. In contrast, a thin perturbator (≤ 0.4 mm)

also caused a large error because the intensity variations due to the perturbation were

too small to apply the proposed method.

4.3 Experiments with Tissue-like Liquid Phantom

The proposed methods were then tested with the ECW-FMT system described in

Chapter 3 and a tissue-like optical phantom.

4.3.1 Tissue-like Liquid Phantom

In the phantom, a mixture of intralipid, ink, and water was used to mimic scatter-

ing and absorption properties of biological tissues. Optical coefficients of the mixture

are close to those of the brain cortex [151]: reduced scattering coefficient µ′
s = 11.7
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Figure 4.7: Tissue-like Phantom: for a clear view of the ICG object, we did not sub-
merge the capillary into the mixture. The volume of ICG in this figure is also far greater
than the actual volume.

cm−1, absorption coefficient µa = 0.2 cm−1 at excitation wavelength 785 nm; µ′
s =10.5

cm−1, µ′
a = 0.2 cm−1 at the emission peak wavelength 830 nm of ICG (the fluorophore

used herein, absorption maximum 780 nm, emission maximum 830 nm [174], Keisei,

Japan). A small volume (around 1 µL) of ICG solution (2 µM), diluted with the mixture,

was injected in a capillary tube (inner diameter: Φ 1.0 mm, outer diameter: Φ 1.6 mm)

to make an isolated ICG object. The capillary was then submerged and fixed inside a

plastic tank filled by the tissue-like mixture. By arranging the volume of the mixture,

the depth of the ICG object could be varied. The tissue-like phantom is shown in Fig.

4.7.

4.3.2 Perturbator

The same mixture with a 1-mm fixed thickness was used as the depth perturba-

tor.Owing to the liquid nature of this phantom, it is difficult to fix a solid perturbator
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onto a liquid surface. In addition, a liquid perturbator with different optical proper-

ties from the initial medium would mix with the medium, thus changing the optical

properties of the initial medium.

4.3.3 Parameters Involved in the Inverse Process

FMT computations involve a large number of parameters and factors. Some

of them are known or measurable thus can be used directly in the computation.

However, others are unknown; thus, they must be estimated by the inverse process.

The involved parameters and their states before the inverse process are listed in Tab.

4.1. The central locations are always unknown and must be estimated in the inverse

process. For multiple objects, the number of fluorescent objects and their relative

concentrations are considered knowns of non-linear regression. Fluorophore size

and concentration distribution are treated as a point in the inverse process. Note that

these are restored in the reconstruction process described in Chapter 5. In contrast,

the laser beam size, numerical aperture (N.A.) of the detector, and the perturbator

properties can be measured beforehand. The incident and detection positions depend

on the predefined area of the beam scan and the SNR of the captured fluorescent

images, respectively. Thus, they are usually determined after fluorescence imaging by

some simple calibrations (Sec. 3.3.4). Finally, the optical coefficients of the sample are

relatively complex. For this phantom experiment, the phantom optical coefficients

were measured beforehand. The optical properties of biological tissue are usually

measured immediately after fluorescence imaging to avoid temporal variation. Here

the oblique-incidence reflectometry technique, which allows in situ and in vivo optical

coefficients, was used. These measured and calibrated parameters are treated as

knowns in the inverse process.
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Table 4.1: Parameters Involved in the Inverse Process

Status Parameter Remark

Unknown

central coordinates rf = (x, y, z)
fluorophore concentration multiple fluo. objects
No. of fluorescent object multiple fluo. objects
inclusion size treated as a point
concentration distribution treated as a point

Prior Knowledge

incident beam size
detector N.A.
optical coefficients of perturbator µ′

s , µa , n
thickness of perturbator ∆d
optical coefficients of phantom µ′

s , µa , n

Calibration
incident position rs

detecting position rd

Measurable optical coefficients of tissue µ′
s , µa , n

4.3.4 Validation on Depth Determination

First, the hypothesis that depth perturbation can provide depth information (Sec.

2.3.2) was tested [177].

Measurement Setting

In this experiment, the laser beam was translated to a position just above the

ICG object, whose length was approximately 1.5 mm. Experiments were conducted at

five fluorophore depths, from 1.8 mm to 5.8 mm at 1-mm intervals. The steps of the

experiment are as follows:

1. pour the mixture into the tank until the fluorophore depth reaches the prede-

fined value

2. obtain a fluorescent image with the ECW-FMT system
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Figure 4.8: Typical Fluorescent Images (a) Before and (b) After the Perturbation: The
fluorophore depth is 3.8 mm; The white dash lines denote annular ROI.[177]

3. pour into a given volume (3.9 mL) of the mixture again to increase fluorophore

depth by 1 mm;

4. take an image again.

5. Experiment was repeated nine times for each depth.

Data Processing

Figure 4.8 shows typical fluorescent images before and after the perturbation

with the ICG object set at a depth of 3.8 mm and approximately centered in the images.

As can be seen, the fluorescent profile after perturbation (Fig. 4.8(b)) is weaker and

broader than that before perturbation ((Fig. 4.8(a))) owing to additional scattering of

the perturbator. A ROI surrounding the laser incident point was then selected. The

center of this ROI was set as the incident point, and its inner and outer diameters were

approximately 1 mm in the object plane and 2 mm, respectively. The central region

was not used because the reflected laser beam is occasionally notably overlaid in this
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Figure 4.9: Measured Variation Ratio and Resolved Fluorophore Depths:(a) Measured
variation ratio due to the perturbation and their theoretical values, (b) estimated
fluorophore depths.[177]

region 4. For each image, fluorescence intensities (image brightness) were summed

over the annular ROI, and the ratio of the total intensity after perturbation to the initial

intensity was determined.

Results

The average ratio for each depth is shown in Fig.4.9. As can be seen, the ratio

increases with the depth of the fluorophore. Note that theoretical variation ratios

at depths of 1.5–10 mm were calculated to generate the theoretical curve shown

in Fig.4.9(a). Furthermore, fluorophore depth can be estimated by interpolating

the measured values to the theoretical curve. As shown in Fig.4.9(b), the estimated

fluorophore depths well match the true values. The most significant deviation occurs

at the fourth point, where the estimated value is 4.44 ± 0.04 mm and the true value is

4.8 mm.

4The parallel polarization technique was not applied in the ECW-FMT system during this experiment
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Figure 4.10: Schematic of the Homogeneous Phantom: (a) one tube was fixed in the
tank; (b) the Y-Z cross-section of (a); (c) two tubes were fixed in the tank at different
depths; (d) the Y-Z cross-section of (c). [178]

4.3.5 Validation on Fluorescent Object Localization

The proposed method was then evaluated in a more general manner (in 3D space)

with the “try from one” strategy with two groups of phantom experiments. In the

first group, a single ICG object (filled in a capillary tube) was fixed in the tank (Fig.

4.10(a,b)). The initial central depth of the tube was changed from 1.8 mm to 4.8 mm in

1-mm interval. The ICG probe had a length of 1.5 mm and a concentration of 1 µM. In

the second group, two tubes were immersed into the phantom. The ICG concentration

in tube T1 was fixed at 1 µM, whereas that of T2 was 2 µM, 1 µM sequentially. Thus,

the ratio of fluorophore amount cT 2/cT 1 was 2 and 1, respectively. The ICG sizes

in the two tubes were as the same as that in the first group. The initial depth of T1

varied from 1.8 mm to 3.8 mm, whereas T2 was vertically 1 mm deeper than T1. The

horizontal separation (edge-to-edge) between T1 and T2 was 1 mm(Fig. 4.10(c-d)).
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Ground Truth

To obtain a ground truth of the fluorophore location, all optics between the

camera and phantom were removed temporally (fluorophore only, no mixture), and

an image of the fixed fluorophore was obtained. From the image, the X–Y coordinates

of the fluorophore centroid could be determined with a precision of 0.03 mm. In

addition, a height gauge (precision, 0.01 mm; Mitutoyo, Japan) with a pin was used to

measure the absolute heights of the surface and the tube to calculate the tube’s depth

from the surface.

Measurement Setting

The steps of these two groups of experiments were the same as described in

4.3.4. However, in these experiments the laser beam was translated in the Y direction

with a 0.5-mm spacing and 4.5-mm travel range to produce 10 × 1 incident points.

Fluorescent imaging was performed for each incident point. On one captured fluo-

rescent image, a sampling of 20 × 20 virtual detectors over a 5.3 × 5.3 mm2 FOV was

assumed. Each detector used 8 × 8 camera pixel binning 5 to reduce random noise

and computational cost. The top left of the image and the initial height of the medium

surface were set as the X–Y and Z origins of the coordinates, respectively.

Representative Fluorescent Images

Figure4.11 shows a pair of fluorescent measurements after pixel binning where a

fluorescent object was set at 3.8 mm depth and approximately centered in the FOV.

Their intensity ratio map (Fig.4.11(c)) shows a similar distribution as the theoretical

models (Fig. 4.2).

5Pixels values are averaged.
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Figure 4.11: Typical Fluorescent Images After Pixel Binning: (a) before and (b) after
the perturbation; (c) intensity ratio of (b) to (a). The • denotes horizontal position of
the fluorescent point source and the × denotes the laser incident point. [178]

Number of Fluorescent Object

In the inverse process, the object number n was estimated first. Figure. 4.12

shows the normalized residuals (Res(n)/Res(1), i.e., normalized by the respective

value at n = 1) of the experiments. The residuals among the single object configura-

tion experiments are almost invariant when n was assumed to be 1–5 (Fig. 4.12(a)),

whereas among the double objects configuration experiments (Fig. 4.12(b,c)), the

residuals at n = 1 were significantly larger than those at n ≥ 2 (p < 0.01). Using the

aforementioned strategy and limits, the number of objects was identified correctly

in all experiments. The solutions of the nonlinear regression corresponding to the

determined fluorophore number were selected as the final results.

Results of the Single Object Group

Table 4.2 shows the performance of the proposed methods under the single object

configuration. The localization error ∆tot is defined as the Euclidean distance from

the estimated centroid to the actual centroid. ∆Z and ∆Y are the error’s vertical and

horizontal component, respectively. For depths of 1.8 – 4.8 mm, ∆tot of the proposed

method is in the range of 0.20 – 0.30 mm (on average). A previous method [12, 11]
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Figure 4.12: Relative residual used in the "Try From One" strategy: normalized relative
residual (a) in the single object configuration (tube depth = 2.8, 3.8 mm); (b) in the
double objects configuration (cT 2/cT 1 = 2, T1 depth = 2.8, 3.8 mm); (c) in the double
objects configuration (cT 2/cT 1 = 1, T1 depth = 2.8, 3.8 mm). The Y axis scale of (c) is
smaller than that of (a) and (b). Other data are not included because most overlap the
shown data and deteriorate clarity. [178]
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based on the SDS concept using the same data sets, whose algorithm was described

in Sec. 4.2.2, was examined for comparison. For this SDS based method, ∆Z increases

rapidly with fluorophore depth and was significantly greater than that obtained in the

proposed method (p < 0.01), whereas the ∆X Y values of the two methods are similar 6

As a result, the total localization errors of the SDS method are also significantly greater

than the proposed method (p < 0.01). This is attributable to the severe ill-condition of

the sensitivity matrix whose condition number is in an order of 1018. These results

suggest that the proposed method has better accuracy in resolving depth and localiz-

ing the fluorophore centroid.

Table 4.2: Results of the Single Object Group (all units in mm).[178]

on Depth Perturbation on Source-Detector Sep.

Depth ∆tot ∆Z ∆X Y ∆tot ∆Z ∆X Y

1.80 0.22±0.07 0.20±0.06 0.09±0.04 0.27±0.03 0.26±0.02 0.05±0.02

2.80 0.18±0.02 0.09±0.01 0.16±0.06 0.53±0.01 0.52±0.01 0.07±0.01

3.80 0.28±0.06 0.22±0.04 0.16±0.08 0.71±0.02 0.70±0.01 0.08±0.01

4.80 0.28±0.04 0.24±0.05 0.12±0.06 1.03±0.01 1.02±0.01 0.11±0.01

Result of the Double Objects Group

In double objects group experiment, the localization estimation errors for T1

∆tot1 and T2 ∆tot2 are listed in Tab. 4.3 (the vertical and horizontal components are

omitted for brevity). The averages are around 0.3 mm and increase slightly with depth.

On the other hand, the percentage error of restored fluorophore amount ratio to the

6Although the averages of ∆X Y of the SDS method are lower, statistically the ∆X Y values of the SDS
method are not significantly less than those of the proposed method (p > 0.01).
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actual is defined as

∆c = 100%∗ |(cT 2/cT 1)est − (cT 2/cT 1)tr ue |
(cT 2/cT 1)tr ue

, (4.7)

where (cT 2/cT 1)est and (cT 2/cT 1)tr ue denotes the restored and true amount ratios

respectively. As listed in Tab. 4.3, the percentage errors of ∆c are less than 20% (on

average) for all tested cases.

Table 4.3: Results of the Double Objects Group.[178]

cT 2/cT 1 = 2 cT 2/cT 1 = 1

Depth (mm) ∆tot1 (mm) ∆tot2 (mm) ∆c (%) ∆tot1 (mm) ∆tot2 (mm) ∆c (%)

1.8 mm 0.20±0.02 0.18±0.02 9±7% 0.18±0.02 0.19±0.02 7±6%

2.8 mm 0.20±0.04 0.21±0.04 18±12% 0.20±0.03 0.24±0.06 16±12%

3.8 mm 0.23±0.06 0.27±0.08 18±11% 0.24±0.05 0.32±0.09 13±9%

Sub-Conclusion

The results of these two group of experiments verified the proposed method

and strategy. The estimation errors are around 0.3 mm which may a result of the

measurement errors, the effects of the glass wall of the capillary tube, etc. As proof-

of-concept experiments, the same liquid mixture was used to mimic the medium

and the perturbator. However, in practice, it is difficult to ensure that the tissue and

perturbator share the same properties. Further validations implemented on solid

optical phantoms (Fig. 3.6(a)) and biological tissue using a solid perturbator (Fig. 2.9)

are described in Chapter 5 and 6, respectively.
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4.4 Discussion

This chapter has verified the depth perturbation concept and extended its ap-

plication to the localization of fluorophore (centroid) inside a scattering medium.

Compared with the commonly used SDS method, the proposed method is more ac-

curate in resolving depth (Tab. 4.2). Note that a comparison with the multi-spectral

imaging method is not provided, partly because the phantom used does not show

obvious optical attenuation variation over 800–850 nm (the main wavelength range of

ICG emission). It is considered that the multi-spectral method is primarily feasible in

hemoglobin-rich tissues and over the wavelength range of 500–700 nm where optical

absorption of hemoglobin varies drastically [130]. The proposed method uses an

integrated wavelength and is thus available at any wavelength.

A "try from one" strategy was employed to identify the number of fluorophore

to enable the potential of localizing multiple fluorescent objects. The results imply

that the strategy can achieve a 1-mm spatial resolution up to 3.8 mm depth. However,

this strategy has two limitations. Neighboring is that neighboring objects may affect

each other: an object of lower sensitivity or of smaller amount may be missed owing

to the effect of a notably neighboring object of higher sensitivity or larger amount.

The other limitation is that the deeper the two objects of a given separation are fixed

the smaller are their relative distance to the depths. Owing to the high scattering

nature of tissue, the pattern of fluorescent images of the two objects appear as those

of a single object when seen from the surface. As a result, variation of the residual

signal becomes smoother, as shown in Fig. 4.12. A smooth variation is vulnerable

to measurement noise or estimation error. Therefore, the strategy may fail to detect

the turning point correctly. In other words, the spatial resolution achieved by the "try

from one" strategy potentially decreases with the depth, which is a common issue of
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FMT. These two limitations suggest that the "try from one" strategy must be further

improved. This is the reason some hard limits have been set after the "try from one"

strategy.

Another potential issue with the proposed method is that additional time is re-

quired to collect data after the perturbation. Therefore, the use of broad illu¬mination

or a coarse 2D beam scan is recommended to obtain a rough fluorophore location

before applying the tomography technique and perturbation. The use of an EMCCD

camera is also effective in reducing measurement time. With an EMCCD camera,

short exposure time can be maintained, and its electron multiplying function can

amplify the signal if necessary. In our exper¬iments, the exposure time per image is

less than 200 ms. Consequently, one measurement, including two 10×10 raster scans

(one for the initial state and one for after the perturbation), can be completed in one

minute (including time for mechanical movement of the stages). Note that this time

can be further reduced for a single object case. One image, including several hundreds

of virtual detectors, is theoretically sufficient to retrieve fluorophore location because

the number of unknown coordinates is only three. However, for more than one object,

additional data are required to identify the number of fluorophores. Optimizing the

quantity and position of incident points is planned for future work.

As a conclusion, this chapter has proposed a depth perturbation concept to re-

solve depth information of the FMT technique, and its excellent ability to localize

fluorophors and potential to handle multiple fluorescent objects has been demon-

strated.
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5 Restoring Fluorophore Distribution

This chapter provides technical details about the proposed framework to restore

the fluorophore distribution. The performance and feasibility of the proposed meth-

ods are evaluated by a series of numerical simulations and phantom experiments.
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5.1 Technical Details in Reconstruction

The principles and concepts of the reconstruction process have already been

discussed in Sec. 2.4 and 2.5. Herein, some technical details are provided for better

understanding.

5.1.1 Coarse Step

In this chapter, if not specifically indicated, the volume involved in reconstructing

fluorophore bio-distribution is always approximately 5×5×5 mm3. In the coarse step,

a relatively large voxel size, 0.5×0.5×0.5 mm3, is used. This means the voxel number

N (i.e., unknown number) in this step is 1000. The number of fluorescent data M ,

which is a product of incident point number Ni and virtual detector number Nd , is

always set close to the unknown number.

The objective function used in this step is standard Tikhonov regularization plus

with a non-negative constraint, which is expressed as

min[‖Gm−d‖2
2 +α‖m‖2

2] s.t. m ≥ 0 (5.1)

The non-negative constraint s.t.1 m ≥ 0 is added because a negative concentration

is physically impossible. This optimization problem is equivalent to a nonnegative

ordinary least squares problem when Eq.5.1 is transformed as

min

∥∥∥∥∥∥∥
G

p
αI

m−

d

0


∥∥∥∥∥∥∥

2

2

s.t. m ≥ 0 (5.2)

where I is an N ×N identity matrix. Note that a block principal pivoting algorithm is

1subject to
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used to solve this nonnegative least squares problem. For details about the algorithm,

see Ref. [119]. Sample code for this algorithm (in MATLAB) can be freely downloaded

from the following link:

www.mathworks.co.jp/matlabcentral/fileexchange/8157-nnls/content/blocknnls.m

5.1.2 Region of Interest

Here to simplify the division of space, a cubic ROI is selected. The center of the

ROI is set the same as the estimated centroid provided by the depth perturbation. The

width of the ROI in each direction is set as the full width at quarter (25%) maximum 2

of the initial coarse solution in the respective direction, as shown in Fig.5.1(b).

5.1.3 Fine Step

In the fine reconstruction step, the voxel size is typically downscaled to 0.25×0.25×0.25

mm3. The voxel number depends on the size of the ROI. However, if the voxel number

is greater than 1000, the voxel size will be reset to ensure that the number of voxel

number does not exceed 1000.

The objective function in this step is modified to the SVR from expressed as

‖Gm−d‖2
2 +αW‖m‖2

2 s.t. m ≥ 0 (5.3)

which is also transformed to a ordinary least squares problem as

min

∥∥∥∥∥∥∥
G

p
αW

m−

d

0


∥∥∥∥∥∥∥

2

2

s.t. m ≥ 0 (5.4)

2Distance from one quarter maximum value to the other in the opposite side
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Figure 5.1: Method to Select the ROI in the Fine Step: (a)25 % iso-surface3 of the initial
solution; (b) a Y-Z cross-section of (a) where the white arrows denote the ROI widths
in Y and Z directions respectively; (c) cuboid ROI generated from the initial solution
(a).
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Figure 5.2: Environment of the Numerical Simulation: blue dots on the top denote
virtual observation points; red dots on the top denote incident points of laser beam;
green object denotes the pre-defined fluorophore model.

and solved by the block principal pivoting algorithm. The weighting matrix W is

determined in a piecewise manner as mentioned in Sec. 2.5.3. The two parameters ε

and β involved in Eq.2.11 and Eq.2.12 are fixed at 0.01 and 0.5 respectively.

5.2 Numerical Simulations

A series of numerical simulations were performed to evaluate the performance

of the proposed method.

5.2.1 Simulation Setting

These simulations involve a 5×5×5 mm3 volume, which is assumed to be filled

with scattering medium of tissue like properties (µ′
s = 11.7cm−1, µa = 0.2cm−1). As

shown in Fig.5.2, 10×10 detection positions with 0.5-mm interval and 3×3 incident
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positions are arranged on the top of the medium. As a result, the number of fluorescent

data M is 900. The perturbator used for the depth perturbation was set as the same

medium of 1 mm thickness. Fluorophore was predefined as an isolated object with

a locally uniform concentration distribution. Fluorescent signals on the medium

surface were simulated on the basis of the diffusion equation. Random noise was

added to the simulated signals. The SNR was approximated to the measured values of

the custom ECW-FMT system (see Sec. 3.3.3).

5.2.2 Fluorescent Model used in the Simulation

As described in Chapter 4, both a single object case and a double object case

were considered in these simulations. The former simulation was primarily used to

evaluate the reconstruction accuracy of the proposed method, whereas the latter was

used to assess its ability to improve reconstruction resolution.

Models in the Single Object Case

Seven single object fluorescent models were tested in the simulations. All objects

were cylindrical and aligned along the X direction. Models 1,2,3 varied in depth;

models 4,2,5 varied in horizontal length; and models 6,2,7 varied in cross-section

diameter (Fig. 5.3). Note that models 5 and 6 are the smallest. The model parameters

used in the single object case are detailed in Tab. 5.1.

Models in the Double Objects Case

In the double object case, two fluorescent objects of the same size as that of

model 2 were predefined inside the medium. These objects were positioned at the

same depth 1 mm (edge to edge) apart (Fig. 5.4). Among the models 8 – 10, central
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Figure 5.3: Simulated Single Object Models: the model 2 is pictured three times to
provide better comparison.
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Figure 5.4: Simulated Double Objects Models: the orange number below the green
fluorescent object denotes the relative concentration.
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Table 5.1: Model Parameters in the Single Object Case

Model No. Central Depth (mm) Length (mm) Diameter (mm) Volume (mm3)

1 1.8 1.5 1 1.4
2 2.8 1.5 1 1.4
3 3.8 1.5 1 1.4
4 2.8 1.5 2 5.0
5 2.8 1.5 0.5 0.3
6 2.8 0.5 1 0.5
7 2.8 2.5 1 2.0

depths varied from 1.8 mm to 3.8 mm at 1-mm interval. Among models 10 – 13, depths

were fixed at 3.8 mm; however, their concentration ratios (right object to left object)

decreased from 1 to 0.25.

5.2.3 Results in the Single Object Case

The simulation was repeated 10 times for each model. The results for each step

are provided here. The restored fluorescent distributions were compared with the

true models using the dice coefficient at half maximum (DCHM), which shows the

conjugation between the pixels occupied by the restored distribution and that by the

true value which is defined as [137]:

DC H M = 2 |m0.5+∩mtr ue |
|m0.5+|+ |mtr ue |

(5.5)

where m0.5+ denotes the component of m whose values are greater than half the

maximum. mtr ue denotes the true distribution, and | | denotes the number of

elements.
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Figure 5.5: Typical Distribution of Regularization Parameters: the red circle denotes
the value decided by the turn point at the L-Curve; the blue circle denotes the value
decided by the proposed method; the green circle denotes the best value compared
with the truth.

Regularization Parameter

In this thesis, the centroid constraint is used to determine the regularization pa-

rameter. A typical selection of the proposed method and that of the L-Curve method

are shown in Fig. 5.5. Since the true model is known in the simulations, solutions were

compared with the ground truth to determine the best parameter, i.e., the parameter

that achieves the highest DCHM. The value returned by the L-Curve method is no-

tably larger than the best parameter which explains why its solution is always overly

smoothed (Fig. 5.6(a-b)). In contrast, the proposed method provides a value closer

to the best. It is usually slightly larger than the best because the largest value in the

unbiased range is selected according to the centroid constraint (see Sec. 2.5.2).
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Figure 5.6: Representative Coarse Solutions for Model 1 – 7: (b) column: the restored
results with regularization parameter decided by the L Curve method; (a) column: Y-Z
cross-section (X = 2.5 mm) of (b); (c) column: the restored results with regularization
parameter decided based on the estimated centroids; (d) column: Y-Z cross-section
(X = 2.5 mm) of (c); The blue dots circles denote the actual fluorescent region.
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Figure 5.7: Dice Coefficients of the Coarse Solutions for Model 1 – 7: the ? refers that a
significant difference exists between the dice coefficient of L-Curve based solution
and that of centroid prior based solution; the number on the bars denotes respective
mean values.

Coarse Solutions

Fig. 5.6 shows representative coarse solutions for all the models 1 ∼ 7. Compared

with the conventional L Curve method, the centroid constraint ensure the solutions

unbiased from their actual location. In the term of DCHM, for all the single object

models, the proposed method offered significantly (p < 0.05) higher values than those

by the L Curve (Fig. 5.7). However, the average DCHM for the two small models,

the model 5 and 6, are less than 0.4. It is attributed to the fact that the object size is

comparable, even smaller than the voxel size of this step. As a result the quantization

errors greatly affect the solutions.
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Figure 5.8: Enclose Rates of the ROIs for the Models 1 – 7

Region of Interest

Two indexes were used to evaluate the ROI chosen for the coarse solution, i.e.,

the enclosing rate and the number of voxels within the ROI. The former is defined as

the percentage of the part enclosed by the ROI of the true model compared with its

total volume. Ideally, it is preferable that the true model is totally enclosed by the ROI,

thus the expected rate is 100%.

In this series of simulations, the enclosing rate of most models equals 100%. Only

the models 3 and 7 show slightly lower values: 0.97 ± 0.07 and 0.98 ± 0.04 respectively

(Fig. 5.8). On the other hand, the number of voxels (fine voxel) within the ROI is

less than 1000 for all models (Fig. 5.9). This is consistent with the aforementioned

expectation and and ensures that each inversion of the transfer matrix requires no

more than 0.5 s. However, their size is notably larger than those of the respective

actual models. This suggests that the proposed method for setting ROI widths requires

improvement because a larger ROI incurs higher computational costs.
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Figure 5.9: ROI Sizes for Model 1 – 7: the blue bars denote the sizes of the ROIs, the
orange bars denote the sizes of the respective models, and the number denotes the
average voxel number in the ROIs

Fine Solutions

Representative solutions for the fine steps are shown in Fig. 5.10. With finer voxels,

the solutions better reflect the actual voxel distributions. To be more specific, the

DCHMs of the fine solutions for models 1, 4, 5, and 6 increase significantly compared

with the coefficients of the coarse solutions. For other models, the average DCHM

also becomes larger (Fig. 5.11).

The size of the reconstructed fluorescent distribution was then compared to the

actual size using a size ratio index, which is defined as

SR = V (m0.5+)

Vtr ue
(5.6)

where m0.5+ denotes component of a reconstruction distribution m that is larger than

half the maximum, and Vtr ue denotes the actual volume of the predefined fluorophore

model. As shown in Fig. 5.12, the size ratios of the coarse solutions are typically

128



5.2. Numerical Simulations

Figure 5.10: Representative Fine Solutions for Model 1 – 7: (a) column: ROI chosen
based on the coarse solutions; (b) column: 50% iso-surface of the fine solutions; (c)
Y-Z cross-section (X = 2.5 mm) of (b).
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Figure 5.11: Dice Coefficients of the Fine Solutions (green bars) and the Coarse Solu-
tions (red bars) for the Models 1 – 7.

approximately 2.0, indicating that fluorophore size is greatly overestimated. After the

fine step, owing to the compression effect of PSVR, the estimated sizes better converge

to their truths; the ratios decease to values in the range of 0.8 – 1.5.

5.2.4 Results in the Double Objects Case

The procedure to handle the double object case is nearly the same as in the

single case, except that two ROIs must be determined. Therefore, rather than proving

intermediate results, this sub-section focuses on other issues, such as whether the

spatial resolution is improved or the concentration difference of the two objects can

be reflected correctly.
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Figure 5.12: Size Ratios of the Fine Solutions (green bars) and the Coarse Solutions
(red bars) for the Models 1 – 7.

Improved Resolution

As mentioned previously, the double object models 8 – 10 are positioned at

depths of 1.8 mm, 2.8 mm, and 3.8 mm, respectively. As shown in Fig. 5.13, using

conventional Tikhonov regularization, the solution appears as one object even at

depth of 1.8 mm. In contrast, the results provided by the proposed method maintain

two independent objects in all three models. This indicates that spatial resolution

is notably improved and that the proposed method can attain 1-mm resolution at

depths up to 3.8 mm.
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Figure 5.13: Representative Solution of the Models 8 – 10: the left column is the 50%
iso-surface of results reconstructed with conventional Tikhonov regularization; the
right column is those reconstructed with the proposed methods.
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5.2. Numerical Simulations

Figure 5.14: Representative Solution of the Models 10 ∼ 13: left column: 50% iso-
surface of the reconstructed distribution with the proposed methods; right column:
Y-Z cross section of respective 3D solution (X = 2.5 mm). Note that the 50% value is
calculated independently for each object.
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Figure 5.15: Restored Relative Concentration Ratio of the two Fluorescent Objects:
The ground truths are denoted by the dash line.

Relative Concentration

Representative Solutions of models 10 – 13 are shown in Fig. 5.14. For all four

models, the solutions are in the form of two objects. In the cross-sectional view, the

left object maintains high-level values, whereas the values within the right object

subsequently decrease. This is consistent with the predefined configurations (Fig. 5.4).

Fig. 5.15 shows the ratio of the mean concentration of the right object to that of the

left for the four models. Compared with the ground truth, the restored values do not

show a large deviation. This proves the potential of the proposed method to retrieve

concentration differences between multiple fluorophore objects.
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5.3 Experiments with Tissue-like Solid Phantom

Unlike the experiments described in Chapter 4, here solid optical phantoms were

used to evaluate the proposed reconstruction framework. Compared with the liquid

phantom, a solid optical phantom is more realistic, and facilitates the use of a solid

and optically mismatched 4 perturbator.

5.3.1 Solid Phantom

The solid phantoms were made of PDMS. TiO2 (scatter) and ink (absorber) were

mixed into the phantoms to provide tissue-like scattering and absorption coefficients.

A horizontal channel (diameter, 1.1 mm) was left in the phantom to allow for a capil-

lary tube including fluorophore. In this study, two solid phantoms (phantom 1 and

phantom 2) with different optical coefficients and central channel depth were tested.

The properties of the phantoms and the solid perturbator (made of PDMS; 1 mm

thickness; detailedly described in Appx. A) used in later phantom experiments are

listed in Tab. 5.2.

4Mismatched means the optical properties of the perturbator differ from those of a sample

Table 5.2: Properties of the Solid Optical Phantoms and the Perturbator

Scattering Coef. a Absorption Coef. b Channel Depth

Phantom 1 0.44 mm−1 0.04 mm−1 3.4 mm

Phantom 2 0.65 mm−1 0.02 mm−1 5.2 mm

Perturbator 0.43 mm−1 0 –

aat the excitation wavelength (785 nm), values at the emission wavelength are omitted for brevity
bsame as a
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5.3.2 Experiments

Small ICG objects, included in a capillary tube (diameter, 1.1 mm), were fixed

in the phantom channels. The inclusion length in the experiments using phantom

1 was approximately 2.0 mm, whereas the inclusion length in experiments using

phantom 2 was approximately 1.4 mm. Tomographic fluorescence measurements

were conducted using the ECW-FMT system. The laser beam scanned the phantom

surface (horizontally close to the inclusion), providing 5×5 incident positions (1-mm

Figure 5.16: Solid Optical Phantom Made of PDMS, TiO2, and ink: (a) top view, (b)
side view.
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intervals). Fluorescence measurements were performed twice, the first to determine

the initial superficial fluorescence distribution and the second to determine the dis-

tribution after the depth perturbation. Control images (no ICG inclusion) were also

captured to remove the background. The experiments were repeated 10 times for each

condition.

5.3.3 Results

On the basis of the methods and algorithms described in Chapter 4, the fluo-

rophore centroid was first estimated from the measured data. Table 5.3 shows esti-

mations and percentage absolute errors of the estimated fluorophore central depth.

The estimated values are well consistent with the expected values, with less than

10% errors (on average). Errors of horizontal centroid are not provided, because it is

difficult to determine the ground truth of the fluorophore inclusion exactly after it is

embedded into the phantom. 5

Then, using the centroid prior and the fluorophore reconstruction framework

discussed in this chapter, the fluorophore distribution was stored and the FWHM

5In the experiment using the liquid phantom, the horizontal centroid can be determined before tissue-
like liquid is poured into the tank.

Table 5.3: Results of Solid Phantoms Experiments (mm)

Central Depth Width@X Width@Y Width@Z

Phantom 1
Expected Val. 3.4 2.0 1.1 1.1
Estimation 3.2±0.2 1.8±0.1 1.2±0.1 1.2±0.1
Perc. Error 6±4% 12±2% 11±2% 8±3%

Phantom 2
Expected Val. 5.2 1.1 1.4 1.1
Estimation 5.2±0.4 1.4±0.2 1.5±0.2 1.2±0.2
Perc. Error 5±5% 25±15% 9±10% 13±17%
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Chapter 5. Restoring Fluorophore Distribution

Figure 5.17: Representative Fluorophore Distribution: (a) restored from phantom 1
data; (b) restored from phantom 2 data. The green surface denotes the 50% value iso-
surface and the blue dash circle denotes the expected fluorophore boundary (central
cross-section).

of the restored distribution was calculated 6. Representative restored fluorophore

distributions of the two phantoms were shown in Fig. 5.17. They appear around the

actual fluorophore location, indicating that the centroid prior works well. However

the surface of restored distribution is not smooth as expected. Table 5.3. also provides

the FWHM along the X, Y, Z axes of the restored distributions, showing that estimation

errors are in the range of 10 – 25% (on average). These results verify the feasibility of

the proposed methods to restore fluorophore distribution.

6Because the restored distributions are not always in regular shapes, the average FWHMs along the Y
direction of all Y-Z and X-Y cross sections within the 50 % isosurface were used as the width along the Y
direction. A similar method was also applied to the calculations of X, and Z widths
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5.4 Discussion

The two-step coarse-to-fine strategy greatly accelerates the reconstruction pro-

cess. For example, consider model 4, which has the largest ROI among all simulated

models and therefore requires the longest computation time. In the reconstruction

process of model 4, centroid estimation typically takes less than 0.1 s. The coarse step

requires approximately 40 s, and the fine step requires approximately 18 s on average.

7. Therefore, the computations require approximately one minute. In contrast, if fine

reconstruction is performed over the entire space, it would require more than one

hour.

These simulations require only one coarse step and one fine step. The strategy

can be extended progressively, i.e., coarse, fine, finer, etc. A progressive strategy

may be more efficient for larger fluorophore than those tested here because a larger

size means a larger ROI. Using a progressively downscaled voxel size helps control

the number of voxels involved in each computation. In addition, for a very small

fluorophore, a finer voxel system than those used in these simulations will potentially

provide a better reconstruction.

In the simulation results for the single object case, the DCHM of the final solutions

for most models is greater than 0.7 on average; only that of model 5 is less than 0.6.

Similarly, the size ratio for the two small models, i.e., models 5 and 6, is 1.34 ± 0.72

and 1.52 ± 0.19 respectively. Accuracy when determining fluorophore size for very

small fluorophore is modest. This can be attributed to the smooth nature of the

solution offered by Tikhonov regularization. Piecewise SVR was applied to compress

the solution; however, the compression force, which is controlled by the threshold

β in Eq. 2.12, was fixed as 0.5 in these simulations. Generally, Generally, smaller

7Depend on ROI size
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fluorophore requires stronger force (i.e., greater β). Therefore, effectively tuning β can

further improve size estimation accuracy.

Another issue about PSVR is how well it maintains the original profile of the

fluorophore bio-distribution. Consider the restored results of model 2 (Fig. 5.18(b)).

This model has a locally uniform distribution within the fluorescent region. The result

restored with the piecewise weighting manner shows a nearly flat distribution inside

the true fluorescent region (Fig. 5.18(d)). Om contrast, if weighting in a linear manner

(Fig.2.15), values on some voxels (such as the right top two voxels in the fluorescent

region, Fig. 5.18(f)) are overly enhanced, because their restored values of the coarse

solution is the greatest. Consequently, the flat profile is changed significantly. Further-

more, the FWHM size of the restored distribution shrinks because the profile becomes

steep (see the defect in Fig. 5.18(e)). For 10 simulations of model 2, the DCHM of the

linearly weighted results is 0.70 ± 0.09, whereas that of the piecewise weighted result

is 0.82±0.05. The piecewise weighted manner shows better performance(p < 0.01).

However, this thesis focuses on locally uniform fluorophore bio-distribution. Further

evaluation of the performance of PSVR and the entire reconstruction framework under

a more complex fluorophore bio-distribution is planned for the future work.

In the double object simulations, the number of fluorescent objects was treated

as an unknown and estimated by the "try from one" strategy described in Sec. 4.1.3.

The strategy provided correct estimation for most models, with the exception of two

runs of model 13 (the concentration ratio = 1:0.25), where the number of objects was

incorrectly determined as one. Owing to difficulty with comparisons, the results of

these runs were excluded when the relative concentration ratio shown in Fig. 5.15 was

calculated. Further evaluations of concentration sensitivity and the limits of the “try

from one” strategy under more realistic conditions, e.g., phantom experiments, are
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5.4. Discussion

Figure 5.18: Effect of Piecewisely Spatially Varying Regularization: (a) the true model
(model 2), (b) Y-Z cross-section (X = 2.5 mm) of the true model; (c) 50% isosurface and
(d) Y-Z cross-section (X = 2.5 mm) of the reconstructed distribution by piecewisely
weighted manner; (e) 50% isosurface and (f) Y-Z cross-section (X = 2.5 mm) of the
reconstructed distribution by linearly weighted manner. The blue dots circles denote
the actual fluorescent region.
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planned for future work.

Finally, in the results of the phantom experiments, although the inclusions are

actually of a cylindrical shape, the 50% surface of the reconstructed distribution is

extremely irregular and not as smooth as expected. This is partly attributable to

the relatively large voxel size. Even in the fine step, the cubic voxel length is set

to approximately 0.3 mm, which is the same order of the inclusion size. A smaller

voxel size may allow for a finer restored fluorophore distribution shape at the cost of

computation time. In addition, noise and errors in measured data and the effects of

the capillary tube are also potential reasons for such deformations

In conclusion, this chapter has described and evaluated the proposed framework

for fluorophore reconstruction in the proposed ECW-FMT system. The framework

incorporates a coarse-to-fine strategy, regularization parameter determination based

on centroid constraints, and PSVR. The results of numerical simulations and phantom

experiments indicated that although slightly complicated, the proposed framework

demonstrates improved speed, better accuracy, and higher spatial resolution than

conventional Tikhonov regularization.
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6 Ex-vivo Evaluation

In this chapter, the depth perturbation concept and the reconstruction framework

proposed in this thesis are evaluated in an ex vivo environment. The experiments

utilized pork chuck meat, which has slight optical heterogeneity, as the subject and a

solid optical phantom as the depth perturbator.
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6.1 Purpose

The main goal of the ex vivo evaluation was to verify the depth perturbation

con-cept as well as the other proposed methods in a realistic environment. This

chapter focuses on various issues, including whether slight optical heterogeneity

and surface crevices in biological tissue lead to unacceptable reconstruction results.

Compared with an actual clinical environment, for simplicity, some potential issues

are ignored, including irregular tissue shape, complex anatomical structure 1 and

temporal variance of tissue properties.

6.2 Materials

Pork meat was used as the subject in these ex-vivo experiments. As shown

in Fig. 6.1 (a), it was composed of a large amount of muscle fibers and a few fat

tissues; thus it is not exactly a homogeneous medium. For depth perturbation, a

silicon perturbator made of PDMS and TiO2 (Fig. 6.1 (b)) was used. The perturbator

(diameter, 45 mm; thickness, 1.0 mm) was used. To avoid the effect of the capillary

wall, a solidified ICG probe was employed. The ICG powder was first diluted with

intralipid aqueous solution, and then mixed into liquid PDMS. The liquid PDMS

hardened at high temperature (60◦) in several hours with the assistance of a hardening

material. The volume concentration of ICG in the hardened PDMS was approximately

10µM. Intralipid was used to (1) provide lipid without binding to which ICG cannot

fluoresce; (2) provide scattering properties similar to the background medium. A

small-size (approximately 1.5×2×1.5 = 4.5 mm3) PDMS-based ICG probe (Fig. 6.1(c))

was fixed inside the tissue as the fluorophore inclusion.

1Such as multiple layers and vessels which may produce significant optical heterogeneity
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6.2. Materials

Figure 6.1: Materials used in the Ex-vivo Experiments: (a) pork chuck meat; (b) depth
perturbator; (c) fluorophore inclusion and tissue base.
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Table 6.1: Optical Coefficients of Materials used in the Ex-vivo Experiments: each
value is the average of measurements on five randomly selected locations.

Perturbator Pork Chuck
Wavelength 785 nm 830 nm 785 nm 830 nm

µ′
s (mm−1) 0.44 0.37 0.25 0.22

µa (mm−1) 0 0 0.02 0.02

The optical coefficients of the materials were measured using an oblique-incidence

reflectometry technique that allows in situ and noninvasive measurements of optical

properties of biological tissue. Details of this technique are described in Appx. B. The

measured absorption and reduced scattering coefficients at wavelengths of 785 nm

and 830 nm 2 are listed in Table 6.1.

6.3 Experiments

A part of the meat was sliced to thin pieces of 1.5 – 2.5 mm thickness. The

remaining part (5×4×2 cm3) was used as a base (Fig. 6.1(c)) to ensure the validity of the

assumption that incident light and fluorescence only propagate within the examined

subject or emit from the top surface. The ex-vivo experiments were performed as

follows.

1. The ICG inclusion was placed on the base and pushed down slightly to ensure

the top of the inclusion was at the same height as the top surface of the base 3

(Fig. 6.2(a)).

2. A pieces of sliced meat were covered onto the base 4 (Fig. 6.2(a)).

3. The prepared sample was moved to the ECW-FMT system and the subject was

2The excitation wavelength and emission peak wavelength
3The tissue just below the inclusion was slightly crushed
4The number of covered meat pieces determined the fluorophore depth
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6.3. Experiments

Figure 6.2: Steps of the Ex-vivo Experiments: (a) fixing the fluorophore inclusion at
an expected depth inside the tissue; (b) broad illumination; (c) raster beam scan; (d)
depth perturbation.
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illuminated with a broad laser beam (wavelength, 790 nm; power, 100 mW;

illumination area, 4× 4 cm2) (Fig. 6.2(b));

4. The rough horizontal position of the fluorophore inclusion was determined on

the basis of the fluorescent image obtained under broad illumination.

5. The area around the rough horizontal position was raster scanned using a

narrow laser beam (wavelength, 785 nm; power, 10 mW; beam size, 0.46 mm)(Fig.

6.2(c));

6. The perturbator was superimposed onto the sample and the depth perturbed

sample was raster scanned again with the same incident positions as in step 5

(Fig. 6.2(d)).

Here broad illumination was applied prior to the beam scan to reduce the scan

area and time. The approximate horizontal position of the inclusion was assumed to

be located at the point that emitted the strongest fluorescence. In these ex vivo experi-

ments, the number of slices of meat covering the base was 1, 2, 3, and 4. The resultant

fluorophore central depth was 2.6 mm, 4.7 mm, 6.4 mm, and 8.8 mm, respectively. For

each depth, the measurements were repeated five times.

6.4 Results

6.4.1 Estimated Fluorophore Depth

Fluorescent data obtained at all incident points were denoised and down sam-

pled. Then, nonlinear regression was applied to estimate the fluorescent centroid, as

described in Chapter 4. As shown in Tab. 6.2, the estimated fluorophore central depths

are essentially consistent with the expected values. Absolute estimation errors are 0.3
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– 0.5 mm (on average). Since Obtaining the exact fluorophore horizontal position after

the inclusion is concealed under the sliced meat is difficult, I did not calculate the

error to the horizontal centroid.

Table 6.2: Estimated Central Depths of Ex-vivo Experiments

Expected Depth (mm)
2.6 4.7 6.4 8.8

Estimation (mm) 3.0±0.1 4.2±0.2 6.3±0.3 8.5±0.4
Abs. Error (mm) 0.4±0.1 0.5±0.2 0.3±0.1 0.3±0.4

6.4.2 Estimated Fluorophore Volume

3D fluorophore distributions were reconstructed in a 5× 5 ×5 cm3 space. The

reconstruction process was implemented as described in Chapter 5. Representative

examples of the restored fluorophore distributions are shown in Fig. 6.3. The restored

distributions appear at reasonable locations. However, they are typically irregular and

have notable deformations because the actual shape of the fluorophore inclusion is

close to a cuboid. These deformations are attributable to the smooth effect of the

Tikhonov regularization and the optical heterogeneity of the meat.

Because of the irregularity of the restored shapes and the difficulty in determining

the true fluorophore distribution, estimated volumes were calculated to evaluate the

proposed reconstruction framework. The estimated volumes were defined as the

volume inside the 50% iso-surface of the restored fluorophore distributions. Table 6.3

shows the estimated volumes, volume error and percentage errors at the four depths.

On average, the percentage volume (absolute) errors are in the range of 10 – 30 %,

indicating that the fluorophore size was relatively well reconstructed.
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Figure 6.3: Reconstructed Fluorophore 3D Distribution: expected fluorophore central
depth (a) d = 2.6 mm; (b) d = 6.4 mm. The green surface denotes the 50% iso-surface,
and the blue point denotes the estimated fluorophore centroid. Note that the Z-axis
range differs on (a) and (b).

Table 6.3: Estimated Volumes in Ex-vivo Experiments

Expected Depth (mm)
2.6 4.7 6.4 8.8

Expected Vol. (mm3) 4.5 4.5 4.5 4.5
Estimation (mm3) 3.4 ± 0.4 4.6 ± 0.5 4.1 ± 0.9 5.7 ± 1.1
Abs. Error (mm3) 1.1 ± 0.4 0.5 ± 0.3 0.9 ± 0.2 1.3 ± 1.0
Perc. Error (%) 25 ± 9 11 ± 6 21 ± 5 30 ± 22

6.5 Discussion

In this chapter, the depth perturbation concept and the reconstruction frame-

work proposed in this thesis are evaluated in an ex vivo environment. The errors in

localizing fluorophore depth are approximately 0.3–0.5 mm, which is slightly larger

than those of the phantom experiments. These increases in errors are attributable to
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the optical heterogeneity of the tested sample. As shown in Fig. 6.1(a), a small amount

of fat and tiny slits can be seen on the tissue surface. These heterogeneities apparently

lead to unexpected light propagation. Fig. 6.4 compares fluorescent images captured

in the ex vivo experiments and in the liquid phan¬tom (intralipid) experiments. The

liquid phantom is completely flat and homogeneous. The profile of the measured

fluorescent signal (Fig. 6.4(c)) is nearly concentric. In contrast, the profile of the ex-

vivo fluorescent image (Fig. 6.4(a)) is obviously distorted. Similarly, the distribution of

intensity ratios resulting from depth perturbation also deviates from the theoretical

ratio model illustrated by Fig. 4.3. Fortunately, in the centroid estimation process,

thousands of data points are applied to data fitting. Therefore, owing to the averaging

effect, the slight distortions reduce accuracy but do not lead to unacceptable results.

Further studies on the effect of strong optical heterogeneity and uneven tissue surface

are provided in Chapter 7.

In terms of estimated volume, for some measurements where the central depths

are underestimated (e.g., 8.8 mm), the volumes are significantly overestimated. In

contrast, when depths are overestimated (e.g., 4.5 mm), the estimated volumes are less

than the expected values. These results show that the errors in localizing fluorophore

centroid are transferred to the reconstruction process because prior knowledge of

central depth was used to determine the regularization parameter in the proposed

reconstruction framework. If the effect of the regularization parameter on the re-

constructed fluorophore distribution is considered (Sec. 2.5.1), it is reasonable to

conclude that an underestimated central depth results in an over-smoothed distribu-

tion and vice versa.

Finally, to image a deep region (i.e., 8.8-mm depth), in these ex vivo experiments

the ICG concentration was diluted to 10 µM, which is one order greater than that in
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Figure 6.4: Representative Fluorescent Data and Intensity Ratio: (a) initial data from
one ex-vivo experiment; (b) intensity ratio corresponding to (a); (c) initial data from
one liquid phantom experiment; (d) intensity ratio corresponding to (c).
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the phantom experiments. A higher concentration enhances the SNR of the captured

images. The results show that the proposed methods are theoretically feasible for the

localization and reconstruction of a small fluorophore located inside the tissue at a

depth of approximately 1 cm only if the SNR is sufficient. Note that an ICG dosage

of 10 µM is not high. According to a clinical report [98], the local concentration of

ICG accumulated in human tissues can be as high as 200 µM within 60 minutes after

administration and can maintain a concentration greater than 10 µM for 240 minutes.

In summary, on the basis of the results of the ex vivo experiments, the proposed

methods exhibited potential feasibility in imaging of biological tissues. Slight optical

heterogeneity does not result in large estimation errors. More realistic biological tissue

conditions will be discussed in Chapter 7.
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7 Discussion and Conclusion

In section 1.6.2, the critical issues about the epi-fluorescence tomography tech-

nique were identified. Time limitations do not allow extensive study of each issue.

This chapter describes the effects of remaining issues and their potential solutions.

The extension and potential applications of the proposed methods are also dis-cussed.
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In Chapters 4 and 5, the proposed framework was evaluated through a series of

simulations and experiments. Their main limitations were that the testing conditions

were not sufficiently realistic compared to actual clinical practices, where the potential

influencing factors include but are limited to tissue optical heterogeneity, background

fluorescence, tissue surface shape, and crevices at the tissue–perturbator interface.

This chapter discusses the effects of these factors and attempts to determine potential

strategies.

7.1 Optical Heterogeneity

Optical heterogeneity is considered a nonuniform 3D distribution of tissue optical

properties. This distribution is the basis of the forward process, which models the

sensitivity matrix between a fluorophore, source positions, and detector positions.

Thus, it may affect the estimation accuracy of FMT because the matrix is involved in

all inverse processes. Many factors influence optical heterogeneity, including tissue

components and biochemical environments. Among them, anatomical differences are

the most significant factor. For example, in human skin (around 800 nm), scattering

of the epidermis is approximately 2.5 times that of the dermis and eight times that of

subcutaneous fat. The absorption of vessels (blood) is 59 times that of fat [151].

In this thesis, the simulated medium defined in the simulations and optical

phantoms are all homogeneous. In the ex vivo evaluation, slight optical heterogeneity

can be observed in the tested sample. Under this slight heterogeneous condition,

the estimation errors increased slightly. Therefore, the extent to which more notable

heterogeneity affects the performance of the proposed methods and framework is

examined in this section. The effects of optical heterogeneity are first quantitatively

evaluated by numerical simulation. Potential strategies are then discussed.
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Figure 7.1: Setting of the Simulation on Optical Heterogeneity: (a) side view, (b) top
view.

7.1.1 Simulation

Setting

The simulations were conducted in a 6×6×6 mm3 medium. The optical coeffi-

cients of the medium were set to the literature values for human subcutaneous fat1.

A small fluorophore inclusion was fixed in the center of the medium (3 mm, 3 mm,

3 mm). Thereafter, a vessel (diameter, 1 mm) filled with blood was assumed inside

the medium. As shown in Fig. 7.1, the vessel transverses the medium horizontally

along the Y axis. Its absorption coefficient was set to 59 times that of the background

medium, thereby providing notable optical heterogeneity. The central depth of the

vessel was varied from 0.5 to 5.5 mm, and its central X coordinate was set to 0.5, 1.5

and 3 mm. In other words, the center-to-center displacement of the vessel relative to

the fluorophore varied vertically from –2.5 mm to 2.5 mm along the depth and varied

from –2.5 mm to 0 mm along the horizontal direction. The perturbator thickness was

1at 800 nm
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Table 7.1: Properties of the Simulated Medium, Vessel, and Perturbator

Scattering Coef. a Absorption Coef. Refractive Index

Medium 0.83 mm−1 0.011 mm−1 1.37

Vessel 0.76 mm−1 0.65 mm−1 1.37

Perturbator 0.65 mm−1 0 1.4

aoptical properties at the emission and excitation wavelength were set as same for simplicity.

set to 1 mm. The optical coefficients of the perturbator, vessel, and medium are given

in Tab. 7.1. To evaluate the effects of the optical heterogeneity, random noise was not

introduced to the simulated data.

On the medium surface, 10 × 10 detector positions and 3 × 3 incident positions

were assumed. For each simulated condition, fluorescent images before and after

perturbation were generated by the Monte Carol method [34]. The existence of the

vessel was considered in the forward process, but ignored in the inverse process. In

other words, in the inverse process, the medium was considered homogeneous. On the

basis of the generated data and using the aforementioned methods, the fluorophore

inclusion’s centroid and distribution were restored.

Results

In a preliminary evaluation of the effects of the vessel, two indexes were calcu-

lated, localization errors for the fluorophore centroid and normalized DCHM values

of the restored distributions. The former was defined as the Euclidean distance from

the estimated centroid to the actual centroid. The definition of DCHM is given in Sec.

5.2.3. Here to cancel out the intrinsic error contributed by regularization, the DCHM

values of all simulated conditions were normalized by DCHM under the homogeneous

condition (no vessel).
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Figure 7.2 illustrates the representative results of these simulations. For the

configuration shown in Fig. 7.2(a), the central coordinates of the vessel are (3, 3, 0.5

mm), i.e., it is close to the surface and located just 2.5 mm above the fluorophore

inclusion. In the simulated fluorescent image (before perturbation, Fig. 7.2(c)), a

significant intensity decrease can be observed on its central region along the Y-axis.

Normally, this region is just above the fluorophore inclusion, thus should demonstrate

the greatest intensity. This decrease shows that fluorescence is notably absorbed by the

vessel. A similar phenomenon also occurs on the simulated images after perturbation.

Consequently, the distributions of the intensity ratio resulting from the perturbation

are distorted, which is expected in a concentric profile. This obvious distortion leads to

a large localization error (2 mm) and an unexpected restored distribution (normalized

DCHM = 0) as shown in Fig. 7.2(c).

In contrast, for the configuration shown in Fig. 7.2(e), the central coordinates

of the vessel are (1.5, 3, 3.5) mm, i.e., it is deep inside the medium and horizontally

distant from the fluorophore inclusion. Under this condition, both the simulated

fluorescence image (Fig. 7.2(g)) and intensity (ratio Fig. 7.2(h)) demonstrate the

expected single peak and concentric profile. Quantitatively, compared to the no vessel

condition, the total intensity of the simulated fluorescence signals before and after

perturbation decreases by only 7% owing to the presence of the deep vessel. For

the shallow vessel configuration, this decrease is as large as 34%. Consequently, the

localization error with the deep configuration is only 0.1 mm, and the normalized

DCHM is 0.95. In other words, the deep vessel does not affect the accuracy of the

proposed methods significantly.

Figure 7.3 shows the overall results of these simulations. As can be seen, large

localization errors appear only when the vessel is above the inclusion. For the other
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Figure 7.2: Representative Results of the Simulation on Optical Heterogeneity: (a) a
shallow-vessel configuration, (b) 50% isosurface of restored distribution, (c) simulated
data before perturbation, (d) intensity ratio for configuration (a); (e) a deep-vessel
configuration, (f) 50% isosurface of restored distribution, (g) simulated data before
perturbation, (h) intensity ratio for configuration (e).
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positions, the errors are significantly smaller. For example, the error for positions

1.5 mm left of the inclusion are approximately 0.2 mm. Furthermore, errors for po-

sitions below the inclusion are in the order of 0.01 mm. Similarly, in terms of the

dice coefficients, the normalized DCHM is close to zero when the vessel is close to

the surface, whereas for the deep position, the values are close to one. These results

suggest that optical heterogeneity in superficial tissue greatly affects the estimation

accuracy of the proposed method, while the effects of optical heterogeneity in deep

tissue are limited. Consider the effects of the vessel on light propagation in tissue. If

an incident point (observation point) exists just above a shallow vessel, i.e., in a high

absorption region, most incident (emitted) photons must pass through the vessel and

are thus attenuated significantly. In contrast, after multiple scattering events, light

propagation in deep tissue becomes diffusive, i.e., countless optical "paths" exist deep

within tissues. A deep vessel only influences a few of the "paths", thereby having less

effect on light propagation between the incident beam via the fluorophore inclusion

to the detector. Therefore, when applying the ECW-FMT technique to notably hetero-

geneous tissues, measuring the volumetric distribution of optical coefficients in the

surface and sub-surface regions is extremely important.

7.1.2 Diffuse Optical Tomography

A straightforward method to realize volumetric measurement of tissue optical

coefficients in superficial tissue is DOT. As discussed in Section 2.1.2, DOT detects

the reflectance or transmittance of incident light. Its main goal is to investigate local

optical coefficient contrast within biological tissue, especially absorption variation

resulting from blood activities. Normally, the primary issue with DOT arises from its

ill-conditioned nature, similar to FMT. Its resolution and accuracy in reconstructing

optical heterogeneity decrease with depth. However, according to these simulation
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Figure 7.3: Overall Results of the Simulation on Optical Heterogeneity: (a) localization
error, (b) normalized dice coefficient at half maximum. The white half circle denotes
the boundary of the fluorophore inclusion.

results, the effects of optical heterogeneity in deep tissue are limited. Therefore, it

may be reasonable to assume that deep tissue can be considered a homogeneous

background medium. In other words, DOT is only required to restore the background

optical coefficients and heterogeneity in relatively superficial tissues (e.g., up to 3-mm

depth), which is the region DOT is adequate.

On the basis of the current ECW-FMT system, a DOT system can be realized

easily by replacing the DM (Fig.3.1) with a half mirror and changing the wavelength

band of the optical filters. Therefore, it is feasible to first set the system to DOT

mode to measure 3D optical coefficient distribution and then set it to FMT mode for

fluorescent imaging. The result of DOT, i.e., the tissue optical coefficients distribution,

can then be used in the FMT computations to handle the optical heterogeneity issue.
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7.1.3 Multi-modality Imaging

Another idea is to relate morphological information to optical heterogeneity. As

mentioned above, anatomical differences are one of the most significant contributors

to optical heterogeneity. Therefore, combining a morphological imaging technique

to DOT or FMT is natural and has already been discussed. Brooksby et al. devel-

oped a DOT-MRI system for breast imaging [16]. Further, very recently, Wu et al.

developed a structural-prior-based DOT method to reconstruct optical heterogene-

ity. In structural-prior-based DOT, the distributions of the optical coefficients of the

phantom are restored with the aid of X-ray CT [169]. These studies employed prior

morphological knowledge to mitigate the ill-conditioned nature of DOT, thereby al-

lowing high resolution and good accuracy for DOT even in deep tissue. I strongly agree

with the effects of these multi-modal studies and expect that such multi-modality

imaging can be extended to clinical application of FMT.

To summarize, optical heterogeneity, especially when appearing in shallow tissue,

potentially deteriorates the performance of the proposed methods. An effective

strategy to solve this problem is to combine DOT, or even a morphological imaging

modality, with FMT.

7.2 Background Fluorescence

7.2.1 Introduction

Herein, background fluorescence refers to fluorescence not emitted from the tar-

geted tissue. Reasons for background fluorescence include endogenous fluorophore

(auto-fluorescence) or the distribution of exogenous fluorescent dyes outside the

targeted tissue. Although fluorescent dyes are supposed to accumulate in the targeted
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tissue, owing to the imperfect current fluorescent imaging agents, they are more or

less residual in the background tissue. [138].

In the presence of background fluorescence, raw measured fluorescent images

before the perturbation (after the perturbation) can be expressed as I0 = It ar
0 + Iback

0

(I1 = It ar
1 +Iback

1 ), where It ar
0 (It ar

1 ) denotes intensity contributions from the fluorescent

object before (after) the perturbation, and Iback
0 (Iback

1 ) denotes intensity contributions

from background fluorophore before (after) the perturbation. As a result, the raw

intensity ratios I1/I0 may significantly differ from the target intensity ratio It ar
1 /It ar

0 .

When applying I1/I0 to the inverse process, the weighted centroid of the fluorophore

over the entire tissue can be obtained. However, to localize the fluorophore target, the

background fluorescence component must to be removed first.

7.2.2 Method

As a preliminary evaluation, herein I only considered the condition that the back-

ground concentration is homogeneous within the tissue of interest. In this condition,

to obtain background fluorescence images, one can simply transferred the laser beam

to an incident position distant (i.e., 10 mm away) from the fluorophore object 2, and

assumed that the image captured in this condition included background fluorescence

only. Thereafter, after spatial registration and data interpolation, the background fluo-

rescence components can be subtracted from the raw fluorescent images (captured

under the usual beam scan) to obtain the target fluorescence components3. A similar

method was used previously in Ref. [41] where the effect of background fluorescence

2The rough horizontal location of a fluorescent object can be determined by coarsely scanning the laser
beam over the sample and comparing the brightness of images captured at all incident positions

3Light-collecting efficiencies of the system at different observation positions (corresponding to pixels
on the camera) were calibrated beforehand using an optical phantom with known a homogeneous
background fluorophore distribution (no additional fluorophore inclusion).
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Figure 7.4: Schematic of the Phantom: (a) schematic of phantom configuration: one
tube, 0.01µM ICG background fluorescence, and solid perturbator; (b) the Y-Z cross
section of (a).

on transmission geometry FMT was investigated.

7.2.3 Experiments and Materials

Herein, a group of phantom experiments were performed. The configuration

of the phantom was modified from that of the single object configuration described

in Sec. 4.3.5. A single ICG object was submerged and fixed inside a plastic tank

(40×90×50 mm3) filled with the tissue-like (intralipid and ink) mixture. 0.01 µM

ICG background fluorophore was added into the mixture (see Fig. 7.4). I set the ICG

concentration inside the tube as 10, 1, and 0.1 µM sequentially. Thus, the target to

background concentration ratio cT /cB was 1000, 100, and 10 respectively.

To simulate practical applications more realistically a PDMS perturbator was

used, rather than the liquid perturbator in phantom experiments used of Chapter 4.

To support the PDMS perturbator, a very thin glass slide was covered onto the tank

which was initially filled with the tissue-like mixture. For the depth perturbation, the

PDMS perturbator was superposed on the glass slide. Note that, the effect of the glass
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was considered in the forward process.

The experiments were conducted with the following steps:

1. fixed the tube to the predefined depth;

2. measured background signals;

3. measured fluorescent signals with beam scan;

4. superposed the PDMS perturbator onto the phantom (the glass slide);

5. measured fluorescent signals again;

6. repeated steps 1–4 for each condition N = 10 times.

For data preprocessing and centroid estimation, the same algorithms as de-

scribed in Chapter 4 were used, except that the measured target intensity ratios

It ar
1 /It ar

0 rather than raw intensity ratio I1/I0 were applied to the inverse process.

7.2.4 Results

To show the effects of background fluorophore quantitatively, relative intensity

contributions of the fluorophore target within the raw images for different target

to background concentration ratio (cT /cB ) were calculated. The relative contribu-

tion before the perturbation was defined as t0 = ∑
ROI It ar

0 /
∑

ROI Ir aw
0 , where

∑
ROI

denotes brightness summation over the aforementioned ROI. Similarly, the rela-

tive contribution of the fluorescence target after the perturbation was defined as

t1 =∑
ROI It ar

1 /
∑

ROI Ir aw
1 .

Measured values of t0 and t1 are given in Tab. 7.2 (standard deviation of all t0 and

t1 values are of the order of 0.001). Notably, both decrease with a decreasing cT /cB ,
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Table 7.2: Results with Background Fluorescence (0.01 µM background ICG).

Depth (mm) cT /cB (a.u.) t0 (a.u.) t1 (a.u.) ∆tot (mm)

1.8
1000 0.94 0.91 0.14±0.01

100 0.59 0.52 0.08±0.02

10 0.21 0.19 0.48±0.01

3.8
1000 0.76 0.71 0.13±0.06

100 0.35 0.32 0.47±0.05

10 0.06 0.04 2.02±0.10

blank – 0 0 not converge

indicating that the target fluorescence components shrank greatly. In particular, for

the 3.8 mm depth and cT /cB = 10 case, t0 and t1 were less than 0.1. In other words,

background fluorescence played a dominant role. The values of t1 were only slightly

lower than those of t0 indicating the perturbation did not result in an obvious decrease

of the target’s relative contribution.

On the other hand, the localization errors ∆tot
4 basically increase with a decreas-

ing target to background ratio (Tab. 7.2). This is attributable to the worsening SNR after

the background removal. For a high background concentration the signal amplitude

decreased significantly after background images were subtracted, whereas random

noises and measuring errors remained. Furthermore, subtracting a background im-

age cannot remove the background fluorescence completely because background

measurement is also affected by various noises and errors. These noises and errors

might be transferred to the data after background removal by the subtraction. If it is

assumed that a localization error of less than 0.5 mm is acceptable, at 1.8 mm depth

the concentration sensitivity limit would be approximately 0.1 µM (or cT /cB ≥ 10); at

3.8 mm depth it would be approximately 1 µM (or cT /cB ≥ 100).

4Defined as the Euclidean distance from the estimated centroid to the actual centroid
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7.2.5 Sub-Dissusion

These results show that the background fluorescence level is an important factor

for FMT. The 100−−10 : 1 lower limit for cT /cB is higher than the results provided

in some previous researches [138, 41] in which transmission geometry FMT was

studied. This high limit arises owing to the reflectance geometry of the MEFT system,

rather than the depth perturbation, because depth perturbation does not worsen the

relative contribution of the target greatly (see Tab. 7.2). Under reflectance geometry,

the detection sensitivity is known to be surface weighted. That is, excitation light

intensity at the surface or sub-surface is much higher than that in the deep region,

and background fluorescence emitted from the surface is rarely attenuated by the

tissue. As a result, if the concentration of a deep target is not one or two orders higher

than the background level, the signal from the object may be buried in background

fluorescence emitted from the surface or sub-surface. In addition, the small size

(around 1.2 µL) of the ICG object is another reason for the high cT /cB lower limit. In

many previous reports [138, 6] the fluorescent inclusion is usually a tube (tens of mm

length) filled by fluorophore rather than an object with a short length (1.5 mm). A

smaller fluorophore inclusion will apparently result in less target contribution, and

thus a higher concentration sensitivity limit.

Currently, many technologies have been employed to eliminate background

fluorescence. Some advanced methods to subtract background fluorescence have

been established for FMT of transmission geometry [138, 41, 18]. However, because

the effects of background fluorescence on the reflectance geometry is more signifi-

cant than those of the transmission geometry, the feasibility of these methods needs

further investigation. Furthermore, I believe that developing fluorophore imaging

agents with extremely high target to background ratio, rather than the background
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removal methods, are the fundamental solution for this background fluorescence is-

sue. Numerous dyes are synthesized to fluoresce in NIR wavelength range [89], where

auto-fluorescence is known to be negligible [79]. In addition, unlike non-specific dyes

that always fluoresce, some "activatable" dyes are engineered to be dark (or extremely

weak) in base states but to strongly fluoresce only after interaction with targeted pro-

teins or enzymes. For instance, Volkova et al. developed a protein-sensitive dye whose

emission intensity increases up to 190 times after binding to bovine serum albumin

[152]; Messerli et al. imaged apoptosis in cells using an enzyme selective dye that

releases NIR fluorochrome (Cy5.5) after being activated by the targeted enzyme and al-

lows 78-fold signal enhancement[102]. The increasing availability of such fluorescent

dyes promise a bright outlook for the epi-fluorescence tomography technique.

7.3 Tissue Shape

The depth perturbation method superimposes a thin optical perturbator onto

the tissue surface. Although our simulations and experiments were implemented on

the basis of media with flat and horizontal surfaces, the silicon-based perturbator is

actually sufficiently flexible to be tightly attached to most uneven tissue surfaces. As

shown in Fig. 7.5(c), a PDMS perturbator can well match with a convex tissue surface

with an approximately 90◦ turning angle. Similarly, for a deeply recessed surface, the

perturbator can be inserted into the hollow and remain tight to the surface, as shown

in Fig. 7.5(d).

However, for such extremely uneven surfaces, optical measurements may be

challenging. For example, it is difficult for a camera fixed above the sample to observe

the vertical side in Fig. 7.5(c) and the inner sides of the hollow in Fig. 7.5(d). For the

convex condition, I recommend moving the camera along the curved surface or to use
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Figure 7.5: Perturbator Imposed on Uneven Tissue Surface: (a) on a relatively flat
surface; (b) on a convex surface; (c) on a convex surface with almost 90 ◦ turning angle;
(d) on a concave surface.

a mirror to reflect fluorescence emitted from the region outside the FOV of the camera

(Fig. 7.6(a)). For the concave condition, if the hollow is sufficiently large, inserting a

side-viewing endoscope 5 is a potential solution (Fig. 7.6(b)). Otherwise, the tissue

surface must be artificially leveled, if that is permitted.

Another issue with irregular tissue surface is the forward problem: (1) incident

and detector positions may not be on the same horizontal plane and (2) tissue volume

cannot be simply divided into cubic voxels. Fortunately, there are already a large num-

ber of established techniques for simulating light propagation in realistic biological

tissue [73, 13]. For example, by projecting a line pattern light onto tissue surface, the

surface shape can be calculated on the basis of deformation of the lines [175]. There-

5A 45◦ mirror is fixed to the tip of the endoscope, allowing the observation of tissue parallel to the
endoscope body.
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Figure 7.6: Adaptations of Fluorescence Measuring System for Irregular Tissue Shapes:
(a) using mirror for the convex condition, (b) using endoscope for the concave condi-
tion.

after, the irregular tissue volume can be divided into triangular meshes and vertexes

by the FEM. Finally, both the Monte Carlo method [33] and diffusion equation [132]

have been proven compatible with the FEM and irregular tissue surfaces. Therefore,

irregularity of tissue surface should not be a great obstacle in the development of

epi-fluorescence tomography.

7.4 Crevices in Perturbator-tissue Interface

Some microstructures exist on tissue surfaces (e.g., skin textures and fingerprints),

thereby making the surface uneven. Consequently, when a flat perturbator is super-

posed onto the surface, crevices may appear at the perturbator-tissue interface. When

a crevice is sufficiently large (e.g., its diameter is close to 1 cm), it can be handled using

a small perturbator, as shown in Fig.7.7 (a). However, for crevices ≤ 1 mm, producing

a large number of very small perturbators to fill them is impractical. Here the effect

of such crevices on the localization accuracy of the depth perturbation method is
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Figure 7.7: Crevices in Perturbator-tissue Interface: (a) a large crevice; (b) small
crevices

examined.

For simplicity, I assume only air exists in the crevices and ignore crevice defor-

mation owing to the weight of the perturbator. The air inside the crevices increases

the internal reflection at the perturbator–tissue interface. The reflective indexes of

air, common tissues, and the PDMS perturbator are 1.0, 1.37, and 1.4, respectively.

For normally incident light, the reflectance of the PDMS-tissue interface is only 5e-5,

whereas that of the PDMS–air interface and air–tissue interface are 2.7e-2 and 2.6e-2,

respectively, increased by two orders. On the other hand, compared with biological

tissues, the absorption and scattering of air is negligible. Light is thus rarely attenu-

ated when propagating through air in crevices. The increased reflectance and lack of

optical attenuation complicates the effects of the crevices. Thus, a simulation was

performed to evaluate them quantitatively.

7.4.1 Simulation

The simulations were implemented in a 6×6×6 mm3 medium. Optical coeffi-

cients of the medium and the perturbator (1-mm thick) were set as the same as those

of the solid phantom and the solid perturbator described in Sec. 5.3. On the medium

172



7.4. Crevices in Perturbator-tissue Interface

Figure 7.8: Setting of Simulations for Crevices in Perturbator-tissue Interface: (a) initial
state when crevice cross-section radius is 150 µm; (b) after-perturbation of (a).

surface, 10 crevices aligned along the Y direction were defined, as shown in Fig. 7.8(a).

The X direction separation (center-to-center) of two neighborhood crevices was 0.5

mm. Their cross-section radius varied from 50 to 250 µm 6. One small fluorescent

object (length, 0.5 mm; diameter, 0.6 mm) was fixed inside the medium. Its horizontal

position was fixed at (3, 3) mm, and the central depth varied from 1.8 mm to 3.8 mm in

1-mm steps. Further, 10×10 observation positions (0.5-mm interval) and 3×3 incident

positions (1-mm interval) were defined on the surface, as shown in Fig. 7.8 (b).

For each simulated condition, fluorescent images before and after perturbation

were produced by the Monte Carol method using the MCX toolbox provided by Fang

et al. [34]. In this forward process, the existence of crevices was considered. To

evaluate the effects of the crevices independently, random noise was not introduced

to the simulated data. The simulated data were then applied to the inverse process

6I did not consider a larger radius because the center-to-center separation between two crevices is only
0.5 mm. A radius greater than 250 µm will let all crevices connect and let the perturbator float above
the medium which is physically impractical
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Table 7.3: Localization Errors (mm) Contributed by Crevices

depth (mm)
cross-section radius (µm)

50 150 250

1.8 0.02 0.2 0.24
2.8 0.02 0.14 0.24
3.8 0.04 0.17 0.5

described in Chapter 4. Unlike the forward process, the crevices were not considered

in the inverse process computations because in practice it is difficult to measure the

micro-structures of tissue surfaces because of limited time and cost constraints. By

investigating the localization error resulting from ignoring the crevices, the effects of

crevices can be understood roughly.

7.4.2 Results

The localization errors for all simulated conditions are given in Tab. 7.3. For all

tested conditions, errors are no greater than 0.5 mm. The errors increase with cross-

section radius as expected because as crevice size increases more photons passing

through the perturbator-tissue interface are affected. The errors also increase with

fluorophore depth. This is attributable to the dependency of the intensity ratio Γ on

the fluorophore depth d. As shown in Fig. 2.6, the slope of the Γ-d curve decreases

with fluorophore depth. In other words, even for the same variation of intensity ratios

resulting from the crevices, the resultant localization error will be large for a large

fluorophore depth d.

These results suggest that crevices with cross-sectional radius less than 200 µm

do not result in a very large localization error. Therefore, tissue with relatively small

crevices is more appropriate for the depth perturbation method. For example, the
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radiuses of crevices in the skin is commonly less than 100µm[104]. The early diagnosis

of skin cancer can thus be considered a potential application of the proposed method.

7.5 Measurement Errors in Tissue Optical Properties

In Chapters 4 and 5, the location, concentration, and bio-distribution of fluo-

rophore were treated as unknowns in the computation. In contrast, a large number of

parameters (Tab. 4.1) are considered known prior to the fluorescence measurements.

Some, including laser-beam size and the optical coefficients of the perturbator, can

be measured carefully ahead of time and are thus reliable. Others, including incident

positions, detector positions, detector numerical aperture, and FOV size, can be deter-

mined accurately by simple calibrations in the field. Compared with these parameters,

measuring tissue optical properties is more complex. As described in Sec. 2.1.2, some

techniques have been established to determine absorption coefficient µa and reduced

scattering coefficient µ′
s of tissue even under in-vivo conditions. These techniques

typically involve multiple-point diffuse reflectance measurements, data calibration,

and parameter estimation. The complexity of these steps may yield measurement

errors in the determined optical coefficients. In addition, in many studies, including

this thesis, the refractive index n of tissue is simply set to 1.37. This is partly valid be-

cause, for most biological tissues the n ranges from 1.37∼1.40 and is nearly invariant

with optical wavelength. However, a few tissue types, such as skin stratum corneum

(n = 1.55) and calcified aorta (n = 1.53), have notably higher refractive indexes [151].

In this subsection, the effects of inaccurate µa , µ′
s and n on fluorophore localization

are examined through numerical simulations.
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7.5.1 Method

The simulations were implemented with the same setting described in the Sec.

7.4.1, except that the simulated tissue has an even surface. In these simulations,

two groups of tissue optical coefficients were used: " actual" optical coefficients and

"measured" optical coefficients. The former ones were used in the forward process to

generate the simulated fluorescent signals. The latter were considered as measured

values with potential errors, and applied to the inverse process to localize fluorophore.

To evaluate the effects of measurement errors on tissue optical coefficients, the mea-

sured group was intentionally different from the actual group. Three configurations of

measured tissue optical coefficients were considered. In configuration S1 (S2), the

measured µ′
s (µa ) was varied 0.5 – 2 times the actual value (i.e. percentage measure-

ment error: -50% – +100%), while others were set as same as the actual values. In

configuration S3, the measured n was varied 0.9 – 1.4 times the actual (i.e. percentage

measuring error: -10% – +40%), whereas others were unchanged. Table 7.4 shows

the values of the "actual" optical coefficient and the variation ranges of "measured"

optical coefficients. The subscript ex and ex denote the excitation and the emission

wavelength, respectively. For each condition, the inverse process was executed and

the localization error, defined as the distance from the estimated fluorophore centroid

to the actual central location, was calculated. In these simulations, the fluorescent

object was set at a depth of 3.8 mm and 4.8 mm, sequentially.

7.5.2 Results

Localization errors contributed by the inaccuracies of tissue optical properties

are shown in Fig. 7.9. For both 3.8- and 4.8-mm fluorophore depths, the errors are

notable and increase with the inaccuracy. For the case in which µ′
s is underestimated
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Table 7.4: "Actual" and "Measured" Optical Coefficients (mm−1) used in the Simula-
tion

µ′
s,ex µa,ex µ′

s,em µa,em n

Actual 0.65 0.02 0.56 0.02 1.37
Measured - S1 0.33 ∼ 1.3 0.02 0.28 ∼ 1.2 0.02 1.37
Measured - S2 0.65 0.01 ∼ 0.04 0.56 0.01 ∼ 0.04 1.37
Measured - S3 0.65 0.02 0.56 0.02 1.23 ∼ 2.74

by 50%, the resultant errors are approximately 3 mm. For the worst conditions (100%

overestimation) of S2 and S3, the errors are also greater than 1 mm.

7.5.3 Sub-Discussion

Of course, for a effective tissue optical coefficients measurement technique,

the potential error range should be notably smaller than the values used in these

simulations. For the oblique-incidence reflectometry technique used in this thesis,

which is proposed by Wang et al., the relative estimation errors of µa were reported

as in the range of -11.8 – 5.1 %, and those of µ′
s were -4.8 –3.9 %. When interpolating

these ranges into the simulation results, resultant errors should be less than 0.3 mm 7.

On the other hand, when the inaccuracy of n is less than ±5%, the localization errors

are not obvious. In other words, for most biological tissues in which n falls in the

range of 1.30 – 1.44, directly using a value of 1.37 will be acceptable. In contrast, when

some specific tissue types (e.g., skin stratum corneum) with higher n are involved, n

must be measured in field or referenced from literatures.

7If applying the µ′
s error range to S1 results, the largest error is 0.28 mm for 4.8-mm fluorophore depth,

and 0.23 mm for 3.8-mm fluorophore depth. Similarly, the If applying the µa error range to S2 results,
the largest error is 0.24 mm for 4.8-mm fluorophore depth, and 0.26 mm for 3.8-mm fluorophore depth.
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Figure 7.9: Effects of Inaccurate Measured Tissue Optical Properties: (a) S1 results
(inaccurate µ′

s); (b) S2 results (inaccurate µa); (c) S3 results (inaccurate n). The arrows
in (a) and (b) show the reported error ranges [86] of the OIR technique (see Appx. B).
The arrow in (c) indicates the n of skin stratum corneum which has the highest n
among biological tissues as far as I know. The results of 3.8-mm (4.8-mm) fluorophore
depth are shown in blue (red).
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Figure 7.10: Depth Perturbation under Board illumination: (a) the initial state, (b)
after perturbation

7.6 Extension of the Depth Perturbation Method

In this thesis, the depth perturbation method was mainly verified and evaluated

under narrow beam illumination. Theoretically, the proposed depth perturbation

method is also viable when a broad incident light beam is used.

Consider the condition shown in Fig. 7.10. For simplicity, it is assumed that the

incident light is an infinitely broad top flat beam 8. The refractive index mismatch at

the air-tissue boundary is also ignored. The expression for excitation fluence rate at

point O changes from Eq.2.1 to

ϕ0
ex (d) = C′

exexp(−µex
effd), (7.1)

where µex
eff denotes the effective attenuation coefficient at the excitation wavelength;

C′
ex is a constant, and d is the depth of the fluorophore point source. By contrast, the

8The intensity on the top is uniform

179



Chapter 7. Discussion and Conclusion

expression for emission fluence rate at point A is the same as the Eq.2.2

ϕ0
em (d) = Cemexp(−µem

eff d)/d, (7.2)

where µem
eff denotes the effective attenuation coefficient at the emission wavelength

and Cem is another constant.

As a result, the ratio of fluorescence intensity with perturbation to the initial

status at point A can be expressed as:

Γ= Φ1

Φ0
= exp

[−(µex
eff +µem

eff )∆d
] d

d+∆d
. (7.3)

Compared to the same expression under pencil beam illumination (Eq. 2.5) this

expression is simpler but also a monotonic increasing function of d. For comparison,

the dependencies of Γ on fluorophore depth d under broad illumination (top flat light

beam) and under a pencil beam illumination are shown in Fig. 7.11 9. The viability

of the depth perturbation method under broad illumination means that the use of

depth perturbation can be extended from FMT to conventional fluorescent imaging.

In other words, even without a beam scan, the depth perturbation method can resolve

the fluorophore depth.

7.7 Potential Application Scope

In this study, a reflectance geometry FMT system has been developed to restore

the location and size of fluorophore located inside biological tissue, and a depth

perturbation method has been proposed to localize the fluorophore centroid, which

alleviates the severely ill-conditioned traditional optical inverse problem and con-

9Calculated using the same optical properties as Fig. 2.6
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Figure 7.11: Intensity Ratio under Broad Illumination

tributes to unbiased recovery of fluorophore distribution.

As described in Chapter 1, fluorescent imaging has great potential in angiog-

raphy, early disease diagnosis, and the determination of the surgery margin. With

the assistance of the proposed system and methods, the applications of fluorescent

imaging can be extended from surface or subsurface tissues to deep tissue (up to 1

cm). However, the implementation of the proposed methods brings new limitations.

First, owing to the necessity of a 2D beam scan, it is difficult for the current system to

track biomedical processes that change quickly. For example, monitoring blood

activity may be inappropriate for the proposed system. However, localizing

stable targets, e.g., a florescent dye accumulated in a tumor, is a desirable

application.

Second, as discussed in Sec. 7.2, owing to the surface-weighted sensitivity matrix,

imaging agents with high TBR are preferred; otherwise, signals from a deep

target may be buried in background noise. Consequently, I recommend the use

of targeted or activatable fluorescent imaging agents rather than conventional
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unspecific dyes in epi-fluorescence tomographic imaging.

Third, because too many crevices on a tissue surface increase the localization error

( Sec.7.4), and tomographic imaging on an extremely uneven tissue surface

is challenging and requires complex calibrations for surface shape and light-

collecting efficiency (Sec.7.3), relatively flat and smooth surface is preferred for

the proposed system and depth perturbation method. Therefore, skin, breast,

and inner organs, such as the lungs and stomach (under thoracic or abdominal

surgery), are appropriate subjects. In contrast, since the surface of the brain

is wrinkled, superimposing a depth perturbator onto the surface and ensuring

good contact may be challenging. A small and extremely flexible perturbator

will be helpful under such conditions.

To summarize, the proposed system and methods are appropriate for tissues with

a relatively flat surface for imaging time invariant (or slowly variant) targets, with the

assistance of advanced high TBR florescent imaging agents. Under such conditions,

the proposed depth perturbation method can determine the fluorophore centroid

quickly and effectively, thereby providing the depth information of a targeted lesion.

Furthermore, on the basis of prior centroid knowledge, the proposed reconstruction

framework partly overcomes the ill-conditioned nature of the FMT inverse problem,

thereby ensuring that the restored fluorophore size is unbiased. Thus, the proposed

framework can be applied to disease staging and the determination of the surgery

margin. Finally, although the proposed depth perturbation method can determine

depth more accurately, it does not extend the intrinsic penetration depth of light (ap-

proximately 1 cm). Consequently, it is difficult for the proposed system and methods

to detect disease foci that are deeper than this limit. However , even for deeply located

disease foci, the proposed system and methods can be used to confirm whether the
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disease foci have been completely removed by surgery. Thus, optical measurement of

tissues after the foci have been removed becomes feasible.

7.8 Conclusion

In this thesis, I have discussed on several critical issues about epi-fluorescence

tomog¬raphy, including the depth resolution, the ill-conditioned optical inverse

problem, and high computational cost. A depth perturbation concept has been

proposed to localize a fluorophore (centroid) within tissues, by which the probing

depth of ECW-FMT is extended from 1–2 mm [12] to around 1 cm 10. This centroid

prior was added to the reconstruction process of fluorophore bio-distribution as a new

constraint, which ensures that the restored bio-distribution is unbiased. I have also

proposed a PSVR method to avoid overly smoothed distributions, which decreases

the percentage error of estimated fluorophore size to approximately 30%. Using the

same method, the profile of fluorophore distribution can be better restored than the

conventional SVR method.

The proposed methods were evaluated by numerical simulations, phantom exper-

iments, and ex vivo experiments. Although the evaluation environments were not

sufficiently realistic, feasibility and effects were verified preliminarily. Some poten-

tial clinical issues, including optical heterogeneity, background fluorescence, and

ir-regularity of tissue surface, were discussed quantitatively. Among these issues,

optical heterogeneity and background fluorescence were proved critical factors. The

former can be solved by multi-modality imaging, i.e., combining a DOT or a mor-

phological imaging modality with FMT. On the other hand, in my opinion, the rapid

development of highly selective fluorescent dyes will continue to reduce the effects of

10Dependent on tissue optical coefficients, fluorophore concentration and other factors
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the latter.

It is expected that the proposed system can be integrated to microscopy, thereby

allowing its application in microscopic surgeries. The validation of the proposed

depth perturbation under broad illumination is important. If it is validated, it can

be applied to conventional fluorescent image-guided surgeries and an endoscopic

environment. In addition, some concepts can be applied to improve the proposed

depth perturbation method. For example, changing the incident angle of the laser

beam can result in variations of optical path length, which may facilitate integration

of the proposed depth perturbation method and the SDS method. In addition, for

reconstruction of fluorophore bio-distribution, the workflow and parameters require

further optimization.

It is my hope that this research will extend the scope of application of conven-

tional fluorescent imaging from surface to deep issue, and that my work will contribute

to early cancer diagnosis and to the field of low invasive surgeries.
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A Solid Perturbator

The process to fabricate a solid thin optical phan¬tom is described. The phantom

is used as a depth perturbator in the depth perturbation method. In this thesis,

the perturbators described here were primarily applied in the ex vivo experiments

(Chapter 6) and the optical solid phantom experiments (Chapter 5)
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A.1 Introduction

The proposed depth perturbation method uses a thin scattering phantom with

known optical properties to change the depth of the fluorophore inside biological

tissue. The phantom was designed to be superimposed on the tissue surface; therefore,

it should be nontoxic, sufficiently flexible for a non-planar irregular surface, and able

to change the optical depth 1 of the fluorophore, i.e., the optical path length from the

fluorophore to the surface.

A.2 Materials and Methods

PDMS was utilized as the phantom base. As a widely used silicon-based organic

polymer, PDMS is optically clear, and fulfills the nontoxic, and flexible requirements

[97]. Initially, PDMS (Silpot 184, Toray) is a viscous liquid, similar to honey [165],

whereas after hardening 2, it becomes an elastic rubber-like solid.

To add the scattering property, white powdery TiO2 was mixed into the PDMS

before hardening. Scattering occurs when light hits the TiO2 powder. The scattering

coefficient of the phantom depends on the weight concentration of TiO2, as shown in

Tab. A.1. Therefore, by adjusting the weight concentration of TiO2, an optical phantom

with tissue-like scattering properties can be produced. The absorption coefficient of

the TiO2-PDMS phantom is close to zero, which avoids unnecessary loss of emitted

fluorescence. The refractive index of PDMS is 1.4 [93].

Finally, a mold was utilized to control the size of the hardened PDMS phantom.

The mold was made of unilate, a hard synthetic resin material, using a cutting machine.

1Not only the physical depth
2PDMS hardening usually requires a hardening material, high temperature environment, and several

hours.
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Table A.1: Scattering Coefficient of TiO2 in PDMS: values were measured using the
OIR technique described in Appx. B

Weight Concentration Reduced Scattering Coefficient Absorption Coefficient
( %) µ′

s (mm−1) µa (mm−1)

0.05 0.34±0.01 0
0.1 0.54±0.02 0
0.2 0.89±0.02 0.02

Figure A.1: Mold for the Solid Perturbator

The mold is a cuboid with a shallow cylindrical cavity (depth, 1mm; diameter, 45 mm)

on the top. After pouring the liquid PDMS into the cavity, the cavity was covered by a

plastic plate to remove redundant PDMS. The remaining PDMS liquid transforms to a

thin phantom after hardening for several hours.

The steps involved in producing the solid perturbator are listed below.

1. Prepare liquid PDMS and hardening material with a weight ratio of 10:1.
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Figure A.2: Solid Perturbators

2. Add TiO2 powder to the liquid PDMS and thoroughly mix.

3. Pour a comparable volume of the PDMS-TiO2 liquid into the mold cavity and

cover with a plastic plate.

4. Put the mold into an oven at high temperature (e.g., 70◦C) for several hours.

5. Remove the hardened PDMS-TiO2 phantom from the oven.

A.3 Result

Three perturbators produced by the proposed method are shown in Fig.A.2. Their

properties are listed in Tab.A.2. Perturbator No. 3 is the thinnest and has the lowest

TiO2 concentration. Consequently, compared with No 1 and No 2, the blue lines under

perturbator No. 3 are the clearest. Perturbator No. 2 is the thickest and has the highest

TiO2 concentration, resulting in an obviously blurred view of the blue lines.
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Table A.2: Properties of Solid Perturbators Shown in Fig. A.2

No. Weight Concentration Thickness Reduced Scattering Coefficient
( %) (mm) µ′

s (mm−1)

1 0.1 0.98 0.54
2 0.1 1.15 0.54
3 0.05 0.75 0.34

A.4 Discussion

The perturbators were produced using three different molds whose size and

thickness vary slightly. The designed depth and diameter of the molds was the same;

however, owing to the inadequate precision of our cutting machine, the cavity size

deviated slightly. Note that this did not affect the use of the perturbators because

perturbator thickness can be input as a parameter in the inverse process for localizing

the fluorophore centroid (Chapter 4). The perturbator diameter would be fine only if

the perturbator is larger than the FOV of the measuring system.
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B In situ Measurement of Biological

Tissue Optical Properties

In this thesis, an oblique-incidence reflectometry technique is used to measure

tissue optical coefficients. This method was first proposed by Wang et al. [154]. In this

appendix, a custom setup, phantom experiment results, and ex-vivo measured optical

coefficients of several biological tissues are described.
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B.1 Introduction

As inferred by its name, the oblique-incidence reflectometry (OIR) technique

uses an obliquely incident laser beam as the light source. Further, OIR samples the

relative profile of diffuse reflectance [86] and finally induces absorption coefficient

µa and reduced scattering coefficient µ′
s from the profile and beam incident position.

I selected this technique because it (1) enables non-contact and non-invasive mea-

surement of tissue optical properties; (2) only requires to measurement of relative

diffuse reflectance profile, which avoids the complicated calibration process required

for quantitative measurements.

B.2 Principle

The principle of this technique relies on the assumption that a narrow laser

beam incident on a semidefinite scattering medium is equivalent to an isotropic point

source located at the extension line 1 of the beam and one transport mean free path

(mfp’) away from the incident position. As a result, the horizontal position of the

equivalent point source deviates from the initial incident position. According to the

diffusion theory, the deviation ∆x can be calculated as

∆x = sinαi

nµt
′ (B.1)

where αi is the incident angle, n is the refractive index on the boundary and µ′
t =

µ′
s +0.35µa is the total attenuation coefficient 2.

1If the laser is incident on a refractive index unmatched boundary, the location is affected by Snell’s law
2µ′

t should be defined as µ′
t =µs +µs . However, according to Wang et, al [154], this modified equation

leads to a better measurement accuracy. In this thesis, I use this modified expression only under
conditions that involve optical properties measurements.
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B.3. Method and Material

Furthermore, the diffuse reflectance profile 3 obeys the diffuse equation, and can

be expressed as [86]

R(r) = 3D(µeff +
1

ρ1
)

exp(−ρ1µeff)

ρ2
1

+ (3D+4AD)(µeff +
1

ρ2
)

exp(−ρ2µeff)

ρ2
2

(B.2)

where µeff =
√

3µa(µa +µ′
s) denotes the effective attenuation coefficient. ρ1 and ρ2

denote the distances from the equivalent source and its virtual negative point sources4

respectively, to a observation point on the sample surface at a radius r from the axis

of the equivalent point source; D = 1/(3µ′
t ) denotes the diffusion coefficient; and

A is a constant determined by the reflective index. By fitting the measured diffuse

reflectance values to this model, µeff and D can be estimated simultaneously. Since

both D and µeff are functions of µ′
s and µa ,they can be deduced as

µa = Dµ2
eff (B.3)

µs
′ = 1

3D
−0.35µa (B.4)

For a detailed explanation of this technique, see Ref. [154, 86].

B.3 Method and Material

In this section, the custom setup of the oblique-incidence reflectometry system

and several verification experiments are described.
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Figure B.1: Schematic of OIR System

B.3.1 Oblique-incidence Reflectometry System

Figures B.1 and B.2 show the custom OIR system schematic and setup, respec-

tively. The setup includes many components of the ECW-FMT system, including the

EMCCD camera, lens, PBS5, fibers, collimator and laser system. Thus, it is theoret-

ically possible to combine the two systems. The specifications of the OIR system

components are given in Tabs. 3.1 and 3.2. The tilt angle of the mirror in Fig. B.2

determines the incident angle of the laser beam. Here the incidence angle is arranged

to αi = 50◦.

3More than one mfp’ far from the incident point
4Mirrored point source to fulfill the boundary condition. For details see [157]
5Here it is used as a mirror
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Figure B.2: Setup of the OIR System

B.3.2 Phantoms

A liquid phantom comprising intralipid (scatter), black ink (absorber), and water

was used to mimic the scattering and absorption properties of biological tissues. Six

phantoms with different volume concentrations of intralipid and ink were produced

(Tab. B.1). The true absorption coefficient of the black ink was 0.050 mm−1/(mL/L)

as measured by a spectrophotometer. About the scattering coefficient of intralipid

solution, many different values are reported in literatures [149, 36], which may be

attributed to differences among intralipid producer. Herein, an integrated sphere

method [117] was used to measure µ′
s of the intralipid solution (volume concentra-

tion, 1%) independently. The integrated sphere method is the most commonly used

method in the bio-optic field. However, it is unavailable in in situ and non invasive

measurements owing to the need to slice the sample thinly.
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Table B.1: Phantom Composition: volume concentrations of intralipid and ink

Phantom No. Intralipid ink

1 0.33% 0
2 0.66% 0
3 1.00% 0
4 1.00% 0.20%
5 0.66% 0.13%
6 0.33% 0.20%

Figure B.3: Ex-vivo Samples: (a) pork chuck and (b) chicken breast

B.3.3 Tissue Samples

Two biological tissue samples were tested using the system, including chicken

breast and pork chuck. Each had a thickness greater than 1 cm, and thus they can be

approximated to a semi-infinite medium considering the limited penetration depth

of light. For simplicity, several locations with a flat surface and without significant

heterogeneity were selected. Five locations on each sample were tested.

B.3.4 Experiment Steps

In each test, the experiment was executed as:
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• Obtain an image of the incident point using an extremely thin reflection plate6 .

• Obtain an image of the diffusion reflectance with a short exposure time (typically

2 ms).

• Obtain an image of the diffusion reflectance again with a longer exposure time

(typically greater than 5 ms)

The image captured with a longer exposure time always leads to saturation around

the incident position, but can effectively detect the profile of the region far from the

incident position. Imaging twice is a good choice for a camera with limited dynamic

range.

B.3.5 Data Processing

Figure B.4 shows representative images captured by the oblique-incidence re-

flectometry system. To extract the optical coefficients, the centroid of the original

reflected pattern is computed as the incident point (Fig. B.4(a)). Then, the saturated

part on the long exposure image (Fig. B.4(c)) is replaced with data from the short

exposure (Fig. B.4(b)) multiplied by the exposure time ratio to generate a complete

and clear reflectance pattern (Fig. B.4(d)). The data on the central line along the X-axis

is obtained and used to calculate ∆x as shown in (Fig. B.4(e)). The profile is then

applied to curve fitting (e.g., the trust-region method) to solve the optical coefficients.

B.4 Results

Here the estimated optical coefficients obtained the custom OIR system are

provided. For comparison, some expected values and values reported in the literature

6Made of a piece of cover glass and white paint with 0.15 mm thickness
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Figure B.4: Representative Images Captured by the Oblique-Incidence Reflectometry
System: (a) original pattern of the incident beam; (b) diffused reflection image with
a short exposure; (c) diffused reflection image with a long exposure; (d) combined
images with (b) and (c); (e) profile of the white dash line on (d)
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are also described.

B.4.1 Phantoms

Table B.2: Estimated Optical Coefficient in Phantom Experiments(mm−1)

Phantom No. Estimated µa Expected µa Estimated µ′
s Expected µ′

s

1 0.000 0.002* 0.322
2 0.003 0.002* 0.497
3 0.004 0.002* 0.658 0.681**
4 0.116 0.100 0.600
5 0.680 0.667 0.487
6 0.090 0.100 0.332

* absorption coefficient of water at the incident wavelength (785 nm)
** value provided by the integrated sphere method

As shown in Table B.2, the estimated absorption coefficients well match the

expected values. The estimated µ′
s increases with intralipid concentration, and at

a concentration 1% it has a value that is close to the result of the integrated sphere

method .

B.4.2 Tissue Samples

Table B.3: Estimated Optical Coefficient in Ex-vivo Experiments (mm−1)

Phantom No. Estimated µa Estimated µ′
s

Pork Chuck 0.03 ± 0.02 0.26 ± 0.05
Chicken Breast 0.00 0.33 ± 0.05

Table B.3 shows the results of the ex-vivo experiments. Both pork chuck and

chicken breast have nearly zero absorption, which is consistent with their non vessel

nature. In terms of scattering, the estimated value for the pork chuck sample is 0.26

± 0.05 mm−1. The integrated sphere method provides a value of 0.21 ± 0.05 mm−1.

For chicken breast, the estimated µ′
s is 0.33±0.05, which is greater than the measured
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value (0.2 mm−1) [103]. This significant deviation may be attributed to the differences

in chicken breasts used. The integrated sphere method was also applied to the chicken

breast sample but could not obtain a reasonable result 7.

B.5 Conclusion

This appendix has described the in situ measurement of tissue optical properties.

The results of the phantom experiments indicate that the chosen method has good

accuracy. The ex vivo experiments prove its ability with noninvasive measurement.

7The algorithm of the integrated sphere method did not converge
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