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Abstract 

Spin injection and spin transport in superconductors 

(超伝導体中におけるスピン注入とスピン輸送) 

若村太郎 

Taro Wakamura 

 

Spintronics is an active research field in condensed matter physics, whose aim is to exploit and 

manipulate the spin degree of freedom. Despite the growing interest in spintronics, however, spin 

transport in superconductors has not been explored yet especially from the experimental point of 

view. In this study, we have investigated spin transport in superconductors. We mainly discuss three 

subjects in the thesis; the spin relaxation time in a superconducting Nb, the inverse spin Hall effect 

(ISHE) in a superconducting niobium-nitride (NbN) and generation of the spin-triplet supercurrent in 

the superconductor (S) – ferromagnet (F) – S Josephson junctions.  

Spin relaxation for spin currents is an important factor because it determines how long electrons 

can keep the initial direction of spin angular momentum. The most critical difference in spin 

transport in superconductors from that in normal metals is that it is mediated by the Bogoliubov 

quasiparticles, rather than electrons. These Bogoliubov quasiparticles can be regarded as a 

superposition of electron-like and hole-like excitations, and due to the different energy dispersion 

than that for electrons, the group velocity of the quasiparticles is smaller than that of electrons. Since 

spin relaxation occurs after electrons experience many scatterings by phonons and impurities, 

smaller group velocity brings about longer spin relaxation time. There have been several studies 

which investigate the spin relaxation time in superconductors, but their results are not conclusive: 

Due to spurious effects, underestimation or overestimation occurs, and it makes precise evaluation of 

the spin relaxation time difficult in superconductors. 

In our work, we inject spin currents into a superconductor, and investigate the spin relaxation time 

in the superconducting state. We exclude the spurious effects described above by using the refined 

device structure, and attempt to estimate the spin relaxation time precisely. To attain this goal, we 

fabricate the lateral spin valve (LSV) devices. These devices are composed of two ferromagnet wires 

bridged by a nonmagnet wire. As a ferromagnet, we use permalloy (Py, Ni81Fe19), and as a 

nonmagnet, Cu. In these devices, when a change current passes between one of the two Py wires and 

the Cu bridge, a spin current is generated in the Cu. This spin current can be nonlocally detected 

using the other Py wire, and the detected signals are called nonlocal spin valve (NLSV) signals. We 

choose Nb as a superconductor because it has high critical temperature (TC = 9.2 K) among metallic 



superconductors, and also has large spin-orbit interaction (SOI). Large SOI is also good to observe 

the spin Hall effect (SHE). For materials with large SOI, the spin absorption technique is useful to 

inject spin currents. When a wire with large SOI is inserted below the Cu bridge in the LSVs, the 

spin current is partly absorbed into the Cu, because it is energetically favorable for the spin current 

to enter into the wire with large SOI and relax faster. As a result, the detected NLSV signals in the 

other Py wire are suppressed. Through this spin absorption technique, we inject spin currents into Nb 

and investigate the difference in the spin absorption between the normal state and the 

superconducting state. 

We perform the spin absorption experiments both above and below TC (= 5.5 K in our device). At 

10 K, above TC, the NLSV signals from the LSVs with the Nb middle wire are suppressed compared 

with those from the LSVs without the Nb middle wire, as in our previous studies. The spin 

absorption is independent of the magnitude of the charge current we flow between the Py spin 

injector and the Cu bridge (spin injection current, I). At 370 mK, much lower than TC, however, the 

situation becomes drastically different: The spin absorption strongly depends on I, and as I decreases, 

the NLSV signals increase. These increasing NLSV signals are the signature of the suppressed spin 

absorption.  

To determine the origin of this anomalous behavior in the spin absorption, we measure the 

resistance close to the Cu/Nb interface (RI), because the interface is the most sensitive part for spin 

absorption. Temperature dependence of RI is first measured. We next fix the bath temperature and 

modulate I, and simultaneously measure RI. Then we obtain the same curve for the relation between 

RI and T, and RI and I. This indicates that the effective temperature at the Cu/Nb interface is deviated 

from that of the bath due to I. 

Taking into account these effects, we carry out theoretical calculations. When transport of electrons 

between the Cu and Nb wire is considered, it is necessary to calculate the density of states (DOS) of 

Nb. We note that in our LSVs, the Cu/Nb interface is highly transparent owing to the fabrication 

through the shadow evaporation. For this transparent contact between a superconductor and a normal 

metal, it is essential to account for the superconducting proximity effect. The DOS of Nb can be 

calculated with the Usadel equation in this regime. The point to note here is that in the Usadel 

equation, there is a term which contains the spin relaxation time. Therefore by using the spin 

relaxation time as a fitting parameter, we can calculate the amount of the absorbed spin current into 

the Nb wire so as to reproduce the experimental data. We perform the calculation based on this idea, 

and succeed in reproducing the experimental data of the NLSV signals as a function of I at 370 mK 

(the bath temperature). From the theoretical fitting, we also obtain the spin relaxation time for each I. 

The spin relaxation time in the superconducting state is found to increase with decreasing I, and it 

becomes more than four times larger than that in the normal state when I < 10 A. Considering the 

effective temperature increase with I, this result is a clear experimental demonstration of the 



enhanced spin relaxation time in the superconducting state with decreasing temperature, as 

theoretically predicted. 

We next investigate the SHE in a superconductor. In place of Nb used in the above study, we use 

niobium-nitride (NbN) in the present case owing to higher TC. The device is composed of a Py wire 

and a NbN wire bridged by a Cu wire. Using the spin absorption technique, we can inject pure spin 

currents into the NbN wire. The injected spin currents are converted into charge currents through the 

ISHE, which can be detected as a voltage difference between the two edges of the NbN wire. The 

detected voltage depends on the orientation of the spin polarization of the injected spin currents, 

which follows the direction of the magnetization of the Py spin injector. Thus during the 

measurements we apply the inplane magnetic field to control the magnetization of the Py. 

We perform the ISHE measurements both at 20 K (> TC = 10 K) and 3 K (< TC). At 20 K, we 

observe typical inverse spin Hall signals (RISHE), and RISHE do not depend on the magnitude of the 

spin injection current (I).  

We next measure the ISHE at 3 K, then RISHE first decreases with decreasing I, and then for I < 

100 A they increase dramatically. With I = 0.01 A, the signal is more than 2000 times larger than 

that in the normal state. 

To confirm that the observed signals derive from the ISHE, we measure the angular dependence of 

the signals on the angle  between the external magnetic field and the longitudinal axis of the Py 

spin injector. Then the angular dependence shows the sinusoidal relation to , a signature of the 

ISHE. 

We also investigate how superconductivity of NbN plays a role for this enormous ISHE. As noted 

above, the unique feature of spin transport in superconductors is that it is mediated by the 

Bogoliubov quasiparticles. These quasiparticles are composed of a combination of electron-like and 

hole-like excitations. At equilibrium, the number of quasiparticles in the electron-like branch and 

hole-like branch is balanced. When the ISHE occurs in superconductors, this balance between the 

two branches is broken, and the charge imbalance (CI) occurs. This charge CI effect is a 

nonequilibrium phenomenon, and has to relax in a certain time or length. The ISHE can be detected 

through the CI effect in the superconducting state, and to obtain the signals one has to place the 

voltage probes with in the length (CI length) from the region where the ISHE occurs. In the ISHE in 

NbN, due to large SOI of NbN thus the small spin diffusion length, the ISHE arises just below the 

Cu/NbN interface in the NbN wire. Therefore if superconductivity plays a role for the enormous 

ISHE, there should be a distance dependence of the detected signals between the Cu/NbN junction 

and the voltage probe (d). To confirm this scenario, we prepare two devices with different d, d = 0.4 

m and 10 m. As a CI length, we use 4 A from the value for Al as a reference. We measure RISHE 

for the two devices at 3 K and 20 K. At 20 K, they show almost the same magnitude of RISHE. 

However, at 3 K, while the device with d = 0.4 m shows very large signals, signals from that with d 



= 10 m are strongly suppressed. Based on these results, we can conclude that the signals are 

detected via the CI effect and superconductivity of NbN should play an important role for the 

enormous ISHE. 

We next carry out calculations to analyze the experimental data. RISHE is proportional to the 

longitudinal resistivity xx and its quadratic, xx
2
. In superconductors, xx has to be replaced byqp, 

the resistivity of quasiparticles. Due to the superconducting gap, qp is written as xx/2f0 (), where f0 

() is the Fermi distribution function at the superconducting gap . Since qp is increasing with 

decreasing temperature, RISHE can also be enhanced. Based on this idea, we perform numerical 

calculations, and obtain increasing RISHE with decreasing temperature (T). We note here that in our 

experiments, is increasing with I, not T. To investigate the relation between I and T, we measure the 

resistance close to the Cu/NbN interface (RI) in the same way as that described above. Then we 

obtain a good agreement between the relation RI vs temperature and RI vs I. By comparing these two 

relations, we can relate the effective temperature at the Cu/NbN interface to I. However, direct 

substitution of this relation into the equation between RISHE and T does not reproduce the enormous 

enhancement of RISHE with decreasing I. Based on the obtained relation between I and T through RI, 

we assume that the effective temperature at the Cu/NbN interface is proportional to the square-root 

of I. By using this relation we can reproduce the experimental data fairly well. 

The final subject is generation of the spin-triplet supercurrents in SFS Josephson junctions. 

Spin-triplet supercurrents are attractive in terms of spintronics because they can carry spin angular 

momentum truly without dissipation. In recent years, there have been reports on the observation of 

spin-triplet supercurrents in SFS Josephson junctions by using strong ferromagnets as Fs. However, 

no studies have directly linked spin-triplet supercurrents to spintronics. 

To explore the potentiality of spin-triplet supercurrents for spintronics, we fabricate the SFS 

Josephson junction composed of the Co ferromagnetic wire and two tungsten (W) wires deposited by 

the Focused-Ion-Beam (FIB) system. W deposited by FIB systems is known to show TC much higher 

than that of bulk W. We first measure superconductivity of W itself, and observe TC = 9.5 K for our 

devices. We next measure the superconducting transition of the W-Co-W Josephson junction, where 

W-W distance (d) is 600 nm. Then we obtain the zero resistance through the junction at 7 K, even 

though d is much larger than the coherence length of the ferromagnet based on spin-singlet 

supercurrents. We also confirm that ferromagnetism of the Co wire is sustained by measuring the 

anisotropic magnetoresistance at room temperature. These facts support the observation of 

spin-triplet supercurrents in our device, which might be induced by the spin active interface due to 

the strong SOI of W wires.  
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Chapter 1

Introduction

In this section we briefly introduce the concept of spintronics, reviewing some out-

standing previous studies which have moved the field forward dramatically. We also

show the state-of-art research results and experimental techniques.

1.1 General reviews

Our modern society largely relies on electronics. Progress in electronics makes our daily

lives more convenient and comfortable. While the heart of electronics is to manipulate

charge degrees of freedom of electons, as well known, electrons have not only charge

degrees of freedom but also spin degrees of freedom. The main concept of spintronics

Figure 1.1: Results of the GMR experiment by Baibach et al. [4]. In this experiment a
current flows in a Cr plane. As the thickness of the Cr layer decreases, the magnetore-
sistance value becomes larger. This shows enhancement of the magnetization effect
from two ferromagnets which sandwich a Cr layer.
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(a)

(b)

(c)

Figure 1.2: Experimental results on the giant tunnel magnetoresistaice done by Yuasa
et al [6]. (a) and (b): The tunneling electrical microscope (TEM) crosssectional image
of the epitaxial layers.

[1], a new kind of electronics, is to manipulate the spin degrees of freedom of electrons

as well as the charge degree of freedom.

Spintronics is now one of the most active research areas in condensed matter physics.

The nomenclature of spintronics sounds novel, but its basic idea has already appeared

long ago. Spin-dependent transport, an important topic in spintronics was first discov-

ered by Mott in 1936 [2, 3]. He found that in ferromagnets, when a temperature is low

enough that magnon scattering is negligible, electrons of majority spin and those of

minority spin do not mix and the total conductivity can be expressed as a sum of that

for each spin channel. Here majority and minority are defined if spin of the electrons

are parallel or antiparallel to the magnetization of the ferromagnet. This finding based

on a two-current model is highly insightful, and the idea is also applied to recent stud-

ies. While electronic transport in ferromagnets has kept its attention of researchers,

current growing interest in spintronics was practically provoked in 1988 by the dis-

covery of the giant magnetoresistance (GMR) effect by Fert et al [4], which retold

the importance of spin-dependent transport. They fabricated superlattices composed

of stacking layers of Fe and Cr, where the adjacent Fe layers are antiferromagneti-

cally coupled. When the inplane magnetic field is applied, the Fe layers finally align

in parallel, and magnetoresistance shows dramatically large values (Fig. 1.1). These

GMR effect experiments are a clear evidence of spin-polarized transport, and the work

has stimulated intensive studies to enhance the magnetoresistance ratio. In addtion

to the above ”current-in-plane (CIP)” configuration, ”current-perpendicular-to-plane

(CPP)” setup was subsequently proposed [5]. The magnetoresistance ratio gradually

increased, but the next breakthrough occurred in 2004: gigantic magnetoresistance

5



(a) (b)

Figure 1.3: The first spin injection experiment by Johnson and Silsbee is shown [8].
(a): Sample structure. Two permalloy (Py) islands are on a bulk Al. A current
flows between Py and Al, and a voltage is nonlocally detected between the Py and
Al at the other side. (b): Detected voltage. An antiparallel magnetization state
generates a voltage difference ∼ 75 pV at T = 27 K. (Inset): Results of the Hanle
effect measurements. Horizontal axis denotes the angle of the external magnetic field.

was reported for Fe(001)/MgO(001)/Fe(001) magnetic tunnel junctions (”tunneling

magnetoresistance (TMR)” effect), shown in Fig. 1.2 [6, 7]. These reports have again

triggered much interests in magnetoresistance and spin-dependent transport. Growing

TMR ratio has also brought technological progress, and the TMR effect is now applied

to magnetic random access memories (MRAM) and hard disc drives.

In the examples we have shown above, samples are multilayers structure where the

thickness of each layer is an order of nanometres, and the lateral size is comparable to

or more than micrometres. The biggest difference between charge and spin transport is

that spin of electrons projected to a certain axis is not conserved. We normally define

the length of spin as a projection of spin to one certain axis. When charge currents

pass in a solid, electrons are scattered by impurities, phonons, grain boudaries, etc.

However, charge of electrons is a scalar quantity and conserved. On the other hand,

spin of electrons is scattered by magnons and magnetic impurites or relaxed by spin-

orbit interaction. Spin of electrons is a vector quantity and its length is conserved,

but its direction is deflected thus the projection of spin to a certain axis may change

or disapper. Disappearance of spin occurs in a certain length scale (the spin diffusion

length) or time scale (the spin relaxation time). Hence to observe spin-dependent phe-

nomena, one has to place probes whose distance is less than the spin relaxation length.

The spin diffusion length generically ranges from nanometre to micrometre. These

scalelengths are easily accessible in a multilayer geometry by making the thickness of

films an order of nanometre and measuring voltage difference between the top and the

bottom of the layers. However, in a lateral geometry the story is not so simple because

it is difficult to make the distance between two voltage probes an order of nanometres,

6



(a)

(b)

(c)

Figure 1.4: Nonlocal spin injection and detection experiments reported by Jedema et
al [9]. (a) The SEM image of the nanoscale device. (b) Schematic illustration of the
device. Electrical current is passing between the Py wire and one of the arms in the
Cu cross, and the voltage is detected between another arm and the other Py wire. (c)
Observed signal taken at 4.2 K. According to the parallel/antiparallel magnetization
configuration, a finite signal is observed.

thus nanofabrication processes are essential.

The first pioneering work on spin transport in a lateral geometry has been performed

by Johnson and Silsbee [8]. They have prepared the structure where two small pads

of ferromagnets (permalloy, NiFe) are on an alminuumin wire (Fig. 1.3). These two

pads act as a spin injector and detector. When currents pass between one of the two

pads and one edge of the wire and a voltage between the other pad and the other edge

of the wire is detected, voltage difference is observed according to parallel/antiparallel

magnetization configuration of the two ferromagnets. This is the first experimental

demonstration of nonlocal spin injection and detection, but the detected voltage is

vanishingly small because nanofabrication technique had not been established and the

scale of the geometry is much larger than the spin diffusion length of alminum, which

is ≤ 1 µm even at low temperatures.

Spin transport measurements in lateral devices has evolved with the state-of-art

nanofabrication techniques, especially the electron-beam (EB) lithography. Around

fifteen years later since the first demonstration by Johnson and Silsbee, controlled ex-

periment on nonlocal spin injection and detection was reported by Jedema et al [9].

(Fig. 1.4). They prepared nanometre-scale lateral spin valves (LSVs) and generated

spin currents by passing charge currents between a ferromagnet and a nonmagnet. In

their experiments much larger signals compared with those of the work by JS were ob-

served because owing to nanofabrication, it was possible to make the distance between

7
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(a) (b)

(c)
(d)

Figure 1.5: Examples of spin transport measurements. (a) and (c): NLSV measure-
ments using Ag/Py lateral devices. To resolve the impedance mismatch problem, an
MgO layer is inserted between Ag and Py ((a)). As a result, gigantic signals are ob-
served both at room temperature (RT) and at 10 K. (b) and (d): three terminal Hanle
measurement using silicon semiconductors. Spin transport properties are derived from
the Hanle signals as shown in (d).

two voltage probes less than the spin diffusion length of Al. We note that this kind of

LSVs are one of the most powerful tools to produce spin currents from charge currents.

Inspired by the work by Jedema, many studies have been carried out to investigate

spin transport properties for different kinds of materials and to find good materials for

an efficient spin current generation, transport and detection. Typical materials used

in these experiments are metals and semiconductors, but some exotic materials like

graphene [10] or two dimensional electron gas in oxide heterostructures [11] are also

used for spin transport experiments (see Fig. 1.5). Usually the word ”spin current”

refers to a flow of spin angular momentum carried by electrons, but on the other hand

spin waves can also be regarded as a medium to propagate spin angular momentum.

Spin transport through such ”spin wave spin currents” has also be investigated by

Kajiwara et al. [12]. This work is remarkable in terms of physics and highly promising

8



(a) (c)

(d)

Figure 1.6: Measurements of the ISHE using the spin absorption technique by Mo-
rota et al. [25] (a): The SEM image of the device structure. (b): The NLSV signals
obtained from with/without (Ref) midlle wires. Metals with large SOI are used as
middle wires. The decreased signals compared with those from samples without a
middle wire demonstrate that spin currents are partly absorbed into the middle wires.
(c): Schematic illustration of the ISHE measurements. Magnetic field is applied per-
pendicular to the longitudinal axis of the Py spin injector. (d): Detected signals
with measurement setup as shown in (c). Inverse spin Hall signals are defined as
RISHE ≡ R(H > 2000Oe)−R(H < −2000Oe).

for future applications to achieve dissipationless spintronics because one can transfer

electrical signals through insulators.

We have introduced the LSVs as an example of the method to do conversion between

spin and charge currents. As explained above, an efficient spin-charge conversion is

an important task in spintronics, and this conversion is possible also via the spin Hall

effect (SHE) [13, 14]. The SHE is a phenomenon where spin currents are generated from

9



charge currents through spin-dependent scatterings by spin-orbit interaction (SOI). It

has been first experimentally demonstrated using Al [15] and Pt subsequently [16, 17].

Evaluation of the amplitude of the SHE for different materials is also a current research

topic of great interest in spintronics, and many studies have been reported using metals,

semiconductors and even organics. By using the SHE, other techniques than the LSVs

to investigate spin transport in materials become possible. One of the methods often

used nowadays is the spin pumping [18, 19, 20, 21], and the spin-torque ferromagnetic

resonance [22, 23, 24]. Electrical measurements are also useful to study the SHE

[16, 25, 26, 27]. As an example, we show electrical measurements of the inverse spin

Hall effect (ISHE) done by Morota et al. [25] in Fig. 1.6. The device structure is

shown in Fig. 1.6(a). There are two ferromagnetic (F) wires bridged by a nonmagnetic

wire (N), and below the nonmagnetic wire a middle wire (M) is inserted between the

two F wires. We assume that the M has large SOI. As in nonlocal spin injection and

detection measurements (nonlocal spin valve (NLSV) measurements), when currents

pass between one of the two Fs and the N, spin currents are generated in the N. This

spin current is partly absorbed into the M because the SOI of the M is larger than

that of the N, and it is energetically favorable for spin currents to be absorbed into

the M and there relax faster than flowing in the N with smaller SOI. Therefore spin

currents detected by the other F is reduced so that the NLSV signal decreases. This

spin absorption measurement is a powerful tool to inject spin currents into materials

with large SOI. The absorbed spin currents are converted into charge currents via

the ISHE in the M. The relation among the generated charge current vector JC, the

direction of the spin polarization s and the spin current vector Js are

JC ∝ Js × s. (1.1)

In the above measurements, Js is normal to the substrate due to the small spin diffusion

length of the M with the large SOI. Therefore to detect the voltage difference between

the two edges of the M, one has to apply an external magnetic field perpendicular to the

F. Figure 1.6(d) shows experimental results of the ISHE obtained by spin absorption

and the electrical detection of the ISHE. It is clear that amplitudes of the signals

depend strongly on materials. Quantity which charactarizes an efficiency of spin-

charge conversion is the spin Hall (SH) angle αSH ≡ ρSHE/ρxx, where ρSHE is the SH

resistivity and ρxx the longitudinal resistivity. αSH depends on materials, and in Table

1.1 we show αSH for representative materials.

10



Material Spin Hall angle [%] ref.

Pt 2.1 ± 0.5 [25]

Pd 1.2 ± 0.4 [25]

Ta -(0.37 ± 0.11) [25]

β-W 30 ± 2 [24]

CuIr 2.1 ± 0.6 [26]

CuBi -(24 ± 9) [27]

Table 1.1: Spin Hall angle for metals and alloys. SH angles are values at 10 K other
than that of W.

1.2 Review on spin transport in superconductors

In the previous subsections we have mainly discussed progress in spintronics with

normal metals, semiconductors and insulators. Since the main subject of the research

is related to spin transport in superconductors, in this subsection we briefly remark on

research progress in spintronics with superconductors.

Compared with spin transport in normal metals or semiconductors, less studies

have been reported on spin transport in superconductors. However, there are several

theoretical papers which propose novel phenomena occuring for spin transport in super-

conductors. A first example is the enhanced spin relaxation time in superconductors.

The most important difference between spin transport in normal metals and supercon-

ductors is that in superconductors spin transport is mediated not by electrons but by

superconducting (Bogoliubov) quasiparticles. These quasiparticles induce many novel

phenomena to occur in superconductors which cannot be observed in normal metals.

For example, as we will explain in the following theoretical part, the group velocity of

superconducting quasiparticles is generally smaller than that of electrons. In metals,

electrons move diffusively, and they move forward with being scattered by phonons,

impurities or grain boundaries. Spin is slightly canted for each scattering process,

and after experiencing many scattering processes they are completely randomized.

Thus smaller group velocity brings smaller motion of particles and the spin relaxation

time can become longer. This spin relaxation time enhancement in superconductors

is theoretically predicted by Yamashita et al. [28]. Experimental studies on the spin

relaxation time in superconductors have also been carried out, but conclusions are not

consistent with each other (details are discussed in Chapter 4).

The SHE in superconductors is also one of the intriguing subjects in spintronics

with superconductors. Gigantic SHE in superconductors is theoretically proposed: the

basic idea is as follows: the spin Hall resistivity ρSHE, which offers an estimate of the
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Figure 1.7: Results of the theoretical calculations for gigantic SHE in superconductors.
As temperature (T ) decreases below the critical temperature (TC), the SH signal ∆RS

dramatically increases. In the Figure ∆RS is normalized by that at TC (∆RS(TC))

amplitude of the SHE consists of two terms containing the longitudinal resistivity ρxx

and is expressed as follows

ρSHE = aρxx + bρ2xx, (1.2)

where a and b are both constants. Since spin transport is mediated by superconducting

quasiparticles in superconductors, one has to replace the longitudinal resistivity ρxx

with that of quasiparticles. According to the theory [29], the resistivity of supercon-

ducting quasiparticles ρqp may be written as

ρqp =
ρ0xx

2f0(∆)
, (1.3)

where f0(∆) = (exp(∆/(kBT )) + 1)−1 is the Fermi distribution function at the su-

perconducting gap ∆, and ρ0xx is the normal longitudinal resistivity just above TC.

Therefore (1.2) can be rewritten as

ρSHE = a
ρ0xx

2f0(∆)
+ b

(
ρ0xx

2f0(∆)

)2

. (1.4)

Both terms in the rhs dramatically increases with decresing T because f0(∆) → 0

when T → 0. Thus the SHE in superconductors becomes gigantic.

As introduced above, the distinctive feature of spin transport in superconductors

is that it is mediated by superconducting quasiparticles. When one injects electrons

externally to superconductors, they are partly converted into Cooper pairs and partly
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(a) (b)

(c)
(d)

Figure 1.8: Experimental demonstration of the spin-charge separation in a supercon-
ducting Al reported by (A) Hübler et al. and (B) Quay et al. (a): the device image
cited from (A). The structure is similar to the lateral spin valve device. (b): large
external inplane magnetic field splits the DOS of superconducting Al, which largely
suppresses spin relaxation of quasiparticles (from (B)). (c): the spin relaxation length
λS and the charge imbalance length λQ are plotted as a function of the inplane mag-
netic field B. In the large B region, λS ≫ λQ, which explicitly shows the spin-charge
separation (from (A)). (d): enhanced spin relaxation time τS1 is plotted as a function
of magnetic field (from (B)).

into quasiparticles. One of the unique features of superconducting quasiparticles is

that they are a superposition of electron-like and hole-like excitations. When charges

are carried by quasiparticles, the number of quasiparticles on electron-like excitation

branch and hole-like branch is different. However, at equilibrium and at a finite tem-

perature the number of quasiparticles on each branch has to be balanced. The branch

imbalance is called as the charge imbalance, and the charge imbalance finally relaxes

into the equilibrium state during the lifetime of quasiparticles. When one injects spin

currents or spin-polarized currents into a superconductor, the charge imbalance and the

spin imbalance relaxes independently. This is called spin-charge separation. The spin

charge separation for externally injected spin-polarized current was first theoretically

predicted by Kivelson and Rokhsar [31], and experimental demonstration has been

reported very recently [32, 33]. Experimental results are shown in Fig. 1.8. In both
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studies they have fabricated lateral spin valve devices using superconducting Al, and

inject spin currents from ferromagnets. Large inplane magnetic field was externally

applied to the device. Because of the small SOI in Al, the density of states (DOS) of

the superconducting Al becomes spin dependent (Fig 1.8(b)). Due to this spin split

of the DOS, a down spin, for example, has to acquire an extra energy comparable or

more than the Zeeman energy to flip itself into an up spin. This effect dramatically

suppresses spin filp so that the spin diffusion length λS dramatically increases. Com-

pared with the charge imbalance length λQ, λS ≫ λQ is a signature of the spin-charge

separation. These reports are representative examples which exploit unique properties

of superconductors for spintronics.
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Chapter 2

Theoretical backgrounds

2.1 Spin transport

In this section we briefly discuss how to describe spin transport in materials based

on the one-dimentional theoretical model proposed by Takahashi and Maekawa [35].

Analysis of our experimental data which will appear in the following chapters relies on

this model.

2.1.1 Spin transport model in nonlocal spin valves

As discussed in the previous chapter, electrical spin injection and detection measure-

ments using lateral spin valve (LSV) devices are highly useful to investigate spin trans-

port properties in materials as demonstrated in many studies [9, 34].

Spin transport in LSVs can be described by the two current model proposed by

Takahashi and Maekawa [35]. Typical LSV device geometry is shown in Fig. 2.1(a).

The device is composed of two ferromagnetic (F) wires bridged by a nonmagnetic (N)

wire. One of the F wires (F1) acts as a spin injector and the other F wire (F2) a spin

detector. We assume that magnetization of the two wires is collinear to the longitudinal

axis of the Fs due to the shape anisotropy. We define the width of the F and N wire as

wF and wN, and the thickness dF and dN, respectively. The center-to-center distance

between the two F wires is L.

Now we explain how to describe spin transport in the LSV device based on [35]. Our

description is based on the two-current model and there are two channels, a channel

for upspin and that for downspin. We assume diffusive motion of electrons typical in

metals. In this regime with an electric field E, spin-dependent currents consist of a drift

part and a diffusive part: jσ = σσE− eDσ∇nσ, where σσ is the electrical conductivity

of electrons with spin σ. Here σ is either ↑ or ↓ to the quantization axis. e is the

charge of an electron, e = −|e|, nσ the carrier density of electrons with spin σ and Dσ

is the diffusion constant for σ. Using the relation ∇nσ = Nσ∇εσF and the Einstein’s
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(a)

(b)

(c)

Figure 2.1: (a): Schematic illustration of the LSV structure and the NLSV measure-
ment. A current flows between the ferromagnet and nonmagnet. A voltage is detected
between the ferromagnet and nonmagnet at the other side nonlocally. (b): the ECP
distribution of the NLSV structure. A pure spin current diffuses in the nonmagnet
wire, where there are no charge currents. (c): Illustration of the typical NLSV signal.
spin accumulation is defined by the difference in V2/I between parallel/antiparallel
magnetization of the two ferromagnet wires. [35]

relation σσ = e2NσDσ (Nσ: the density of states in the subband for spin σ, εσF : the

Fermi energy of electrons with spin σ), the current density jσ can be expressed as

j↑ = −σ↑
e
∇µ↑ (2.1)

j↓ = −σ↓
e
∇µ↓, (2.2)

where µσ = ϵσF + eϕ is the electrochemical potential (ECP) and ϕ is the electrostatic

potential.

Since there is no divergence of charge currents, the continuity equation for charge

and spin currents in the steady(time-independent) state is expressed as

∇ · (j↑ + j↓) = 0 (2.3)

∇ · (j↑ − j↓) = −en↑ − n̄↑

τ↑↓
+ e

n↓ − n̄↓

τ↓↑
, (2.4)

where n̄σ represents the equilibrium carrier density of spin σ and τσσ′ the scattering

time of an electron from a spin state σ to σ′. Substituting these equations into the
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detailed balance equation N↑/τ↑↓ = N↓/τ↓↑, equations fro the ECP are

∇2(σ↑µ↑ + σ↓µ↓) = 0 (2.5)

∇2(µ↑ − µ↓) =
1

λ2sf
(µ↑ − µ↓), (2.6)

where λsf =
√
Dτsf represents the spin diffusion length with the spin relaxation time

τsf and the diffusion coefficient D. These two terms are described as

1

τsf
=

1

2

( 1

τ↑↓
+

1

τ↓↑

)
(2.7)

1

D
=
N↑/D↓ +N↓/D↑

N↑ +N↓
(2.8)

At the interface between the F and N wire, the ECP changes discontinuously if the

interface is not transparent. In order to express this drop of the ECP, we introduce

the spin dependent interface currents

Iσ1 =
1

eRσ
1

(µσ
F1 − µσ

N) (2.9)

Iσ2 =
1

eRσ
2

(µσ
F2 − µσ

N). (2.10)

where Rσ
1 and Rσ

2 are the resistance of the interface 1 and 2, µσ
F1, µ

σ
F2 and µσ

N are the

ECP of spin σ in the F1, F2 and N wire, respectively. Here we assume that currents

flow uniformly through the interface.

Using the equations introduced above, we can derive distribution of spin currents

Is = I↑− I↓, taking account for the fact that both charge and spin currents conserve at

each interface. As an example, when a bias current I flows from the F1 to the left side

of the N (I1 = I) and there are no charge currents on the right side of the N (I2 = 0),

we have the solution for the ECP. In the N, the ECP has a general form

µσ
N = µ̄N + σ(a1e

−|x|/λN − a2e
−|x−L|/λN). (2.11)

Here µ̄N = −[eI/(σNAN)]x (AN = wNdN) represents the charge transport, and therefore

at x > 0, µ̄N = 0. The second term generates the difference between the ECP of up-

spin electrons and down-spin electrons. In this regime, in the region x > 0 in the N,

spin currents without charge currents (named pure spin currents) flow. In the F, the

ECP distributes as

µσ
F1 = µ̄F1 + σbσ1e

−z/λF , (2.12)

µσ
F2 = µ̄F2 − σbσ2e

−z/λF . (2.13)
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In (2.13), we assume that dF ≫ λF and µ̄F1 = −[eI/(σFAJ)]z + eV1, µ̄F2 = eV2. Using

the condition that charge currents (I = I↑ + I↓) and spin currents are continuous at

the interface as mentioned above, we can determine the unknown coefficients. The

spin-dependent voltage V2 detected at the F2 is then given by

V2/I = ±2RNe
−L/λN

2∏
i=1

 PJ
Ri

RN

1− P 2
J

+
pF
RF

RN

1− p2F

×

 2∏
i=1

1 +
2
Ri

RN

1− P 2
J

+
2
RF

RN

1− p2F

− e−2L/λN


−1

,

(2.14)

where RN = ρNλN/AN and RF = ρFλF/AJ are the resistance of the N and F wire

with the cross sections AN and AJ. λN and λF are the spin diffusion length in the N

and F, ρN and ρF are the resistivity of the N and F, respectively. pF is the current

polarization in the F. PJ denotes the polarization at the interface and is defined as

PJ = |G↑
i −G↓

i |/Gi with the interface conductance Gi at the interface i. + and − signs

in the equation correspond to the parallel (P) and antiparallel (AP) magnetization

configuration in the F1 and F2. The detected spin accumulation voltage is

∆R = I−1(V P
2 − V AP

2 ) = 2I−1|V2|, (2.15)

by subtracting the detected voltage divided by I in the parallel and antiparallel mag-

netization configuration.

2.1.2 Spin relaxation mechanism

Spin relaxation and spin dephasing are one of the important topics in spintronics. Spin

currents in materials are nonequilibrium and equilibrated by some mechanisms we will

show below. There are mainly four mechanisms which contribute to spin relaxation:

the Elliott-Yafet mechanism, the D’yakonov-Perel’ mechanism, the Bir-Aronov-Pikus

mechanism and the hyperfine interaction [36]. Since the Elliott-Yafet mechanism is

the most relevant to metallic systems, we mainly explain the Elliott-Yafet mechanism

and briefly discuss the other mechanisms.

In the Elliott-Yafet process electrons with upspin couple with those with downspin

via the spin-orbit interaction (SOI) with ions in the lattice. Elliott pointed in 1954

that if there is a SOI between ions in the lattice and conduction electrons, spin of these

electrons can relax via the momentum scattering like phonon scattering or impurity

scattering [37].

SOI has a general form, which written as

VSO =
h̄

4m2c2
(∇VSC × p)⊗ σ, (2.16)
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Figure 2.2: Schematic image of various spin relaxation mechanisms. (a): the Elliot-
Yafet mechanism. Two spin channels are assumed, and after experiencing many mo-
mentum scatterings, spin flips to the other state. (b): the D’yakonov-Perel mechanism.
Due to the lack of the inversion symmetry, spin feels an effective magnetic field, which
continuously exerts a torque to tilt the spin. (c): the Bir-Pikus mechanism. The
magnetic coupling between electrons and nuclei is important.

where m is the free-electron mass, VSC is the scalar (spin-independent) periodic lattice

potential, p ≡ −ih̄∇ is the linear momentum operator, and σ are the Pauli matrices,

respectively.

Due to the SOI, spin of an electron and its momenta correlate, and the upspin state

| ↑⟩ and the downspin state | ↓⟩ are no longer the eigenstates for σz. Therefore, the

Bloch wave functions in solids are modified as

Ψ
′

k↑(r) = αk(r)| ↑⟩+ βk(r)| ↓⟩ (2.17)

Ψ
′

k↓(r) = ξk(r)| ↑⟩+ ηk(r)| ↓⟩, (2.18)
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where Ψ
′

k↑(r) and Ψ
′

k↓(r) are the states which originally have | ↑⟩ and | ↓⟩ in the spin

states, respectively. Mixing with the other spin state is therefore determined by the

ratio between the coefficient of the original spin state and that of the other spin state.

For example, for the Bloch wave function Ψ
′

k↑(r), the value of βk(r) determines the

strength of the mixing. A perturbative calculation leads to the results of βk(r) ∼
λSO/∆E ≪ 1, where ∆E represents difference between two energy bands with the

same k and λSO the matrix element of VSO between them. This result reflects the fact

that the energy scale of VSO is generally much less than the energy difference between

the two neighboring states in the energy band. Thus usually we can neglect the mixing

and arroximate Ψ
′

k↑(r) ∼ | ↑⟩, for example.

However, in certain conditions, the value of βk(r) becomes effective. Although the

SOI itself does not cause spin relaxation, combination of the SOI with momentum

scattering makes it effective. Momentum scattering is usually caused via scatterings

with phonons or impurities. In combination with the phonon-mediated spin relax-

ation mechanism suggested by Yafet, a consistent picture of the phonon-induced spin

relaxation has been established [38].

The spin relaxation of the Elliott-Yafet mechanism is characterized by the spin

relaxation time τs. There are two important relations which give an order of magnitude

of τs. One is the ”Elliott relation” and gives the relative relation between τs and τp.

Here τp represents the momentum relaxation time. After the Born approximation, one

obtains
1

τs
∼ β2

τp
. (2.19)

Here we emphasize that τs linearly depends on τp. Another important relation is called

the ”Yafet relation”, and expressed as

1

τs
∼ β2ρ(T ). (2.20)

This equation shows that the temperature dependence of τs is an inverse of that of

the resistivity. We note that the momentum scattering is dominated by the phonon

scattering at high T and by the impurity scattering at low T . This relation was

experimentally confirmed by Monod and Beuneu [39].

One of the other mechanisms of the spin relaxation is the D’yakonov-Perel’ mecha-

nism. It originates from the SOI induced by the broken inversion symmetry of materi-

als [40]. When the inversion symmetry is broken, the two Bloch states with the same

momentum, such as Ψ
′

k↑(r) and Ψ
′

k↓(r) no longer degenerate, namely, Ek↑ ̸= Ek↓. In

this regime, energy splitting between upspins electron and downspin electrons can be

described by an intrinsic k-dependent magnetic field B(k). This field is generally called

the ”Dresselhaus field” and derives from the SOI in the band structure. Since electrons
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precess around this effective field, the corresponding Hamiltonian can be expressed as

H =
1

2
h̄σ ⊗Ω(k), (2.21)

where Ω(k) = (e/m)B(k). Since the effective field depends on momentum of an

electron k, electrons experiencing different momentum scattering process feel different

directions of Ω(k). Thus this causes the spin dephasing.

The most important difference between the Elliott-Yafet and the D’yakonov-Perel’

mechanism is how τs depends on τp: in the Elliott-Yafet mechanism, τs ∝ τp as ex-

plained above, and in the D’yakonov-Perel’ mechanism, on the other hand, τs ∝ 1/τp.

This difference is widely used to determine the mechanism of spin relaxation in various

materials.

The other mechanisms become significant especially in semiconductors. For exam-

ple, the Bir-Aronov-Pikus mechanism is relevant to the exchange interaction between

electrons and holes in p-doped semiconductors [41]. The hyperfine interaction between

the magnetic moment of electrons and nuclei is important for the spin dephasing of

localized electrons such as those in quantum dots or bound on donors [42]. It is usually

trivial for itinerant electrons in metals and is negligible [43].

2.2 Spin Hall effect

2.2.1 Anomalous Hall effect

Spintronics is a field of research which contains many novel concepts, and the spin Hall

effect (SHE) is one of the indispensable phenomena in the field. However, the SHE

can be regarded as an analogue of the anomalous Hall effect (AHE), a longstanding

controversial topic in condensed matter physics. Therefore we first review the AHE to

understand the SHE more profoundly. The Hall effect was first discovered by Edwin

H. Hall in 1879 [44]. When a current flows in a conductor placed in a perpendicular

magnetic field Hz, electrons are pushed transversely by the Lorentz force and trans-

verse voltage appears in the conductor. Following the first discovery in nonmagnetic

conductors, he subsequently found that this effect becomes more than ten times larger

when a conductor is a ferromagnet. Experimentalists empirically learned that in ferro-

magnets, the Hall resistivity ρxy first steeply rises then saturates at a high Hz. In 1893,

Kundt [45] discovered in Fe, Co and Ni, this satulated value is roughly proportional to

the magnetizetion Mz. This empirical finding was formulated by Pugh [46] in 1930 as

ρxy = R0Hz +RsMz, (2.22)
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Figure 2.3: Schematic description of the mechanisms of the AHE cited from [53]. (a):
Intrinsic contribution. Berry curvature derived from the band structure provides an
emergent magnetic field, which generates the anomalous velocity perpendicular to the
applied electric field. (b): Side-jump effect. When electrons enter into an impurity
potential, they acquire the anomalous velocity from the potential perpendicular to their
momentum, so that their trajectries are perpendicularly deflected. (c): Skew scattering
mechanism. Spin-orbit interaction causes an asymmetric scattering according to the
direction of spin of electrons.

where R0 is the ordinary Hall coefficient, Rs is the anomalous Hall coefficient. The sec-

ond term indicates that the spontaneous magnetization contributes to the Hall effect.

While these remarkable effects were known before the birth of quantum mechanics,

the microscopic theory, however, appeared in more than decades after the birth of the

quantum mechanics.

Karplus and Luttinger [47] theoretically demonstrated in 1954 that the origin of

the AHE is the anomalous velocity. When electrons in a solid are placed in an external

electric field E, they obtain an additional group velocity perpendicular to E. Based

on this idea, they showed that the Hall conductivity can be calculated as the sum

of this anomalous velocity over all occupied band, and the sum becomes nonzero for

ferromagnets. This effect is a consequence of a band structure, thus independent of

scattering. ρxy is linked to σxy as ρxy ∼ σxy/σ
2
xx with the longitudinal conductivity σxx

when σxy ≪ σxx, this intrinsic contribution demands ρxy ∝ ρ2xx. This intrinsic mecha-

nism of the AHE was reformulated using the concept of the Berry phase afterward [48],
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but it offered the idea which tells us that band structures are important components

for the AHE.

The theory by Karplus and Luttinger is based on the assumption of a perfect

cristal, and neglects effects from disorders. Smit [49, 50] and Berger [51, 52] on the

other hand approached the problem from an imperfect crystal containing disorders.

Smit investigated the influence of disorders in detail, and pointed out that the asym-

metric scattering from impurities with SOI causes the AHE. This effect is dubbed as

skew scattering and the relation ρxy ∝ ρxx was predicted. Berger, on the other hand,

proposed that the main mechanism of the AHE is the side jump effect, where electrons

acquire the anomalous velocity when they are scattered by impurities with SOI. One

aspect for which the side jump effect is controversial is that this effect is independent of

scattering strength or impurities concentration. Namely, σxy ∼ ρxy/ρ
2
xx = const. Thus

the relation between ρxy and ρxx becomes ρxy ∝ ρ2xx, the same as that of the intrinsic

contribution. Below, we briefly introduce each contribution by using some equations.

To know more details about the AHE, the author recommend seeing the review [53].

(A) Intrinsic contribution

We here assume a two dimensional conductor. According to the perturbation the-

ory, when an electric field E = (0, E) is applied, an eigenstate |α⟩ changes in a first

order in E to

|α′⟩ = |α⟩+
∑
β ̸=α

⟨β|eEy|α⟩
Eα − Eβ

|β⟩, (2.23)

where Eα and Eβ is the eigenenergy for the state α and β, respectively. Then the

expectation value of the current density to x, ⟨jx⟩ can be calculated in a first order in

E as

⟨jx⟩ =
1

L2

∑
α

f(Eα)⟨α′|jx|α′⟩ = 1

L2

∑
α

f(Eα)
∑
β ̸=α

⟨α|(−evx)|β⟩⟨β|eEy|α⟩
Eα − Eβ

+ c.c.,

(2.24)

where f(E) is the Fermi distribution function and L2 is the size of the system. c.

c. means the complex conjugate. Using the relation ⟨β|vy|α⟩ = −i
h̄
⟨β|[y,H]|α⟩ =

−i
h̄
(Eα − Eβ)⟨β|y|α⟩, we can write

σxy = ⟨jx⟩/E = −ie2h̄ 1

L2

∑
α

f(Eα)
∑
β ̸=α

⟨α|vx|β⟩⟨β|vy|α⟩
(Eα − Eβ)2

+ c.c. (2.25)

We express the state α and β using the band component n and the Bloch wave nubmer

k below. The velocity operator is defined as

v(k) =
1

ih̄
[r,H(k)] =

1

h̄
∇kH(k). (2.26)
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Therefore

σxy = −ie
2

h̄

1

L2

∑
k

∑
n

f(En(k))
∑
n′ ̸=n

[
⟨n,k| ∂H

∂kx
|n′,k⟩⟨n′,k| ∂H

∂ky
|n,k⟩

(En(k)− En′(k))2
− c.c.

]
(2.27)

This equation reduces to

σxy = −e
2

h̄

1

L2

∑
k

∑
n

f(En(k))Bn,z(k) = −e
2

h̄

∫
d2k

2π

∑
n

f(En(k))Bn,z(k), (2.28)

where Bn,z(k) is the Berry curvature (see Appendix A). Especially at T = 0,

σxy = −e
2

h̄

∑
n

∫
En(k)<EF

d2k

2π
Bn,z(k). (2.29)

This equation explicitly shows that the Hall conductivity is expressed as a sum of the

Berry curvature for all bands below the Fermi energy. Therefore by combining with

the band calculations [54, 55], one can precisely calculate the Hall conductivity for a

perfect crystal.

(B) Skew scattering

The skew scattering contribution is proportional to the Bloch state transport life-

time, thus it becomes dominant for nearly perfect (moderately resistive) crystals. It

is originated from the chiral nature of scattering by spin-orbit coupled impurities, and

calculated using the semiclassical Boltzmann theory. Derivation of equations shown

below is based on [35]. The steady state Boltzmann equation is written as

vk · ∇fσ
k +

eE

h̄
· ∇kf

σ
k =

(
∂fσ

k

∂t

)
scatt

. (2.30)

Based on the Fermi’s golden rule, the transition probability from the state (k, σ) to

(k′, σ′), P σ′σ
k′k , can be calculated with the equation

P σσ′

k′k =
2π

h̄
|⟨k′σ′|T̂ |kσ⟩|2δ(ξk − ξk′), (2.31)

where the T̂ matrix is expressed as

⟨k′σ′|T̂ |kσ⟩ =

[
vk′k +

∑
q

Vk′qVqk
ξk − ξq + iδ

]
δσ′σ + iηSOVk′k(k× k′) · σσ′σ. (2.32)

The rhs of (2.31) is expressed as(
∂fσ

k

∂t

)
scatt

=
∑
k′σ′

[P σσ′

kk′ fσ′

k′ − P σ′σ
k′k f

σ
k ] =

∑
k′σ′

P
σ′σ(1)
k′k (fσ′

k′ − fσ
k ) +

∑
k′σ′

P
σ′σ(2)
k′k (fσ′

k′ + fσ
k ).

(2.33)
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The contribution from the skew scattering is included in the term P
σ′σ(2)

k′k
, which is

explicitly written as

P
σ′σ(2)
k′k =

(2π)2

h̄
nimpV

3
impN(0)× [ηSO(k

′ × k) · σσσ]δσσ′δ(ξk′ − ξk), (2.34)

whereas P
σ′σ(1)

k′k
is related to the symmetric scattering and the second order in Vimp and

expressed as

P
σ′σ(1)
k′k =

2π

h̄
nimpV

2
imp(δσσ′ + |ηSO(k′ × k) · σσσ′ |2)δ(ξk′ − ξk). (2.35)

To solve the Boltzmann equation, we express fσ
k with three terms as

fσ
k = fσ

k0 + gσk + hσk, (2.36)

where fσ
k0 =

∫
fσ
k/(4π), the average of fσ

k over the solid angle, g
σ(1)
k and g

σ(2)
k are

directional distribution functions and meet the relation
∫
gσkdΩk = 0.

The first term in (2.33) is written as∑
k′σ′

P
σ′σ(1)
k′k (fσ′

k′ − fσ
k ) = −g

σ
k

τ
− fσ

k0 − f−σ
k0

τsf
(2.37)

where,
1

τ
=

1

τ0
(1 +

2η2SO
3

) (2.38)

1

τsf
=
η2SO
3τ0

(1 + cos2 θ) (2.39)

with the θ as an angle between k and x axis. Then (2.30) becomes

vk ·
∂fσ

k

∂r
+
eE

h̄
· ∂f

σ
k

∂k
= −g

σ
k

τ
− fσ

k0 − f−σ
k0

τsf
. (2.40)

Generically τ ≪ τsf . Therefore we neglect the second term of the rhs in (2.40), then

gσk ∼ τ

(
vk · ∇+

eE

h̄
· ∇k

)
fσ
k0. (2.41)

The distribution function fσ
k0 can be written with the Fermi energy εσF(r) = εF+σδεF(r)

as

fσ
k0 = f0(ξk − σδεF) ∼ f0(ξk)− σ

∂f0(ξk)

∂ξk
δεF(r). (2.42)

Substituting (2.42) into (2.41), we obtain

gσk ∼ τ
∂f0(ξk)

∂ξk
vk · ∇µσ

N(r), (2.43)
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where

µσ
N(r) = εF + eϕ+ σδεF(r) (2.44)

is the electrochemical potential.

The second-order term in the Boltzmann equation is expressed as∑
k′σ′

[P
σ′σ(1)
kk′ (hσk − hσ

′

k′)− P
σ′σ(2)
kk′ (gσk + gσ

′

k′ )] = 0. (2.45)

Using (2.35), (2.34) and (2.43), hσk term becomes

hσk = −αSkew
H τ

∂f0(ξk)

∂ξk
(σσσ × vk)×∇µσ

N(r). (2.46)

with

αSkew
H =

2π

3
ηSON(0)Vimp. (2.47)

Substituting the preceding results (2.43) and (2.46) into (2.36), we obtain

fσ
k ≈ f0(ξk)− σ

∂f0(ξk)

∂ξk
δµN(r) + τ

∂f0(ξk)

∂ξk
[vk − αSkew

H σσσ × vk] · ∇µσ
N(r). (2.48)

The charge current density and the spin current density can be expressed using the

Fermi distribution function as

Jq = e
∑
k

h̄k

m
[fk↑ + fk↓]. (2.49)

Js = e
∑
k

h̄k

m
[fk↑ − fk↓]. (2.50)

Substituting (2.48) into (2.49) and (2.50), we obtain

Jq = jq + αSkew
H [z× js] (2.51)

and

Js = js + αSkew
H [z× jq], (2.52)

with

jq = σNE (2.53)

and

js = −σN
e
∇δµN, (2.54)

where σN = 2e2N(0)D with the density of states at the Fermi level N(0) and the

diffusion constant D. In (2.51) and (2.52) you can easily find in the second term the

additional components which derive from the spin-charge conversion via the skew scat-

terinf contribution.

26



(C) Side jump

The side-jump contribution derives from the anomalous velocity term. In the

presence of an impurity potential V (r), this potential creates an electric field E =

−∇V (r)/e. An electron with momentum p feels an effective magnetic field Beff =

−(1/mc)p × E. Therefore an effective spin-orbit coupling is generated through this

effect and described as

VSO = −1

2
µBσ ·Beff = ηSOσ · [∇V (r)× ∇

i
], (2.55)

where ηSO = h̄2/(4m2c2). Therefore the total potential U(r) is the sum of the impurity

potential V (r) and the spin-orbit potential VSO(r), U(r) = V (r) + VSO(r). The one-

electron Hamiltonian with the potential U(r) is expressed in the momentum space

as

H =
∑
kσ

ξka
†
kσakσ +

∑
k,k

∑
σ,σ′

Uσ′σ
k′,ka

†
k′σ′akσ, (2.56)

where

Uσ′σ
k′k = Vimp[δσ′σ + iηSOσσ′σ · (k× k′)]

∑
i

ei(k−k′)·ri . (2.57)

In the above equation we assume that the impurity potential is delta-function like:

V (r) ≈ Vimp

∑
i δ(r − ri). The velocity of electron is calculated using the relation

v̂ = dr/dt = (1/ih̄)[r,H] between the scattering state |k+σ⟩. In the first order Born

approximation, |k+σ⟩ can be expressed as

|k+, σ⟩ = |k, σ⟩+
∑
k′

|k′, σ⟩Vimp

∑
i e

i(k−k′)·ri

ξk − ξk′ + iδ
. (2.58)

Using the expression of the scattering state, the matrix element between the scattering

state is described as

vσ
k = ⟨k+, σ| 1

ih̄
[r,H]|k+, σ⟩ = h̄k

m
+ ωσ

k, (2.59)

where

ωσ
k =

ηSO
h̄

⟨k+, σ|σ ×∇V |k+, σ⟩. (2.60)

This ωσ
k term is called the anomalous velocity, and can be expressed as [35]

ωσ
k = αsj

H

[
σσσ ×

h̄k

m

]
(2.61)

with

αsj
H =

kFηSO
limp

, (2.62)
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where limp is the mean-free path. The anomalous velocity appears in the current

operator as

Ĵσ = e
∑
k

[
h̄k

m
+ ωσ

k

]
a†kσakσ. (2.63)

The charge current density Jq and the spin current density Js are expressed as

Jq = ⟨Ĵ↑ + Ĵ↓⟩ (2.64)

Js = ⟨Ĵ↑ − Ĵ↓⟩, (2.65)

where

⟨A⟩ = Tr[ρAH] (2.66)

with

ρ ≡ exp[−β(H − µN)]

Tr[exp[−β(H − µN)]]
, (2.67)

where AH is the Heisenberg’s expression. Thus we can explicitly write Jq and Js:

Jq = J′
q + αsj

H[ẑ× J′
s] (2.68)

Js = J′
s + αsj

H[ẑ× J′
q] (2.69)

where

J′
q = e

∑
k

h̄k

m
[fk↑ + fk↓], (2.70)

J′
s = e

∑
k

h̄k

m
[fk↑ − fk↓], (2.71)

where fkσ = ⟨a†kσakσ⟩ is the distribution function of an electron with energy ξk and

spin σ (at equilibrium, equivalent to the Fermi distribution function). The second

term in (2.68) and (2.69) is originated from the spin-charge current conversion via the

side-jump contribution.

2.3 Superconductivity

2.3.1 The BCS theory

One of the most important theories to describe superconductivity is the Bardeen-

Cooper-Schrieffer(BCS) theory [56]. The basic idea is relevant to Bose-Einstein con-

densation of electrons’ pairs, suggested by Cooper in 1956 [57]. He theoretically showed

that even a weak attraction could bind pairs of electrons. This means that with some

weak attraction the Fermi sea becomes unstable and the ground state becomes different

from that of ordinary metals. Therefore redistribution can occur, which is energeti-

cally favorable considering the attractive potential among electrons. In the presence
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of correlation between electrons, Hamiltonian is generally described as

H =
∑
kσ

ϵka
†
kσakσ +

1

2

∑
kk′qσσ′

Vkk′qσσ′a†k−qσa
†
k′+qσ′ak′σ′akσ. (2.72)

In the normal state, the ground state is the state in which electrons are filled in Fermi

sphere. This is described as

|ψg0⟩ =
∏

|k|<kF

a†k↑a
†
k↓|ϕn0⟩. (2.73)

Cooper assumed no kinetic energies of pairs (no momenta of each pair) as a ground

state. Thus by transforming (2.73), a trial function of the BCS ground state is repre-

sented as

|ψg⟩ =
∏
k

(|uk|+ |vk|eiφa†k↑a
†
−k↓|ϕ0⟩, (2.74)

where |ϕ0⟩ is the vacuum state. In this state the number of electrons (N) is undeter-

mined and as a result a finite phase eiφ is added to |vk|. This phase is relevant to the

uncertainty principle ∆N∆φ > 1. For the normalization, the variable coefficients |uk|
and |vk| fulfill |uk|2 + |vk|2 = 1. In order to determine the ground state, we transform

the Hamiltonian (2.72) into the equation as follows

H =
∑
kσ

ϵka
†
kσakσ +

∑
kk′

Vkk′a†k↑a
†
−k↓a−k′↓ak′↑. (2.75)

In the equation (2.75) we ignore many other terms which involve electrons which

do not form a pair conmosed of two elecrons with opposite momentum, as (k,−k)

because they do not contribute to the condensation. We substitute a transformation

of a−k↓ak↑ = ⟨a−k↓ak↑⟩+a−k↓ak↑−⟨a−k↓ak↑⟩ into (2.75), and ignore second order term

of the deviation from the average value (a−k↓ak↑ − ⟨a−k↓ak↑⟩), then we obtain

H =
∑
kσ

ϵka
†
kσakσ+

∑
kk′

Vkk′{a†k↑a
†
−k↓⟨ak′↓a−k′↑⟩+⟨a†k↑a

†
−k↓⟩a−k↓ak↑−⟨a†k↑a

†
−k↓⟩⟨ak′↓a−k′↑⟩}.

(2.76)

Next we define the gap potential ∆k as ∆k =
∑

k′ Vkk′⟨a−k′↓ak′↑⟩. Then (2.76) becomes

H =
∑
kσ

ϵka
†
kσakσ −

∑
k

{∆ka
†
k↑a

†
−k↓ +∆∗

ka−k↓ak↑ −∆k⟨a†k↑a
†
−k↓⟩}. (2.77)

(2.77) can be diagonalized by using the Bogoliubov transformation:

ak↑ = u∗kγk0 + vkγ
†
k1, (2.78)

a†−k↓ = −v†kγk0 + ukγ
†
k1, (2.79)
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where 0 and 1 are the spin index. After substitution, one finally obtains

H =
∑
k

(ϵk − Ek +∆k⟨a−k↓ak↑⟩) +
∑
k

Ek(γ
†
k0γk0 + γ†k1γk1). (2.80)

The first term is constant, and the second term represents the excitation from the

ground state by using the Fermionic creation/annihilation operator of quasiparticles.

Therefore, the BCS ground state can be regarded as a vacuum state for the quasipar-

ticles. Here Ek =
√
ξ2k +∆2

k represents excitation spectrum of quasiparticles. Thus

there is a finite gap ∆k for the excitation of superconductors.

2.3.2 Spin transport in superconductors

The most distinctive feature for spin transport in superconductors is that since the sin-

gle particle excitation is described by the Bogoliubov transformation (2.78) and (2.79),

spin transport is mediated by these Bogoliubov quasiparticles rather than electrons

unless Cooper pairs are in the spin-triplet states. As seen in the Bogoliubov transfor-

mation, the Bogoliubov quasiparticles are regarded as a superposition of electron-like

and hole-like excitations, and charge of the Bogoliubov quasiparticles can be an inter-

mediate value between −e to +e. At equilibrium, the number of quasiparticles on the

electron-line and hole-like branch is the same. However, when electrons are injected

externally into the superconductor, for example, the system is brought into nonequi-

librium state and the number of quasiparticles on each branch becomes different (Fig.

2.4(a)). This nonequilibrium situation causes the charge imbalance (CI) effect, which

relaxes in a certain time scale (τQ) or length scale (λQ). The CI effect is found to be

important in Chapter 4 and Chapter 5.

In addition to unique properties like the CI effect of the Bogoliubov quasiparticles,

the superconducting gap also plays an important role for spin transport in supercon-

ductors. As discussed in [28] or [29], based on the semiconductor model the resistivity

of quasiparticles is proportional to (f0(∆))−1, where f0(E) = (exp(E/kBT ) + 1)−1 is

the Fermi distribution function. Due to the energy gap, the number of quasiparticles

is decreasing with decreasing temperature. This effect is reflected not only to charge

transport properties but also spin transport properties, as we will discuss in Chapter

5.

2.3.3 Odd-frequency spin-triplet superconductors

Interface between superconductors and other materials is rich of novel phenomena and

has been a main subject in condensed matter physics. Especially, interface between a

superconductor and a ferromagnet is of great interest. In most of the typical supercon-

ductors, electrons pair in the spin-singlet state. On the other hand, in ferromagnets

30



Figure 2.4: (a): Branch imbalance in electron-like and hole-like excitations. Spin of
quasiparticles is also explicitly described. (b): Distribution function of upspin (f 0

k↑),
downspin electrons (f 0

k↓) and condensate (x2k) [30].

an exchange interaction favors parall spin orientation between electrons. Thus when

a superconductor is in contact with a ferromagnet, competition between superconduc-

tivity and ferromagnetism brings about interesting physics. As described above, at

the interface between a superconductor and a nonmagnetic normal metal Cooper pairs

leak into the normal metal, and this is called the proximity effect. The same effect

occurs even for the interface between a superconductor and a ferromagnet, but due

to the exchange field in the ferromagnet, Cooper pairs are destroyed in much shorter

length scale in ferromagnets than in nonmagnets.

However, there are two ways for the spin-singlet Cooper pairs to survive in ferro-

magnets. One is to acquire an additional momentum. For a Cooper pair, one electron

with a momentum kF and ↑, and one electron with −kF and ↓ form a pair. We here

explicitly write k↑ = kF and k↓ = −kF. We assume a plane wave for an orbital part

of the electron’s wave function and then the orbital part of the two-electrons’ wave

function Ψk↑,k↓(r1, r2) can be written as

Ψk↑,k↓(r1, r2) =
1√
V
(eikF·r1e−ikF·r2 + e−ikF·r1eikF·r2). (2.81)

When there is an exchange field Eex, each electron acquire an additional momentum
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Figure 2.5: Allowed symmetries of two electrons’ wave functions.

Q whose magnitude Q is written as

Q =
Eex

h̄vF
, (2.82)

where vF is the Fermi velocity. Therefore the wave vector for upspin and downspin

electrons become

k↑ = kF +Q, (2.83)

k↓ = −kF +Q. (2.84)

Then in this regime the orbital part of the two electrons’ wave function Ψ̃k↑,k↓(r1, r2)

is

Ψ̃k↑,k↓(r1, r2) =
1√
V
(eikF·r1e−ikF·r2 + e−ikF·r1eikF·r2)e2iQ·R, (2.85)

where R = r1 + r2/2 is the center of mass coordinate. Thus according to R, the pair

amplitude oscillates. This spatially oscillating state of the pair amplitude is called

the FFLO (Fulde, Ferrell, Larkin and Ovchinikov) state [58, 59]. The oscillation can

be regarded as a phase change of the macroscopic wave function of Cooper pair, and

negative Ψ̃ is equal to π phase shift of the wave function. Transition into the state with

π phase shift is called the 0-π transition, which has been experimentally demonstrated

by Ryazanov et al. [60, 61, 62]. The other way is to flip spins of electrons to align

parallel. Spin-triplet pairing of Cooper pairs is allowed under the consideration of the

Pauli’s exclusion principle. We show in Fig. 2.5 the allowed symmetry components in

the spin, frequency and momentum space [63]. Spin-triplet states have three compo-

nents in the spin space (S = 1,m = 0,±1). Spin-triplet pairing is proposed for two
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systems, Sr2RuO4 and hevy Fermions such as UPt3. In these systems, symmetry in

momentum space is odd, thus time-reversal symmetry is even. On the other hand,

spin-triplet pairing of Cooper pairs whose symmetry does not exist in nature has been

proposed at the superconductor/strong ferromagnet interface [64, 65]. This pairing has

s-wave symmetry in the momentum space and is odd in the frequency space. While

due to the Anderson’s theorem Cooper pairs with symmetry other than s-wave one

is fragile to disorders, this odd frequency pairing is robust against disorders. Follow-

ing the theoretical predictions, Keizer et al [66]. experimentally demonstrated the

long-range supercurrent through the half-metallic CrO2 Josephson junction. This first

report has triggered many theoretical and experimental studies. We will introduce

them in Chapter 6.

2.3.4 Spin-triplet supercurrents and spintronics

While many studies have been carried out on spin-triplet Cooper pairs at the su-

perconductor/strong ferromagnet interface, in the experimental point of view, direct

observation of spin-polarization of supercurrents is still lacking. In the previous stud-

ies, supercurrents which survive in a much longer length than that of spin-singlet

ones are an only evidence of the spin-triplet pairing of Cooper pairs. To clarify spin

polarization of supercurrents, technique familiar in spintronics might be useful [67].

Spin-transfer torque by spin-triplet supercurrents is also of great interest and studied

theoretically [68, 69] Spintronics with spin-triplet supercurrents is a promising field

worthy to explore.
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Chapter 3

Experimental methods

3.1 Sample fabrication

In this chapter we briefly describe the details of the sample fabrication and measure-

ment processes.

3.1.1 Electron-beam lithography and Liftoff process

In our study we use nanometre-scale devices and to fabricate these devices nanofab-

rication techniques are necessary. The electron beam (EB) lithography is one of the

indispensable tools for making such nanometre-scale devices. We will show below hot

to make devices using the EB lithography.

We first coat a substrate with a resist using typical spin coater. We use different

kinds of resist. We first introduce positive resists: for the EB evaporation or thermal

evaporation, the polymethyl-methacrylate (PMMA, molecular weight 950, anisole 8%,

made by Microchem Co. Ltd.). For sputtering, we use the ZEP520A. To perform the

shadow evaporation, a double-layer resist is necessary. We combine the PMMA with

the methacrylate (MMA) resist. Substrates in our studies are all thermally oxidized

silicon (Si/SiO2) substrates. Thickness of SiO2 is estimated to be 300 nm.

After coating the resist, we perform prebaking. Conditions for prebaking is shown

in Table 3.1.1.

We also show conditions for negative resists. We first coat a substrate with HMDS.

After baking the substrate, we then coat it with ma-N2405 negative resist. Subse-

quently, we perform prebaking. Conditions for spin coating and prebaking is shown in

Table 3.1.1.

Next step is the EB lithography. We use the ”Elionix6600 electron beam lithogra-

phy system” for the EB lithography with the acceleration voltage of 75 kV. We show

several conditions for the EB lithography in Table 3.1.1.

After the lithography, we develop the resist. A developer for the PMMA and MMA
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Resist Annealing time/Temperature

ZEP 6 min/from RT to 180 ◦C

PMMA 5 min/180 ◦C

MMA in PMMA/MMA 3 min/180 ◦C

PMMA in PMMA/MMA 5 min/180 ◦C

Table 3.1: Prebaking conditions for positive resists

Resist Spin coating condition Prebaking condition

HMDS 1000 rpm, 5 sec+ 5000 rpm, 40 sec 80◦ 5 min

ma-N2405 1000 rpm, 5 sec + 3000 rpm, 50 sec 90◦ 1 min

Table 3.2: Conditions for preparing negative resists

is composed of the methyl-isobutyl-ketone (MIBK) and isopropyl alcohol (IPA) with

the ratio of 4:1, whereas the pentyl-accetate is used for ZEP520A. The developing time

for each resist is 30 seconds. For rinse, IPA is used for all resists.

Next process is materials evaporation. In our study, we deposit Py, Co, Cu, Nb,

NbN, Bi and Pb. Py, Co and Nb are deposited through the EB evaporation technique.

For Cu, Bi and Pb, we use the thermal evaporation technique. Materials are evaporated

normal to the substrate except in the case of the shadow evaporation. See Table 3.1.1

for checking the deposition condition and the thickness of each material.

NbN layer is fabricated by sputtering. In the sputtering system base pressure was

kept less than 8.0×10−5 Pa. The NbN layers were deposited by reactive DC-magnetron

sputtering in a mixture of Ar and N2 gases.

After the deposition process the resist is lift off in an organic solvent. In Table 3.5

we show an appropriate solvent for each resist.

Resist Emission current Dose time

PMMA 400 pA 2.1 µs

PMMA/MMA double-layer resist 440 pA 2.2 µs

ZEP 400 pA 0.6 µs

ma-N2405 300 pA 0.45 µs

Table 3.3: Conditions for the EB lithography of each kind of resist
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Material Deposition rate Thickness

Cu 2.0 ∼ 4.0 Å/s 100 nm

Bi 2.0 Å/s 20 nm

Pb 2.0 Å/s 20 nm

Py 0.4 ∼ 1.5 Å/s 20 nm

Co 0.7 ∼ 1.0 Å/s 100 nm

Nb 2.5 ∼ 4.0 Å/s 30 nm

Table 3.4: Evaporation conditions for each metal.

Resist Solvent

PMMA Acetone

MMA Acetone

ZEP 1-methyl-2-pyrrolidone

ma-N2405 Acetone

Table 3.5: Solvent for each resist

In other processes than the shadow evaporation, samples are taken out of the

chamber between the deposition of different materials. All interfaces between two

different materials are cleaned by an Ar-ion milling. Under the pressure of 2 × 10−4

Pa with Ar gas, the beam current and the acceleration voltage are 12 mA and 600 V,

respectively.

To avoid surface oxidization, at the end of the process we deposit alumina (Al2O3)

on top of the sample. Alumina is sputtered by the magnetron sputtering, and thickness

is estimated to be 20 ∼ 30 nm.

3.1.2 Shadow evaporation technique

The shadow evaporation technique is a useful method to deposit different materials in

situ by evaporating different materials from different angles. For the shadow evapora-

tion, we coat a substrate with two different types of resist which have different sensitiv-

ities to the electron beam: the polymethyl-methacrylate (PMMA) and methacrylate

(MMA). After developing, due to the difference of the sensitivity we have an undercut

structure (see Fig. 3.1). Owing to this undercut structure, we can deposit different

kinds of material in situ from different angles to the substrate.

36



Substrate

Resist B

Electron beam

Chemical developing Deposition

Liftoff

Resist A

Deposition

① ②

③ ④ ⑤

⑥

Figure 3.1: Process for the shadow evaporation. (1): Two different resists are coated
on a substrate. (2): The resists are exposed to the electron beam. (3): Since sensitivity
to the developer is different for the two resists, the lower resist is overdeveloped and
transversal area has a trapezoid shape. (4,5): By depositing different materials from
different angles, it is possible to deposit different kinds of material. (6): The resists
are lift off.

3.1.3 Focused-ion-beam deposition and sputtering

The focused-ion-beam (FIB) system is a state-of-art technique for nanofabrication.

By using the Ga-ion beam, one can perform sputtering of materials and depositon of

carbon or tungsten (sometimes platinum).

Figure 3.2 shows the schematic illustration of the FIB sputtering in comparison to

the scanning electron microscope (SEM). In the SEM, an electron beam irradiated to

a material induces an emission of secondary electrons from the surface of the material.

On the other hand, in the FIB system one can irradiate a beam of gallium (Ga) ions

to a material. When the Ga-ion beam is irradiated, secondary electrons are emitted
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Primary electron
Secondary electron Gallium ion
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Figure 3.2: Schematic illustrations of the SEM (a) and the FIB system (b). In the
SEM, an electron beam is irradiated to a material, and primary electrons of the electron
beam eject secondary electrons. In the FIB system, a Ga-ions beam is irradiated, and
this beam ejects not only secondary electrons but also atoms of the material because
of the heavy mass of Ga.

and also, atoms on the surface of the material are ejected because of the much larger

mass of Ga atoms than that of electrons. By controlling the acceleration voltage and

the beam current, one can sputter materials using the FIB.

We next explain materials deposition in the FIB system. In the HITACHI NB5000

FIB system one can deposit carbon (C) or tungsten (W) in combination with the Ga-

ion beam. In other FIB systems, platinum (Pt) deposition is also possible. Figure 3.3

shows the mechanism of materials deposition in the FIB systems. In the W deposition

mode, the precursor gas W(Co)6 is first injected in the process chamber. Subsequently,

the Ga-ion beam is irradiated. This Ga-ion beam induces secondary electrons emitted

from the surface of the material. These secondary electrons chemically resolve the

precursor gas into solid and gas. While the gas is evacuated the solid is deposited on

the surface of the material. Using this technique, one can deposit several materials

onto the material.

As discussed in Chapter 6, the beam current (IGa) and the acceleration voltage

(Vacc) of the Ga-ion beam are an important factor to perform both sputtering and

deposition precisely. The beam current can be modulated by the acceleration voltage
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Gallium ion(a) (b)

Precursor
Gas (exhausted)

Figure 3.3: Image of the deposition mode. First the precursor gas is injected in the
process chamber. Subsequently, the Ga-ions beam is irradiated to the substrate. Sec-
ondary electrons ejected from the substrate decompose the precursor into a gas and
solid. The gas is exhausted but the solid is accelerated to the material and deposited
onto the material.

and the size of the aparture for the beam. For the W deposition, we use at present

Vacc = 40 kV and the aparture size of 30 µm. The probe current is set to less than 5

pA.

3.2 Measurements

We perform electrical measurements both at room temperature (RT) and at low tem-

peratures. We describe the details below.

3.2.1 Measurement circuits

A schematic illustration of the measurement circuits are shown in Fig. 3.4. We use a

typical four-terminal ac rock-in technique with the frequency of 173 Hz for excitation

currents. Current bias is obtained by the constant voltage source connected to a large

resistor, Rresistor ≫ Rsample. The voltage from the sample is amplifiled with a gain of

1000 and then filtered. External magnetic fields are applied by using an electromagnet,

which can rotate around the cryostat.
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Figure 3.4: Schematic illustration of the circuit for electrical measurements. (a): Elec-
trical circuit for all measurements except those for the spin injection current depen-
dence of the resistance close to the superconductor/normal metal interface. (b): Elec-
trical circuit for the spin injection current dependence of the resistance close to the
superconductor/normal metal interface measurements.

3.2.2 Cooling system

Figure 3.5 shows our cooling system. Samples are installed in the insert, and the

insert is cooled down in the cryostat. Samples can be cooled down to ∼ 2 K, only by

using 4He flow in the cryostat. In this system, a sample is directly exposed to flowing
4He gas pumped from the vessel which contained 4He. The temperature is controlled

under the PID operation with the heater equipped in the bottom of the cryostat. The

temperature is also monitored by the thermometer at the bottom of the cryostat. For

the spin absorption measurements into Nb, we use a one-shot 3He insert. Samples

are now installed at the edge of the insert, which is covered by the inner vacuum can

(IVC). First the IVC is pumped up down to an order of 1 × 10−3 Pa through a fine

vessel connected to the IVC. Next 4He exchange gas is injected into the IVC, and the

temperature of the IVC is controlled via the exchange of heat with outside of the IVC

through the exchange gas. After the temperature of the IVC becomes lower than 3 K,

the exchange gas is pumped up. We heat the sorbtion pump (sorb) to condense 3He

in the 3He pot, close to the sample stage. In one or two hours, the condensation has

been completed, then the sorb heater is turned off and the temperature of the sorb
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Figure 3.5: Schematic illustration of the cooling system. (a): 4He flow cooling system.
A sample is exposed to flowing 4He gas and is cooled down to ∼ 2 K. (b): One shot
3He cryostat. A sample in now in the IVC and is cooled down to 350 mK.

falls. Then the pumping of 3He begins and the temperature of the 3He pot will fall to

a minimum value ∼ 370 mK.
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Chapter 4

Spin injection into a
superconductor with strong
spin-orbit coupling

4.1 Introduction and Motivation

As discussed in the previous chapters, it is one of the important subjects in spintronics

to inject spin currents into a wide variety of materials and investigate their spin trans-

port properties. For applications, finding materials which have longer spin diffusion

length is the central task because it enables us to transfer spin information in a long

distance.

There have been a number of studies on spin transport so far, using normal metals

or semiconductors in most cases. However, spin transport in superconductors has not

Figure 4.1: Theoretical calculation of the spin relaxation time in the superconducting
state (τS) normalized by that in the normal state (τ

(n)
sf ). τS increases with decreasing

temperatures below TC (From [28]).
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(a) (b)

Figure 4.2: (a): Schematic and the SEM images of the device of Al/Co junction used
in the study by Shin et al. [71] The direct contact between the superconducting Al and
ferromagnetic Co can induce the underestimation of spin relaxation. (b): Temperature
dependence of the spin diffusion length in superconducting Al below TC. Decreasing
λsp with decreasing TC might be due to mis use of D for quasiparticles and extra spin
scattering at the interface with Co. We note that λsp in the normal state is ∼ 1 µm.

been intensively explored yet. Indeed, superconductivity is a low temperature phe-

nomenon and it does not appear at room temperature at the moment, spin transport

in superconductors is intriguing both for scientific and enginnering aspects. While few

experimental studies have been carried out, potentiality of superconductors for spin

transport has occasionally been pointed out theoretically. For example, as we have

briefly remarked in the introductory chapter, due to the smalle group velocity of su-

perconducting quasiparticles spin relaxation time (τsf) in superconductors is predicted

to increase with decreasing temperature and become longer than that in their normal

state [28] (see Fig. 4.1). Several experimental works have attempted to clarify this

point. The biggest problem, however, is that these results are not consistent with each

other. For example, while Yang et al. reported the million times enhancement of the

spin relaxation time in superconducting Al [70], Shin et al. demonstrated that en-

hanced spin relaxation in Al in the superconducting state [71]. One of the reasons for

such a deviation is that their device structures easily induce spurious effects so that τsf

is underestimated or overestimated. As an example, we discuss results from the work

done by Shin et al. [71] As shown in Fig. 4.2, they have fabricated devices composed

of a superconducting Al and ferromagnetic Co wire and made a Al/Co crossjunction.

In this structure, the Co and Al wire contact directly to each other. However, this

induces a problem to estimate τsf correctly because a direct contact of a superconduc-

tor to a ferromagnet strongly suppresses the superconducting gap, and also induces
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an extra spin relaxation in the superconductor close to the interface with the ferro-

magnet. This is because the surface of a ferromagnet can be regarded as a sheet of

magnetic impurities. In this study they have concluded that τsf in a superconducting

Al is smaller than that above TC. This is not consistent with the theoretical prediction

by Yamashita et al. [28], but these spurious effects may induce an underestimation of

τsf in a superconducting state as described above. The point which is often overlooked

in the previous studies on the spin relaxation is the correction to the diffusion constant

in the superconducting state. As we have remarked above, the group velocity of quasi-

particles in superconductors is generically smaller than that of electrons. This causes

the reduction of the diffusion constant as pointed out by Bardeen [72]. A diffusion

constant D is written in three-dimensional systems as

D =
1

3
v2τ, (4.1)

where v is the velocity of electrons and τ is the scattering time. For quasiparticles,

both v and τ are corrected as [72, 28]

vs =
|ξ|
E
vn, (4.2)

τs =
E

|ξ|
τn, (4.3)

where ξ is ε − µ, E =
√
ξ2 +∆2 with the superconducting gap ∆. In the above

equations we explicitly write s (n) to express quantities in the superconducting (normal)

state. Therefore the diffusion constant is also corrected as

Ds =
|ξ|
E
Dn. (4.4)

This correction to D is often overlooked in the previous studies including [71], which

can also induce the wrong estimation of the spin relaxation.

Taking into account these facts, even fundamental parameters for spin transport

such as τsf have not been unambiguously evaluated for superconductors. To estimate

these parameters precisely, experiments free from the spurious effects are highly de-

manded. In this study, we aim at demonstrating enhanced τsf in the superconducting

state and exploring spin transport in superconductors. We note that our subject is

NOT to obtain τsf longer than those presently reported for different materials. We

used niobium as a superconductor. It is clear that to obtain longer τsf , as a supercon-

ductor aluminium is better because its spin-orbit interaction (SOI) is smaller than that

of niobium. If we also include non-superconducting materials, organic materials like

graphene should be more appropriate to acquire much longer τsf . One of the charac-

teristics of niobium is that it has relatively large SOI among metallic superconductors.
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Figure 4.3: Schematic illustration of the spin absorption in the device with the Nb
middle wire. A pure spin current is generated in the Cu bridge by passing a current
between one of the Py wire and the Cu. The generated pure spin current is partly
absorbed into the Nb middle wire because of the larger SOI of Nb than that of Cu. In
this way spin injection into the Nb middle wire is possible.

As shown in the introductory chapters, SOI causes spin relaxation, but at the same

time, it can generate intriguing phenomena, for example, the spin Hall effect (SHE).

The SHE is indispensable to convert charge currents into spin currents and vice versa,

and the SHE in superconductors is also predicted to exhibit different behaviors from

those in normal metals. Our final goal is to observe the SHE in superconductors thus

we have selected niobium as a superconductor. To inject spin currents into a supercon-

ducting niobium, spin-absorption technique is used. This technique is appropriate for

materials with large SOI. In this regard, niobium is also favorable as a superconductor.

Below we show outcomes of our research including experimental results, analyses and

final conclusions.

4.2 Experimental results

To inject spin currents into superconductors we use the spin absorption technique.

The spin absorption technique is useful especially for materials with large SOI, thus

appropriate for superconducting Nb because it has relatively large SOI. A schematic

illustration of the spin absorption measurement with the device structure is shown

in Fig. 4.4. Since the details of the spin absorption technique have already been

introduced in the previous chapters, we do not explain further. As a ferromagnet we

use Py (Ni81Fe19) and as a nonmagnet Cu. To fabricate devices, we exploit the shadow

evaporation technique. Through the shadow evaporation technique one can obtain a

highly transparent interface between Nb and Cu. The fabrication process is as follows:

we first do the electron beam (EB) lithography to the PMMA/MMA double layer

resist on thermally oxidized SiO2/Si substrates. After patterning and developing the

resists, materials are deposited: Py is first evaporated onto the substrate at an angle

of 30◦ from the horizontal axis, parallel to the surface of the substrates. Next Nb is

deposited at an angle of 45◦ from the conter direction. Finally, a nonmagnet Cu is
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Figure 4.4: The SEM images of the device structures. (a): the typical lateral spin
valve device. Two ferromagnetic Py wires are bridged by a nonmagnetic Cu wire. (b):
the device for the spin absorption measurements. In between the two Py wires the Nb
middle wire is inserted below the Cu bridge.

evaporated normal to the substrate. Py and Nb are evaporated by the EB, and Cu

is deposited by thermal evaporation. Owing to this shadow evaporation technique, all

fabrication processes can be done in situ. The base pressure of the chamber during the

evaporation process is ≤ 10−9 Torr.

We fabricate two types of devices. One is the typical lateral spin valve device,

where two Py wires are bridged by a nonmagnetic Cu wire (Fig. 4.3(a)). The other

is the device for the spin absorption measurements, where an extra wire (middle wire)

is inserted below the Cu wire in between the two Py wires (Fig. 4.3(b)). The center-

to-center distance between the two Py wires is 900 nm, and width of the Py, Cu and

Nb wires are 100 nm, 100 nm and 300 nm, respectively. Thickness of the Py, Cu and

Nb wire is 20 nm, 100 nm, and 20 nm, respectively. Measurements are done with

typical lockin technique at 10 K and 370 mK. Frequency of the excitation currents is

173 Hz. Samples are installed in a cryostat, and cooled down by a flow of 4He in the

cryostat down to 10 K. To carry out measurements at 370 mK, we equip samples with

the one-shot type 3He cooling system. To generate external magnetic field necessary

for nonlocal spin valve (NLSV) measurements, rotational electromagnet is used.

We first measure the transition temperature (TC) of the Nb middle wire. The

temperature dependence of the resistance shows TC = 5.5 K. Considering this TC,
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Figure 4.5: NLSV signals at 10 K, above TC, obtained from sample with or without
the Nb middle wire. (a): a signal from a sample without the Nb middle wire. The
signal is typical NLSV signal. (b): signals from a sample with the Nb middle wire (red
and blue curves) with the reference signal (green curve) shown in (a). Two curves both
show suppressed signals compared with the green one. This explicitly demonstrates
the spin absorption effect. Difference between the red and blue curve is difference in
the spin injection current I. Blue: I = 20 µA and red: I = 100 µA.

we next carry out the NLSV measurements at 10 K, above TC. Figure 4.5(a) shows

the NLSV signal obtained from the samples without the Nb middle wire. A current

passing between the Py injector and the Cu bridge (spin injection current, I) is 100

µA in this measurement. As displayed in Fig. 4.5(a), it shows a typical NLSV signal.

The amplitude at 10 K is ≈ 0.5 mΩ, consistent with our previous studies [25]. We then

perform the same measurements for samples with the Nb middle wire. Obtained signals

are shown in Fig. 4.5(b) with the same signal shown in Fig. 4.5(a) for comparison. The

NLSV signals from the sample with the Nb middle are explicitly suppressed, indicating

that spin currrents in the Cu bridge are partly absorbed into the Nb middle wire so that

the spin currents detected in the Py detector is reduced, consistent with our previous

studies [25, 26, 27]. The red and blue curves are both from a sample with the Nb

middle wire, but different in the spin injection current I. Comparing signals with I

= 20 µA and I = 100 µA, their amplitudes are found to be almost the same. This

demonstrates that the spin absorption does not depend on the spin injection current

I in the normal state.

We next cool the sample down to 370 mK and measure the NLSV signals. Remark-

ably, as shown in Fig. 4.6 the signal from the sample with the Nb middle wire with I

= 20 µA becomes much larger than that with I = 100 µA. This behavior is observed

only at temperatures below TC thus specific to the superconducting state.

To elucidate the details of this anomalous behavior, we measure the I dependence

of the NLSV signals ∆R. The results are shown in Fig. 4.7. At 10 K, above TC,
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Figure 4.6: NLSV signals taken at 370 mK from a sample with the Nb middle wire.
Blue curve is with I = 20 µA and red one is with I = 100 µA. ∆R in the blue curve
is explicitly larger than that in the red one.

∆R is almost independent of I. However, at 370 mK as I decreases ∆R dramatically

increases and at I = 10 µA, ∆R becomes more than twice larger that those for I > 100

µA. Increasing ∆R with decreasing I indicates that for smaller I the spin absorption

is suppressed.

In order to investigate how superconductivity plays a role to the anomalous I de-

pendence of the NLSV signals, we measure the resistance close to the Nb/Cu interface

because the interface is the most sensitive part for the spin absorption effect. We

first show the temperature dependence of the resistance in Fig. 4.8(a) with the mea-

surement setup in the inset. The resistance RI is defined as RI ≡ (V+ − V−)/i. At

T ∼ TC, RI shows a sharp peak, and above TC RI < 0 and below TC, on the other hand,

RI > 0. RI < 0 above TC is an artifact and originated from the current inhomogeneity

at the transparent interface between the Nb and Cu. We note that similar ”negative

resistance” effect has been reported for giant magnetoresistance measurements with

the metallic interface [73, 74]. The peak structure at T = TC and an extra resistance

added for T < TC is explained by the charge imbalance effect as previously observed

at the transparent superconductor/normal metal interface [75, 76, 77]. We next fix the

sample temperature to 370 mK, and measured the I dependence of RI. The measure-

ment setup is also shown in the inset of Fig. 4.8(b). Surprisingly, the I dependence

of RI shows the same curve as Fig. 4.8(a). This correspondance between the T and

I dependence of RI indicates that with increasing I, the effective temperature at the

Nb/Cu interface deviates from the temperature of the bath. In the next subsection, we
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Figure 4.7: Spin injection current I dependence of the NLSV signals ∆R. At 10 K
(blue triangles), ∆R is almost independent of I. However, at 370 mK (red circles),
as I decreases ∆R dramatically increases, and at I = 10 µA, the magnitude of ∆R
becomes more than those at I > 100 µA.

will explain how we analyze the experimental data including this effective temperature

increase at the Nb/Cu interface.

4.3 Analysis

By comparing Fig. 4.8(a) and (b), we can estimate the effective temperature Teff at

the Nb/Cu interface for each I. The relation between Teff and I is plotted in Fig. 4.9,

where experimental results are shown with blue dots. To analyze these data, we then

make a model of the system: Increase of the temperature at the Nb/Cu interface can

be assumed to be caused by the spin injection current I. When I is passing between the

Py spin injector and the Cu bridge, the Joule heating effect can occur. When a current

I is flowing through the resistance R for time t, the Joule heating Q is expressed as

Q = RI2t. (4.5)

We note that the resistivity of 20 nm-thick Py is almost ten times larger than that of

100 nm-thick Cu (ρPy = 20 µΩ cm, ρCu = 2 µΩ cm, at 10 K). Moreover, the thickness

of the Py spin injector is five times smaller than that of Cu. Therefore, the Py spin

injector has even larger R than that of the Cu bridge, and most of the contribution

to the Joule heating should come from the Py spin injector. Hence for R in (4.5), we

substitute that of the Py spin injector RPy. Since electrons move diffusively in the Py
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Figure 4.8: Temperature (T ) and the spin injection current I dependence of the resis-
tance close to the Nb/Cu interface (RI). (a): T dependence of RI. At TC, the sharp
peak is observed. Below TC, an extra resistance is added. Both of these effects are at-
tributed to the charge imbalance effect. (b): I dependence of RI. The curve is exactly
the same as the one in (a). Insets: the experimental setup for each measurement.

spin injector, we thus consider the diffusive equation to evaluate t in (4.5) then t can

be written as

t =
L2

D
, (4.6)

where L is the length of the Py spin injector where I flows, and D is the diffusion

constant of the Py. In our case L = 90 nm, and the diffusion constant D can be

derived from the Einstein’s relation σ = e2N(0)D, where σ is the conductivity, e the

electrostatic constant and N(0) is the density of states at the Fermi energy. Using the

experimental value σ = 5 × 106 Ω−1m−1 and N(0) = 1.0 × 1048 J−1m−3 for Py [78],

we can obtain t.

Heat generated in the Py wire is transferred through the Cu bridge. By integrating

the heat capacity of Cu, we can express temperature dependence of energy per volume

in Cu as

ε = γT 2 + AT 4, (4.7)

where γ is the electronic heat capacity constant of Cu, A is the heat capacity for

phonons. At low temperatures, we can neglect the second term. By using this approx-

imation and equating (4.5) and (4.7), we find that

RPyI
2L

2

D
= γV T 2, (4.8)

where V is the volume of the part of the Cu bridge which contributes to transfer heat

flow. We can then obtain a linear relation between I and Teff as
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Figure 4.9: Relation between I and Teff . Blue dots are from experimental results. Red
curve is from the analysis. The red curve reproduces well the experimental data.

I =

√
G

Rt
Teff , (4.9)

where G ≡ γV . With γ = 1.6× 10−4 cal-mole−1-K−2 [79] and G = 3.2× 10−19 JK−2,

we obtain √
G

Rt
= 2.9× 10−5 AK−1. (4.10)

The relation (4.10) is plotted in Fig. 4.9. It is easily found that the calculational data

reproduces the experimental data well, implying the validity of our analysis.

Accounting for an effective increase of temperature at the Nb/Cu interface, we

next calculate the spin transport between the Nb middle wire and the Cu bridge to

explain the anomalous behavior of the spin absorption. We can calculate the amount of

absorbed spin currents into the middle wire from the reduced NLSV signal. Details of

equations follow [26]. The ratio of the NLSV signal between the sample with/without

the middle wire is written as

∆Rwith
s

∆Rwithout
s

=

2QNb

{
sinh(L/λCu

sf ) + 2QPye
L/λCu

sf + 2Q2
Pye

L/λCu
sf

}
{cosh(L/λCu

sf )− 1}+ 2QNb sinh(L/λCu
sf ) + 2QPy

{
eL/λ

Cu
sf (1 +QPy)(1 + 2QNb)− 1

} ,
(4.11)

where QNb and QPy are the ratio between the spin resistance of the Nb (Py) and the

Cu, namely QNb(Py) = RNb(Py)/RCu, and λ
Cu
sf is the spin diffusion length of Cu. The
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Material Spin diffusion length λsf [nm] Resistivity ρ [µΩcm]

Py 5 20

Cu 1300 2

Nb 6 110

Table 4.1: Values of parameters used in (4.11). All of these values are at 10 K.

spin resistance for the material X is written asRX = ρX
λX
sf

AX
with the electrical resistivity

ρX, the spin relaxation length λXsf and the cross sectional area of the wire AX (we note

that for Nb and Py, we take the junction area with Cu due to their small λXsf). L is the

distance between the two Py wires. We show some values of parameters which appear

in (4.11) in Table 4.1. From (4.11) with using these values, we can obtain a value of

QNb thus λNb
sf . The spin current injected into the middle wire Is is, on the other hand,

expressed as

Is =

2PQPy

(
sinh(L/2λCu

sf ) +QPy exp(L/2λ
Cu
sf )

)
{cosh(L/λCu

sf )− 1}+ 2QNb sinh(L/λCu
sf ) + 2QPy

{
eL/λ

Cu
sf (1 +QPy)(1 + 2QNb)− 1

}I,
(4.12)

where P is the spin polarization of Py, I the spin injection current. We use P = 0.30

[26] for Py. Thus we can associate (4.11) with (4.12) as

∆Rwith
s

∆Rwithout
s

=
2QNb

{
sinh(L/λCu

sf ) + 2QPye
L/λCu

sf + 2Q2
Pye

L/λCu
sf

}
2PQPy (sinh(L/2λCu

sf ) +QPy exp(L/2λCu
sf ))

Is
I
. (4.13)

The equation above, the only unknown parameter is QNb when Nb is in the supercon-

ducting state. Thus for a certain I, Eq. (4.13) can be written as

∆Rwith
s = const.×QNb

Is
I

(4.14)

The constant is the same both for the superconducting and the normal state of Nb.

Thus the ratio ∆Rsuper
s /∆Rnormal

s with the Nb middle wire for a certain I becomes

∆Rsuper
s

∆Rnormal
s

=
Qsuper

Nb

Qnormal
Nb

Isupers

Inormal
s

. (4.15)

The injected spin current, on the other hand, is expressed with the density of states as

Is = A
∫ ∞

−∞
|T |2NN(E)NS(E)(f

↑(E)− f ↓(E))dE, (4.16)
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where A is the geometry factor related to the junction, T the transmission coefficient,

NN(S)(E) the density of states (DOS) of Cu (Nb), f ↑(↓) the nonequilibrium distribu-

tion function in Nb for upspin (downspin). By approximating the nonequilibrium

distribution function f ↑(↓)(E) ∼ f0(E − σδµ) ∼ f0(E)− σδµ∂f0
∂E

[35, 80], where f0(E)

= 1/(exp(E/kBT ) + 1) and σ is +(−) for upspin (downspin) electrons δµ the spin

accumulation. We can transform (4.16) into

Is = 2δµANN(0)

∫ ∞

−∞
|T |2NS(E)

(
−∂f0(E)

∂E

)
dE. (4.17)

This equation shows that the DOS in the superconducting state strongly affects the

transmission probability of electrons between the Nb and Cu wire, and we assume

NN(E) ∼ NN(0) for the Cu wire. Thus the ratio of the injected spin current between

superconducting/normal Nb can be written as

Isupers

Inormal
s

=

∫ ∞

−∞
nS(E)

(
−∂f0(E)

∂E

)
dE, (4.18)

where nS(E) = NS(E)/N(0). We can relate the amount of the NLSV signals and the

DOS of Nb using (4.15) and (4.18):

∆Rsuper
s

∆Rnormal
s

=
Qsuper

Nb Isupers

Qnormal
Nb Inormal

s

=
Qsuper

Nb

Qnormal
Nb

∫ ∞

−∞
nS(E)

(
−∂f0(E)

∂E

)
dE. (4.19)

To reproduce ∆Rsuper
s /∆Rnormal

s therefore nS(E) and Q
super(normal)
Nb have to be deter-

mined. Q
super(normal)
Nb can be calculated by the ratio of ∆Rwith

s /∆Rwithout
s . In the follow-

ing, we describe how to calculate nS(E) in our system.

We next calculate the DOS of the superconducting Nb, nS(E). Because of the

transparent interface between the Nb and Cu, we have to consider superconducting

proximity effect [81, 82]. The proximity effect causes smearing of the DOS in the Nb,

and induces a finite pair potential in the Cu. The DOS including the proximity effect

can be calculated by using the Usadel equation [83, 84, 85], which consists of two

equations [86]:

h̄D

2

∂2θ

∂x2
+

(
iE − h̄

2τsf
cos θ

)
sin θ +∆(x) cos θ = 0, (4.20)

where D is the diffusion constant, τsf the spin relaxation time and ∆(x) the pair

potential, and

∆(x) = NS(0)V

∫ h̄ωD

0

tanh

(
E

2kBT

)
Im[sin θ]dE, (4.21)

where NS(0), V and ωD are the DOS of Nb in normal state, the pairing interaction

strength, and the Debye frequency respectively. θ is the order parameter, and the
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normalized DOS nS(E) in the superconducting state is written as nS(E) = Re[cos θ].

We take x = 0 at the Nb/Cu interface and x < 0 in the Nb side. The point of

the Usadel equation (4.20) is that it contains a term with τsf , the spin relaxation

time of Nb. Isupers /Inormal
s can be numerically evaluated by calculating nS(E) through

the Usadel equation. Isupers /Inormal
s can be also experimentally obtained by using

∆Rsuper
s /∆Rnormal

s and the equation (4.15). Therefore we calculate nS(E) so that the

calculated Isupers /Inormal
s corresponds to that of the experimental values.

Below we show how to calculate the Usadel equation and reproduce the experi-

mental data. First we start with a simple one-dimensional Usadel equation expressed

as

π
∂2

∂x2
θ + iE sin θ = 0, (4.22)

where θ is an order parameter and complex. We devide θ into a real part θr and an

imaginary part θi, thus we can write

θ = θr + iθi. (4.23)

Substituting (4.23) into (4.22), we obtain two equations for θr and θi,

π
∂2

∂x2
θr − E cos θr sinh θi = 0 (4.24)

π
∂2

∂x2
θi + E sin θr cosh θi = 0. (4.25)

Boundary conditions at the S/N interface can be expressed as follows [87]:

θr(+0) =

θr(−0) + arcsin

√
1

2

(√
b2a2 −

√
a4b4 − 2a4b2 + a4 + 2a2b4 + 2a2b2 + b4

a2
+ b2 + 1

)
(4.26)

θi(+0) = θi(−0)− arcsinh

[
γB
γ

θ′i(−0)

cos[θr(−0)− θr(+0)]

]
, (4.27)

where

a =
θ′r(−0)

θ′i(−0)
, b =

γB
γ
θ′i(−0), (4.28)

θ′r and θ
′
i are both first derivatives of θr and θI , respectively. γB and γ are parameters

which characterize the amplitude of the superconducting proximity effect. Condition

for θ in the S side is taken θ = θBCS [86] where θBCS is defined as

tan θBCS = i
∆

E
(4.29)

where ∆ is the superconducting gap. This condition can be divided into two parts,
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Figure 4.10: The calculated DOS in the Nb middle wire side. x = 0 at the Nb/Cu
interface and x < 0 is the Nb side. Orange dots are the DOS at the interface and blue
dots are at the surface of the Nb wire.

namely, for θr and θi by expressing E with a real and an imaginary part separately as

E = E ′ + iE ′′. (4.30)

Substituting (4.30) into (4.29) we can write down the condition as

θr =
π

2
+

1

2
arctan

(
−2E ′′2

1− E ′2 − E ′′2

)
(4.31)

θi = −1

4
ln

(
(1− E ′2 − E ′′2)2 + 4E ′′2

[(1 + E ′)2 + E ′′2]2

)
, (4.32)

with E ′′ = h̄/τsf . Substituting (4.30) into (4.22), we obtain

π
∂2

∂x2
θr − E ′ cos θr sinh θi − E ′′ sin θr cosh θi = 0 (4.33)

π
∂2

∂x2
θi + E ′ sin θr cosh θi − E ′′ cos θr sinh θi = 0. (4.34)

We note that on the N side far from the interface with the superconductor θ = 0. The

superconducting gap ∆ is calculated using the equation

∆(x) = NS(0)V

∫ h̄ωD

0

tanh

(
E

2kBT

)
Im[sin θ]dE. (4.35)

The scheme for our calculations is as follows:

(1): We first assume a certain value for ∂xθr and ∂xθi at the surface of the supercon-
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ducting Nb, and by using the Runge-Kutta method we solve (4.33) and (4.34). Initial

conditions for θr and θi is determined from (4.29). For ∆, we include the approximated

temperature dependence, written as [88]

∆(T ) = ∆0

(
1− T

TC

)1/2

, (4.36)

where ∆0 is the superconducting gap at T = 0.

(2): At the interface between the superconducting Nb and the Cu, we use the

boudary conditions (4.26) and (4.27) and keep the calculation also for the Cu side.

(3): In the region x ≫ ξN, where ξN is the coherence length of the Cu, the order

parameter θ = 0. The boundary condition for the Cu wire is that at the surface of the

Cu θ = 0.

(4): To fulfill the condition in (3), we appropriately choose the initial condition for

the frist derivative of θr and θi.

(5): We calculate ∆(x) in each nth step using the value of θ for n− 1 step, and the

resulting ∆(x) is reflected to E and the calculations in the nth step.

We show in Fig. 4.10 the DOS calculated based on this scheme. We show the DOS

at x = 0 nm (at the S/N interface) and that at x = -20 nm (at the surface of the

superconducting Nb wire). Using the calculated DOS and the equations (4.17) and

(4.18), we can obtain τsf for each I in the superconducting Nb. In Fig. 4.11 we show

τsf normalized by that at the normal state (τnormal
sf ) as a function of I. It is easily found

that with decreasing I, τsf increases and for I = 10 µA, τsf is more than four times

larger than that in the normal state. Considering the correspondance between I and

T at the Cu/Nb interface, this result is an experimental demonstration of increasing

τsf with decreasing T in the superconducting state as predicted by [28].

4.4 Interface effects: shadow evaporation vs sput-
tering

In the above experiments we exploit the shadow evaporation technique to fabricate

the lateral spin valves with the Nb middle wire. The shadow evaporation technique

is very useful to make devices with all processes in situ, therefore highly transparent

contact is achivable between a superconductor (S) and a normal metal (N). However,

there are some limitations in the shadow evaporation technique to design complex
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Figure 4.11: Spin injection current I dependence of the spin relaxation time in super-
conducting Nb (τsf) normalized by that in the normal state (τnormal

sf ). As I decreases,
τsf increases and becomes more than four times larger than that in the normal state
with I = 10 µA. [90]

structures. For example, for devices used in the spin absorption experiments shown

above it is impossible to make long Nb middle wires without any other materials

above or below the Nb wires because in the fabrication process, Cu or Py is inevitably

deposited above or below the Nb wire. We note here that Cu nor Py is contacted

to the part of the Nb middle wire which contributes to the spin absorption and spin

relaxation. Direct contact between ferromagnets and superconductors induces the

strong inverse proximity effect [82] and reduces TC. It also causes an additional spin

relaxation [89]. For a similar reason, putting electrodes directly to the Nb middle

wires is also impossible with the shadow evaporation technique. To detect the spin

Hall effect (SHE) or the inverse spin Hall effect (ISHE) in superconductors, however,

we have to place voltage probes which contact to a superconductor directly [35, 80].

To do this, we have to give up faricating samples in situ and take out samples from the

chamber between the evaporation of different materials. In the following we discuss

difference between these two processes and how it affects the spin absorption into

superconductors. Since we do not use the shadow evaporation, we can also use the

sputtering technique to deposit Nb layers. The problem of the EB evaporation of Nb

is that properties of Nb strongly depends on the deposition rate, and it is technically

difficult to keep the high deposition rate. On the other hand, sputtering is more

stable to deposit Nb. Thus in the new process we attempt to deposit Nb both by

the sputtering and the EB evaporation. We first coat the PMMA resist onto Si/SiO2
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substrates then do the EB lithography. After depositing Py, we take out the substrate

from the chamber and then again put the resist (ZEP520A) onto the substrates and

do the lithography. Subsequently, Nb layer is sputtered or EB-evaporated. Finally

we deposit Cu by the thermal evaporation after the lithography using the PMMA

resist. We note that before depositing Cu, Ar-ion milling is carried out to clean the

surface of the deposited metals. These fabrication procedures enable us to design

more complex device structures, which is impossible through the shadow evaporation

technique. One of the devices we have fabricated using these procedures is shown in

Fig. 4.12(a). We first measured the temperature (T ) dependence of the resistance

R of a sputtered Nb and compared TC with that of samples fabricated through the

shadow evaporation technique. However, as shown in Fig. 4.12(b), Nb wires deposited

by sputtering do not show superconducting transition at least down to 4 K. Even at

room temperature, resistivity is much higher than that of Nb wires deposited by the

EB evaporation. This might be due to contamination of Nb wires by the ZEP resist.

During sputtering, Ar-ion plasma is generated in the process chamber, and this plasma

can strip a fraction of the resist off the surface, which can be contained in Nb wires as

impurities. Contamination of superconductors deposited by sputtering is also found

to be a problem as seen in the next chapter.

We therefore next deposit Nb by using the EB evaporation in place of sputtering.

1 µm

Cu
Nb

Py

0 100 200
400

410

420

430

440

T [K]

R
 [Ω

]

(a) (b)

Figure 4.12: (a): SEM image of a device fabricated using sputtering technique to
fabricate the Nb wire. (b): temperature (T ) dependence of resistance (R) of the Nb
middle wire. We cooled the sample down to 4 K, but R does not drop to zero. Similar
behavior was reproduced for many samples prepared under the same condition.
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Figure 4.13: a): SEM image of a device fabricated using the EB evaporation technique
to fabricate the Nb wire. (b): temperature (T ) dependence of resistance (R) of the
Nb middle wire. R shows a sharp drop at around 5.5 K, the same as TC for samples
prepared by the shadow evaporation technique.

Fabrication processes are the same as explained above apart from the Nb wires, but

we note the design of the structure is slightly different (see Fig. 4.13). Nb is deposited

normal to substrates in this case, while in the shadow evaporation it is evaporated to

substrates at an angle of 45◦ from the surface of the substrate.

To enhance TC of Nb, the deposition rate is a critical factor. In the shadow evap-

oration, the deposition rate inevitably becomes smaller than that of the normal evap-

oration. When we define an angle θ as the angle between the surface of the substrate

and the direction of the beam of deposited particles, the deposition rate is reduced to

cos θ. Thus we expect that Nb deposited normal to a substrate has higher TC than that

fabricated through the shadow evaporation because the deposition rate is nominally

higher. However, TC of Nb wires evaporated normal to the substrate shows almost

the same as that of Nb deposited through the shadow evaporation. This signifies that

the shadow evaporation does not affect superconductivity of Nb drastically. For these

samples, we measured the spin injection current (I) dependence of the spin absorption

into the Nb wires below TC. Results are shown in Fig. 4.14. While the spin ab-

sorption of Nb wires fabricated by the shadow evaporation technique strongly depend

on I below TC , I dependence of ∆Rs is rather moderate. We note that the biggest

difference between two sample fabrication processes is the transparency of the Nb/Cu

interfaces. As explained above, in the shadow evaporation different materials can be

deposited without breaking vacuum, thus Nb/Cu interface is almost perfectly trans-
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Figure 4.14: NLSV signals obtained from the sample with the Nb middle wire deposited
by the EB evaporation and with breaking vaccum between two evaporation processes.
Difference in the spin injection current I between the blue (I = 20 µA) and red (I =
100 µA) is no so clear compared with that from the sample dabricated through the
shadow evaporation technique.

parent. On the other hand, in the fabrication process we use for the samples shown

here the surface of materials is exposed to the atmosphere between the evaporation

of different materials. Before the deposition of Cu, we carefully carry out the Ar-ion

milling to remove contaminations or oxidized layers on the surface of Nb and Py wires.

However, even if we do milling before depositing Cu, the interface between Cu and Nb

is less transparent than that made without breaking vacuum [91]. To characterize the

Nb/Cu interface, we measure the resistance of the region close to the interface between

Nb and Cu (RI), as we have done for samples made through the shadow evaporation

technique. Figure 4.15(a) shows the T dependence of RI. Clear peak at TC is observed

even for this interface, but absolute values of RI both below and above TC are much

higher than those we observe for samples made through the shadow evaporation. The

peak structure itself is also less sharp. These results indicate that Nb/Cu interface

is less transparent for these samples. Based on these findings we can conclude that

the interface between a normal metal and a superconductor is an important factor for

I dependence of the spin absorption to occur. This is reasonable because we have

found that the superconducting proximity effect is significant of this anomalous I de-

pendence of the spin absorption, which is severely sensitive to the transparency of the

interface between a normal metal and a superconductor. We note that Nb is known

as a higrogen-absorbed metal, thus once you expose Nb to the atmosphere, hydrogen
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Figure 4.15: The resistance close to the Nb/Cu interface as a function of the temper-
ature (T ) in (a) and also the spin injection current (I) in (b).

adsorbes [92]. Properties of an hydrogen-absorbed interface should degrade, which

might be one of the reasosns why we cannnot observe a clear I dependence of the

spin absorption with non in situ samples. Interface transparency should be a critical

problem for the spin injection into superconductors, and more studies are necessary

for future work.

4.5 Brief summary

We have experimentally demonstrated the enhancement of the spin relaxation time τsf

in a superconducting niobium. Our results show the more than four times enhancement

in the superconducting state in comparison with that in the normal state. This order

of magnitude is in good agreement with the theoretical calculation [28], but much

smaller than that in the experimental value with aluminium [70], which shows million-

folds enhancement. This considerable difference does not arise from the difference in

materials, because another experiments on a superconducting Al [32] shows similar

magnitude of enhancement when one focuses on the spin relaxation time in the zero

magnetic field limit and large magnetic field limit (see Fig. 4c in [32]). Therefore some

spurious effects may play a role in estimating τsf in [70]. Novel points in this study are

summarized as follows:

(1) Spin transport properties are investigated in a superconductor with strong spin

orbit coupling, niobium

In almost all previous studies on spin transport in superconductors, they used

aluminum as a superconductor because it is easy to fabricate nanostructure with this

superconducting material. However, alminium has smaller SOI and is not attractive for
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observing phenomena relevant to the SOI such as the SHE. In our study, we evaluate

a fundamental spin transport property, spin relaxation time, in a superconducting

niobium, which has much larger SOI than that of aluminium. This material is a good

candidate for observing the SHE, and our results for niobium prompt studies on spin

transport using different kinds of superconductors.

(2) Spin relaxation time is determined without spurious effects, and heating effect

is precisely taken accounted.

In previous measurements, spurious effects like direct contact between a super-

conductor and a ferromagnet induced underestimation or overestimation of τsf . In our

device structure, those effects are excluded, and heating effects due to the spin injection

current, which are not evaluated in [71], are also considered. Our method to evaluate

heating effects by means of the charge imbalance effect at the superconductor/normal

metal interface is novel, and can be applied to other systems with superconductors.

(3) Spin relaxation time is evaluated by the Usadel equation.

There have never been reports which exploit the Usadel equation to estimate τsf .

In this regard, our study opens a new way to calculate τsf in superconductors.
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Chapter 5

Quasiparticle-mediated spin Hall
effect in a superconductor

5.1 Introduction and Motivation

In the previous chapter we have investigated the spin injection and the spin relax-

ation in a superconducting Nb [90]. Experimental demonstrations of the enhanced

spin relaxation time in the superconducting state are important both for science and

future applications, and clearly indicates that distinctive phenomena can occur in su-

Figure 5.1: Schematic illustration of the device structure and experimental setup for
the SHE measurements of a NbN superconductor. A Py spin injector and a NbN wire
are bridged by a nonmagnetic Cu wire. By passing a current (spin injection current)
between the Py and Cu wire, a pure spin current is generated in the Cu wire. This pure
spin current is partly absorbed into the NbN wire and converted into charge currents.
The ISHE signals are detected by the voltage probes at the edges of the NbN wire.
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Figure 5.2: SEM image of the device for the SHE measurements.

perconductors not only for charge transport but also for spin transport. As discussed

in the introductory chapters, the spin Hall effect (SHE), one of the most important

phenomena in spintronics, is also predicted to exhibit drastically different behaviors

in superconductors in comparison to that in normal metals. Theoretical work done by

Takahashi and Maekawa [30] has proposed that in superconductors the SHE becomes

dramatically large due to reduced superconducting quasiparticles, which mediate spin

transport in superconductors. Very recently similar theoretical study on enhanced spin

Hall conductivity in superconductors has been carried out by Gradhand et al. [93] The

SHE in superconductors is therefore highly intriguing and has potentiality to become

a basis to discover many other novel phenomena for spintronics [94, 95, 96], but there

have been no experimental reports on systematic study of the SHE in superconductors.

To detect the SHE in our system, we have to change the device structure from

the one we used in the previous study. In the previous study, we utilized the shadow

evaporation technique to fabricate devices in situ. However, the shadow evaporation

technique severely limits the design of devices. For example, it is difficult to place

voltage probes directly on the Nb middle wire using the shadow evaporation, because

most part of the Nb is covered with Cu layer except in the region sufficiently close to

the Nb/Cu interface (see the SEM image of the device in the previous chapter). As

explained below, to detect the inverse spin Hall signals in superconductors, one has to

put the voltage probes made by normal metal on top of superconductors. Therefore

64



to design device structures more flexibly and to detect the SHE, in this study we

fabricate samples using sputtering and liftoff techniques. As shown in the last chapter,

the superconductor/normal metal interface fabricated through these processes is less

transparent than that prepared via the shadow evaporation, but the spin absorption

experiments can be carried out as demonstrated by our pervious studies [25, 26, 27]. In

the fabrication process, we first do the electron beam (EB) lithography to a substrate

with a resist. Each material is deposited after the EB lithography, then the sample is

taken out from the chamber. After liftoff of the resist, we again do the EB lithography

and repeat the same procedures for materials deposition. Details will be described

below.

In this study we use niobium-nitride (NbN) as a superconductor. NbN is a type

II superconductor [97]. The biggest advantage of using NbN is that its critical tem-

perature (TC) is much higher than that of Nb. The value from textbooks is TC =

9.2 K (Nb) and TC = 16 K (NbN) [97, 98]. Another advantage of NbN is that it is

more stable in the atmosphere. Nb is known as a hydrogen adsorbing metal thus when

exposed to the atmosphere, the surface of Nb absorbes hydrogen and its properties

degrade. Weaker dependence of the spin absorption on the spin injection current for

Nb superconductors fabricated by the evaporation and liftoff methods as shown in the

last section may also be attributed to the hydrogen adsorption [92]. This is a severe

problem also for our SHE measurements because we use the spin absorption technique

and the surface of the wire (NbN) is the most sensitive part for the spin absorption

effect.

We show in Fig. 5.2 the device structure and setup for measurements. A ferro-

magnetic Py and superconducting NbN wire are bridged by a nonmagnetic Cu wire.

By passing a charge current (the spin injection current, I) between the Py and the Cu

wire, we can generate a pure spin current in the Cu bridge. This pure spin current is

partly absorbed into the NbN wire because it can relax faster in the NbN due to a large

spin-orbit interaction (SOI) of NbN, than flowing in the Cu bridge. Since spin currents

are nonequilibrium in nonmagnet, it is energetically favarable for spin currents to relax

faster in the NbN wire. Through this process, we can inject a pure spin current into

the NbN wire. The injected spin current is converted into a charge current via the

inverse spin Hall effect (ISHE) so that a finite voltage difference is generated between

the two edges of the NbN wire. The relation among the direction of the spin currents

JS, the spin polarization of the spin currents s and the charge currents generated by

the ISHE JC is expressed as

JC ∝ JS × s. (5.1)

We note here that the direction of JS is normal to the NbN/Cu interface because ma-
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Figure 5.3: Temperature T dependence of the resistance R of the NbN wire. The resis-
tance is slightly increasing with decreasing temperature, similar to the semiconductor
regime. The sharp drop of R at 10 K inducates the onset of superconductivity.

terials with large SOI like NbN have smaller spin relaxation length than the thickness

of the middle wire. In this regime, injected spin currents relax in the NbN wire within

a short range from the interface with the Cu wire and do not spread out laterally.

Considering the relation (5.1), to detect the voltage generated via the ISHE with the

probe setup as shown in Fig. 5.2 s has to direct normal to the longitudinal axis of the

Py spin injector. To acquire s normal to the Py spin injector, during measurements

we apply an inplane magnetic field perpendicular to the Py wire because s is parallel

to the magnetization of the Py spin injector.

5.2 Experimental results

Devices are prepared by using the EB lithography, the EB or thermal evaporation and

sputtering techniques. We first coated a thermally oxidized silicon substrate with the

ZEP520A resist. After patterning by the EB lithography, a NbN film with 20 nm

thickness was deposited by reactive sputtering technique. The base pressure was kept

less than 8.0 × 10−5 Pa. These NbN films are deposited by reactive DC-magnetron

sputtering in a mixture of Ar and N2 gas. Sputtering of NbN is carried out by Prof.

Akaike in Nagoya University. After liftoff we again do the EB lithography and Py was

deposited using an EB evaporator normal to the substrate. Following the liftoff process,

100 nm of Cu was thermally evaporated onto the substrate. Before deposition of the

Cu layer Ar-ion milling is performed to clean the interfaces. During the deposition the
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Figure 5.4: ISHE at T = 20 K, above TC. The upper figure shows the observed voltage
difference between the two edges of the NbN wire (V ) devided by the spin injection
current I as a function of the magnetic field H. The inverse spin Hall signal 2∆RISHE is
defined as a difference between two satulated values in the large positive and negative
H region. We note that I = 300 µA in this measurement. The lower figure shows the
AMR signal obtained with the Py spin injector. H is applied normal to the longitudinal
axis of the Py. It is clear that the inverse spin Hall signal reflects the magnetization
of the Py injector.

base pressure was kept less than 10−9 Torr. The SEM image of a device is shown in

Fig. 5.2. The Width of the Py, NbN and Cu wires is 100 nm, 300 nm, and 100 nm,

and 20 nm, 20 nm and 100 nm in thickness, respectively. Transport measurements are

done by using a typical lockin technique with excitation currents of 173 Hz. Samples

are equipped in a cryostat and cooled down by a flow of 4He.

We first measure superconducting properties of the NbN wires. Figure 5.3 shows

the temperature (T ) dependence of the resistance (R) obtained from a NbN wire. R

is slightly increasing with decreasing temperature, as a semiconductor-like behavior.

This semiconductor-like behavior can be explained by the thermal hopping between

grains in the NbN layer. Sharp drop of R to zero at 10 K then is observed, explicitly

indicating a transition into the superconducting state of the NbN wire. From this T

dependence of R of the NbN wire, we define the critical temperature (TC) of this NbN

67



0 100 200 300

0.05

0.1

0.15

T [K]

2∆
R

IS
H

E
 [

m
Ω

]
I = 300 µA

Tc

(a)

0 100 200 300
0

0.5

1

T [K]

∆R
N

LS
V
 [m

Ω
]

Without NbN, I = 300 µA
(b)

1 µm

NbNCu

Py

(c)

0 100 200 300
0

0.2

0.4

0.6

T [K]

∆R
N

LS
V
 [

m
Ω

] 

With NbN, I = 300 µA
(d)

Figure 5.5: Temperature (T ) dependence of ∆RISHE (a), ∆RNLSV without (b) and with
(d) the NbN middle wire. For the NLSV measurements we prepared an additional Py
wire as a spin detector as shown in (c).

as 10 K. The resistivity ρNbN is 220 µΩcm slightly above TC.

We then measure the ISHE at 20 K, above TC. The obtained signal is shown in Fig.

5.4 with an anisotropic magnetoresistance (AMR) signal from the Py spin injector. H

is an external magnetic field applied inplane and perpendicular to the Py spin injector.

Because of the relation (5.1), by applying the inplane magnetic field we can control the

direction of s, thus a finite voltage difference is generated between the two edges of the

NbN wire in a large H region. The generated voltage difference becomes antisymmetric

to H = 0 and changes its sign according to the positive or negative H regime (see Fig.

5.4). For H > 2000 Oe, the magnetization of the Py spin injector saturates, thus the

inverse spin Hall signal also saturates. The inverse spin Hall signal 2∆RISHE is defined

as V/I(H = 2000 Oe) - V/I(H = −2000 Oe) as indicated in Fig. 5.4. It can be

clearly seen that the inverse spin Hall signal reflects the magnetization of the Py spin

injector by comparing the inverse spin Hall signal with the AMR. We note that the

spin injection current I is 300 µA in the measurements at 20 K.
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Figure 5.6: SH angle αSH as a function of temperature. Linear relation between αSH

and T can be seen as guided by the red broken line.

To evaluate the magnitude of the SHE in materials, an important quantity is the

spin Hall (SH) angle αSH ≡ ρSHE/ρxx, where ρSHE is the SH resistivity. ρSHE is related

to the detected ∆RISHE through the equation [35]

ρSHE =
wM

ζ

(
I

Is

)
∆RISHE, (5.2)

where wM, ζ and I are the width of the NbN middle wire, a shunting factor and

the spin injection current, respectively [26, 27]. Is/I can be determined from the

experimental values of the ratio of the NLSV signal with the NbN middle wire and

without the middle wire by using the two equations written as (as already introduced

in the previous chapter)

Is =

2PQPy

(
sinh(L/2λCu

sf ) +QPy exp(L/2λ
Cu
sf )

)
{cosh(L/λCu

sf )− 1}+ 2QNbN sinh(L/λCu
sf ) + 2QPy

{
eL/λ

Cu
sf (1 +QPy)(1 + 2QNbN)− 1

}I,
(5.3)

and

∆Rwith
s

∆Rwithout
s

=
2QNbN

{
sinh(L/λCu

sf ) + 2QPye
L/λCu

sf + 2Q2
Pye

L/λCu
sf

}
2PQPy (sinh(L/2λCu

sf ) +QPy exp(L/2λCu
sf ))

Is
I
, (5.4)

where QNbN is the ratio of the spin resistance of NbN to that of Cu, namely, QNbN =

RNbN/RCu and the other notations are the same as shown in the previous chapter.
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Figure 5.7: ∆RISHE taken at 3 K (red curve) in comparison with that at 20 K (blue
and green curves). The signal at 3 K with I = 0.01 µA shows enormously large value
compared with that at 20 K with I = 300 µA. At 20 K, however, the signal is suppressed
even if I is modulated to 0.01 µA.

To estimate the SH angle of NbN above TC, we measure the temperature dependence

of ∆RISHE as shown Fig. 5.5(a). Temperature dependence of ∆Rwithout
NLSV and ∆Rwith

NLSV

are also shown in Fig. 5.5(b) and (d), respectively with the device SEM image in Fig.

5.5(c). Using these experimental values, we can plot the relation between the SH angle

αSH and T as in Fig. 5.6. As T decreases, αSH linearly increases. The SH resistivity

ρSHE is composed of two terms:

ρSHE = aρxx + bρ2xx, (5.5)

where ρxx is the longitudinal resistivity and a and b are both constants. The first term

is ascribed to the skew scattering contribution and the second term to the intrinsic

and/or side-jump contribution (see Section 2). By dividing both sides by ρxx, we

obtain

αSH = a+ bρxx. (5.6)

From the temperature dependence of the resistance of NbN, we can find the linear

relation between ρxx and T , namely, ρxx ∝ T from slightly above TC. By substituting

this relation into (5.6), we can determine the constants a and b.
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Figure 5.8: Inverse spin Hall signals ∆RISHE as a function of the spin injection current
I taken at 3 K (red squares) and 20 K (blue squares). At 20 K ∆RISHE is almost inde-
pendent of I. On the contrary, at 3 K, ∆RISHE gigantically increases with decreasing
I. The error bars are evaluated with the standard deviations of ∆RISHE for H > 2000
Oe and H < -2000 Oe. The solid line is obtained from the calculations (see the main
text).

By using the temperature dependence of αSH we may decide a dominant contri-

bution to the SHE. While (5.5) is a typical notation to express the Hall angle with

ρxx, there are controversies to deal with extrinsic contributions (skew scattering and

side-jump contribution) with temperature-dependent ρxx [99]. Hence we do not discuss

this issue further.

To investigate the SHE in the superconducting state, we next cool the sample

down to 3 K, much below TC and carry out the same measurements. We fix the

sample temperature to 3 K, and change the spin injection current I. With I = 300

µA, as we used for T > TC, the signal ∆RISHE slightly suppresses. With I = 100 and

200 µA, ∆RISHE becomes more suppressed. However, when we decrease I further, the

signal then increases again. For I < 100 µA, ∆RISHE shows an order of magnitude

enhancement for each I, and with I = 0.01 µA, the signal becomes more than 2000

times larger than that in the normal state (at 20 K). Signals taken at 3 K are shown

in Fig. 5.7 in comparison with that obtained at 20 K as an example. Compared with

∆RISHE at 20 K with I = 300 µA, that at 3 K with I = 0.01 µA clearly exhibits a

much larger value. On the other hand, even if I is modulated to 0.01 µA at 20 K,

the signal is still suppressed and does not show any enhancement. Relation between
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Figure 5.9: Angular dependence of ∆RISHE. Angle θ is defined as the angle between
H and the longitudinal axis of the Py spin injector (see the inset). Experimental data
(red squares) show the sinusoidal dependence on θ as expected for the inverse spin Hall
signals.

∆RISHE and I is shown in Fig. 5.8 both at 3 K and 20 K. At 20 K, the signals are

almost independent of I. However, at 3 K ∆RISHE, strongly depends on I and shows

enhancement with decreasing I.

To confirm that the obtained signals are originated from the ISHE, we measure

dependence of ∆RISHE on the direction of H. Taking into account the relation (5.1),

∆RISHE changes when the direction of s is controlled by H. We take the angle θ as

an angle between H and the longitudinal axis of the Py spin injector (as shown in the

inset of Fig. 5.9), if the signals are from the ISHE, from (5.1) they should follow the

relation as

∆RISHE = ∆RISHE(θ = 90◦) sin θ. (5.7)

We change the angle θ and measure ∆RISHE(θ). Results are shown in Fig. 5.9. The

red squares are experimental data, and the blue curve is a function sin θ. Experimental

signals follow well the sinusoidal relation to θ, which corroborates that the signals are

derived from the ISHE.

We next investigate how superconductivity plays a role to this anomalously gi-

gantic SHE. The biggest difference between the ISHE in normal metals and that in

superconductors is that in normal metals injected spin currents are converted into

electrical currents via the ISHE, but in superconductors they are converted into quasi-

particles currents because in superconductors quasiparticles mediate spin transport

[80, 30]. Superconducting (Bogoliubov) quasiparticles are regarded as a superposition
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Figure 5.10: Schmatic image of the relation among λQ, d1 and d2. (a): the voltage
generated by the ISHE (VISHE) decays in λQ. For d1 ≪ λQ, VISHE can be detected,
while at d2 ≫ λQ VISHE is severely suppressed. (b): d = d1, d2 is defined as a distance
between the NbN/Cu crossjunction and a voltage probe at an edge of NbN.

of electron-like and hole-like excitations. At equilibrium and at finite temperature, the

number of quasiparticles in the electron-like branch and hole-like branch is balanced

[88]. However, when electrons are externally injected or the ISHE occurs, the balance

between the branches is broken and the system is brought into a nonequilibrium state

[80, 30]. Since this is a nonequilibrium state, the system has to relax into the equi-

librium state. During this relaxation process, there is a charge accumulation process

called the charge imbalance (CI) effect [75]. The charge imbalance effect originates

from the imbalance between electron-like and hole-like excitations of quasiparticles.

The CI relaxes in a certain time or length scale. The length within which the CI

relaxes is called the charge imbalance length and expressed with λQ. λQ for typical

superconductors is well investigated, and for Al, for example, λAl
Q is ∼ 5 µm [100]. We

note that the temperature dependence of λQ is expressed as

λQ =
λ0Q

(1− T/TC)1/4
(5.8)

as discussed in [101].

The CI generated by the ISHE can be detected by voltage probes made by normal

metals. We note that in this nonequilibrium state we can assume the chemical potential

(CP) of quasiparticles and Cooper pairs [76, 77]. The CP of quasiparticles can be

measured only by normal metal voltage probes while that of Cooper pairs is detected

by superconducting voltage probes [80, 30]. Thus to detect the CI signal generated by
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Figure 5.11: Inverse spin Hall signals from the samples with d = d1 and d = d2 taken
at both 3 K and 20 K. (a): Signals at 20 K. Both samples show almost the same value
of the signals. (b): Data at 3 K. While ∆RISHE from the sample with d1 shows mΩ
order large value, that from the device with d2 is strongly suppressed.

the ISHE, one has to use normal metal voltage probes, which must be placed within

the CI length from the region where the ISHE occurs because of the relaxation of the

CI. In our NbN devices, due to the small λsf of NbN, the ISHE occurs just below the

NbN/Cu crossjunction, so the distance between the crossjunction and a voltage probe

(≡ d) should be less than λNbN
Q to detect the inverse spin Hall signal through the CI

effect. We prepare two samples with different d to confirm that the ISHE is mediated

by the CI effect, specific to superconductors. One of the two samples has d = 0.4

µm (≡ d1), and the other is d = 10 µm (≡ d2). The CI length for NbN λNbN
Q is not

well investigated, and for reference we take the value of that for Al λAl
Q = 5 µm [100].

Compared with this CI length, d1 ≪ λQ and d2 ≫ λQ. Relation among λQ, d1 and d2

is schematically shown in Fig. 5.10(a), and the definition of d1 and d2 is also described

in Fig. 5.10(b).

We measure the ISHE for the two samples both at 20 K and at 3 K. Results are

shown in Fig. 5.11. At 20 K, these two signals show almost the same values. However,

at 3 K, while the signal from the sample with d1 is an order of mΩ, that from the

sample with d2 is strongly suppressed. These results clearly demonstrate that the

ISHE is mediated by quasiparticles and the CI effect, both of which are derived from

superconductivity of NbN.
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Figure 5.12: Resistance close to the NbN/Cu interface RI as a function of temperature
T (a) and the spin injection current I (b). These curves show the same shape as in
results for the Nb/Cu interface measurements.

5.3 Analyses

To explain the anomalously large enhancement of the ISHE in a superconducting NbN,

we first investigate the resistance close to the NbN/Cu interface (≡ RI) as we have

done in the previous study for the spin absorption into Nb. Figure 5.12 (a) and (b)

show the T and I dependence of RI, respectively. Insets display the measurement

setups for each experiment. As observed in the previous study, the T dependence and

I dependence of RI correspond to each other. By comparing these two curves we can

derive the relation between the effective temperature at the NbN/Cu interface (Teff)

and I. In this study, measurements are carried out at higher temperature (3 K) than

that of the previous experiments for Nb (370 mK). Thus we consider contributions from

both electrons and phonons to temperature dependence of energy in the Cu bridge:

ε = γT 2 + AT 4, (5.9)

where T0 is the enviromental temperature, here 3 K. When the temperature T is deviate

from the bath temperature T0, the net increase of ε is written as

∆ε = γ(T 2 − T 2
0 ) + A(T 4 − T 4

0 ). (5.10)

Heat generated by the Py spin injector can be expressed as

Q = RPyI
2t, (5.11)
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where t = L2/D with the length of the Py injector L and the Py diffusion constant D.

By equating (5.10) times the volume of the Cu bridge V and (5.11), we obtain

I2 =
γV

RPyt
(T 2 − T 2

0 ) +
AV

RPyt
(T 4 − T 4

0 ). (5.12)

We plot the experimental data of relation between I and T as shown in Fig. 5.13.

Fitting for I2 with (T −T0)
2 and (T −T0)

4 reproduces well the experimental results as

shown with the blue curve. From the fitting, we can derive both γ and A experimen-

tally. In the reference, the value of these quantities is γ = 94 J-m−3-K−2 and A = 8.7

J-m−3-K−4. We note that to derive A, we use the equation for the low temperature

specific heat cv based on the Debye model:

cv =
12π4

5
nkB

(
T

ΘD

)3

, (5.13)

where n is the number of ions in a unit volume, ΘD is the Debye temperature. We use

n = 6.02 × 1023 mol−1, the mass number of Cu 63.55, the density of Cu 8.96 g/cm3.

Experimentally obtained values, on the other hand, are γ = 64 J-m−3-K−2 and A = 5.1

J-m−3-K−4, in good agreement with the values from the reference. This result strongly

supports the validity of our simple model to estimate the effective temperature increase

at the NbN/Cu interface due to I.

We briefly comment on more refined models to evaluate the effective temperature

at the NbN/Cu interface. Precisely speaking, it is better to consider the temperature

difference in the Cu bridge based on the Wiedemann-Franz low, and also to define

different temperatures for electrons, phonons and the substrate as discussed in [102].

Based on the model in [102], we roughly estimate these effects. First, the temperature

difference in the Cu bridge between the Py spin injector and the NbN wire is evaluated,

and found to be < 0.1 K. This is because the distance between the two wires is relatively

short (400 nm), and Cu is a good thermal conductor. Second, we calculate the electron-

phonon length le−ph in the Cu bridge. This quantity characterizes the strength of the

electron-phonon coupling, and if we assume a system size L, for le−ph ≪ L, the electron-

phonon coupling is strong in this system and we can define the same temperature for

electrons and phonons. If le−ph ≫ L, electrons and phonons are decoupled in this

system and different temperatures for electrons and phonons can be considered. le−ph

can be calculated as [102, 103]

le−ph =
1.31√
T 3Γ

, (5.14)

where Γ is a parameter for the electron-phonon coupling. For reference we use Γ = 5 ×
109 m−2 K−3 for gold [102], we obtain le−ph ≈ 3 µm. This value is larger than the system

size of our device, but we assume the same temperature for electrons and phonons at 3
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K in the following reasons: In our experiments we carry out the measurements above

3 K. As many previous studies on the temperature dependence of the dephasing time

in metals, above 3 K the electron-phonon coupling become stronger with increasing

temperature [104]. Thus it is not reasonable to think that the phonons are decoupled

from the electrons in our system and have different temperatures.

We also remark on the temperature difference between phonons and the substrate

subsystem. Thermal coupling between the two systems is determined by the Kapitza

resistance [102, 103]. The phonon temperature (Tph) is related to the temperature of

the substrate (Tsub) with the equation [102, 103]:

Tph =

(
T 4
sub +

P

AσK

)1/4

, (5.15)

where P is the power, A is the area of the reservoir, and the σK is a parameter specific

to the interface between the reservoir and the substrate. When the second term is

much larger than the first term in (5.15), we can neglect the temperature difference

between them, and in the opposite regime, different temperatures can be assumed for
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Figure 5.14: Results of numerical calculations for χ/f0(∆) (a) and χ/(f0(∆))2 (b).

the two systems. If we define ∆T 4 ≡ P/(AσK), σK is written as

σK =
P

A∆T 4
. (5.16)

If we substitute several kelvins to ∆T , reasonable values in our measurements, and P

with RPY and the spin injection current I, we can obtain values of σK. The obtained

values are much smaller than that shown in the reference [102] as the worst case (σK

= 100 W/m2 K4). In our system we can assume the same temperature for the bath

(Tbath) and the substrate because the relation between them can be written as [102]

Tsub = (T 2
bath + aP )1/2 (5.17)

where a is a parameter. When we use a = 1.31 × 105 K2/W, aP ≪ T 2
bath in our

measurements. Based on these facts, we can assume that Tsub is the same as the bath

temperature, and temperature difference between the bath (namely the substrate) and

the device because of the small thermal conductivity between them at low tempera-

tures. To explain our data, we next theoretically investigate how the SHE is modulated

with decreasing I below TC. We note that the model we establish is a phenomenological

model. Since spin transport is mediated by quasiparticles in superconductors, in (5.5)

the longitudinal resistivity of electrons ρxx must be replaced by that of superconducting

quasiparticles ρqp, which can be expressed as [29]

ρqp =
ρ0xx

2f0(∆)
, (5.18)

where f0(∆) = 1/(exp(∆/kBT )+1) is the Fermi distribution function at the supercon-

ducting gap ∆, and ρ0xx is the longitudinal resistivity just above TC. By substituting
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(5.18) into (5.5), we obtain

ρsuperSHE = a
ρ0xx

2f0(∆)
+ b

(
ρ0xx

2f0(∆)

)2

. (5.19)

Using the relation (5.2) between ρSHE and ∆RISHE, in a superconducting state the

inverse spin Hall signal is written as

∆Rsuper
ISHE =

ζsuper

wM

(
Isupers

I

)[
a

ρ0xx
2f0(∆)

+ b

(
ρ0xx

2f0(∆)

)2
]
, (5.20)

where ζsuper and Isupers are the shunting factor and the spin currents injected into the

NbN wire in the superconducting state, respectively. Thus at a certain I, the ratio of

∆Rsuper
ISHE to ∆Rnormal

ISHE becomes

∆Rsuper
ISHE

∆Rnormal
ISHE

=
ζsuper

ζnormal

Isupers

Inormal
s

a(ρ0xx/2f0(∆)) + b(ρ0xx/2f0(∆))2

aρ0xx + b(ρ0xx)
2

. (5.21)

The term Isupers /Inormal
s can be calculated using the relation

Isupers

Inormal
s

=

∫ ∞

−∞
nS(E)

(
−∂f0(E)

∂E

)
dE, (5.22)

where nS(E) is normalized density of states (DOS) of the NbN wire and f0(E) =
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1/(exp(E/kBT ) + 1), the Fermi distribution function. According to the BCS theory,

nS(E) can be written as [88]

nS(E) =
|E|√

E2 −∆2
. (5.23)

In our system, the superconducting NbN wire is directly attached to the normal

metal Cu. Thus suppression of the superconducting gap ∆ is expected. We note

that as explained above, the proximity effect between the NbN and Cu wire is weak

because of the less transparency at the interface between them. Moreover, Ar-ion

milling we carry out before depositing Cu onto the NbN wire can cause a damage

at the surface of NbN and suppress superconductivity at the interface of the NbN

[105]. For these reasons, we assume that the superconducting gap is suppressed at the

NbN/Cu interface. To account for this gap suppression, we assume that ∆ be spatially

dependent and described as

∆ =
x

ξ
∆0, (5.24)

where ξ is the Pippard’s coherence length and x is distance from the NbN/Cu interface.

We have attempted to use different spatial dependence of ∆(x) such as quadratic in

x or exponential decrease, and confirmed that these spatial dependences do not affect

the final results qualitatively. In this calculation, we take ∆(x) = 0 at x = 0. This
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condition does not severely effect the final results. We take x = 0 at the interface and

x > 0 in the NbN wire. ∆0 is the superconducting gap at T = 0, for NbN we can

determine by using the relation

∆0 = 2.2kBTC (5.25)

from TC because NbN is in the strong-coupling regime [97]. We account for the tem-

perature dependence of the superconducting gap as [88]

∆(T ) = ∆0

(
1− T

TC

)1/2

. (5.26)

ξ is calculated using the relation

ξ =

√
h̄D

∆0

, (5.27)

where D is the diffusion constant of NbN. We note that ξ calculated by experimental

data is ξ ∼ 4 nm. Below, we define χ = Isupers /Inormal
s . Enhanced ∆Rsuper

ISHE can be

originated from increasing f0(∆)−1 and f0(∆)−2 both included in the above equation

[30]. On the other hand, χ is a decreasing function with decreasing T because of the

superconducting gap of the NbN wire [30]. We first numelically calculate χ/f0(∆)

and χ/(f0(∆))2 as a function of T . The results are shown in Fig. 5.14. In this

calcluation we use the spatially dependent ∆ as in (5.24). We perform calculations for

each x, and results are finally spatially averaged over x. Increasing behaviors of both

χ/f0(∆) and χ/(f0(∆))2 are clearly found, and especially for χ/(f0(∆))2 enhancement
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is over thousands times as a function of T down to 3 K. Thus from (5.21), gigantic

∆Rsuper
ISHE/∆R

normal
ISHE can be explaied by enormous increase in χ/(f0(∆))2. We note that

as discussed above, from Fig. 5.3 and Fig. 5.6 we can determine the two constants a

and b and found that a≪ b. Henceforth we thus approximate (5.21) as

∆Rsuper
ISHE

∆Rnormal
ISHE

∼ ζsuper

ζnormal

Isupers

Inormal
s

1

(2f0(∆))2
. (5.28)

From above we can discuss the gigantic ∆Rsuper
ISHE as a function of decreasing T . Since

in our experiments ∆Rsuper
ISHE increases with decreasing I, not with T , next we attmpt

to associate T with I. We can transform the equation (5.12) into the form

T =

√
c0 +

√
c1 + c2I2, (5.29)

where c0, c1 and c2 are all constants. Let us first try to substitute this relation into

(5.28). We show an example of the calculated results in Fig. 5.15. As seen in the

figure, ∆Rsuper
ISHE satulates in the small I region and the experimental data of ∆Rsuper

ISHE

increasing even with small I cannot be reproduced well.

To explain the anomalous enhancement of ∆Rsuper
ISHE attributing it to increase of T

at the NbN/Cu interface, we assume that the relation between T and I be written as

T = T0 + C
√
I, (5.30)

as hinted by (5.29). In (5.30) C is a constant. By appropriately choosing C, we can

reproduce the anomalous increasing of ∆RISHE with smaller I as shown in Fig. 5.16.

However, the relation between I and T in (5.30) is based on the assumption, and to

elucidate physical meanings more investigates are needed. We next take a different

approach to explain the anomalous enhancement of ∆Rsuper
ISHE. We assume that when

electrons pass through the Py spin injector, they are excited and acquired extra energy

∆E through the spin injection current I expressed as

∆E = eRPyI. (5.31)

We assume that at low temperatures energy relaxation occurs slowly, and electrons

keep ∆E till they reach the NbN/Cu interface. Due to this ∆E, the Fermi distribution

function in the Cu and also in the NbN shifts and is written as

f0(E) =
1

exp
(

E−eRPyI

kBT

)
+ 1

. (5.32)

The shifted Fermi distribution function is scematically displayed in Fig. 5.17(a). We
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use this shifted Fermi distribution function in (5.21). We calculate 1/f0(∆), namely,

1

f0(∆)
= exp

(
∆− eRPyI

kBT

)
+ 1, (5.33)

as a function of I. Results are shown in Fig. 5.17(b). 1/f0(∆) is found out to saturate

in a small I regime. This satulated f0(E) induces the satulation of ∆Rsuper
ISHE, and we

cannot repruduce experimental results using this model.

To confirm if the effective temperature increase at the NbN/Cu interface is the

origin of the anomalously large ∆Rsuper
ISHE, we carry out measurements of the temper-

ature dependence of ∆Rsuper
ISHE. As discussed in the introductory chapter, ∆RISHE is

theoretically predicted to enhance with decreasing T due to increasing resistivity of

superconducting quasiparticles [30]. In the theory [30], ∆Rsuper
ISHE is expected to enhance

monotolicaly as T decreases. Our experimental results of the T dependence are shown

in Fig. 5.18. When T is close to TC, ∆RISHE dramatically increases, and almost di-

verges. This divergence should be relevant to the divergence of several parameters such

as λQ(T ) close to TC. It should be noted that the temperature dependence of λQ(T )

is proportional to (1− T/TC)
− 1

4 [101]. This temperature dependence is not taken into

account in the theory [30]. The effect arised from the divergence of parameters such

as λQ(T ) is also abserved in the I dependence of ∆RISHE, where it first decreases with

decreasing I for 100 µA < I < 300 µA. This range of I is close to the transition from

83



the superconducting state into the normal state, which occurs for 350 µA < I < 400

µA. The divergence of ∆RISHE is not taken into account the theory presented in [30].

We have also confirmed that these behaviors are independent of the spin injection

current I.

The problem seen from Fig. 5.18 is the temperature dependence of ∆RISHE does

not exactly correspond to that of I dependence. At the moment we attribute the

enhancement of ∆RISHE to the effective temperature increase due to I, but by compar-

ing the temperature dependence and I dependence of ∆RISHE, this is not necessarily

true. As for the temperature dependence, we do not have sufficient data and cannot

determine the complete behavior of ∆RISHE. Thus we leave the relation between the

effective temperature and I for our future study.

5.4 Optimization of the NbN fabrication process

In this study we face several problems especially in the fabrication of NbN wires. In

this section, we will explain the problems and how to solve them for future studies.

As shown above, the NbN superconducting wires are deposited onto substrates with

the ZEP520A resist by the reactive DC sputtering. The main problem of the NbN wires

fabricated in this way is that the resistivity of these wires is scattered dramatically. In

measurements we have found that the resistivity of the NbN wires severely affects the

SHE in the superconducting state.

We show a NbN layer deposited on top of the ZEP520A resist by sputtering in

Fig. 5.19. The NbN layer has many cracks on the surface. In some cases remaining

NbN wires for the SHE are also affected by the cracks. The NbN wire seems to roll

up. These cracks may be due to the surface tension for the NbN from the ZEP520A

resist. We next discuss resistivity (ρxx) of the NbN wires deposited by sputtering. ρxx

strongly depends on devices, and as an example, we show ρxx of the NbN wires at

room temperature (RT) in Table 5.1. For some wires we also show their ρxx at 20 K

and TC. ρxx is highly different from samples to samples, and the largest ρxx is more

than twice larger than the smallest one. We can also find that the value of ρxx does

not strongly affect TC.

We have found that the value of ρxx strongly affects the SHE. Samples whose NbN

wire has ρxx > 300 µΩcm do not show clear inverse spin Hall signals even above

TC, and RI is much larger than that for samples which show clear inverse spin Hall

signals. For some samples, RI > 30 Ω above TC. These samples do not show dramatic

enhancement of ∆Rsuper
ISHE below TC. According to the measurements we have carried out

so far, samples with 200 µΩcm < ρxx < 250 µΩcm only show the gigantic enhancement

of ∆Rsuper
ISHE below TC. ρxx is scattered even for samples on the same batch, and one has
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Sample ρxx (µΩcm, at RT) ρxx (µΩcm, at 20 K) TC[K]

A 200 225 10

B 450 - -

C 220 240 10

D 270 - -

E 300 345 9.5

F 310 360 10

G 345 - -

Table 5.1: Table of resistivity of NbN (ρxx) at RT obtained from seven different samples
(A ∼ G). ρxx at 20 K and TC are also shown for some samples. Scattered values of ρxx
are apparent.

to find samples which fulfill the condition of 200 µΩcm < ρxx < 250 µΩcm.

To avoid imhomogeneity in ρxx, we attempted to fabricate NbN wires in a different

way. In sputtering, the resist on a substrate may contaminate NbN wires so that

ρxx increases. Thus we first deposit a NbN layer onto a substrate without the resist,

and then perform the EB lithography with the ma-N2405 negative resist. After the

lithography we carry out milling to remove the parts of NbN other than the wire

necessary for the device. Subsequently the Py and Cu wire are fabricated in the same

way as shown in the previous sections. We show in Fig. 5.20 a milling-based NbN wire

whose width and thickness are 300 nm and 20 nm, respectively. To avoid shunting by

residual NaN layer on the substrate, we have etched the surface of the substrate by

about 30 nm, thicker than the thickness of the NbN layer. Thickness of the NbN wire

(a) (b)

Figure 5.19: Two examples of cracks in the NbN layer sputtered onto the ZEP520A
resist. The size of cracks are different in (a) and (b). The scale bar is 1 µm. [105]
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1 µm

1 µm

(a) (b)

Figure 5.20: SEM images of the milling-based NbN wire for test sample (a) and one
installed in the device to measure the SHE (b).

is checked by the surface profiler. Table 5.2 shows ρxx of the milling-based NbN wires

with the structure as in Fig. 5.20. Scattering in ρxx is even smaller than that for NbN

wires using the ZEP520A positive resist. We can also find out that ρxx is even smaller.

Considering that NbN layers are sputtered in the same condition for two methods,

this means that ZEP-based wires are contaminated by the resist, and milling-based

NbN wires have less contaminations. We can therefore attribute inhomogeneity in ρxx

for the ZEP-based wires to contamination by resists. From these results, to obtain

NbN wires with uniform ρxx we should fabricate the wires using sputtering and Ar-ion

milling rather than sputtering on the resist.

Sample ρxx (µΩcm, at 20 K)

1 148

2 176

3 132

4 148

5 140

Table 5.2: Resistivity ρxx for the five samples of the milling-based NbN wires. Scat-
tering in ρxx is much smaller than that for the ZEP-based samples.
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5.5 Direct spin Hall effect

We finally show our results of the direct spin Hall effect (DSHE) measurements. As

we have explained so far, spin transport in superconductors is mediated by the Bo-

goliubov quasiparticles. In superconductors, electrons form Cooper pairs and these

Cooper pairs can carry currents without dissipation (supercurrents). In typical super-

conductors, however, Cooper pairs are in the spin-singlet state and they cannot carry

spin angular momentum. Thus to induce spin currents through the SHE in supercon-

ductors, one has to generate a flow of quasiparticles currents. When currents flowing

in a superconductor is below the critical current Ic of the superconductor, most of the

currents are carried by Cooper pairs because it is enegetically favorable. In our device,

Ic of the superconducting NbN wires is Ic ∼ 20 µA. Above Ic, superconductivity is

destroyed. Fig. 5.21 show the results of our measurements of the DSHE by passing

currents through the NbN wire and measure the voltage between the Py spin injector

and the Cu bridge. We have changed the measurement temperature and the current

we pass through the NbN wire. The currents are below Ic so as not to break super-

conductivity of the NbN wire. As seen in Fig. 5.21, we do not obtain clear signals for

both conditions. This might be because currents we flow is too small to detect signals

because we do not obtain the signals even at 8 K close to TC. Therefore to observe the

DSHE clearly, we have to inject electrons externally to the states of the NbN above

the superconducting gap through the tunneling barrier between the probe and the su-

perconducting NbN wire. At the time of writing this thesis we do not perform these

experiments yet, but to detect the DSHE and investigate if the Onsager’s reciprocity

holds for the DSHE and ISHE is of great interest. We leave these measurements for

our future study.

5.6 Brief summary

In this Chapter we have reported the first observation of the inverse spin Hall effect in

a superconducting NbN. Even in the superconducting state, we observe clear inverse

spin Hall signals (∆RISHE) and surprisingly, as the spin injection current (I) decreases

∆RISHE dramatically increases. With I = 0.01 µA, ∆RISHE becomes more than 2000

times larger than that in the normal state. This enhancement with decreasing I can

be explained by the net increase of the effective temperature at the NbN/Cu interface,

but the fitting based on this idea does not reproduce experimental data well in the

whole I range. While data on the T dependence of ∆RISHE is not sufficient, at present

correspondance between the I dependence and T dependence of ∆RISHE is not good.

These descrepancies may suggest the possibility of other effects such as nonequilibrium
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Figure 5.21: DSHE measured at different temperatures with different currents. (a):
DSHE at 3 K with 10 µA current through the NbN wire. (b): DSHE at 8 K with 20
µA bias current. No clear signals are observed for both conditions.

effects play a role for this gigantic enhancement of ∆RISHE It is difficult to take into

account these nonequilibrium effects in calculations. To elucidate the effect of the spin

injection current, however, more data of the T dependence of the ISHE are necessary.

In the current status, inhomogeneities in the NbN quality are the biggest problem.

Argon-ion milling is one solution, and as another solution, now we are trying to use

the reactive ion etching for making NbN wires from a NbN thin film. This technique

may enable us to fabricate NbN wires faster and with better quality. We also have to

optimize the condition of cleaning the surface of the NbN wire before depositing Cu,

which is an important factor to observe the ISHE in superconductors.

The SHE in other superconductors is also intriguing. First candidates are niobium

and lead. Observation of the enhancement of the SHE in these superconductors other

than NbN is also our important future work.
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Chapter 6

Application of odd-frequency
spin-triplet supercurrent to
spintronics

6.1 Motivation

As discussed in the previous chapters, in most superconductors Cooper pairs are in

the spin-singlet state, therefore do not carry any spin angular momenta. However,

spin-triplet Cooper pairs are possible taking into account for the Pauli’s exclusion

principle. Exploitation of spin-triplet supercurrents for spintronics is highly attractive

in condensed matter physics, and also important for application because spin-polarized

D

Figure 6.1: Experimental results done by Robinson et al. [109] with Nb/Ho/Co/Ho/Nb
multilayers Josephson junctions. A: noncolinear magnetization among the Co layer and
two Ho layers play an important role for spin-singlet/spin-triplet conversion. B: In Ho
localized moments are cant by α = 80◦ to the axis, and between neighboring sites
magnetic moment rotates by 30◦. C: Schematic of the device. A Co ferromagnetic
layer is sandwitched between Ho layers with Nb superconductors. D: Characteristic
voltage IcRN as a function of the thickness of the Co layer. Ic represents the critical
current of the Josephson junction and RN the resistance of the junction in the normal
state.
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W
Co

(a) (b)

Figure 6.2: Examples of experimental studies on spin-triplet superconductivity using
lateral devices. In both (a) and (b) tungsten (W) wires are deposited on the Co wire
by using the FIB system.

supercurrents can carry spin currents truly without dissipation.

There are a few examples of spin-triplet pairing. The most prominent example

is an oxide, Sr2RuO4 [106], which has the p-wave symmetry in the momentum space.

There have been many theoretical proposals on using Sr2RuO4 for spintronics [107, 93].

However, from the view of experimentalists, this material is difficult to fabricate with

sufficiently high quality. High quality is necessary because due to the Anderson’s the-

orem [108], superconductors with the p-wave symmetry are very weak to disorders.

It is also difficult to carry out nanofabrication with this material using the Focused-

Ion-Beam (FIB) system or Ar-ion etching because these processes can cause a doping

of Ga or Ar ions into Sr2RuO4, where act as impurities. Other spin-triplet supercon-

ductors such as UPt3 or other heavy-fermion systems, are not easily accessible. In

this regard, spin-triplet superconductors with the s-wave symmetry are robust against

disorders and much easier to obtain. Whereas the first report in CrO2 ferromagnetic

Josephson junction does not show good reproducibility, controlled experiments demon-

strated by Robinson et al. in 2010 [119] inserting a conical magnet Ho in between a

superconductor and a strong ferromagnet shows the importance of the inhomogeneous

magnetization between a superconductor and a strong ferromagnet, and many exper-

imental studies have been reported following this study (Fig. 6.1). In the same year,

the group in the Michigan State University led my N. O. Birge also reported that in

Nb/CuNi(or PdNi)/Co/CuNi(or PdNi)/Nb Josephson junctions, supercurrents can be

observed even for Co ferromagnets whose thickness is much larger than the coherence

length for ferromagnets ξF [110, 111]. ξF for the spin-singlet Cooper pairs can be
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written in a diffusive regime as

ξF =

√
h̄D

Eex

, (6.1)

where D is a diffusion constant and Eex is an exchange energy. Typical length scale of

ξF for strong ferromagnets like Ni, Fe and Co is several nm, but in the work [110, 111]

they have observed supercurrents even for tCo ≫ ξF and concluded that the long-

living supercurrents are due to spin-triplet Cooper pairs converted from the spin-singlet

Cooper pairs through the CuNi or PdNi layers.

Previous studies we have presented above are all done using multilayer structures,

where each layer is grown perpendicularly to the substrate. Experiments using lateral

devices have also been reported by several groups. Wang et al. [112] demonstrated that

Co nanowires show zero resistance on top of which tungsten (W) wires are deposited

by using the Focused-Ion-Beam (FIB) system (Fig. 6.2(a)). Moreover, supercurrents

are conserved in more than 600 nm, much larger than ξF. This length is comparable

to the one in Keizer et al., which is estimated to be ∼ 1 µm [66]. W is a metal which

shows a superconducting transition, and W deposited by FIB systems is known to have

much higher critical temperature (TC) than that of the bulk W. Sadki et al. reported

TC ∼ 5 K [113], while TC of bulk tungsten is as low as 12 mK [114]. One explanation

for this large enhancement in TC is proposed in [115]. According to the BCS theory,

TC of a superconductor is associated with the density of states (DOS) at the Fermi

energy N(0) and electron-electron interaction V through the equation as

TC ∝ exp

(
− 1

N(0)V

)
. (6.2)

W deposited by the FIB systems is amorphous [113]. Because of this amorphous state,

carrier density decreases. In conductors, electron-electron interaction is screened by

other electrons. Thus reducing carrier density induces reducing screening and increas-

ing V . If we assume N(0) is constant, increasing V causes an enhancement of TC using

the relation in (6.2).

The most different point in the study by Wang et al. than that of previous studies

is that no interlayer is inserted between a superconductor (S) and a ferromagnet (F).

One explanation for this result is that due to the strong spin-orbit interaction (SOI) of

W [24], spin active interface is induced between Co and W [116], which induces inho-

mogeneous magnetization. Recently, similar results have been reported [117] using the

same system with Co nanowires and FIB-deposited W superconductors. These lateral

devices are more appropriate to study spin transport by the spin-triplet supercurrents

in a long range, and also easy to be integrated into the lateral spin valves.

We have briefly reviewed mainly experimental studies on the odd-frequency spin-
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Figure 6.3: Experimental results of superconductivity in W wires. (a) Thickness (tW)
and width (wW) dependence of TC. With increasing tW and wW, TC enhances. (b):
Temperature (T ) dependence of the resistance (R) of the W wire with tW = 300 nm
and wW = 1 µm. TC ∼ 9.5 K.

triplet supercurrents in ferromagnetic Josephson junctions. This field is not mature

yet, and has potential to study. We now discuss several points which are not clarified

or investigated in the previous studies.

(A) Why is ferromagnet Co is often used?

In the previous studies they often used Co as a ferromagnet. Co is different from

other ferromagnets like Ni or Fe in terms of the magnetic anisotropy [118]. Fe and Ni

have the cubic anisotropy and Co has the uniaxial anisotropy. However, the magnetic

anisotropy does not seem an important factor to observe the spin-triplet supercurrents

in SFS Josephson junctions. There exist no studies which discuss relation between the

magnetic anisotropy and generation of the spin-triplet supercurrents. If the magnetic

anisotropy has nothing to do with spin-singlet/spin-triplet conversion, the spin-triplet

supercurrents can be observed using other ferromagnets like Ni, Fe and Py. There is

one study on the spin-triplet supercurrents using the Fe/Cr multilayers [119], but the

device geometry is different than that of the previous study [109]. Exploring poten-

tialities of other strong ferromagnets for generating the spin-triplet supercurrents is

important to apply it to spintronics.

(B) Are supercurrents really spin-triplet and spin-polarized?

Arguments about the spin-triplet supercurrents are supported by the fact that the

supercurrents decay in a much longer length than ξF, as expected from the scenario

based on the spin-singlet Cooper pairs. However, direct observation is not reported yet
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Figure 6.4: (a) SEM image of the W-Co-W Josephson junction. W is deposited by the
FIB system and distance between the two W wires is ∼ 400 nm. (b) T dependence of
R of the W-Co-W junction shown in (a). A sharp drop in R is observed at T ∼ 7 K,
a signiture of superconductivity induced in Co.

of the spin polarization of the long-range supercurrents in SFS junctions. To attain this,

techniques which are often utilized in spintronics are useful [67]. For example, spin-

transfer-torque (STT) by the spin-triplet supercurrents are proposed [68], and relation

between the supercurrents and domain wall motions is also discussed [69]. When there

are domain walls in a F part of a SFS Josephson junction, spin-triplet supercurrents

can push the domain walls through STT. Then, for example, magnetoresistance of the

F part above TC should be different before and after the spin-triplet supercurrents pass

through the F part. How domain wall motion affects superconductivity induced in F

is also interesting.

Motivated by these points, we perform experiments and below we show some of our

results we currently obtain.

6.2 Experimental results

We first attempted to fabricate SFS Josephson junctions with cobalt (Co) as a ferro-

magnet and tungsten (W) as a superconductor as done in the previous studies. Co

wires are deposited by the EB evaporation onto thermally surface oxidized Si substrates

with Au pads for electrodes. The Co nanowires is 100 nm in thickness and 500 nm

in width. Then substrates are transferred into the HITACHI NB-5000 Focused-Ion-

Beam (FIB) system. Using the deposition mode, W wires are written on the Co wires.

Acceleration voltage of the Ga-ions beam is 40 kV and the aparture for beam current

is 30 µm. Thickness (tW) and width (wW) of W wires are controlled to obtain higher

TC. We show tW and wW dependence of TC. For these samples we deposited only W
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(a) (b)

Figure 6.5: (a): AMR signal of the Co wire obtained at room temperature. (b):
Resistance of the Co (RCo) wire as a function of a current (I).

wires through the deposition mode of the FIB system. As shown in Fig. 6.3(a), TC

increases with increasing tW and also wW. In Fig. 6.3(b), we also show an example of

temperature (T ) dependence of resistance (R) for a sample with tW = 300 nm and wW

= 1 µm. A sharp drop in R is observed at T ∼ 9.5 K. This value is much higher than

those previously reported [113]. To obtain higher TC below we fix tW and wW as 300

nm and 1 µm, respectively.

We next fabricate ferromagnetic Josephson junctions with Co as a ferromagnet, as

used in many previous studies. We found, however, that W deposition by the FIB

system always accompanies a spread of W precursor (W(Co)6) surrounding the main

W wire, which can cause a shunting effect between neighboring W wires. Thus when

we flow a current through W-Co-W Josephson junctions, below TC supercurrents pass

not through the Co wire but through the W layer because it has lower resistance,

which connects the two W wires directly. To avoid this shunting effect, we attempted

to carry out Ga sputtering of the surface of the substrates to remove the extra W

layers due to spread of the W precursor. The SEM image of a device fabricated in

these procedures is displayed in Fig. 6.4(a). We note that a W layer on a Co wire is

also removed by Ga sputtering to suppress the shunting effect completely. Using these

devices, we measured temperature dependence of resistance of the junction. Figure

6.4(b) shows an experimental result. At T ∼ 7 K, resistance R drops to zero, a

signiture of superconductivity induced in the Co wire.

In using the FIB systems, Ga ions are inevitably doped into materials like W or Co

in this study. Due to this doping, Co wires might lose ferromagnetism. To confirm if

ferromagnetism of Co wires is sustained, we measured anisotropic magnetoresistance

(AMR) of the Co wire at room temperature. As shown in Fig. 6.5, the AMR originated

94



0 100 200 300

20

25

T [K]

R
 [Ω

]

d

d = 2.5 µm

3 µm

(a) (b)

Figure 6.6: (a): SEM image of the SFS Josephson junction with the distance between
two W wires of 2.5 µm. (b): Temperature dependence of the resistance of the Co wire
in the junction. The resistance does not drop to zero down to 4 K.

from ferromagnetism of the Co wire is clearly observed. Thus supercurrents shown in

Fig. 6.4(b) flow ferromagnetic Co, not nonmagnetic Co, which provides a signature of

the spin-triplet supercurrents.

6.3 Problems and future studies

In the previous section we have demonstrated supercurrents flowing in a ferromagnetic

Co wire, which might be a signature of the spin-triplet Cooper pairs. However, spurious

effects might play a role in this supercurrent measurement. For example, we carry out

etching of extra W layer by Ga-ions beam, but direct writing of Ga wire by the FIB

system is reported to show superconductivity [120]. Thus one might say observed

superconductivity in our system derives from superconductivity of Ga, because Ga

ions should be injected into the Co wire. However, we can exclude this possibility.

Figure 6.6 shows the SEM image and temperature dependence of the resistance of a

Co wire. In this device the distance between the two W wires (d) is 2.5 µm, much

longer than that shown in Fig. 6.4. The Co wire in this device does not show a

resistance drop to zero at least down to 4 K, contrary to the previous device. This can

be explained by the scenario based on spin-triplet supercurrents because d should be

longer than the coherence length of the Co wire, which can be expressed as the form

for the coherence length of normal metal:

ξtripletF =

√
h̄D

kBT
, (6.3)
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an order of a few hundreds nm in 4 K. In the Ga-doping scenario, this residual resistance

of the Co wire cannot be explained, because regardless of d, doped Ga ions in the Co

wire should show superconductivity, thus resistance should drop to zero.

However, to perform more controlled experiments, we are now planning to change

our device fabrication method. Since the Ga-ion etching following W wires writing

inevitably causes doping of Ga ions. Since Ga ions act as disorders, resistivity of the

Co wires increase, and the coherence length of the Co wires decreases. Doped Ga ions

might bring bad effects also on ferromagnetism of the Co wire. To avoid Ga etching,

we have to suppress the spread-out of W layers. In our present fabrication conditions,

the accelelation voltage (Vacc) and the beam current (IGa) is larger than other studies

[113, 121, 122]. For example, in the work [121], they used Vacc= 30 kV and IGa= 1

pA, smaller than that in our study. Large Vacc and IGa means that a number of Ga

ions with high energy sputter W(Co)6 onto the surface of the substrate. This causes

splashing W precursor, thus extra W layers are deposited. In future studies, we will

attempt to optimize the condition of Vacc and IGa to minimize these effects.
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Chapter 7

Conclusions and future perspective

7.1 Conclusions on spin transport in superconduc-
tors

In the final chapter we briefly summarize our results and make a conclusion of our

study on spin transport in superconductors.

7.1.1 Spin injection into a superconductor with strong spin-
orbit coupling

As we have shown in Chapter 4, we have successfully demonstrated the enhanced spin

relaxation time (τsf) in a superconducting Nb. In the previous experimental studies

estimation of τsf is not consistent with each other, and some reports have shown the

suppressed τsf . One paper by Yang et al. have shown that million-times enhancement

of τsf in a superconducting Al [70]. This value, however, is much larger than that theo-

retically predicted [28]. This might be because in [70], strongly spin-polarized electrons

are forcibly injected into a superconductor, which may cause a strong reduction of the

superconducting gap than expected. We exclude these spurious effects in the previous

studies which cause underestimations or overestimations of τsf . Our study is the first

report to estimate τsf using the Usadel equation, and the conclusion of longer τsf in the

superconducting state is also of technological interest. As we have mentioned, however,

in this study we use a Nb superconductor to use the spin absorption technique and

also for future studies on the spin Hall effect. When we consider only the magnitude

of τsf , our obtained values are much shorter than that of graphene [10, 123, 124], for

example. Among superconductors, Al has much longer τsf owing to the small SOI.

Therefore to exploit enhanced τsf in the superconducting state, it might be more at-

tractive to use these materials. Graphene does not show superconductivity itself, but

it is possible to induce superconductivity via the superconducting proximity effect

[82, 125]. It is of great interest to demonstrate enhanced τsf in graphene with super-
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conducting proximity effect and attain longer τsf than that of graphene in the normal

state. As a related topic, it is theoretically proposed that the 0-π transition is pos-

sible in a superconductor/normal-metal/superconductor Josephson junctions induced

by the spin accumulation in the normal metal region [126]. On the other hand, pure

spin current generation by using superconductor/graphene/superconductor Josephson

junctions is also theoretically predicted [127]. These topics are also attractive for future

work.

7.1.2 Quasiparticle-mediated spin Hall effect in a supercon-
ductor

In Chapter 5 we have reported the enormous enhancement of the inverse spin Hall effect

(ISHE) in a superconducting NbN. An efficient spin-charge conversion via the SHE and

its inverse is an important subject in spintronics, thus the enormous enhancement of

the SHE in a superconductor demonstrates the great potential of superconductors for

an ideal spin-charge converter.

As a matter of fact, our study on the SHE in a superconducting NbN has not been

completed at all and we still have a lot of things to do. At the time of writing this

thesis, the author is struggling to establish the method to fabricate NbN nanowires

with homogeneous qualities to measure the temperature dependence of the inverse spin

Hall signal below TC. As discussed in the last part of Chapter 5, fabrication of NbN

wires by sputtering a NbN layer on top of the ZEP resist causes an inhomogeneity of

the quality of the NbN wires, which is problematic to measure the enhancement of the

ISHE in the superconducting state. To avoid this, we have changed the fabrication

process to use the Ar-ion milling in combined with the negative resist.

Relation between the spin injection current and the effective temperature at the

NbN/Cu interface has not been completely clarified. We now attribute the enhance-

ment to an effective temperature increase only, but it is difficult to explain all of the

results we obtain from the measurements based on this scenario. For future work, we

will include other effects including nonequilibrium effects relevant to superconductiv-

ity, and also construct elaborate model for estimating the temperature of electrons,

phonons and the substrate separately, accounting for the Wiedemann-Franz law for

the heat flow. As a first step toward this goal, more data on the temperature depen-

dence of the inverse spin Hall signals are necessary. Direct spin Hall effect (DSHE) in

a superconducting NbN is also intriguing, and indispensable when one considers future

technological applications. As we have shown in Chapter 6, when one flow charge

currents in a superconductor most of the currents are carried by Cooper pairs and

quasiparticles currents are rather small because total currents have to be less than the

98



critical current of the superconductor. To detect the DSHE, hence one has to inject

electrons above the superconducting gap. To do this, making a tunneling junction

between a superconductor and a normal metal probe is necessary. This is also one of

our future studies. It is also interesting to investigate if the Onsager’s reciprocity is

conserved between the DSHE and the ISHE in the superconducting state. This can

also be our future work.

7.2 Future perspectives

In the final section of this thesis, we describe several interesting topics worthy of

investigating, mainly focusing on those relevant to superconductors and spintronics.

7.2.1 Spin transport in high TC superconductors

The ultimate goal of exploring new superconducting materials is to find room-temperature

superconductors. If one can realize superconductivity at room temperature, energy

dissipation will be dramatically suppressed and energy consumption will be highly re-

duced. At present room-temperature superconductors have not been discovered yet,

superconductivity is even now achievable at much higher temperature than the liquid

nitrogen temperature 77 K. These superconductors are called ”high-TC superconduc-

tors (HTS)”. First HTS, LBCO (La-Ba-Cu-O) was discovered in 1986 by Bednorz and

Müller [128], whose TC is 35 K. Before the discovery of the LBCO, the highest TC

superconductor was NbGe3, whose TC = 23 K [129]. After this discovery, many HTSs

have been reported, whose TC exceed the BCS limit of TC ∼ 40 K and also the liquid

nitrogen temperature 77 K. Some representative examples are YBCO (YBa2Cu3O7−δ,

TC = 93 K) [130] and BSCCO (Bi2Sr2Ca2Cu3O10−δ, TC = 110 K) [131]. HTSs in-

vestigated for two decades after the first discovery by Bednorz and Müller are called

”cuprate superconductors”, because these superconductors consist of stacking layers

of CuO2. On the other hand, a new type of high-TC superconductor was discovered in

2008. It is ”iron-based layered superconductor” first reported by Kamihara et al. [132]

for La[O1−xFx]FeAs (x = 0.05-0.12). Emergence of superconductivity in iron-based

compounds is surprising because iron is a typical element for magnetism. Extensive

research on iron-based superconductors is now being carried out [133].

The research subject that I am most interested in is to integrate such HTSs into

spintronics. This is of great importance for engineering, and also highly attractive

in condensed matter physics. The first relatively easier thing to do is to detect the

SHE in HTSs. It is generally agreed that the symmetry of the energy gap of HTSs

is d-wave, thus gigantic SHE as we observe in a typical s-wave superconductor should

exhibit complex behaviors. It is also technologically promising if we can observe the
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Figure 7.1: (a): Optical image of a FeTe0.65Se0.35 thin film fabricated by the Scotch-
tape method with the thickness of 65 nm. (b): Thickness dependence of the critical
temperature for superconductivity. Samples other than that with 15 nm thickness
show superconducting transition.

gigantic SHE in HTSs. As a candidate material, iron-based HTSs might be better than

copper-based ones because of their stronger SOI [87]. For example, FeTe1−xSex might

be useful owing to the strong SOI and accessibility to thin films by the Scotch-tape

method [134].

Above we have more focused on iron-based superconductors as materials for the

spin injection, but it is also interesting to perform the spin injection into copper-based

HTSs. Spin currents are found to be a tool to probe spin fluctuations [135]. One of the

most probable pairing mechanisms of Cooper pairs in copper-based superconductors is

the antiferromagnetic spin fluctuations [136]. Therefore by injecting spin currents into

copper-based HTSs, one can probe these spin fluctuations or moreover, couple spin

currents with the spin fluctuations to manipulate them. In this regard, copper-based

superconductors are good candidates to explore the potential of spin currents to probe

and control the spin fluctuations.

To attain these goals, however, we have things to overcome. First of all, we have to

perform nanofabrication of HTSs to integrate them into our lateral devices. Combining

the FIB and Ar-ions milling is the most appropriate method to make a nanostructure

from HTSs, but it is not so easy. To avoid nanofabrication, other techniques such

as the spin pumping can be exploited to inject spin currents into HTSs. However,

large effective temperature increase and proximity to ferromagnets are problems [137].
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Atomic number, Z

Figure 7.2: Atomic SOI ζcal from [139] as a function of the atomic number Z. It does
not change monotonically with Z.

When we can overcome these technological difficulties, superconducting spintronics

will surely be more active research field.

7.2.2 Spin Hall effect in 6p metals

As shown in the previous chapters, spin-orbit interaction (SOI) plays a central role in

the spin Hall effect (SHE). Finding materials which exhibit large SHE is a key subject

in spintronics because they enable us to convert efficiently charge currents into spin

currents and vice versa. Taking into account the origin of the SHE, materials with

strong SOI are therefore the best candidates.

Magnitudes of SOI for metals are often misunderstood: it is often said that SOI

is proportional to an atomic number Z or Z4 thus heavy atoms have large SOI [138].

However, the magnitude of SOI in real materials does not change so simply. In Fig.

7.2 we show results of numerical calculations on atomic SOI (ζcal) [139]. It is easily

found that ξcal does not monotonically increase with increasing Z, and it changes in

a more complex way than that generically recognized. For example, some of the 5p

metals have stronger SOI than 5f metals. The point to note is that 6p elements (Tl,

Pb, Bi, Po, At and Rn) exhibit remarkably stronger SOI. Among them, we specifically

focuse on two materials, lead (Pb) and bismuth Bi below.

Pb has been one of the very important materials in our history and is often used in

our daily lives. It also becomes superconducting and is a type-I superconductor with

relatively higher TC = 7.2 K [98] among metals. Since Pb is expected to have strong
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Figure 7.3: Temperature dependence of the resistance of the Bi wire. At 10 K, the
resistivity ρ = 2800 µΩcm, much higher than that for high quality bulk samples.

SOI and also becomes superconducting, it can be a good candidate to observe even

larger SHE in the superconducting state than that of NbN, and we can also explore

novel effects induced from the competition between superconductivity and SOI on spin

transport properties. Bi, on the other hand, is a semimetal with unusual electronic

properties due to the highly anisotropic Fermi surface, low carrier concentrations and

the small effective mass. Since the Fermi wavelength [140] and mean free path are very

long, quantum size effects are expected [141]. Bi is also one of the candidates for the

topological insulator [142, 143, 144].

In regard to spintronics, large magnetoresistance in Bi has previously been observed

[145, 146], and recently some groups have reported the SHE in Bi [147, 148, 149].

However, the reported spin Hall angles αSH in these previous studies are even smaller

than that expected from the strong SOI of Bi. For example, Hou et al. has reported

αBi
SH = 0.019 ±0.002 at room temperature. This value is comparable to that of Pt [25].

One of the problems for small αSH in the previous studies is the quality of Bi. In

[149], for example, the resistivity ρ of Bi is ρ > 1000 µΩcm at room temperature, one

order of magnitude larger than that of the high quality bulk samples [150]. It is known

that it is difficult to fabricate high quality Bi. To evaluate the spin Hall angle of Bi

correctly, however, high quality Bi is preferable and dispensable. It is also good to

investigate the quantum size effect [151] and its effects on spin transport.

For these reasons, we have started to investigate the SHE in 6p metals Pb and Bi.

We deposit these two materials by the thermal evaporation, under the base pressure

< 10 −6 Torr. In Fig. 7.3 we show the temperature dependence of the resistance of a
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Figure 7.4: (a): NLSV signals with (blue) and without (red) the Bi middle wire at 10
K. Suppressed signal for the blue curve shows the spin absorption effect. (b): ISHE
for the Bi wire taken at 10 K.

Bi wire, whose thickness and width are 20 nm and 300 nm, respectively. At 10 K, the

resistivity ρ of the Bi wire is 2800 µΩcm, much higher than that of high quality bulk

samples.

We next measured the nonlocal spin valve (NLSV) signals and also the inverse spin

Hall effect (ISHE) using the Bi wire. Figure 7.4(a) shows the NLSV signals with and

without the Bi middle wire. The inverse spin Hall signal is shown in Fig. 7.4(b). By

using Fig. 7.4(a) and (b), we evaluate the spin Hall angle (αSH) and the spin relaxation

length (λsf) of the Bi wire. The estimated values at 10 K are αBi
SH = 12.5 % and λBi

sf

is 0.08 nm, respectively. αBi
SH is much larger than those previously reported [148, 149],

but λsf is too short.

At the time of writing this thesis, we have measured the ISHE with only one

device, because it is difficult to make a good electrical contact between the probe

and the Bi wire. This might be because of the quaility of our Bi wires. We do not

attempt to fabricate high quality Bi films. In the previous study [145, 146], they used

the electro-deposition technique to fabricate high quality Bi. To improve the quality

of Bi films, we are planning to change the deposition technique. Since the electro-

deposition is not accessible in our group, the candidates are to use the electronbeam

(EB) evaporation or sputtering. One of the reasons for high resistivity of our Bi films

is that in the thermal evaporation, Bi atoms do not acquire sufficient energy and are

immobile on the substrate. Because of the small mobility on the substrate, a Bi layer

is not densely packed [152]. Sputtering is in this sence more appropriate since it can

control the energy of deposited particles, and these particles can acquire large enegy

than the thermal evaporation. Modulating the temperature of substrates might also
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be important in the sputtering technique.

We briefly remark the future perspectives relevant to Bi and spintronics. Bi has

been a significant material in the history of condensed matter physics and there is

a growing interests in spintronics these days. Bi itself is sufficiently intriguing, but

interface effects with Bi and other materials are also attractive. Large Rashba spin-

orbit splitting at the Bi/Ag(111) interface has been reported [153], and using this

giant Rashba splitting at the Bi/Ag interface, spin-charge conversion via the Rashba-

Edelstein has been recently demonstrated [154]. Signs of the Rashba SOI are also

discussed [155, 156, 157]. This kind of interface effects is interesting, and can be one

of the candudates for future studies.

We now also attempt to fabricate devices using the other 6p metal, Pb. Our main

finding for 6pmetals in general is that it is difficult to make devices with these materials.

Pb is fragile, and Pb wires are easily crambled. Our studies on spin transport in Pb

is still ongoing and we have to struggle to make high quality Pb films because it is an

ideal material to investigate influence of the competition between superconductivity

and strong SOI on regard to spin transport.
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Appendix A

Berry phase and Berry curvature

The Berry phase and the Berry curvature are becoming important concepts to un-

derstand not only the AHE but also many novel topics in condensed matter physics

such as topological insulators or Skyrmions. In this Appendix we briefly explain the

theoretical derivation of the Berry phase and the Berry curvature [48]. We recommend

a Japanese textbook to learn the derivation of the Berry curvature [158]

The Berry phase is a phase that a quantum mechanical wave function acquires when

parameters are adiabatically changed on a closed loop. This phase is determined only

by the itinerary therefore can be regarded as a geometric phase. The Berry curvature

is derived from the concept of the Berry phase.

Assume a Hamiltonian H which depends on multiple parameters R = (R1, R2, · · · ),
namely,

H = H(R). (7.1)

We can then consider a set of eigen functions and eigen values which depend on R

H(R)|ϕn(R)⟩ = En(R)|ϕn(R)⟩. (7.2)

Below we assume that each En(R) does not degenerate.

Let us think about a time evolution of parameter R. We define |Φ(t)⟩ as an

eigenstate of H(R(t)). We start at the nth eigenvalue |ϕn(R)⟩

|Ψ(t = 0)⟩ = |ϕn(R(t = 0))⟩. (7.3)

Since parameters are changed adiabatically, the eigenstate is expected to stay in the

nth eigenstate. The time-dependent Schrödinger equation becomes

ih̄
∂

∂t
|Ψ(t)⟩ = H(R(t))|Ψ(t)⟩. (7.4)

We then assume that the state remain in the nth eigenstate and put an extra phase

dependent on t

|Ψ(t)⟩ = eiθ(t))|ϕn(R(t))⟩. (7.5)
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We substitute this term into the Schrödinger equation

h̄eiθ(t)
(
−dθ(t)

dt
|ϕn(R(t))⟩+ i

∂

∂t
|ϕn(R(t))⟩

)
= En(R(t))eiθ(t))|ϕn(R(t))⟩. (7.6)

Multiplied by ⟨ϕn(R(t))| from the left

dθ(t)

dt
= i⟨ϕn(R(t))| ∂

∂t
|ϕn(R(t))⟩ − 1

h̄
En(R(t)). (7.7)

Therefore θ(t) can be expressed as

θ(t) = −1

h̄

∫ t

0

dt′En(R(t′)) + i

∫ t

0

dt′⟨ϕnR(t′)| ∂
∂t′

|ϕn(R(t′))⟩. (7.8)

We define γ(t) as

γ(t) = i

∫ t

0

dt′⟨ϕnR(t′)| ∂
∂t′

|ϕn(R(t′))⟩, (7.9)

then |Ψ(t)⟩ is written as

|Ψ(t)⟩ = eiγ(t)e−i
∫ t
0 dt′En(R(t′)/h̄|ϕn(R(t))⟩. (7.10)

The γ(t) term is originated from the adiabatical change of R with t and called the

Berry phase.

Let us assume that at t = T parameters become the same as those at t = 0, namely,

R(T ) = R(0). In this situation γ(t) becomes

γ(T ) = i

∫ T

0

dt′⟨ϕn(R(t′))| ∂
∂t′

|ϕn(R(t′))⟩

= i

∮
C

dR · ⟨ϕn(R)| ∂
∂R

|ϕn(R)⟩

=

∮
C

dR ·An(R),

(7.11)

where

An(R) = i⟨ϕn(R)| ∂
∂R

|ϕn(R)⟩ (7.12)

is the Berry connection. The Berry phase is also described as

γ(t) =

∮
C

dR ·An(R) =

∫
S

dS ·Bn(R), (7.13)

where

Bn(R) = ∇R ×An(R) (7.14)

is the Berry curvature. Using (7.12), Bn(R) is expressed as

Bn(R) = i

⟨
∂ϕn

∂R

∣∣∣∣×∣∣∣∣∂ϕn

∂R

⟩
. (7.15)
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When we focuse on the i component of Bn(R), it is written as

Bn,i(R) = iεijk

⟨
∂ϕn

∂Rj

∣∣∣∣ ∂ϕn

∂Rk

⟩
(7.16)

= iεijk
∑
m

⟨
∂ϕn

∂Rj

∣∣∣∣ϕm

⟩⟨
ϕm

∣∣∣∣ ∂ϕn

∂Rk

⟩
, (7.17)

where εijk is the Einstein notation. Since |ϕn⟩ is normalized, ⟨ϕn|ϕn⟩ = 1. By taking

the derivative to Rk for each hand, we find that⟨
∂ϕn

∂Rk

∣∣∣∣ϕn

⟩
= −

⟨
ϕn

∣∣∣∣ ∂ϕn

∂Rk

⟩
. (7.18)

Thus for m = n, (7.17) is zero. When m ̸= n, by taking the derivative of H|ϕn⟩ =

En|ϕn⟩ to Rk,
∂H
∂Rk

|ϕn⟩+H
∣∣∣∣ ∂ϕn

∂Rk

⟩
=
∂En

∂Rk

|ϕn⟩+ En

∣∣∣∣ ∂ϕn

∂Rk

⟩
. (7.19)

Multiplied by ⟨ϕm| for m ̸= n,⟨
ϕm

∣∣∣∣ ∂ϕn

∂Rk

⟩
=

1

En − Em

⟨
ϕm

∣∣∣∣ ∂H∂Rk

∣∣∣∣ϕn

⟩
. (7.20)

Similarly, ⟨
∂ϕn

∂Rj

∣∣∣∣ϕm

⟩
=

1

En − Em

⟨
ϕn

∣∣∣∣ ∂H∂Rj

∣∣∣∣ϕm

⟩
. (7.21)

Substituting these equations into (7.17), we obtain

Bn,i(R) = iεijk
∑
m̸=n

⟨ϕn| ∂H∂Rj
|ϕm⟩⟨ϕm| ∂H∂Rk

|ϕn⟩
(En − Em)2

. (7.22)

In the equation (7.22) we can easily find that when the nth band is in proximity to the

mth band, the Berry curvature Bn(R) becomes large. The effect of this large Berry

curvature close to the band crossing point is extensively studied in many reports and

proposed as a dominant mechanism for the anomalous Hall effect [159, 160].
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Appendix B

Green’s function method to describe superconduc-
tivity

In this appendix we briefly review how to express superconductivity with the Green’s

functions. We can calculate various physical quantities by using the Green’s functions,

and here we introduce the fundamental equations of motion for the Green’s function

necessary for calculations on superconductivity. To write this appendix we refer to the

famous textbook by Abrikosov, Gor’kov and Dzyaloshinski [161] and lecture notes by

Dr. Nagai [162].

Gor’kov equation

Using the field operator, we can write the BCS Hamiltonian as

Ĥ =

∫
ψ†(r)h(r)ψ(r)d3r+

1

2

∫ ∫
ψ†
α(r)ψ

†
β(r

′)v(r− r′)ψβ(r
′)ψα(r)d

3rd3r′. (7.23)

In the BCS theory, the potential v(r− r′) is assumed as v(r− r′) = gδ(r− r′), where

g ≤ 0 is a constant and δ(r) is the delta function. Therefore,

ĤBCS =

∫
ψ†(r)h(r)ψ(r)d3r+

1

2
g

∫
ψ†
α(r)ψ

†
β(r)ψβ(r)ψα(r)d

3r. (7.24)

For a generic potential v = v(r− r′), the equation of motionm of the Green’s function

is expressed as[
∂

∂τ
− (h(r)− µ)

]
Gαβ(x, x

′) = δαβδ
(4)−

∫
d3r′v(r− r′)⟨Tτ [ψ†

γ(r
′, τ)ψγ(r

′, τ)ψα(x)ψ
†
β(x

′)]⟩.

(7.25)

Assuming v(r− r′) = gδ(r− r′) and substituting h(r) = −∇2

2m
, then[

− ∂

∂τ
+

∇2

2m
+ µ

]
Gαβ(x, x

′) = δαβδ
(4)(x− x′)− g⟨Tτ [ψ†

γ(r, τ)ψγ(r, τ)ψα(x)ψ
†
β(x

′)]⟩.

(7.26)
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The second term in the rhs is the two-body Green’s funtion, and we approximate it

with the signle body Green’s function using the Wick’s theorem;

⟨Tτ [ψ†
γ(r, τ)ψγ(r, τ)ψα(x)ψ

†
β(x

′)]⟩

= −⟨Tτ [ψγ(r, τ)ψ
†
γ(r, τ)]⟩⟨Tτ [ψα(x)ψ

†
β(x

′)]⟩

+ ⟨Tτ [ψα(r, τ)ψ
†
γ(r, τ)]⟩⟨Tτ [ψγ(x)ψ

†
β(x

′)]⟩

− ⟨Tτ [ψα(r, τ)ψγ(r, τ)]⟩⟨Tτ [ψ†
γ(x)ψ

†
β(x

′)]⟩

= −Gγγ(x, x)Gαβ(x, x
′)

+Gαγ(x, x)Gγβ(x, x
′)

− ⟨Tτ [ψα(r, τ)ψγ(r, τ)]⟩⟨Tτ [ψ†
γ(x)ψ

†
β(x

′)]⟩.

(7.27)

In (7.27), Gγγ(x, x) and Gαγ(x, x) are the self-energy terms. We neglect the first and

the second terms and reexpress third term as

− lim
ϵ→+0

⟨Tτ [ψα(r, τ + ϵ)ψγ(r, τ − ϵ)]⟩⟨Tτ [ψ†
γ(x)ψ

†
β(x

′)]⟩

= − lim
ϵ→+0

⟨ψα(r, τ + ϵ)ψγ(r, τ − ϵ)⟩⟨Tτ [ψ†
γ(x)ψ

†
β(x

′)]⟩

= −⟨ψα(r, τ)ψγ(r, τ)⟩⟨Tτ [ψ†
γ(x)ψ

†
β(x

′)]⟩.

(7.28)

We can define ⟨ψα(r, τ)ψγ(r, τ)⟩ as the order parameter;

∆αβ = g⟨ψα(r, τ)ψβ(r, τ)⟩, (7.29)

and the anomalous Green’s function is defined as

Fαβ(x, x
′) ≡ ⟨Tτ [ψα(x)ψβ(x

′)]⟩ (7.30)

F †
αβ(x, x

′) ≡ ⟨Tτ [ψ†
α(x)ψ

†
β(x

′)]⟩. (7.31)

Using the above equations, (7.26) becomes[
− ∂

∂τ
+

∇2

2m
+ µ

]
Gαβ(x, x

′) + ∆αγ(x)F
†
γβ(x, x

′) = δαβδ
(4)(x− x′). (7.32)

To derive an equation for F †
αβ(x, x

′), we can easily find the relation

∂

∂τ
F †
αβ(x, x

′) = −⟨Tτ [[K,ψ†(x)]ψ†(x′)]⟩. (7.33)

From the Heisenberg’s equation of motion, we can also find

−[K,ψ†(r)] = (h(r)− µ)ψ†(r, t) +

∫
ψ†(r′, t)v(r− r′)ψ(r′, t)d3r′ψ†(r, t) (7.34)
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From (7.33) and (7.34), we can obtain[
∂

∂τ
+

∇2

2m
+ µ

]
F †
αβ(x, x

′) = −g⟨Tτ [ψ†
γ(r, τ)ψγ(r, τ)ψ

†
α(x)ψ

†
β(x)]⟩. (7.35)

Using the same approximation as for G, (7.35) is[
∂

∂τ
+

∇2

2m
+ µ

]
F †
αβ(x, x

′)−∆∗
αγ(x)Gγβ(x, x

′) = 0. (7.36)

From (7.32) and (7.36), the Gor’kov equation is(
− ∂

∂τ
+ ∇2

2m
+ µ −∆(x)

∆∗(x) ∂
∂τ

+ ∇2

2m
+ µ

)(
G(x, x′) F (x, x′)

−F †(x, x′) G(x, x′)

)
= δ(x− x′)I (7.37)

Quasiclassical approximation

In the last section we have derived the Gor’kov equation. The Gor’kov equation is easy

to solve when the Green’s function is relatively spatially homogeneous and without a

magnetic field. However, when it is inhomogeneous spatially, analytical solutions for

the Gor’kov equation are difficult to derive.

Let us represent a mean value of a physical quantity Q, which becomes

⟨Q⟩ =
∫ ∫

d3r1d
3r2δ(r1 − r2)q(r1) lim

τ ′→τ
G(r1, r2; τ) (7.38)

We perform the Fourier transformation to the frequancy space and also to the momen-

tum space, namely,

⟨Q⟩ = 1

β
lim
τ→0+

∑
n

∫
d3r1d

3r2
d3p1

(2π)3
d3p2

(2π)3
q(r1)δ(r1 − r2)e

ip1·r1e−ip2·r2e−iωnτG(p1,p2; iωn)

=
1

β

∑
n

∫
d3r1d

3r2
d3p1

(2π)3
d3p2

(2π)3
q(r1)δ(r1 − r2)e

i 1
2
(p1+p2)·(r1−r2)ei

1
2
(p1−p2)·(r1+r2)

G(p1,p2; iωn)

=
1

β

∑
n

∫
d3Rd3rq(R+ r/2)

d3p

(2π)3
d3k

(2π)3
G(p,k; iωn)e

ip·reik·Rδ(r),

(7.39)

where p1 = p+ k/2, p2 = p− k/2, r1 = R+ r/2, r2 = R− r/2.

We note that variation of the Green’s function on p is much stronger than that

of other integrands. The heart of the quasiclassical approximation is to neglect the

|p| dependence of the integrands other than the Green’s function and assume that

they depende only on the solid angle of p, Ωp. Based on this approximation, we can

approximate as
d3p

(2π3)
=

p2F
(2π)3vF

dξpdΩp. (7.40)
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In the equation above we also used the assumptions that for ∆ ≪ EF, the Fermi

surface is approximately a sphere and that due to the gap anomaly, the states close to

the Fermi energy is dominant for the integrands. We can finaly obtain

⟨Q⟩ = p2F
β(2π)3vF

∑
n

∫
d3Rq(R)

d3k

(2π)3

∫
dΩpe

ik·R
∫
dξpG(p,k; iωn). (7.41)

Eilenberger equation

The Eilenberger equation is the equation for the quasiclassical Green’s functions. We

first define the semiclassical anomalous Green’s functions as∮
EF

dξp
πi

F (p+,p−; iωn) ≡ f(p̂,k; iωn), (7.42)

∮
EF

dξp
πi

F †(p+,p−; iωn) ≡ f †(p̂,k; iωn), (7.43)

where p̂ is parallen to r. We note that the anomalous semiclassical Green’s functions

have finite values only in the superconducting state. The normal Green’s function, on

the other hand, ∮
dξp
πi

G(p+,p−; iωn) ≡ g(p̂,k; iωn) (7.44)

has a finite value both in the normal state and in the superconducting state and the

integral becomes divergent. This problem can be solved by dividing G into two parts,

one in the normal state and that in the superconducting state. We do not specify the

details of this point further. We define the matrix reprentation of the semiclassical

Green’s function as

ǧ(p̂,k; iωn) =

(
g(p̂,k; iωn) f(p̂,k; iωn)
f †(p̂,k; iωn) g(p̂,k; iωn),

)
(7.45)

where g is the complex condugate of g. Using its Fourier transformation, we can obtain

the Eilenberger equation:

−vF ·∇ǧ(p̂, r; iωn) =

[(
iωn +

e
c
vF ·A(r) −∆(p̂, r)

∆(p̂, r)∗ −iωn − e
c
vF ·A(r)

)
, ǧ(p̂, r; iωn)

]
, (7.46)

where

∇ ·A(r) = 0 (7.47)

for the vector potential A(r).

Usadel equation

Usadel equation is the dirty limit of the Eilenberger equation, which we have introduced

above. The dirty limit is chacterized as le ≪ ξ0 where le is the mean free path and ξ0
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is the coherence length at T = 0. In the dirty limit, the Green’s function should be

spatially homogeneous and independent of the wave vector. Thus we express ǧ as

ǧ(r,kF) = ǧ0(r) + vF · ǧ1(r), (7.48)

where the first term is isotropic and the second term expresses the deviation from it.

In this regime, because of the strong impurity scattering, only s-wave symmetry is

allowed for the pair potential. By substituting (7.48) into the Eilenberger equation

(7.46) and taking an average of the Eilenberger equation over the Fermi surface, we

can obtain the Usadel equation.
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