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ABSTRACT

In many areas, many formulae which contain fractional derivatives and integrals have
been proposed. Fractional calculus is the field which treats non-integer order calculus.
This fractional calculus is an extended version of integer order calculus, and fractional
calculus has the potential to be utilized in fields which employ integer order calculus.
Actually, fractional calculus is applied to many models which cannot be represented by
integer order calculus, for example, viscosity model, diffusion process, control system,
finance and fractal. This thesis contributes to mainly two models. One is the simulation
of diffusion process which is formulated by using fractional partial differential equations.
This fractional diffusion process appears in the diffusion phenomenon of radioactive ma-
terials, and fractional calculus is used in the prediction of diffusion of materials which
is spilt from Fukushima nuclear power plant. Therefore, there is a need to develop high
accurate numerical computational method to predict where radioactive materials spread
with highly accuracy. The other model is the simulation of control systems. Control sys-
tems include robotics and electronic systems, and fractional calculus enables simulations
of those systems which perform a behavior which integer order calculus cannot simulate.
Hence, by having accurate method, simulations of control systems using fractional cal-
culus can be done precisely and many control systems will utilize fractional calculus for
more appropriate modeling.

For fractional partial differential equations, the finite difference method which seems
to be first order accuracy has been proposed by Mark M. Meerschaert and Charles Tad-
jeran, but the accuracy of the method has not been proven. They also have proposed a
second order accuracy method, but that method means the extrapolation of a first or-
der accuracy finite difference method and does not employ computational method with
second order accuracy formula. For fractional ordinary differential equations, explicit
computational method which applies the predictor corrector method has been proposed
by Kai Diethelm. However, the global accuracy of this method is less than second order
accuracy, and the local accuracy around initial point is lower than the local accuracy
around terminal point. In addition to explicit computational method, implicit computa-
tional method using Gaussian quadrature has been proposed by Seyadahmad Beheshti,
Hassan Khosravian-Arab and Iman Zare, but that method assumes that solution function
must be represented with nondifferentiable function at an initial point. This assumption
does not include the solution function which is represented with differentiable functions,
and the accuracy for differentiable function is not guaranteed.

In this thesis, the author discusses the both of partial differential and ordinary dif-
ferential, and proposes highly accurate numerical computational methods for parabolic
fractional partial differential equations and fractional ordinary differential equations.

Firstly, the author proposes a second order accuracy finite difference method for one
dimensional parabolic fractional partial differential equations, and analyzes its accuracy
and stability. The author shows that the stability of the proposed finite difference meth-
ods depends on some parameters which are coefficients appeared in the scheme, and
proves the condition of stability by using Gerschgorin’s theorem. Next, the author repre-
sents the accuracy of the proposed finite difference method is conditionally second order
accuracy, and if the analytical solution function is not differentiable on boundaries, the
accuracy around boundaries decays. In addition, this thesis discusses how much accuracy
will be lost depending on the analytical solution. The author also develops numerical so-
lutions in the form of polynomial expansion for homogeneous parabolic fractional partial
differential equations to investigate the stability in more detail and to find whether the
analytical solution function has a property which is the condition of accuracy decaying.

Secondly, the author proposes two new numerical computational methods for frac-
tional ordinary differential equations. One is a high accuracy explicit difference method
with predictor-corrector schemes. The accuracy of this method is third order accuracy
and higher than the existing methods. The other computational method is an implicit
method using Gaussian quadrature and Lagrange polynomials. Since the proposed im-
plicit method assumes the solution functions consist of polynomials and can be expanded
to a series around the initial point, this method can compute such differential equations
with a few nodes more accurately than existing methods.



Experimental results indicate the proposed second order accuracy finite difference
method for fractional partial differential equations is actually second order accuracy and
conditionally stable, and the author observes the condition to cause the accuracy decay-
ing from the numerical experiments. In addition, by developing the numerical solutions
in the form of polynomial expansion for homogeneous fractional partial differential equa-
tions, it is observed that the solution cannot be expressed with Fourier series, and the
analytical solution function satisfies the condition of the accuracy decaying. Experimen-
tal results also represent that proposed explicit computational methods for fractional
ordinary differential equations have higher accuracy than the existing method proposed
by Kai Diethelm. For implicit computational method, the author observes that the pro-
posed method is higher accuracy with a few nodes than the existing method proposed by
Seyadahmad Beheshti, Hassan Khosravian-Arab and Iman Zare if the analytical solution
can be represented with polynomials.
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Chapter 1

Introduction

Calculus has a long history. Newton and Leibniz developed it in 17th century,
and since then calculus is widely used in many fields. Fractional calculus also has
a history, but it is a comparatively new field especially in computer science. It
is said that Abel is the first person who introduces the idea of fractional calcu-
lus, and fractional calculus has firstly appeared in the following Abel’s integral
equation,

€T
fw) = [ 2y,
a VT —Y
where f is a known function and ¢ is an unknown function. In this equation,
x and a denote the height of a starting point and a terminal point respectively,
and f(x) is the time that an object slips down from x to a without friction or
air resistance. The function ¢ is the shape of the slope, and this problem means,
given the time which an object slips down on a slope, what shape is the slope.
This problem is also an application of fractional calculus, and the integral of this
equation is 0.5 order integral. Since this discovery by Abel, many applications of
fractional calculus have been proposed.

Because fractional calculus is the extended version of integer order calculus,
there is a potential to be utilized in the area which utilizes integer order cal-
culus. Actually, after Abel’s research, fractional calculus is applied to various
models which it is difficult to represent by using integer order calculus, for exam-
ple, diffusion process, finance, control system, viscosity model, image processing,
Schrédinger equations, chaos system and fractal.

In this thesis, the author mainly contributes to two applications. One is dif-
fusion process which is represented with fractional partial differential equations.
This diffusion process appears in the phenomenon which the radioactive materials
spread in the air or soil, and the fractional calculus is also used for the predic-
tion of diffusion of radioactive materials which is spilt from Fukushima nuclear
power plant. This thesis contributes to high accuracy prediction by developing
high accuracy and high stability finite difference methods for fractional partial
differential equations. Actually, Y. Hatano made simulations for the diffusion
phenomena of Cs-137 produced by the nuclear meltdown at Chernobyl by using
the author’s proposed finite difference method. As related works, R. Metzler and
J. Klafter have proposed the fractional dynamics to anomalous diffusion based
on fractional calculus[42, 43]. E. Barkai, R. Metzler and J. Klafter have shown
the fractional Fokker-Plank equations describing anomalous diffusion[41, 3]. The
relation between fractional diffusion and Levy stable process has been discussed
by B.J. West, P. Grigolini, R. Metzler and T.F. Nonnenmacher[62, 9]. Fractional
diffusion is also related to porous medium equation[l1]. As an application of



fractional diffusion, finance has been also proposed[52, 34]. The price dynamics
is represented with a random walk. Finance model using fractional calculus is
based on continuous-time random walk and Levy flight models.

This thesis also contributes to the simulation of control systems. The control
system is used in robotics or electronic systems, and requires fractional calculus
to simulate more various behavior and to deal with various situations than using
only integer order calculus[73, 31, 10, 50, 51]. For fractional order control sys-
tems, L. Dorcak has proposed the simulation methods by approximations using
integer order control systems[18]. X. Cai and F. Liu have proposed the numerical
simulation methods using difference methods[6]. To the simulation of fractional
order controller, this thesis contribute by developing high accuracy numerical
computational methods for fractional ordinary differential equation. Given high
accuracy numerical methods, many controllers employ fractional order control
systems, and more optimal modeling will be done for every systems.

Viscosity models are based on Maxwell material using springs and dashpots[35,
61]. The reason why viscosity models employ fractional calculus is fractional dif-
ferentiation depends on the past information unlike integer order differentiation.
Integer order differentiation has only the local meaning, but in fractional differ-
entiation the present condition is influenced by the past condition. This property
expresses well the behavior of viscosity models. In viscosity models, fractional
calculus is widely used, and numerical computational methods have been pro-
posed by H. Nasuno and N. Shimizu[74, 75]. W. Zhang and N. Shimizu also
have proposed the numerical algorithm for viscosity models[64]. The research of
viscosity models are used in the development of dampers or impact absorbers.

In image processing, some studies employ fractional calculus. J. Uozumi and
H. Izumi have used fractional differentiation to emphasize the edge of images[71].
R. Marazzato and A.C. Sparavigna also have proposed the tool for astronomical
image analysis[37]. Fractional differentiation enable detection of edges and faint
objects, so this property is useful for observation of the image about galaxy.

Fractional calculus is utilized also in Schrédinger equations. N. Laskin has
mentioned fractional quantum mechanics derived from the fractality of the Levy
flight, and this is related to fractional Schrédinger equations[24, 26, 25]. M.
Naber has proposed time fractional Schrédinger equation by applying the non-
locality of fractional differentiation[47]. Not only time fractional but also both
space and time fractional Schrédinger equation also has been proposed[60, 19, 17].
Fractional Hamiltonian also has been proposed by S.I. Muslih, D. Baleanu and E.
Rabei[46]. In addition, S.I. Muslih, O.P. Agrawal and D. Baleanu have suggested
the solution of fractional Schrodinger equations in the form of Mittag-Lefler
function[45]. D. Baleanu, Alireza K. Golmankhaneh and Ali K. Golmankhaneh
have proposed the solution in the form of rapidly convergent infinite series[2].

Fractional calculus also appears in chaos systems and fractal. H. Takayasu has
discussed the connection between fractional differentiation and fractal[72]. In his
book, he pointed out that the fractional Brownian motion which B.B Mandelbrot
and J. W. Van Ness have proposed[36] is related with fractional differentiation.

As mentioned above, recently various application of fractional calculus are
proposed in many fields. Then, what is fractional calculus? Fractional calculus
has some definitions, and every definition is an extended version of integer or-
der calculus. Some definitions extends the calculus order to a complex number.
The following Riemann-Liouville definition is the most widely used in fractional



calculus,
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There are three significant properties of this definition of fractional calculus com-
paring to integer order calculus. One is the singularity of the integral kernel. Sec-
ond property is that fractional differentiation also needs an interval like integral.
This character means that fractional differentiation is not local phenomenon, and
the calculation of fractional derivative needs the past information. This property
fits the property of viscosity models. Third property is to give a singularity to a
differentiated function. These three properties make the numerical computation
of fractional calculus difficult. Therefore, because of these difficulties, a few re-
search of fractional calculus has been done in the field of numerical computational
methods comparing to integer order calculus.

The computation of fractional differential and integral is more difficult than
that of integer order calculus. However, it is not impossible to calculate numer-
ically. For fractional differentiation and integration, K.B. Oldham has proposed
the difference method with seemingly second order accuracy[49]. This method
is based on Grunwald-Letnikov definition, but the author has proved its accu-
racy can be lower than the second order accuracy in his master thesis[57]. In
addition, the author develops second order and fourth order accuracy difference
methods and proves the accuracy of those methods and first order accuracy differ-
ence method in his master thesis. These high accuracy finite difference methods
are employed also in this thesis, so the author introduce the outline of those
methods in Chapter 4. In addition to finite difference formula, T. Okayama
and S. Murashige have proposed a numerical computational method using au-
tomatic differentiation and double exponential formula[69]. However, there is a
few paper about the numerical computational methods for fractional differentia-
tion and integration. Because, the idea of fractional calculus comes from mainly
applications or engineering fields, not mathematical or computational science.
Therefore, there are more papers about the numerical computational methods
for fractional differential equations which are near to applications than fractional
differentiation and integration.

For space-fractional partial differential equations, M.M Meerschaert and C.
Tadjeran have proposed finite difference methods[39, 40, 38, 56]. They have
proposed first order accuracy finite difference methods, but the accuracy of the
method has not been proved. In addition, they also propose the second order
accuracy finite difference method. This method does not employ second order
accuracy difference formula, but improves the accuracy by using extrapolation
methods. Y. Zhang also has proposed a finite difference method, and analyzes the
stability and convergence of his method[65]. E. Sousa has analyzed the stability of
finite difference methods by using Von Neumann stability analysis[54]. Stability
conditions of finite difference methods have been also discussed by R. Scherer, S.L.
Kalla, L. Boyadjiev and B. Al-Saqabi[53]. As another numerical solving method,
matrix transform method has been proposed by M. Ilic, F. Liu, I. Turner and
V. Anh[21, 22]. This method is based on Fourier expansion, and is compared
with finite difference method[63, 23]. In addition to space-fractional differential
equations, time-fractional differential equations have been studied[20, 29]. Those
papers treats the analytical solutions, but P. Zhuang and F. Liu have proposed fi-
nite difference methods for time-fractional differential equations[67]. D.A. Murio




also has proposed a finite difference method and shows that his method is first or-
der accuracy[44]. Y. Lin and C. Xu have proposed scheme using spectral method
in space and finite difference formula in time with O(h?~%) where « is fractional
calculus order[28]. Here, numerical solving methods for fractional partial differ-
ential equations are introduced, but the analytical solution is also discussed. O.P.
Agrawal has expressed the analytical solution in bounded domain by using sine
function and Mittag-Leffler function[1]. In contrast, F. Mainardi has considered
the analytical solution in unbounded domain[32, 33]. The analytical solution in
infinite domain is introduced mainly by Laplase transform and Green function.

For fractional ordinary differential equations, various numerical solving meth-
ods are proposed. As explicit numerical computational methods, predictor cor-
rector method has been proposed by K. Diethelm, N.J. Ford, A.D. Freed and Y.
Luchko([13, 14, 15, 12]. This method is stable for various conditions, but the ac-
curacy is less than second order accuracy. To improve the accuracy, the method
using Gauss-Jacobi quadrature has been proposed by L. Zhao and W. Deng[66].
Another numerical solving method is linear multi-step method. C. Lubich has in-
troduced linear multi-step methods to Volterra integral equations[30], which can
be used also for fractional ordinary differential equations. R. Lin and F. Liu also
have proposed linear multi-step methods and have analyzed their stability[27].
For fractional ordinary differential equations, implicit numerical computational
methods have been also proposed. S. Beheshti, H. Khosravian-Arab and 1. Zare
propose an implicit method using Jacobi polynomial which is a kind of orthogonal
polynomials[4]. This method assumes that the analytical solution is represented
by non-differentiable function around an initial point. Because of that, the accu-
racy for a differentiable function is not better than other methods. T. Okayama
has proposed the method using double exponential transform|[48]. However, this
method assumes only linear equations and does not consider the case of non-linear
equations. Moreover, the experimental results of this method are not shown.

In this thesis, the author discusses fractional partial and ordinary differen-
tial equations, and proposes high accuracy numerical computational methods for
those two equations.

Firstly, the author proposes second order accuracy finite difference methods
for one-dimensional and two-dimensional fractional partial differential equations,
and analyzes the accuracy and stability. The proposed finite difference methods
have a parameter in the schemes, and it is proved that the stability depends on
the value of the parameter. In addition, the author proves the optimal value of
the parameter. The stability analysis of the proposed scheme is done by using
Gerschgorin’s theorem. Therefore, proposed schemes do not impose any assump-
tion to the analytical solution of fractional partial differential equations like Von
Neumann stability analysis. Next, the author shows that the proposed finite dif-
ference methods have second order accuracy, and if the analytical solution can
be expanded with low degree polynomials around boundaries, the accuracy will
decay. The author also shows this accuracy decaying is caused by the approxima-
tions to fractional differential with one point difference formula. In addition, the
author discusses how much the accuracy will be lost depending the analytical so-
lution, and shows how the accuracy decaying occurs with some examples. Lastly,
the author develops the numerical solutions in the form of polynomial expansion
for homogeneous parabolic fractional partial differential equations to investigate
what shape the analytical solution is and how much the accuracy decaying hap-
pens. Moreover, the author shows that the analytical solution for homogeneous
parabolic fractional partial differential equations also can be expanded with or-
thogonal functions as the analytical solution for integer order partial differential



equations are expanded with sine and cosine functions in Fourier expansion.

For fractional ordinary differential equations, the author proposes new high
accuracy explicit numerical methods like Runge-Kutta methods. This proposed
methods are higher accuracy than existing numerical computational methods,
and can calculate with any order accuracy by approximating high degree terms.
Moreover, the author analyzes the stability of these methods. In addition to
explicit methods, the author also proposes an implicit numerical computational
method using Lagrange polynomials, and try experiments of a method using
double exponential transform. The method using double exponential transform
has higher accuracy than any existing methods with the same number of dis-
cretized points, and the method using Lagrange polynomials employs Gauss-
Jacobi quadrature and computes high accuracy with a few number of discretized
points for the analytical solution which is represented with low degree polynomi-
als.

The organization of this thesis is as follows. This thesis states preliminaries
after introduction. In Chapter 2, definitions of fractional calculus are introduced
and some properties of fractional calculus are shown with examples. Addition-
ally, the author develops the fractional partial differential equations from Levy
flight model. Also in preliminary, the author establishes the problems which this
thesis treats. In Chapter 3 about related work, the author introduces six studies
relating to this thesis. Six studies are explained in detail in order to compare to
the author’s research. In Chapter 4, our proposed difference formulae for frac-
tional differentiation and integration are explained with examples and numerical
experiments. In Chapter 5, finite difference methods for fractional partial dif-
ferential equations are discussed. This chapter includes the explanation how to
apply difference formulae to finite difference methods, and the stability analysis
is also represented in this chapter. Next, the numerical solutions in the form of
polynomial expansion are introduced. In this Chapter 6, the author suggests new
numerical computational methods for homogeneous parabolic fractional partial
differential equations by using fractional sine and cosine. Chapter 7 treats numer-
ical computational methods for fractional ordinary differential equations. This
chapter includes both the explicit and the implicit methods. In the last chapter
of conclusion, the author summarizes his research, and discusses the future tasks.



Chapter 2

Preliminary

2.1 Gamma function and some properties

Gamma function is an extension of factorial. Fractional calculus utilizes this
property to connect integer to fractional number. Gamma function is defined by

F(x):/ t* e tdt,
0

Gamma function has three significant properties for fractional calculus and for
this thesis. First property is given by

INz)=(x—1)I'(x—1).

From this property, the factorial of integer is computed. Second property is the
summation of ratios of gamma functions, which is given by

~TG-9 1TV -g)
2 T(j+1) ¢ I(N)

J

where ¢ is an arbitrary real number. This expression is used in order to compute
the accuracy order of our proposed methods. One of the definitions of fractional
calculus contains this summation of ratios of gamma functions, so this appears
often in the expressions about fractional calculus. Third property is asymptotic
expansion of gamma functions[58]. For N — oo, this is given by

F(I{\(fj\—])Q) _ N- [1+q(q2;\r[1) q(q+1)(g4J]rV22)(3q+1)
¢*(q+1)*(g +2)(g +3) 1
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where ¢, o and B are arbitrary real numbers. By using this property, we can
exchange the exponent number and a ratio of gamma functions for the limit
N — oo. Therefore, these expressions also often appear in the proof about our
proposed formulae.

2.2 Definition of fractional calculus

Fractional differentiation and integration have several definitions, and this section
introduces definitions which are used in this thesis. Let ¢ be the differential and



integral order. The fractional calculus operator means differential for ¢ > 0 and
integral for ¢ < 0. In addition, ¢ = 0 means identity transform. Then, the
fractional integral operator is defined as

1 r U
P =g [ ot 1<0

where a is a constant. However, fractional differential is defined with two ways.
The most general definition is the following Riemann-Liouville definition which
is also introduced in Chapter 1,
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Note that R in the above expression is the initial of Riemann-Liouville. This def-
inition indicates that the numerical computation methods of fractional calculus
are more difficult than that of integer order calculus. There are three properties
about this definition different from integer order calculus. One is singularity of
integral kernel. Because of the singularity, the kernel diverges at an end point of
integral. This singularity makes it impossible that we use the same methods to
that of integer order calculus to calculate integration. In integer order calculus,
the rectangular rule or the trapezoidal rule are used, but those methods cannot
calculate fractional integral accurately. Second property is that fractional differ-
entiation is defined as an operator on an interval like integral. This means the
past information and states affect the present states, and this property is utilized
in the simulation of viscosity models. Third property is that the differentiated
and integrated function get a singularity by fractional calculus. If fractional
differential or integral is applied to the function which is continuous and differen-
tiable, that function is changed to the function having a non-differentiable point.
Actually, by applying fractional differential to a constant function f(z) = C, we
have

Rivg B d [q] 1 z C
e = &) e [ e
B d} [l 1 C(x —a)ldl—a
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As we see, the differentiated function has a singularity at the initial point z = a.
This property makes us to treat not only polynomials but real number degree
functions like f(xz) = (x — a)P where p is arbitrary real number.

Next definition is the following Caputo definition as

1 x f(M)(u)
SDif(x) = (T /a (@ = w)treTa du,q > 0.

Note that the C in the above expression denotes that this operator is Caputo
definition. Caputo definition is defined as operating fractional integral after
integer order differential. The difference between Riemann-Liouville definition
and Caputo definition appears for the function f(x) = C. That is, BDEC =
C(z —a)"9/T(1 — q) and $DEC = 0. However, Caputo definition also gives a



singularity to a function, for example, f(z) = (z — a)P for p > ¢. From these
defintions, we have convenient formulae as

EDif(z) = DI DI (),
(Dif(a) = DI DI f ().

This means that Riemann-Liouville definition and Caputo definition are given by
exchanging the order of calculus, and the properties of these two definitions are
really alike. The integrals included in these two definitions are integrated from
left to right in x axis, but there are definitions which integrate from right to left.
This left side fractional integral is defined as

b u
Dife) = i | 1 A

u— z)ltd
Moreover, left side fractional differentials are also defined as
2Djf() = DD ()
CD{f(z) = LDi ' DI f(z)

These left side operators are also utilized in applications, and especially fractional
partial differential equations which are introduced later in this thesis employ these
operators. Last definition is Grunwald-Letnikov definition as

N-1

CDLf(e) = Jim s S
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where h = (z—a)/N. Note that G in the above expression denotes this operator is
Grunwald-Letnikov definition. This definition has the same form between integral
and differential, and expresses both fractional integral and differential in one
formula. This definition is given by the generalization of the definition of integer
order derivative. Actually, first, second and n-th order derivatives are defined as

Fo) = g [T
Py =y L2012
f(x) =3f(x —h)+3f(x —2h) — f(x — 3h)
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Here, we put h = (z — a)/N. Because the values of I'(j — n)/ (I'(—n)I'(j + 1))
equal to 0 for j < n 4+ 1, we have

flz—=jh).
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By generalizing n to real number ¢, the above formula equals to Grunwald-
Letnikov defitnition. In addition, K.B. Oldham has been proved that Grunwald-
Letnikov definition and Riemann-Liouville definition are the same[49]. Left side
Grunwald-Letnikov definition is defined as

“ R AT —9) .
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where h = (b—x)/N.

2.3 The basic properties of fractional calculus

This section explains basic properties of fractional calculus. Firstly, the author
shows the fractional derivative of exponentiation functions. By Riemann-Liouville
definition, power functions are differentiated as

Bpﬂx_@pz[d]mlw =

d.’E |Vq—| —q T — u)1+q_ ’Vq—l ’

where p > —1. By applying changing variables for v = (u — a)/(z — a), we have

q 174l 1 /1 P(z — a)?
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This integral is a beta function, and it holds
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Therefore, we have

F'(p+1)
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This formula holds for fractional integral ¢ < 0 in the same way. In addition, the
derivative to f(z) = (z — a)?9~! becomes 0 as

Rpi(z —a)t =0.

Therefore, the following function is identity to fractional derivatives ng,
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Next, let us consider the fractional integral operator _.,Dj for ¢ < 0. By operat-
ing this fractional integral to an exponential function, we find the common point
to integer order calculus as

1 €T eau
oo D1e = du.
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By applying changing variables v = x — u, we have

1 o0 eax—a’u
= / du.
I(—q) Jo vlte

This is Laplase transform, and it holds

e T(g
I'(—q) a9
= qle%.

In the same way, it holds for fractional derivative, and f(z) = e” is the identity
function to the fractional calculus operator ®_ D% and € _D$ for arbitrary q.
This result indicates that the continuity of fractional calculus and integer order



calculus for exponential functions, and the effectivity of functional transform for
fractional calculus operator. In fact, Fourier transform and Mellin transform are
used to analyze fractional calculus. Lastly, we check the additivity of fractional
calculus operator. Generally, it does not hold the additivity,

Db GDif(x) # SDPHf(x),
C C C
oD% Dif(x) # (DPHif(x)
for some f(x) and p,q > 0. For example, the additivity does not hold for the
function f(z) = 97! in first formula, and does not hold for the function f(z) =1
in second formula. This property is also big difference from integer order calculus.
Lastly, the author shows two important rules. One is the additivity of frac-

tional integral. As mentioned above, the additivity for fractional derivative does
not hold in general, but the additivity for fractional integral holds.

Theorem 2.3.1 For arbitrary negative real numbers p,q < 0, it holds
P oDLf(x) = DY f ().

Next, the author shows the exchange rule between Riemann-Liouvillde definition
and Caputo definition.

Theorem 2.3.2 For an arbitrary real number ¢ > 0, it holds
f[q]-1
LR Ty (@ = @1+ DS ).
Proof
By applying integration by parts, we have
aDLf(2)
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By applying Leibniz integral rule which is given by
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we obtain
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By repeating this, we have
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2.4 Derivation of fractional partial differential equations

2.4.1 Fourier transform for tempered distributions

In this subsection, suppose the Fourier transform to fractional differentiation and
integration operators. Fourier transform to fractional operator is the essential to
develop fractional partial differential equations from heavy tailed probabilistic
distribution. By having Fourier transform to fractional operator, fractional par-
tial differential equations are developed from a probability density function like
diffusion equations. To know how to get equations is important to know how to
apply equations to physical phenomena. However, there is no paper including the
detail of Fourier transform to fractional operator and how to develop equations.
Therefore, in this subsection let us consider how to obtain Fourier transform to
fractional operator. This Fourier transform is not the same to Fourier transform
in general meaning, because fractional operator includes a non-integral function.
However, if the function is tempered distribution, Fourier transform can be ap-
plied to it. Firstly, Fourier transform is defined with the following notations
as

oo
F{f@hu} = fw) = [ feds
— 0o
Then, Fourier transform to fractional operator is shown by the following theorem.
Theorem 2.4.1 For arbitrary g > 0, it holds

P{CLDLf ()} = (S DA ()i} =

F{Dg, f( w} (%D f(2) } fﬂ—wo

U)

w)?f(
ﬂw)

Proof
Firstly, we prove that F’ {ooDx w} (fw qf . Let g(z) be

[q]—1—¢
z 0
)= TTad=g %~
9(@) { 0, z <0.

Then, from the convolution of Fourier transform, we have

F{C.Dif(x);w}

B 1 x f(m)(u) "
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Here, in general Fourier transform, to transform a function, the function must be
integrable as

oo
/ F(@)ldz < M
—0o0

where M is a constant. However, the function ¢ is not integrable in the above
sense. Therefore, we have to consider Fourier transform in the meaning of dis-
tributions or generalized functions. To apply Fourier transform to the function
g, we introduce three ideas of functions[70, 55]. One is the rapidly decreasing
function which is introduced in the following definition.

11



Definition 2.4.2 If a function f satisfies the following conditions, the function
f is a rapidly decreasing function,

feC™(R)
sup |z D" f(z)| < o0
x
where m, n are arbitrary positive integers.

Next, we define semi-norm for a rapidly decreasing function f as

Definition 2.4.3
pm(f) = > sup(l+[z[*)*|D"f ()]

atk<m
where k, a are arbitrary positive integer.
Lastly, we define tempered distribution as
Definition 2.4.4 If a function f satisfies the following two conditions, the func-

tion f is tempered distribution.

L[ f@eswis=c [ fod
| 1@ +v@ide= [~ ot [~ s,

2 ' / Zf(fc)eb(fv)dw < Cpm(©)

where ¢ is a constant, ¢ and ¢ are rapidly decreasing functions, and C > 0.

By using the above definitions, it is indicated that the function ¢ is a tempered
distribution. To suppose the inner product between the function g and a rapidly
decreasing function ¢, we have

o x[qwflfq d
/_oo L(Tq] — Q)gb(aj) !
1' oo x’—q-l_l_q d
(P

Here, apparently, the above formula satisfies the condition 1. Since limy_, o0 ¢(x) =
0, by applying integral by part, we have

oo xlal—q .
- _/0 Mg riog @i

Then, by taking absolute values and dividing the integral into two parts, the first
integral is

o0 rlal—a ,
| rrrrT gY@
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Figure 2.1: Complex integral

The second integral is
1 .’E’—q-'_q ’
————¢'(z)dx
| e

1 1 ,
= /0 L'([q] +1—Q)¢(x)dx

1
< e sup ¢ ().
I(lql+1-q) =
Therefore, it is proved that the function g is a tempered distribution. Then, the
function ¢ is not integrable, but applicable to Fourier transform in the meaning
of distribution as the following theorem|70, 55].

Theorem 2.4.5 Fourier transform to a tempered function f(x) is defined as

/ P () w} dlw)dw = / " f@)F {$(w);x) d

where ¢ is a rapidly decreasing function.

This theorem is proved by using Fubini’s theorem. Since Fourier transform to
tempered functions is defined, let us apply it to the function g. Given a rapidly
decreasing function ¢(x), we have

/ " F () w) dw)dw

B _z o plal—1—q o
- /_J““)/o S V(P B K

By changing variable for iwz = y, we have

00 iR

Here, we make complex integral as Figure 2.1. By changing variables for y = re®?,
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the integrals Iy, I, I3, I, are computed as

iR
I; = lim e Yyldl—1=aqy
R—o0 0
0 . .
I, = lim z/ exp(—Re™)(Re)191=949 = 0
R—o0 7r/2
0
Iy = lim [ e ¥yl dy = —T([q] — q)
R—o0 R

w/2
I, = limi/ exp(—re?) (re?)l1-249 = 0.
r—=0 Jo

Since exponential functions exp(—R) decrease more rapidly than the increase of
Rl11-4 for R — oo, it holds Iy = 0. I3 can be calculated from the definition of
gamma functions, and we have I3 = —I'([¢] — ¢). In addition, it holds I, = 0 for
r — 0. Then, there is no residue inside of the integral circuit. Therefore, it gets
I + Iy + I3 + I, = 0, and we have I} = I'([¢q] — q). By putting the value of the
integral I; to Formula (2.1), Fourier transform to the function g is given as

| Flarwystwidw = [ ow)iu)aw
Py} = (.
Consequently, Fourier transform to fractional operator is obtained as
F{CDif(x)w} = (iw)f(w)(iw)? 17
= (iw)?f(w).
The other also can be proved in a similar way.

Fourier transform to fractional operator is defined as above. In the next sub-
section, we develop fractional partial differential equations from a probability
density function by using Fourier transform.

2.4.2 Heavy tailed distribution and fractional partial differential equa-
tions

Many papers introduce that the fractional partial differential equations are com-
ing from heavy tailed distribution[68, 9, 8], but none of papers actually shows
how equations are developed from the distribution. The author explains how
equations are obtained from heavy tailed distribution by using Fourier trans-
form. Firstly, let f(x) be an even function as f(x) = f(—=z) and be a probability

density function satisfying
o
/ f(z)dz = 1.
—0o0

This probability density function expresses the probability which a particle moves
from 0 to z. That is, the probability which a particle moves from 0 to 1 is f(1).
Next, let P(x,t) denote the number of particles at position x and time ¢. Then,
after tiime dt, the distribution of particles changes as

Pla,t+ dt) = /_ " e — )Py, t)dy.
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Then, let the function P(x,t) be analytical and we apply Taylor expansion to
P(z,t) and changing variables as,

OP(z,t) N (dt)? 0?P(x,1)
ot 2 ot?

= [ rwre - wod

x u? O%P(z u’ 0%P(x
_ / f(u){P(x,t)—uaP(’t)—i—aP( ) ud9PP( ’t)+~-}du

P(z,t) + dt

ox 2 9z2 3l 022
1 0?P(z,t) [> , 1 0*P(z,t) [>

Here, the integral of the second term in the last expression denotes the second
moment or the variance of f(z), and the integral of the third term denotes the
fourth moment or the kurtosis of f(x). If 2-n-th moment of f(x) is proportional
to (dz)™, the above formulae equal to diffusion equations for dt — 0. However,
some probability density function has the infinite variance, for example, Cauchy
distribution. For such a probability density function whose variance is infinite,
the behavior of particles are represented by fractional partial equations. Let us
consider the following probability density function

_q-dt

f(z) ((anys + |x\)+q,o <g<2.

This function is heavy tailed and integrable as

/ Z f(z)dz

= qut _0 ((dt)é - x)iliq dz + qut 000 ((dt)% + m)iliq dx

= %dt B ((dt)% - w) _q] OOO + %dt [_ql <(dt)% + :c) _q}

o0

0
= 1.
Its variance is infinite as
/ 22 f(x)da
0 . 11— 0 . 1
= /_Oox2q2dt ((dt)%—m> qd:r—{—/o :UQqut ((dt)%—kz) ! da.
By applying changing variables, it holds
.dt [ 1 2 dt [ 1 2
- % ((dt); - u2> w gy + &8 ((dt)flz - v) vy
2 Jianyva (dt)1/a
= q- dt/ (dt)gu_l_q — 2(dt)%u_q + u' " du
(dt)t/a
= 0.

Therefore, the behavior of particles which moves on this distribution cannot be
represented by diffusion equations. Then, in the same way to diffusion equations,
let P(xz,t) be the number of particles at x and ¢, and we have

Pz, t+dt) = /00 f(x —y)P(y,t)dy.
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By taking convolution of Fourier transform, we have

P(x,t + dt)
= P(.’I},t) /Oo efiwxf(x)dx
= P(I',t) |:/_0 e—iwzQ'Tdt ((dt)% 7$)—1—qu

> _waq . dt 1 —1—q
+/0 e 5 ((dt)q ~l—:1:) dx]

As mentioned above, the fractional calculus order is restricted as 0 < ¢ < 2,
but firstly let us assume that 1 < ¢ < 2. By applying integral by part, the first
integral is

= [e_iwgﬁcét ((dt)% — m) q} (ioo + (iw) /_(; e_iwm% ((dt)% — a:) - dz
= o [(zw)e“” : (qdf 5 (s a:)l_q] OOO

paw? [ s O (@af-2) e
= 5+ 2<(th)1> + (i) /_: e_iwxzmdi 1 (@0 - 0) o

The second integral can be converted in a similar way as

> —iwz 4" dt 1 —l=q
/0 e 5 ((dt)q —i—x) dx

_ [e—iww_;t ()i + <) T: ~ (iw) /O T ()i +a) e

= %—F [(z’w)e‘i”%qdf 0 ((dzﬁ)é + m)lq]o

< dt 1 1—q
-\ 2 —iwT
+(iw) /0 e . ((dt)q —|—x) dz
1—¢

= 3 5ot (iw)2/0 e—mm ((dt)% + x) dz.

Next, we compute the integral as

/_0 e twe ((dt)% - x)l_q dz

e}

(dt)l/q . 1 1—q (dt)l/q . 1 1—q
= e "™ ((dt):s —x dz —/ e T ((dt)e — dx.
/ (@) — =) 0 ()i — )

—00

By applying changing variables for y = (dt)'/? — z and using the definition of
gamma function, we obtain

> iwy—iw(dt)/e, 1— (e —iwx L 1=q
= ey y ldy — e ((dt) 7 — a:) dz
0 0

— @I _ ) (—iw)T2 + O ((dtﬁ*l) .
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In a similar way, it holds

o . 1 1—q
e "W ((dt)e + x dx
/0 ()t +2)
— @9 o) (w)T 2 + O ((dtﬁ*l) .

Therefore, we have

P(x,t + dt)
o OP(x,t)  (dt)? 92P(x,t)
= Pla)td—y ST
. w) 2 dt A .
= Pla.t) [1 i 2((?_ o e - g (i

4o @Y _ ) (iw)?2 + O ((dt)%—l) H .

Then, by taking dt — 0, it holds

OP(x,t) - —I'(1—gq)
o = Pz, t)——=

Fractional partial differential equation for 1 < ¢ < 2 is obtained by applying
inverse Fourier transform as

OP(z,t)  —-I'(l1—q) a q
(ot - L0290 Dip(e.t) 4, DL P(1)

Here, I'(1 — ¢)/2 is a positive value. Next, let us consider for 0 < ¢ < 1. In a
similar way, by applying Fourier transform, we have

{(=iw)? + (iw)*} .

P(a,t + dt)
= P(l',t) /OO e_iwxf(l')dgj
= P(x,t) [/0 e—mz%dt ((dt)% _x>—1_qu

> —wz 4" dt L —1=a
—|—/0 e N ((dt)fl —1—m> dz] .

By taking integral by part, the first integral is

/0 e*iwx%dt ((dt)% — x>_1_q dx

—00

1 . 0 —iwrdt 1 —-q
= 5= (—iw) /_Ooe 5 <(dt)q - x) dzx.

The second integral is computed as
oo i . dt 1 —1—
/ efquT ((dt); + x) "o
0
1 o dt 1 -
= —— (zw)/ e T — ((dt)‘ll + a:) ! da.
2 0 2

In a similar way to the case 1 < ¢ < 2, we have

/_0 e twT ((dt)% - x) i

[e.9]

efiw(dt)l/ql—,(l - q)(_iw)qfl + O ((dt)%fl) ’
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and we have

/ e twe ((dt)% + x) e
0
e~ @ P _ ) (iw) 4+ O ((dt)%—l) .

Therefore, we have

P(z,t+dt)

4 OP(x,t)  (dt)? 9*P(x,t)
= P(x,t)+dt En + ol 62

{7 D (1 - g)(—iw)?

= P(x,t) [1 — %

eI g)(iw)? + O ((dt) ") }].
By taking dt — 0, it holds

OP(z,t) . (1 -
OP(z,t) _ p(xjt)M {(—iw)? + (iw)7} .
ot 2
Fractional partial differential equation for 0 < ¢ < 1 is also obtained by applying
inverse Fourier transform as

0P(z,t) —-I'(1—q) a a

In contrast to the fractional partial differential equations for 1 < ¢ < 2, I'(1—q)/2
is a negative value. This means that this equation is more similar to advection
equations than diffusion equations.

2.5 Integer order diffusion equations and Von Neumann stability
analysis

The idea of stability is really important for finite difference methods. If a fi-
nite difference method is unstable, the error of numerical solution diverges and
numerical solution does not converge. Von Neumann stability analysis is one of
methods to analyze the stability of finite difference methods for partial differential
equations, and it appears in later chapter. In this section, the author introduces
the integer order diffusion equations and how to analyze its stability by using
Von Neumann stability analysis. Firstly, the following equation is the diffusion
equation
ou(z,t) Ou(w,t)

= <z< <t <
5 C IS 0<z<L, 0<t<T

where C' is a diffusion coefficient. Let us consider to solve the above diffu-
sion equation with an initial condition u(x,0) = ug(z) and boundary conditions
u(0,t) = a,u(L,t) = b. Here, we approximate time derivative with forward
difference and space derivative with central difference. Then, we have

u(z,t + hy) — u(x,t) Cu(m — hyyt) = 2u(z,t) + u(x + hy, t)

hy - h2
where hy, h, are grid sizes for time and space respectively. Let NV, and Ny be the
numbers of grids, and satisfy h, = L/N, and hy = T/N;. By approximation as
u(g-hg,m-hy) =U 1, we have the following difference equations as

Uittt — Ut = {UN = 205 + UL (2.2)
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where 7 = Chy/h2. In the matrix form, the above formulae are represented with
matrices as

1 Uy gt
r 1-2r r ur Ut
r 1—=2r r UN. 1 Ut

1 Uy Ut

Here, Von Neumann stability analysis assume the special solution of Fourier series
as

Uj" = k™ exp(i€jha) (2.3)

where ¢ is the wave number and & is the amplifier factor. For || < 1, this scheme
is stable. By substituting the expression (2.3) to the difference equations (2.2),
we have

k= 14+r{exp(—ihy) — 2+ exp(ihy)}
= 1+ 7{2cos(&hy) — 2}

= 1—4rsin® <§;L$> .

For arbitrary wave number &, it holds 0 < sin?(¢h,/2) < 1. Therefore, from
|k| <1, we have

r <

N =

This is the stability condition of the scheme (2.2). In a similar way, it is observed
that the following implicit scheme is unconditionally stable,

U~ 0Pt = (U =20+ U}

2.6 Gerschgorin’s theorem

Gerschgorin’s theorem is a method to estimate the area where the eigenvalues
exist[59]. The author introduces the Gerschgorin’s theorem in the following the-
orem.

Theorem 2.6.1 Let a;; be the elements of any square matriz A, and let \ be
any eigenvalue of the matrix A. Then, there is a positive integer i such that

N =i < laig).
J#
This theorem holds by exchanging the column and row as
IN—aig| <D lagl.
J#

This Gerschgorin’s theorem is used in the matrix method which analyzes the
stability of finite difference methods. The author also uses it to analyze his
proposed methods.
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2.7 Jacobi polynomials and Gauss-Jacobi quadrature

Jacobi polynomials have a similarity to fractional calculus. Actually, some papers
propose numerical methods using Jacobi polynomials and Gauss-Jacobi quadra-
ture. This section introduces the definitions of Jacobi polynomials and Gauss-
Jacobi quadrature. The Jacobi polynomials PT(LCL’b)7 n=20,1,... are given by
P04y — Z (=1)""(1 4 b); (1 + a + b); (x + 1>m
g m!(t —m)I(1+b)m(1+b+a); 2 ’

m=0

where
(a)y =ala+1)...(a+k—1),(a)y=1.

These Jacobi polynomials are orthogonal polynomials, and for a,b > —1 it holds

1
/ (1 2)7(1 + 2)P P@D () P@D) () d
—1

0 m#£n
= ga+b+1 I'(n+a+1)I'(n+b+1) _
n(@ntatbtl)  T(ntatbtl) m=mn.
From this orthogonality, Jacobi polynomials are used to numerically compute
integrals as Gauss-Jacobi quadrature. Let £§a’b), 1 =1,...,n be the i-th root of

Jacobi polynomial Pﬁa’b), then Gauss-Jacobi quadrature is given by

1 n
/ (1—2)2(1+ 2) fla)dr = 3w (€Y

-1

i=1
where wl(a’b), t=1,...,n are Gauss-Jacobi quadrature weights defined as
@b _ 2n+a+bt2l(n+at )(n+b+1) ga+b |
¢ n+a+b+1 I'n+a+b+1)(n+1)! P7$G7b)l(§i(a7b))P7§ili) (€§a7b))

This Gauss-Jacobi quadrature has a similar form to fractional calculus operator
for b = 0. Therefore, the author proposes the implicit numerical methods by
using this property.

20



Chapter 3

Related works

3.1 Exsiting finite difference methods for fractional partial dif-
ferential equations

For fractional partial differential equations, first order accuracy finite difference
method has been already proposed by M.M. Meerschaert and C. Tadjeran. In
this section, the present author explains their paper published in 2006 titled
”Finite difference approximations for two-sided space-fractional partial differen-
tial equations”[40]. To compare to our proposed methods, this section analyzes
the methods in their paper. In their paper, they consider about the following
fractional partial differential equations,

ou(z,t)
ot

on a finite domain L < z < R, 0 < ¢t < T where functions c4,c_, s are known
functions. In addition, they consider fractional calculus order ¢ satisfies 1 < ¢ < 2
and the functions ¢4 (z,t) > 0 and c_(z,t) > 0. They also assume that an initial
condition u(x,0) = F(x) and zero Dirichlet boundary conditions as u(L,t) =
u(R,t) = 0.

Firstly, M.M. Meerschaert and C. Tadjeran analyze only the following left-handed
fractional differential equations

ou(x,t)
ot

where ¢(z,t) > 0and L < 2z < R, 0 <t < T. They also define ¢, = nAt
for 0 < t, < T, and Ax = h > 0 is a grid size for spatial domain where
h=(R-L)/K, x;; = L+ ih fori=0,...,K so that L < x < R. Next,
they let u! be the numerical approximation to u(z;,t,), and let ¢ and s} be
= c(xg,ty), st = s(x;,ty,) respectively. In their paper, it is written that the
following discretized explicit (Euler) method is unstable

= ci(z,t)fD%u(x,t) + c— (2, )2 Dhu(w, t) + s(x,t)

= c(z, )’D%u(z, t) + s(z, )

K3 (2

n+1 n
At

1

n n
ui—k‘ + Si .

I'(k —q)
T(—g) &= T(k+1)

The proof of unstability is written in their paper published in 2004[39).

In their paper, the scheme which is simply discretized by using Grunwald-
Letnikov definition is unstable, and they mention that finite difference meth-
ods using Grunwald-Letnikov definition to two-sided fractional partial differen-
tial equations is also unconditionally unstable. However, their paper introduces a
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stable scheme which is fixed by using idea of shifted Grunwald-Letnikov definition
in the following proposition.

Proposition 3.1.1 ([40]) The following explicit Euler method is stable if At/h? <
1/(q - ¢maz), where cpqy s the mazimum value of ¢(x,t) over region L < x < R,
0<t<T,

it+1
P(k — q) n n
b = —— U g+ SPAL
i 5 i kZ_OF(—q)F(k—Fl) i—k+1 i
Proof
At each time step, we apply a matrix stability analysis to the linear system of
equations, and use the Gerschgorin Theorem to determine a stability condition.
The proposed scheme with Dirichlet boundary conditions can be represented
in a linear system of equations of the form U™t = AU™ + AtS™ where
Uur = [up,ul,ub,. .. up]”

n n .n n T
§ — [0’81’82”"’5K—170]

Here, A is the sum of a lower triangular matrix and a diagonal matrix, and this
scheme is stable if absolute values of all eigenvalues of A are equal or less than
1. The matrix entries A;; for¢ =1,...,K —1and j =1,..., K — 1 are defined

for g; = T'(i — q)/(I'(=¢)T'(i + 1)) by

0, j>i+2
Aij=4q 1+gqdp, j=i
gi—j+1C B, otherwise

Whﬂer’() = 1, AO,j :OfOI‘j: 1,...,K, AK,K: 1, AK,j :OfOI‘j:O,...,K—
1. Note that for 1 < ¢ < 2 and ¢ # 1 we have g; > 0. This is shown by using
induction. We also have —g; > Eizév kot ks which follows from the well-known
equality > 27 gr = 0. According to Gerschgorin Theorem, the eigenvalues  of
the matrix A satisfy |u— A; ;| < r; where r; = Z,I::O’k# A; . Then, to be stable,
the matrix A must satisfy two conditions A4;; +7; <1 and A;; —r; > —1. Here,
we have A;; =1 — ¢c}'B and

K i+1 i+1
ri= > Aigp= > Agp=c'8 D gi<qdB
k=0,k+#i k=0,k=1 k=0,k=1

and therefore it holds A;; +r; < 1. Then, we also have A;; —r; > 1 —2qc}'3 >
1 — 2gCmazB. Therefore, the stability condition is represented as

At 1
=—< .

hq qcmax

B

It is proven that their proposed scheme is conditionally stable with the stability
condition 8 < 1/(gcmz)-

O
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Next, they analyze the finite difference methods for two-sided fractional par-
tial differential equations. They propose both implicit and explicit finite differ-
ence methods. The implicit finite difference scheme is introduced as

n+1 n

At
i+1 K—i+1
_ i ZZ: F(k_Q) n+1 n+1 + ZZ: cn+lun+1
Y k,or(—Q)F(kJrl) i Wikt 1) —i Yik—1
+s7H, (3.1)

The explicit finite difference scheme is also introduced as

R
At
i+1 K—it+1
1 F(k — Q) " n n
ﬁ LZO F( ) (/{: + 1) Cyiti— k+1 + Z 1)C,iui+k‘—1]
+s;". (3.2)

They prove that implicit finite difference scheme is unconditionally stable, and
explicit scheme is stable with the stability condition. In this thesis, the present
author introduces stability analysis only for the explicit scheme. The stability
analysis for the implicit scheme is also done in a similar way to explicit scheme.
The detail of its stability analysis can be found in [40]. They mention that the
scheme (3.2) is stable as the following proposition[40].

Proposition 3.1.2 ([40]) The explicit Euler method approximation defined by
(3.2) with 1 < q < 2 is stable if

At 1
hq - (C+mam + C—mam) ’

(3.3)

The proof is similar to Proposition 3.1.1.

They also make numerical experiments about the implicit scheme (3.1), and con-
firm its accuracy. Lastly the present author introduces the experimental results
in their paper. Let ¢ be ¢ = 1.8, and define 0 < x < 2 and 0 < t < 1. Let the
coefficient functions cy (z,t) and c_(x,t) be

cy(z,t) = T(1.2)z'8
c_(z,t) = T(1.2)(2—x)'8,

and let the forcing function s(z,t) be

25
s(z,t) = =32 |22+ (2—2)2 - 25 (333 +(2- x)?’) + —

5 (x4 +(2- 33)4)

The initial condition is u(z,0) = 422(2 —)?, and boundary condition is u(0,t) =
u(2,t) = 0. In addition, let the analytical solution u(z,t) be u(wz,t) = 4de~t2?(2 —
x)?. Table 3.1 is the results about maximum errors at ¢t = 1 with various param-
eters. M.M. Meerschaert and C. Tadjeran mention that the results in Tab. 3.1
indicates the error order of the method is O(At) + O(Az). However, the present
author considers these results do not fully show that error order is O(At)+O(Az).
The reason is the similar results may happen if errors e; derived from time deriva-
tive is O(At) and has a big coefficient like e; = 1000A¢, and errors e, derived
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’ VAN ‘ Az ‘Maximum Error

0.1000 | 0.200 0.1417
0.0500 | 0.100 0.0571
0.0250 | 0.050 0.0249
0.0125 | 0.025 0.0113

Table 3.1: Maximum error behavior versus grid size reduction for the example
problem

from space is O(1) and has a small coefficient like e, = 10710, This means that
errors having big error order is hidden by errors having small error order. There-
fore, the present author suggests we make the experiments for time and space
individually. The measurement of error is discussed in Section 5.1.5.

Although it seems that the experiments are not sufficient, this study by M.M.
Meerschaert and C. Tadjeran is the first research about finite difference methods
for fractional partial differential equations and the stability of schemes is well
analyzed. In addition, the stability condition is proven by using Gerschgorin
Theorem. The present author’s proposed finite difference methods are also ana-
lyzed by using Gerschgorin Theorem, and have common points to schemes which
are introduced in this section. Later, the present author’s experiments are done
with comparison to these schemes.

3.2 Another stability analysis using Von Neumann stability anal-
ysis

In this section, the present author introduces the paper titled ”Finite difference
approximations for a fractional advection diffusion problem” by E. Sousa as a
related work[54]. That paper also treats finite difference methods for fractional
partial differential equations. The biggest difference between that paper and the
paper which is introduced in the above section by M.M. Meerschaert and C.
Tadjeran is the way to analyze the stability. To analyze stability, E. Sousa uses
Von Neumann stability analysis instead of using matrix stability analysis. For
comparison with two stability analysis method, let us look at especially how to
analyze stability by E. Sousa. Firstly, that paper treats the following fractional
partial differential equations

ou  ou (1 g\ 1 A\"

a T

where 1 < ¢ <2 and —1 < 8 < 1. Let U" be the approximation of u(z;,,) at
the mesh points

z;=jAx, j=—N,...,—2,-1,0,1,2,..., N,

and t, = nAt, n > 0 where Az denotes the space step size and At is the time
step size. In addition, Let uq be

AN
Mo = "Apa
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Then, the proposed finite difference scheme is

n+1
Uj

+
_ n o _Q) n
= U5 |0+H) kz_ T(—q)T(k +1) J+LF

I'(k—
00 3 F e

where V' = 0.

Next, we apply Von Neumann stability analysis for the above scheme to give
the stability conditions. Then, stability condition is shown by the following
proposition[54].

Proposition 3.2.1 ([54]) Let —1 < 8 <1 and 1 < q < 2. If the numerical
scheme (8.4) is Von Neumann stable, then p, < 2179,

Proof
If we insert the analytical solution x"™e”? into scheme (3.4), we obtain the follow-
ing amplification factor

() — Hq — I'(k—q) Si(1—F)
) = 1+5 {(1+ﬁ);r(—q)r(k+1) o

i _tWm ke
24T (~q k+1)

Let us consider § = 0 and 8 = w. For # = 0, we have

#(0)

_ Hq - I'(k—q) = I'(k —q)

= 1*2{1+52)r (k+1)+(1_6)kzzof(—q)F(k+1)}
= 1.

For 6 = m, we have
k()
. = I(k-—
_ HL;{(HB)I;OF( q()P(kq—>|—1) cos((1 — k)m)

B g - T(g+1) = T(qg+1)
= 1+2{_(1+B)ZF(q—k+1)F(k‘+l) _(1_5)Zr(q—k+1) (k:+1)}
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Here, the infinite sum is

I'(g+1) o
I'(g—k+DT(k+1) ~7°

and stability condition |k| <1 is equivalent to

> I'(g+1)
qugol“(q—k—i—l)l“(k—i—l) =

Therefore, we have p, < 2179

This stability analysis is done in infinite domain.

3.3 Another numerical method for fractional partial differential
equations

In this section, the present author introduces the matrix transform method as
another numerical method for space-fractional partial differential equations with
homogeneous boundary conditions proposed by M. Ilic, F. Liu, I. Turner and
V. Anh[21]. This method interprets the following fractional differential equation
as the matrix representation. Firstly, let us consider the simplest homogeneous
diffusion equation with Dirichlet boundary conditions given by

0 0%¢
L = kT 0 1
ot H@a:Q’ <z <l
¢(0,t) = 0,  &(1,y) =0,
¢(z,0) = g(z).
By introducing finite difference approximation to the space derivative, we obtain
d i K .
d(i = ﬁ(¢l+1_2¢l+¢l—l>7 221727-"7N_1

oo = 0, on =0
9i(0) = g(z:)
where ¢;(t) = ¢(z;,t), h is the space step size defined as h = 1/N. The above

equation can be approximated by the following system of ordinary differential
equations as

A®
® L Ad
ac

where 1 = x/h? and

b1 -1 2 -1
S B -1 2 -1

(b: :
PN-1 e 1

The matrix A is a symmetric positive definite matrix. Therefore, eigenvalues of
A are positive and eigenvectors of A are orthogonal. Initially, we have

®(0) = [g(h), g(2h),....g((N = 1)h)]".
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In their paper, it is written that this mean if the operator T = —59—;2 has a matrix
representation m(7'), the diffusion equation becomes

dm(¢)
dt

= —rm(T)m(¢)

where m(¢) is a vector representation of ¢. In other words, A/h? is an approxi-
mate matrix representation of T'. Therefore, their paper states that the following
fractional partial differential equations with Dirichlet boundary conditions

0 q
= = —k(=N)2¢ (3.4)
can be approximated by
0o q
— = -nA2®
ar 17
where
1
—A)E = ——_[Rpe R pa ,
( ) 2COS(%) [a x 'x b]

and 7 = k/h9. Then, how can we develop this transform? Their paper firstly
treats the spectral representation. Let H be the real Hilbert space L(0, L) with
the inner product as

L
< ¢1, P2 >=/0 o1(x) P2 (x)dx.

Then, let us consider the operator 17" : H — H defined by T'¢ = P

dx?

H={¢ € H;¢' is absolutely continuous, ¢', ¢" € L(0,L),B(¢) =0},

where B(¢) denotes boundary conditions. Their paper mentions that it is known
that T is a closed, self-adjoint operator whose eigenfunctions {¢,}>°; become
an orthogonal basis for H. Thus, T'¢, = A\y¢,, n =1,2,.... For any ¢ € H, it
holds

¢ = ch¢nvcn =< ¢, Ppn >,

n=1

T(b = i )\ncnfbn‘

n=1

Lastly, it is written that if ¢ is a continuous function on R, then we have
o0
(T = ¥(An)cndn,
n=1

provided Y 7 | |¢(An)cn| < co. The present author considers that the expla-
nation about 7' is not enough and their paper should contain the proof of this
content, especially where the function i takes both the operator T" and a real
number \,,. However, their paper solves Eq.(3.4) by putting ¢ (t) = t3, and shows
this is the reason that Eq.(3.4) can be transformed as

0P

— _FASD.
ot 1
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Then, next the present author introduces how we compute the above equation in
their paper.

Since the matrix A is a symmetric positive definite matrix, the matrix A can
be decomposed by using an orthogonal matrix P as

A= PAPT

where A is the diagonal matrix whose entries are the eigenvalues \,, n =1,2,..., N—
1 of A. Then, the solution of Eq.(3.4) is given by

®(t) = Pexp(—mAzt)PT®(0),

g g
where exp(—7jA2¢) is the diagonal matrix whose entries are exp(—TMA{t), exp(—TAS 1),

ceey exp(—ﬁ)\]%\,_lt). To use this method, we have to compute the decomposition
of the matrix or the ¢/2-th power of the matrix. Additionally, this method can
be applied only to the equations which have zero Dirichlet boundary conditions,
because the matrix A has a different form. However, this method analytically
calculate the time derivative by using exponential function, so the error of this
method seems to be smaller than other methods. In a later chapter, the present
author makes experiments with this matrix transform method for the comparison.

3.4 Existing numerical computational methods for fractional or-
dinary differential equations

3.4.1 Explicit method

In this section, the present author discusses the related works about existing nu-
merical computational methods for fractional ordinary differential equations. Es-
pecially, in this subsection, the present author introduces the predictor-corrector
method proposed in the paper titled ” A predictor-corrector approach for the
numerical solution of fractional differential equations” proposed by K. Diethelm,
N.J. Ford, A.D. Freed as one of the explicit methods[13]. This method is the most
popular explicit method to solve fractional ordinary differential equations[66, 5],
since Euler methods or Runge-Kutta methods which is popular methods to solve
integer order ordinary differential equations cannot be applied. Fractional dif-
ferentiation is not local phenomena, and has the property that it includes the
past information like integral. Therefore, this property makes it difficult to ap-
ply Euler methods or Runge-Kutta methods to fractional differential equations.
However, by applying fractional integrals, fractional ordinary differential equa-
tions can be converted to fractional integral equations. The predictor-corrector
method is rather alike the numerical methods for integral equations than for dif-
ferential equations. Then, the present author introduces the predictor-corrector
methods and how to be developed.

Here, let us consider the following fractional ordinary differential equations as

6D%y(x) = f(z,y(x)) (3.5)
for 0 < g <2 and 0 < z < T with initial conditions as
k
y®0) =", k=0,1,...,[q] - L

Note that the fractional differential operator in Eq.(3.5) is Caputo definition.
The reason why we do not use Riemann-Liouville definition is written in their
paper. Let us consider the equation with Riemann-Louville definition as

0Dy(x) = f(z,y(x)).
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The solution of this equation contains the values of fractional derivatives as initial
conditions. This means we have to deal with the fractional derivatives which does
not have a concrete physical meaning and which we cannot observe in physical
phenomena as initial conditions in applications. However, Eq.(3.5) can be solved
with the initial conditions y(0),4'(0),.... This property fits to consider about
applications. Yet, how to solve the fractional ordinary differential equations with
Riemann-Liouville definition is not written, and it is not verified that initial
conditions can be represented with fractional derivatives. Therefore, in later
section, the present author shows how to solve equations and confirm the initial
conditions are expressed with fractional derivatives.

Returning to the story, their paper proposes the numerical method for Eq.(3.5).
The solution of Eq.(3.5) is written as

]
_ (k)T L[ g
y(x) = Yo m+r(q)/0 (z — )TV f (¢, y(t))dt.

Here, the present author notes that for the time step grid ¢; as t; = jh, j =
0,1,...,n+ 1, to solve the above equation means to compute y(t,+1) under the
assumption that we already know the values of y(¢;), j = 0,1,...,n. Or, to
solve the equation equals to compute y(t;), 7 = 0,1,...,n + 1 under the initial
conditions. In this section, the present author introduces the explicit method, so
the values of y(¢;) are computed step by step. Then, they firstly consider how
to approximate integral in the solution. They apply trapezoidal quadrature with
equally distance nodes t; = jh, j =0,1,...,n+1 as

tn+1 1 tn41 1
| =2tz = [ i - 2 g
0 0

The function g is the piecewise linear interpolate for g with nodes ¢;, and we have

tn41 L ha n+1
tni1 —2)g(2)dz = — ajn+19(t5), 3.6
[ =23 e DI (3.
where
nitt — (n —q)(n +1)9, j=0
Qjnr1 =4 (=7 +2)7T —2(n—j+ 1)+ (n -5, 1<j<n
1, j=n+1

How to compute coefficients a; 41 is written in their paper[16]. The present
author also introduces the detail of how coefficients are derived. Let the function

¢; be as

(u—tj1)/(t; —tj-1), tj-1 <u <t
¢j(u) =9 (L1 —u)/(tjpr — 1)), b5 <u<tjy
0, otherwise

Then, the coefficients a;,41 are given by

tn+1
Ajn+l = / (tng1 — U)q_1¢j (u)du.
t

0

The key point of this method is not to approximate the kernel of integral (z—wu)4~!
with trapezoidal rule. This method applies trapezoidal rule only to the function.
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As a result, the solution is expressed by using coefficients a; 41 as

ha
Yn(tnt1) Zyﬂ T 7+2)f(tn+1,yp(tn+1))
e &
+m Zaj,n-i-lf(tja y(tj))'

J=0

In the above formula, we assume that we already know the values y at t;, j =
0,1,2,...,n and assume that we do not know the value yp(t,+1). Therefore,
we put the y¥(t,41) as a temporary value. Then, the remaining problem is to
compute y* (t,11). By applying rectangle rule to integral, we have

tn+1 n
JRNCEE I OUE) SRR (3.7)
j=0
where

i L,k | |
bimit = / (trt = )" = (0 1= )" = (0= ).
t

j
By using above formula, we compute y* (t,,1) as

[q]-1

yp(tn-‘rl): Z Yo 7+7ijn+1f ]7 )) (38)

k=0

This algorithm is based on Adams-Bashforth-Moulton method, and they call
this algorithm fractional Adams-Bashforth-Moulton method. They mention that
the stability of the predictor-corrector method is at least as good as Adams-
Bashforth-Moulton method, but there is no proof or analysis of this conjecture.
About the accuracy, it is written as

A N — D
_max | [y(t;) — un(ty)| = O(R)

where
p=min(2,1+ q)

where §Diy(t) € C?[0,T], ¢ > 0 and h = T/N. The detailed analysis of the
accuracy is shown by K. Diethelm, N.J. Ford and A.D. Freed[14].

Firstly, they analyze the accuracy of quadrature rule which is used in predictor-
corrector method. They show the analysis results for quadrature rule (3.7) in the
following theorem,

Theorem 3.4.1 ([14]) (a)Let z € C1[0,T]. Then,

tn+l
/ (tp+1 — )¢ dt—zbg nt12(t *||Z ooty 12
0

(b)Let z(t) = tP for some p [(0,1). Then,

tn+1 k
/O (st — L2t = 3 bjsrz(ty)| < gt 'h
7=0

where Cp 4 15 a constant that depends only q and p.
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This theorem means that the quadrature rule (3.7) is the first order accuracy if
the value of t,11 is independent to h. However, their paper does not refer the
case of accuracy decaying. This means if the value n is independent to h, the
accuracy becomes less than O(h) in the case of (b). Actually, for example, the
accuracy order becomes O(h%?) for ¢ = 0.1, p = 0.1 and n = 0. Next, they
analyze the quadrature rule (3.6) in a similar way in the form of theorem.

Theorem 3.4.2 ([14]) (a)If z € C?[0,T] then there is a constant C]" depending
only on q such that

tn+1 k
/0 (bust — O 2()dt — 3 agner2(t)| < CT7|2" oot B2,
j=0

(b)Let z € C'[0,T) and assume that 2’ fulfils a Lipschitz condition of order u for
some p € (0,1). Then, there exist some positive constants Bgz (depending only
on q and p) and M(z,p) (depending only on z and p) such that

tn+1 k
/0 (tnr =)0 2(0)dt = ajnpa2(ty)| < By M(z, p)td b
Jj=0

(c)Let z(t) = tP for some p € (0,2) and 6 = min(2,p + 1). Then,

tn+1 k
-1 Tr,q+p—01 6
/0 (tps1 —t)4 z(t)dt—E ajni12(ty)| < Cy ot h.
j=0

In this theorem, their paper also does not refer the case which the value of n is
independent to N or h, the accuracy decreases. Lastly, they show the accuracy of
the predictor-corrector method by using two theorems in the following Lemma.

Lemma 3.4.3 ([14]) Assume that the solution y of the fractional ordinary dif-
ferential equations is such that

k

tn+1
/0 (tn1 — )" §DFy(t)dt — Z bjmi1 6Dfy(t;)| < Cut)'y b
=0
and
ft1 1C : C 5
/0 (tnt1 — )7 ¢Diy(t)dt — Zaj,n+1 oD{y(t;)| < Cot)? R
=0

with some 1,72 > 0 and 41,62 > 0. Then, we have

t;) —y;| = O(h?

omax [y(t;) —yjl = O(h)

where 0 = min{d1+q, 62} and y; is a numerical solution by the predictor corrector-
method at t;.

This theorem means that the accuracy depends on the form of y, ngy and f. K.
Diethelm, N.J. Ford and A.D. Freed analyze how the accuracy depends on the
form of functions. As mentioned above, under the assumption §D{y(t) € C2[0,T],
it holds maxo<;<n |y(tj) —y;| = O(hP) for p = min(2, 1+ ¢). They also show the
accuracy with another assumption in the following theorem.
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Theorem 3.4.4 ([14]) Let 0 < ¢ < 1 and assume that y € C?[0,T]. Then, for
1 <j <N we have

N Rt if0<qg<1/2
N sl < 04971
|y(t]) ?/J’ = Ct] { h2—4 if 1/2<¢<1

where C' is a constant independent of j and h.

This theorem refers to the accuracy decaying for j = 1. For 0 < ¢ < 1/2, the
accuracy become O(h??) at the worst. Therefore, to improve the accuracy, they
propose to apply Richardson extrapolation.

In this subsection, the present author introduces the predictor-corrector method
as the explicit numerical method. This method has at most second accuracy, but
the accuracy may decrease depending on the form of vy, ngy and f. The stabil-
ity analysis has never been done, so in later chapter, the present author makes
experiments about the stability, in addition to the accuracy, for the comparison
to the present author’s proposed new numerical methods.

3.4.2 Implicit method
Collocation method using Jacobi polynomials

In this subsection, the present author introduces the implicit numerical method
for fractional ordinary differential equations proposed by S. Beheshti, H. Khosravian-
Arab and I. Zare[4]. This method is based on the Jacobi polynomials, and utilizes
the common points between Jacobi polynomials and fractional differentiation. By
assuming that the solution is composed of the combination of Jacobi polynomi-
als which are orthogonal polynomials, the accuracy of solutions depends on the
number of combinations. Therefore, the accuracy is not written with order rep-
resentation or big-O notation like the predictor corrector method. In addition,
there is no reference to the stability of this method in their paper, but the stabil-
ity seems to be high because of the implicit method. The present author firstly
introduces the theorem which is used in the proposed method, and introduces
the detail of this proposed implicit method in the next place. The definitions and
properties of Jacobi polynomial are written in Section 2.7.

S. Beheshti, H. Khosravian-Arab and I. Zare show the relationship between
Jacobi polynomials and fractional calculus in the following theorem.

Theorem 3.4.5 ([4]) For ¢ >0 and 0 <z < L, it holds

c (0.q) (22 (q.0) (2%
D4 24P = ) =gP |
ot et (3 1) f=arle? (3 1)

where g; =T'(i+q+1)/T(i+1),i=0,...,n.

Note that the Jacobi polynomial Pi(o’q) changes not to Pi(O’Q) but to Pi(q’o). Next,
the present author shows the proposed method in their paper. This method
targets the following fractional ordinary differential equations as

SDIy(z) = f(z,y(zx)), 0<z <L
y(0) =a
y'(0)=b, ¢>1

where the fractional calculus order is 0 < ¢ < 2. Then, we approximate y(z) by
using unknown coefficients ¢; as

n
2
n(r) =a+bz+) ciz? PV <Lx - 1) ;
=0
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where

b — 0, 0<g<1
S lh 1<g<2.

From Theorem (3.4.5), we can approximate § Dfy(x) as

- 2x
nggyn<$) = Zcigipi(qﬁ) (L - 1) .
=

Then, fractional ordinary differential equations are represented as

n

Zcigipi(q’o) (2; - 1) =f (%a + b*z + Zci:qui(O’q) (223 - 1>> .

i= =0

By multiplying both sides of the above equations by P (23: JL—1)(1—=x/L)1
and integrating them in the interval [0, L], we have

n L
. (00) (22 _ (00) (22 _ A
iZCZgl/o P; (L 1> Py <L 1) (1 L) dx
L n
_ _ . _apa) (27 _ (@0) (22 AN
/Of<x, a+bx+chmPZ (L 1>>Pk <L 1)(1 L) dx.

i=0
By changing variables for + = L(u + 1)/2, using orthogonality and applying
Gauss-Jacobi quadrature, we have

2q+1
% +q+ 1gk k
_ Zw q, 0 ( (q 0) a+ b* + Z (€ (q 0) qP(O,q) (5](-(1’0))) PIE%O) (SJ(-q’O))
=0
:QLHW
where é](-q’o) = L(Ej(-q’o) + 1)/2. Note that the above equations in their paper has

a misprint which is corrected in the above expression, so refer to this thesis’s
expression. The above equations have a form of a system of non-linear equations.
Therefore, we can solve about ¢; by using Newton’s method. There is no remark
in their paper that the number of nodes of Gauss-Jacobi quadrature is the same
to number of Jacobi-polynomials which the solution contains. The present author
considers that the number of nodes of Gauss-Jacobi quadrature can be increased
if the error of quadrature is big. However, the experiments in their paper are
done with the same number.

Lastly, the experimental results in their paper are introduced. Let f(z,y) be
f(z,y) = /10 — y(z), then the exact solution is

0 = (1= Baa(—2%) + y(0) Ea1 (—2%)

where the function E, () is a Mittag-LefHler function given by

n=S"—"__ b=
) Z;ka+®’m =

In addition, initial conditions are y(0) = 1,3'(0) = 0. For fractional calculus
order a = 0.25,1.5 and L = 6.4, the results are shown in Tab. 3.2 and Tab. 3.3.
These results indicate that the proposed numerical method in their paper actually
calculates the numerical results with high accuracy. In a later chapter, the present
author makes experiments of the proposed method with the comparison to this
method which is introduced in this subsection.

y(z) =

33



’ x ‘ n=101| n =100 ’ x ‘ n =10 n = 50

0.8 | -2.77D-4 | -1.83D-6 0.8 | -2.46D-5 | -8.10D-9
1.6 | 8.89D-4 | 2.36D-6 1.6 | 8.24D-6 | -5.63D-9
24 |-648D-4 | 1.12D-7 2.4 | -1.19D-5 | -7.88D-10
3.2 | 4.35D-4 | -7.88D-7 3.2 | 1.50D-5 1.59D-9
4.0 | -1.71D-4 | -1.37D-6 4.0 | -1.81D-5 1.80D-9
4.8 | 1.33D-4 | 3.35D-7 4.8 | 2.08D-5 | -4.26D-10
5.6 | -5.58D-4 | 2.10D-6 5.6 | 3.39D-6 2.10D-9
6.4 | -3.50D-3 | -2.36D-5 6.4 | 1.43D-4 1.83D-8

Table 3.2: Errors of the present method Table 3.3: Errors of the present method
at different z with ¢ = 0.25 at different z with ¢ = 1.5

3.4.3 Collocation method using double exponential transform method

In addition to implicit method using Lagrange polynomials, the present author
introduces the method using double exponential transform method. A method
using double exponential transform method for fractional ordinary differential
equations is ever proposed[48]. However, this method assumes only linear differ-
ential equations. This method is also a collocation method, and assumes that the
solution is given by

n(m (¢~ (t)/h — 1))
m(¢~1(t)/h =)

M .

S1

y]v(t) =1y + E C; + CM+1w(t), to<t<L (3.9)
i=—N

where w(t) is defined by

and the function ¢ is defined by

o(z) = exp (g sinh(w)) .
The sampling points s, are defined by

[ ¢(kh), k=—-N,—(N—1),..., M,
7L, k=M+1.

Then, we have yn(sg) = yo + ¢, for k = —N,—(N —1),...,M,M + 1. The
solution function is composed of sinc functions. Sinc functions are defined by

sinc(x) = sinyfx) .

This function takes 1 at = 0 as sinc(0) = 1. Here, a definition is introduced
from the paper[48].

Definition 3.4.6 ([48]) Let o and B be positive constants with o, f < 1. Let
f be a function which is analytical in a simply-connected bounded domain D
including the interval (to, L), and it holds

f(z) = fto)] < Klz—to|*
If(L) = f(z)] < K|L—z2|°
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where there exists some positive integer K. Let M, g(ID) be the set of such func-
tions f. In addition, let d be a positive integer, and define Dy by

Dg={¢eC:|Im¢| <d}.

From this definition, this method assume that the solution function must be
analytical, and f(tg) = 0, f(L) = 0. Actually, the summation of the function
(3.9) takes 0 for ¢t = tp, L. In other words, this method does not assume that
the solution function takes infinity in the closed interval [to, L]. However, if the
solution function satisfies the above definition, the accuracy of this method is
represented with
Juax [y(t) —yn (1) < Clog® (N + 1) exp(—mdN/ log(2dN/q))

according to the paper[48]. Here, let us obtain the non-linear system of equa-
tions by using double exponential transform. By applying changing variable to
fractional ordinary differential equations as v = (to + vt)/(1 + v), we have

) =0 =0 [T (95 o

By applying double exponential transform as v = ¢(z) = exp (% sinh(z)), we
have

y(t) — Yo

 (t—t)t [ g (fot St
- r@>t/w“+¢(”l f<1+am’@

qb(:r)g cosh(x)dz. (3.10)

From the paper[48], let the value of M and h be

log(2dN/q)
N

M = N+ {bgh@]

h =

Applying trapezoidal rule, we obtain

Ck — Yo

(s —to)th N~ —1—q ¢ [ to + @(Gh)sk
= RS oty (AT

M, 4%,
to + &( Nh Sk
1+ ¢(— Y
to + ¢(Mh)3k
1+ ¢(Mh)

where kK = —N,..., M 4 1. By solving this non-linear system of equations, the
coeflicients ¢, are obtained.

Generally, the function v = tanh(wsinh(z)/2) is used for double exponen-
tial transformation. However, for the computation of fractional integral, that
transform tends to make the cancellation of significant digits. To solve this dif-
ficulty, the present author employs the transform as v = exp( sinh(z )) in the
experiments of Section 7.4.3. Note that double exponential transform methods
are likely to cause other computational errors. Hence, we have to make a code
attentively.

,yw)¢yhamhym

(sk — to)7h B “1-q
R 1 goamy ooy (

(s —to)?h
2I'(q)

o( Nh—cosh( Nh)

+ (1+ ¢(Mh))~ref < LY ) qS(Mh)— cosh(Mh)
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Chapter 4

Finite difference formulae for fractional
calculus

4.1 Existing high accuracy finite difference formulae

Before the discussion of the proposed numerical methods for fractional differ-
ential equations, the author presents the existing high accuracy finite difference
formulae proposed in the author’s master thesis[57]. The proposed numerical
methods in this thesis are based on those finite difference formulae, and the high
accuracy of the proposed methods is produced from the high accuracy of those
formulae. Therefore, the author briefly introduces how those formulae are ob-
tained, and makes some experiments to confirm the accuracy. Let the fractional
calculus order ¢ be an arbitrary real number, a be a constant and a function f be
infinitely many times continuously differentiable. Then, the first order accuracy
finite difference formula is given by

q N-—1 -
SDLf0) = s 3 i = im +0 () (1)

-0

<

where h is h = (z — a)/N. This formula is the same to the formula proposed by
K.B. Oldham[49]. However, the author proves that the accuracy of the formula
(4.1) is actually first order accuracy. The second order accuracy formula is given
by

o Dif(x)
W R T(G—g) gh ,,
M L T0T 11+ B g
h™1 ﬂ —1—g L

This second accuracy formula (4.2) is used in the proposed finite difference meth-
ods and explicit methods for fractional partial and ordinary differential equations
to get high accuracy. The third order accuracy formula and fourth order accuracy
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formula are given by

a DI f(x)
N-1 2 N12
= Z? [ Fla— gy + B gt — gy + BT e
J=
+F];:i1) SN e O SR e
1—q
+F}L(_q) (1+QL(82+3Q)f/(a)N 1— 140 (]\173> (43)
and
oaDif ()
o &G -9 o qh,
- g Lo 1o i)+ B )
2 2 3 .2\1,3
+(3q 24Q)h #(x — jh) + (q 4;1 )h F"(x — jh)
Wt 1tq, g, 0 (4R +a)(1+30) oy
[(—q) 2 Ha)N= 4 I'(—q) 24 fla)N
M= (14+9)2+39) . 1 gq, 7 q14+9*2+9B+9) 34
fg s O R B f@N~
W1 (1+9)22+q) ) eog K71 aql+9)%,,,
T ) 51 f(a)N—? q—F(_q) [ (@N 1
+0 <]$4> (4.4)

Note that all formulae have the accuracy not for h — 0 but for N — oo. This
means that for N =1 and A — 0, all formulae do not guarantee their accuracy.
Those formulae are approximation of Riemann-Liouville fractional differential for
g > 0 and fractional integral for ¢ < 0. Next, the author shows how to obtain
those formulae.

Let us assume that fractional calculus order ¢ is ¢ < 0. This means that we
firstly consider the case of fractional integral. Then, fractional integral is defined
as

q 1 Toof
anf(.’L') - F(—q) /a (1. _(t))l—i—th'

By dividing the integral into N parts and applying changing variables for v =
x — t, we have

N-1 1)h
fla—u) ) G+k f( —u)
_gf(l)lﬁ / ulta ulta du.
J=1

By applying changing variables for u = jh — ¢ and Taylor expansion to function
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9(y) = f(y)/(z — y)'*9, and we have

- lm F(lq) /(;g(l‘ B4 t—edi+ P(lq) ]jv: /(; g(@ — jh + t)dt
o= No gg(n) (M Gy
- N:o a5 i:: T
e B s
e i et=220) 10D o
"z — jh) hj;q i HZ:?’(kq_ 3+9) "é?n;l(?ﬁ_lﬁ) (~1)™*1] +0 (@) .

Here, by using the Lemma 5.5 in the thesis[57], we can also prove that each term
has a unique order as

N-1 00
1 w5 Wik = m +.9) Thiynt1-1)
I'(—q) jzof (e = k) ja = q m!j”_m+1(n+1)!( )
1
= Olgm)

Then, infinite sums of each term can be folded by applying Taylor expansion.
For example, define {(z) as

-1

§i(x) = Atz—b)y

where x — b = 1/j. By using this function, the infinite sum in the first term can
be represented as

e a(+9)  d1+92+4q)

f(x_”qjq{j 22 T }

_ N {(0)(x = b)*  &"(b)(z —b)?

— te- ) G-y ¢ SOEZIE SOEZ,
N

= flz - J)W {&i(z) = &(b)}

— f($—j)${ml+l}

_ f(w—j)hqq{—(lﬂ)qﬂq}

The infinite sum in the second term can be folded by using two functions &;(x)
and &a(x) where



Then, the infinite sum in the second term can be folded as

{1 A e )
s () (b )t
_ _f/(x_jh)h;q{i_;!(ljt@ ;(1‘?({;&24‘41)_”_}
USRS IV E

Here, by substituting with &;(x) and & (x), we have

= P {gg<b><x Ly HOEP GO }

0 ] 31
SRS TSN TSN S
= - G - a0)
(o ) {ale) — al6) — (0~ )

/  pla -1
= —f(z—jh) 71 {(1+1/j)q+1}

ey (it

(q—1Dggrt L (1+1/5)7t J
1—q
= —f'(z —jh)hq {-(1+)"7+,7
1—¢q
P = W) e A=) 7 = = 17)

In a similar way, we can fold the infinite sums. Then, fractional integral can be
approximated as

DZf ()
N-1 : :
I Ny 1
= h 2 [f(x—jh) T }—i—O(N), (4.5)
D3 f ()
N-1 .
_ —q T — (.] + 1) 7 — ]_q
- ; [f( "R =g

) . _(j+1)—q (j+1)1—q jl—q
+hf($_3h){ r'(1—gq) + r'2-gq) _F(Q—Q)H
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qu( )

- B e
e { S g )
el
o <J\lf 3> (4.7)
DL f ()

_ th[ J+F(i_q;)j—q
+hi'(z = jh) {—<il+_12)—" 0 : 1_)1; ) F(j;—_qq)}
e {2;7;11— 7) (JF(Z 1—)161)q (%g 1—)2q_)q - Fg:qq)}
e G g
+(%ZIJQ) _P(4—Q)H+O(l\14> 48)

The above formula (4.8) is essential to calculate fractional integral numerically.
In fact, a part of formula (4.8) is used in the predictor-corrector method proposed
by K. Diethelm, N.J. Ford, A.D. Freed[13]. The first term in the formula (4.8)
can be transformed to the first order accuracy method (3.8) which is used in the
predictor-corrector method. By changing counting order, we have

N-1 : .
- N et B
h—4 x —jh
j=
N-1 A1 (N — 1 — )4
D Y (R ) fchir 7)
i I'(1—gq)
j_
By applying Taylor expansion, we have
N-1 .
( —J) T -(N-1-5)1 1
— 1 Bl
=h" JZ;)f(l—l—jh T —q) +0 ~)

By converting constants as —q := ¢, N —1 :=n, a := tg,  := ty, h:= (t, —to)/n,
the above formula equals to the first order accuracy formula (3.8) in the predictor-
corrector method. In a similar way, the second order accuracy formula (3.6) in the
predictor-corrector method is also developed from the formula (4.8). In addition,
the third order accuracy formula and higher order accuracy formulae also can be
constructed.

The formula (4.8) can compute fractional integral accurately, but cannot com-
pute fractional differential. Actually, for j = 0 and ¢ > 0, that formula diverges.
To avoid this divergence and to change that formula for the computation of frac-
tional differential, we compare it to a ratio of gamma functions. The detail is
written in Lemma 5.8 in the thesis[57]. The author introduces that lemma.
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Lemma 4.1.1 If function f is infinitely many times continuously differentiable
and analytical on x, it holds

h—4 N-1

I'(=a) =

N

f(x—jh){-W*T‘m} :O<1)

This lemma means that the formula (4.8) can be converted into a ratio of gamma
functions. By applying this lemma, we obtain the fourth order accuracy formula
(4.4). When we develop this formula, we assume that fractional calculus order ¢
is negative. However, this formula also can compute fractional differential in the
meaning of Riemann-Liouville definition. This fact can be verified by applying
integer order differential to both sides. For example, the first order accuracy
formula is given by

] o

= DM f ()
r E _ N-1 .

- |l 2 SENILED

- S X r e
D Rl

By applying Taylor expansion to f/'(z — jh), we have

e NG - g) [—a,,
© TC0 2 TG+ FHtein
A 2
# X s - s G ow + G- 0 ()}

Here, the terms about h2f”(z — jh)/2 and O(1/N3) are the first order O(1/N)

as
h~a! s I'(j—q) N—j h? " . 1 1
Mg 2 TUrD) ¥ Lz ()} =o(5)
Therefore, we have
N-1

h—a~t I'(j—q) [N—j— , N —j , 1
_ r(_q>j20r8+f§[ - - S e o) 40 ()

[(~q) 2% TG+ 1) N
ot XrGoi-q,,
S T D& G+ f(“’”‘Jh”O(N)



By repeating this operation, we have arbitrary degree fractional differential. In
a similar way, it is verified that the formula (4.2), the formula (4.3) and the
formula (4.4) are respectively second order accuracy, third order accuracy and
fourth order accuracy for fractional differential.

4.2 Numerical experiments

In this section, let us check the accuracy of formulae which are proposed in the
thesis[57]. The experiments are done with the following five formulae.

R1 g T _ h™1 F(]_q) T — i
D@ = Frs ;0 oG @) (4.9)
S"QDW:)
et TG —0) . . .
= 9 & TG [Fla—ih) + 5 {f(x = jh) = fla = (i +1)h)
h—4 1+q “1—gq
iy 2 SN (4.10)
N—-1 . .
- , J+19—471
WDif(@) = h qu;f(w(3+1)h) =g (4.11)
-1 . . .
. o . - Gyt
Z‘D(Ef(x) = h = |:f($ _]h) {F(l IR q) + F(Q *Q) }
. L O O et e
s+ { T+ g He
ADLf (x)
N—-2 .
_ g PR € o) B A
> N e
L 3fw—jh) —4f(x = G+ Dh) + flz = (G +2)h)
2
i O € et
e e |
U= h) =20 = G D) + S = G+ 2 { e

R A R Ve H
['(2-q) INGE))
N7 (N 1)~

-
. ~-N"¢ N'79 (N 1)l
+{3f(a+h) 4f(a+ )+f( )}{F(l—q)+ r2—q) }

+{2f(a+h) —4f(a+ g) +2f(a)} {Q,FJ(Vl_jq)

Nl=¢  N2-4_ (N —1)2¢
TTe-q ' TB-9 H

+h™1 [f(a +h)

(4.13)

42



The formula (4.9) is the first order accuracy, and has the form which is elimi-
nated the limitation from Grunwald-Letnikov definition. Therefore, this formula
is sometimes called Grunwald-Letnikov formula. The formula (4.10) is the second
order accuracy formula, and is given by applying Taylor expansion to f'(x—jh) in
the formula (4.2). Before the introduction of this second order accuracy formulae
in the thesis[57], the second order accuracy formula which can compute not only
fractional integral but fractional differential has never found. By some transfor-
mation to the formula (4.10), the author’s proposed finite difference methods will
be developed. The formula (4.11) is first order accuracy formula, and given by
applying Taylor expansion to the formula (4.5). This formula is equivalent to
the formula (3.8) which is used in the predictor-corrector method. The formula
(4.12) is the second order accuracy, and is given by applying Taylor expansion to
f'(z — jh) in the formula (4.6). This formula is equivalent to the formula (3.6)
in the predictor-corrector method. From this, we can see that the formulae (4.5)
and (4.6) are the general form of the formulae which is used in the predictor-
corrector method. The last formula (4.13) is a third order accuracy formula, and
is obtained by applying Taylor expansion as

3f(x = jh) —4f(x = (j+ D) + f(z = (j + 2)h) +O< L >

h'(x - jh) = 5 =3

j=0,1,...,N—2
mww—ﬁ>—{ﬂwﬁm—MW—u+DM+ﬂ%4f”m”+o(1)

NS
j=0,1,...,N—2

hf'(a+h) = {3f(a+h) —4f(a+g)+f(a)}+0 <]$3> ,

W f'(a+h) = {wﬂu40—4ﬂa+g)+zﬂ@}+o<A;>_

This formula will be used in the author’s proposed numerical methods for frac-

tional ordinary differential equations. The formulae (4.11), (4.12) and (4.13) can

compute only fractional integral and the fractional calculus order ¢ must be ¢ < 0.
The first experiments deal with the following function

f@)=1—-a+42% - 23 +2*
where a = 0. The analytical result is given by

DI f(z) = x 1 e n 22274 6379 n 24244
v Fl-q TE2-q TB-q TE-q TGE-q
The experiments are done with various ¢ and N.

Figure (4.1) shows the errors of each numerical method for ¢ = 0.3 at x = 2
with the function f. The formula (4.9) and the formula (4.10) calculate with the
first and second order accuracy respectively. Figure (4.2) also shows the errors
for ¢ = 1.3 at x = 2 with the function f. The results indicate each numerical
methods calculate with the expected accuracy. Figure (4.3) and Figure (4.4) are
the results of errors for ¢ = —0.3 and ¢ = —1.3 respectively at x = 2 with the
function f. All numerical methods calculate with the expected accuracy also in
integrals.

The second experiments deal with the following function

g(x) —-1— 560'2 + 1‘0'4 _ $0.6 + xO‘S —
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Entors for g=0.3 at x=2 Evrors for g=0.3 at x=2
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Figure 4.1: Errors for ¢ = 0.3 at x =2 Figure 4.2: Errors for ¢ =1.3 at x = 2

Errors for q=-0.3 at =2 Erors for q=-1.3 at =2

O(1/N)

. /& o \/\)(UN’Q)
\3(1»1/\2) " /C
= C R

413) (.13)

107 \ 4_ 
\& . oy

P O(1/N~3) oS O(1/NA3)

N N

Figure 4.3: Errors for ¢ = —0.3 at x = 2 Figure 4.4: Errors for ¢ = —1.3 at x = 2

where ¢ = 0. This function is not differentiable at x = 0. The analytical result
is given by

q _at [(1.2)29279  I(1.4)204-4
oDig(x) = =g TO2-g e

[(1.6)z%6-9  T'(1.8)z%84 rl=a

(1.6 —q) r18—q T(2-9q)

The experiments are done with various ¢ and N.

Figure 4.5 shows the errors produced by the formulae 4.9 and 4.10 for ¢ = 0.3
at x = 2 with the function g. The results indicate that the errors of the formula
4.9 is the first order accuracy, and the errors of the formula 4.10 is 1.2 order
accuracy. This means that the accuracy order of the formula 4.10 decays from
the second order to 1.2 order. The reason is the function g is not differentiable
at x = a = 0. If we numerically differentiate the function which is not smooth at
x = a, the accuracy of numerical methods may decay and the expected accuracy
order may be not obtained. Figure 4.6 also shows the results of accuracy decaying
for ¢ = 1.3 with the function g. The results in Figure 4.7 and Figure 4.8 show
that the accuracy decaying is also caused for fractional integral. This phenomenon
also happens for the formulae 4.10 and 4.13. However, this phenomenon is also
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Figure 4.5: Errors for ¢ = 0.3 at x =2 Figure 4.6: Errors for ¢ =1.3 at x = 2
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Figure 4.7: Errors for ¢ = 0.3 at xt =2 Figure 4.8: Errors for g =1.3 at x =2

common to integer order integral. Figure (4.9) shows the errors of trapezoidal
rule at x = 2 with the function g. This means this result is for ¢ = 1. The
expected accuracy order of trapezodal rule is the second order, but the results
have only 1.2 order. From this experiment, we see that this accuracy decaying
happens not only in fractional calculus but in integer order calculus. Then, how
much does the accuracy decay? Experiments indicate that the accuracy order
decrease to 1 + p order if the differentiated function f(x) is f(z) = ¥ for non-
integer p. K. Diethelm, K. Ford and N.J. Freed also point out that the accuracy
order of the formula (4.12) decrease from 2 to 1+ p for the differentiated function
f(z) = tP[14]. However, there is not any detail of the proof which how much
the accuracy decays. Generally, it seems to be difficult to prove how much the
accuracy decays. For example, let us consider to integrate the function z(z) = z?
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Enors of trapezoidal rule for the function g

O(1/N~1.2)

Figure 4.9: Errors of trapezoidal rule at x = 2

from 0 to 1 by using trapezoidal rule. Then, for non-integer 0 < p < 1, we have

N-1

! h . .
/0 aPdx — 3 jz::()(]h)p +((j+1)h)P
1 h 4 - S \P
- m'f‘g(Nh) —hjz;(jh)

1 1 1\ 'P &
= _— R J— D
T+p 2N (N) ;J
1 1+p N1+ NP N
- <N> i1 T2 2T
+p =
R et e S A el Ut VA
N (N) ~ 1+p + 2 -/
NP1 1 N\pl=1) (1 1 \pp-Dp-2)
- N 2. 3l 2.21) 2 \4l 2.3 j3-p
j=1
Here, the infinite summations Z;; Pk k = 2,3,... are Riemann zeta func-

tions, and converge to constants. Therefore, the above expression has the order
O(1/N'*P) for N — co. However, this accuracy decaying is not significant in in-
teger order calculus, because integer order calculus tends to assume smooth func-
tions and differentiated and integrated functions are also smooth. In contrast,
fractional calculus gives the singularity to functions, and we have to assume the
non-smooth functions as f(x) = tP.
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Chapter 5

Fractional partial differential equations

5.1 Space-fractional partial differential equations

5.1.1 Our proposed finite difference method for fractional partial dif-
ferential equations

In this section, the author discusses the finite difference methods for space-
fractional differential equations. As the author introduced in Chapter 2, space-
fractional differential equations express a diffusion process whose particles have
an infinite variance. Therefore, to solve these equations, we can simulate such
a diffusion process and predict physical phenomenon which is controlled by the
process which is not represented with integer order calculus. The finite difference
method is one of the numerical solving methods for fractional partial differential
equations, and is popular method because of easiness of coding. However, to use
that method, we have to care about not only accuracy but stability. If we use
unstable methods, the error is amplified and the solution diverges. Although the
stability is a significant factor, we cannot make stable methods simply by sub-
stituting difference formulae. In addition, there are two kinds of finite difference
methods in general, explicit methods and implicit methods. Explicit methods
mean that we can compute the solutions without solving equations, and we can
calculate the solutions with easy arithmetic operations. In contrast, implicit
methods mean that we have to solve equations for each time step. Therefore, if
the size of problem is very large, it takes longer time to solve by using implicit
methods than explicit methods in the same time steps. This property sometimes
does not fit some applications. However, there is also property that implicit meth-
ods are generally more stable than explicit methods. Hence, this thesis propose
both explicit and implicit finite difference methods.

In this thesis, the author treats the following one dimensional space-fractional
partial differential equation as

au(aa;‘,t) = % [%Dgu(x,t) + ED%u(asjt)] , (5.1)

and the following two dimensional space-fractional partial differential equation
as

Ou(z,y,t)
ot
C
= 3 [ExDu(z,y,1)

Space-fractional partial differential equations express diffusion phenomena whose
particles follow random walk with heavy tailed distribution. The derivation of
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u(0,0) u(hx,0) u(jhx,0) u(Nxhx,0)

u(0,ht)

u(0,2ht)

u(0,mht)

u(0,Ntht) u(Nxhx,Ntht)

Figure 5.1: Grids

fractional partial differential equations are written in Chapter 2. From the deriva-
tion, it is obvious that the range of the fractional order ¢ is limited as 0 < g < 2
and the constant C' is defined as C < 0 for0 < ¢g<land C >0 for 1 < q < 2.
Sometimes equations have the force term f like

) _ C o)+ St )] + F(00)

There are many kinds of boudary conditions for partial differential equations,
but this thesis treats only Dirichlet boundary conditions. Dirichlet boundary
conditions are defined as the solution function takes a constant at boundaries
like u(L,t) = a, u(R,t) = b.

Finite difference methods calculate numerical solutions at each grid. In this
thesis, we assume the grid in Figure 5.1. This grid is for one dimensional par-
tial differential equations, but partial differential equations on two dimensional
space will be discussed as well. Red line denotes the initial condition and green
lines denote the boundary conditions. Let N, and N, be the grid number for
space with x axis and y axis respectively, and let Ny be the grid number for
time. In addition, let h, be the grid size for space as (R — L)/N,, and let h;
be the grid size for time as T'/N; where T is a constant. Let U;™ be an approx-
imate solution to u(jh,, mhy). For two dimensional equatlons Let U 7 be an
approximate solution to u(jhs, khy, mht). Let fi" and 7}, be the approx1mat10n
of the force term f(jh,, mhy) for one-dimenswnal problem and f(jha, khy, mhy)
for two-dimensional problem respectively.

The existing finite difference methods, which is explained in Chapter 3, have
been proposed by M.M. Meerschaert and C. Tadjeran[40]. The existing explicit
scheme (3.2) is given by

m—+1 m
hy
_ ¢ ]i (i —q) +Nwi+12_qu
T onl2 | & T(grGit 1) Ui%im T(i+1) 7+t
+f" (5.3)
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where 1 < ¢ < 2. The stability condition is hy < hl/(Aq). The existing implicit
scheme (3.1) is given by

+1
U}“ - U
hy
.7+1 Ng— .7+1
m+1 m+1
Zr z—i—l Ujmier T Z I(— z+1)Ui+F1
m—+1
—i—fj . (5.4)

where 1 < g < 2. This scheme is unconditionally stable. The accuracy of both
scheme is O(h;) + O(h,). This means that the accuracy is the first order for time
and space, and depends on both the time and the space step sizes. In contrast,
all the author’s proposed schemes have the accuracy order O(h;) + O(h2). The
accuracy about time step can be improved with existing methods in the same way
of finite difference methods for integer order differential equations. Our proposed
explicit method for one dimensional equation is given by

urtt—um
J
hy
o[ ng? 12 I'(i—q) [4s+q 4s —q
- = mo 9 pym. 22— dpym
2 | I(=q) = F(Hl){ 1 Ut (29U j“}
h;q Nz_j_l F(Z—q) 45+q 43_q
mo4 9 pym. 422 dpym
+F(fq) 2 Tty { 1 g+ ( s)UjL + 1 ]+1+2}
he T(j—q)4s+q, .,  ha?! T(Ne—j—q)ds+q
e ; Ul + =— — Ny—1
[(—q)T(j+1) 4 M(=¢) (N, —j+1) 4
P S S € R’ ) B N O k') 4s+q}Um
Tl -q TQA-9I'(G) T(=o'G+1) 4 0
+h—q{(Nx_j)_q_ I'(Ny —j—q) . I'(Ny —j —q) 4S+Q}Um:|
Ll Tl-q TA-q@I'(Ny—j) T(=qI'(Ne—j+1) 4 Ne
+f (5.5)

for j =1,2,..., N, — 1. As a significant property, this scheme has a parameter
s, and the stability of the scheme depends on the value of s. This scheme can
be represented by using matrices as U™t = (E + A)U™ + fm where U™ =
oy, om, ..., U]%)T and fm = (f A f}Z}I)T and the matrix F is an iden-
tity matrix. The entries a; ; of the matrix A are defined as

0 0 0 0 0
ato at,1 ai,2 e a1,N,—1 ai,nN,
a2,0 a1 a2,2 e a2 N,—1 a2, N,
A= . . . .
aN,—-1,0 ON;—1,1 ON;—1,2 --- GN,—1,Ny;—1 ON,—1,N,
0 0 0 0 0
Here, the entries a;; for ¢ =1,2,..., N, — 1, j = 1,2,..., N, — 1 are symmetric
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and given by

ann

Gn n+1

An.n+2

an.n+3

Qn n+k

C
% 290(1 — 25) + 21

Cr |

Cr [

An+1,n = 7
Cr [
an42.n = 7
Cr [
n43,n = 7
Qptkn = 7

4s +q

45+ ¢q 4s —q ds+q
1—-2
go—— t 90— + g1 ( s) + go 1
4s — 4s +
g1 4q+92(1—28)+93 4(1
4s — 4s +
g2 q+93(1*25)+94 1
72y 4
4s — q 45+ ¢q
k-1 + gk (1 — 25) + gry1 1 ]

forn = 1,2,..., N, — 1 where r = h;/hl and g, = ['(k — q)/(T'(—q)T'(k + 1)).
The author’s proposed implicit method for one dimensional equation is given by

-1
unr-=ur
ht
_q -1
C | hz? 3 I'i—q) [4s+q, 4s — g
- mo (1 9\ U™, 4 — _dpgm
9 (_q) — F(’L + 1) 4 J+1—t + ( 3) J—1 + 4 Jj—1—i
_ Ng—j—1 .
hz? F(z—q){4s+q m 4s — q
+ : M+ (1 =28)U + —— Uy
F( q) gl F(Z + 1) 4 j—141 J+i 4 JH+141
N hz? (]:_Q)4S+QU{”+ ha? F(Nx—j—q)4s+qU}Vnz_l
P T(G+1) 4 [(—q)T(Na—j+1) 4
_ j e L' —q) F(G—q) 4s+q) ,m
+h, — ~ — . Uy
(1-q) TA-9I(G) T(-gPG+1) 4
g [ (N =) ¢ PNz —j—q) I(Na—j—q) 4s+4q)\ ;m
+hx — ~ — - UNac
Fl-q TA-¢l(Ne—j) T(=gq)I(No—j+1) 4
_|_f]m (5.6)
forj =1,2,..., N,—1. The matrix representation of the scheme (5.6) is expressed
as (E—A)U™ = U™ 14 fm. The entries of the matrix A are the same to that of

the explicit scheme (5.5). For two dimensional fractional partial equations (5.2),
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the author proposes the following explicit scheme

i—q) [4s+q 4s —q
- { Tt T (L =28)U7_; + 4Uﬁ1z}

4s —q
1 Uik-14i + (1= 28)Uj%pi + —— Ul

Jds+q . | ha' T(Ne—j—q)4s+q, .,
q ) 4 M T(—q)T(N,—j+1) 4 MUk
of 7T TG-q9 TG -49 45+4ql,m
the {F(l -q TA-9T'(G) TEgr(G+1) 4 } Vo
{ J)

) T(Na—j—aq) I'(Ne —j —q) 4s+q} m
Fl—q) TA-gI'(Ne—j) T[(=gI'(Nz—j+1) 4
I'(k—q)d4s+q,.,, hy? T(Ny—k—q)4s+q,

1) 4 T T(—q)T(N,—k+1) 4 N1

{ k=4 Dk—-q) = TI(k—gq) 43+q} "
[(l-¢) TI-¢T(k) T(-qTk+1) 4 J°
{(Ny—k)q I'(Ny—k—q) (N, —k —q) 4S+Q}Um

I'(l—gq) 'l —qI'(Ny —k) D(—g)I'(Vy—k+1) 4
This scheme also can be represented with the matrix representation as Um+l =
(E+ A)U™+ fm for

U™ = (U, Ul Uy, .. URL o, U, U, URE Uy,

and f™ = (f6'0s f19s - - - )- The matrix A is constructed with submatrices /l” as

0 0 0 o 0 0
Ao Ara A o ANy Arn,
A Az Az 1 Aze ... AN, A2 N,
An,—19 Anyg1a Ang-12 oo Angingo1 Ang-in,
0 0 0 o 0 0

o1

N,k

j:Ny



Then, the non-diagonal submatrices fli,j for i # j are diagonal matrices as

. . Cr, [ 4s+ 4s — 4s +
Appyi = Appin= 2y 90— Tt 1 T v (1 —2s) + o q] B
) ) Cry [ 4s— 45+
An,n+2 = An+2,n = Ty g1 4 1 + 92(1 - 25) + g3 4 q:| K
" . Cr : 4s — 45 +
An,n+3 = An+3,n = Ty g2 4 1 +g3(1 - 25) + 94 4 q:| B
. o Cry [ 4s — q 4s +q
Apnik = Apgin = 2y Ge1—g— + gr(1 —25) + gry1 1 ] -E
where r, = hy/hi, n =1,2,...,N, — 1. The entries a;; of the diagonal subma-
trices A is defined as
Cr 4s + Cr 4s +
anpn = 2‘70 2g0(1 — 2s) + 2g; 1 q] + Ty [290(1 —25) 4291 q]
Cry, | 4s+ 4s — 4s +
pn+1l = Antln = . g0 1 + 9o a + 91(1 - 23) + 92 q
2 | 4 4 4
Cry [ 4s— 4s +
Unpt2 = Onpon = —- g1 74 92(1 —25) + g3 g
2 | 4 4
Cry [ 4s— 4s +
nn+3 = 0On43.n = - g2 1 + 93(1 - 23) + 94 1
2 | 4 4
Cry [ 4s —q 4s +q
Upnn+k = Ontkn = = 9k—1 =+ gk(l - 25) + Gk+1
2 | 4 4
where r, = hy/h, where n = 1,2,--- N, — 1. The implicit scheme for two
dimensional equations is also constructed in a similar way as
(E— A)U™ =0m"1 4 fm. (5.8)

The characteristic of the author’s proposed schemes is the existence of the param-
eter s. The stability of the author’s proposed schemes depends on the parameter
q and s. This means that the parameter s should be chosen depending on the
fractional calculus order q. The relation between the stability and the parameter
s will be discussed in the next subsection.

All these schemes which the author proposes are made with the second order
accuracy formula (4.2). However, the most important problem is how to introduce
the second order accuracy formula (4.2) to schemes. In any form, the scheme
which uses the formula (4.2) is the second order accuracy for space grid size.
This means that one can create a formula of second order accuracy in space
dimension by using the formula (4.2). For example, the following implicit scheme
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also has the accuracy order O(h:) + O(hy),

m m—1
hy
_ C| (i —q) 2=qpm | Agm
2 | T(—q) & TE+1) | 2 77072770
—g Ng—j—1 .
hy I'(i—q) [2—¢ q
ugm. 4+ igm
+F(—q) ; rG+1) | 2 it Y
he 14+qTG=1-9)
I(—q) 2 I'() ‘
ha' 14+gqT(Ne —j—1-¢q) .,
T(-¢) 2 T(MV,—j ™
+f" (5.9)

This scheme utilizes the following second order accuracy formula, which is trans-
formed from the formula (4.2) by using Taylor expansion,

1D%u(x)
he? "< T(i—q) {2—q
T(—q) = T(i+1) | 2

hz:? 1+qT(N —1-gq)
Mg 2 1 8

. q .
u(z —ihy) + §u(:v — (i — 1)hx)}

(5.10)

This formula is also second order accuracy, but we should not use the scheme
(5.9) because of the instability. This scheme is not stable for 1 < ¢ < 2, and the
errors are amplified in the computations. This problem about the stability is also
shown in the related work[40]. In that paper, M.M. Meerschaert and C. Tadjeran
introduce an example scheme which has the accuracy O(h:t) + O(h;) and is not
stable. Therefore, we cannot simply apply the high accuracy difference formulae
to the high accuracy finite difference methods. Then, how can we construct
high accuracy finite difference methods? There are three points for the author’s
scheme constructing. One is to embed a freedom of schemes by introducing the
parameter. To be stable, the author’s proposed schemes include the parameter
s, and are derived from the following second order accuracy formula

12

hy? T(N —q)4s +q
TCgT(N+ 1) 4 u(L+ )

L N1 T(N-g
he {m—q) M1~ g (™)

I'(N—q) 4s+q
TN +1) 4 }u(L). (5.11)

Depending on the value of ¢, the schemes become stable by changing the value
of s.
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Second point for the author’s scheme construction is a symmetric Toeplitz
matrix. Let us consider the matrix A in the matrix representation of the scheme
(5.5). The submatrix including entries a; ; for 1 <4,j < N, — 1 is a symmetric
Toeplitz matrix. For example, the following scheme is less stable than scheme
(5.5),

+1
urtt —ur
hy
_ i—1
C| hr? % I(i—q) [4s+¢q ds— g
T 2 |T(~q) & T+1) | 4 i+ (L= 29)Uf% + — — Uy
=0
o Nedit NG
—q) [4s5+q ds— g
i=0
—~ ) i L(j —q)
+hyd _ U

{T(l —q) TA-qT(j)
{(Nx_j)_q I(Ny —j—4q) }Um]

[(l—q) TQ-qT(N,—j)f N

The entries a; ; of the matrix representation of the above scheme is not a symmet-
ric Toeplitz matrix for 1 < 4,5 < N, — 1 because of first and N, — 1-th column,
for example, as1 # a12. The matrix representations of the author’s schemes in-
clude the symmetric Toeplitz matrix around an, , v, ,- By constructing formulas
in such a way, the author succeeded to define stable formulae. The author has
discovered this feature in the results of trial and error and has noticed that the
matrix representation of the existing scheme (3.2) also has a symmetric Toeplitz
matrix. This means that the author forms schemes to have a symmetric Toeplitz
scheme in the results of analyzing stability. Generally, it is not easy to prove that
the symmetric Toeplitz matrix is the most appropriate to be stable. This is a
heuristic, and there is no proof that a stable formula must have such a structure.
However, it is a fact that this feature significantly improves the stability.

Third point for the author’s scheme construction is to approximate the frac-
tional differentiation with a few nodes. This means the author’s scheme can
compute solutions with a few number of N in the formula (5.11). For example,
to calculate U7" in the scheme (5.5), we have to approximate the left derivative
RDIu(x) at L+ h, with N =1 as

1D&u(L + hy)

he? =T(i—q) [4s+q e
Mg 2T b= - 10)

12

1+1 4

4s —q

+(1 —25)u(L + hy — ihy) + u(L + hy — (i + 1)hx)}

hz? T(1—q)4s+q
Mg @ 4
—q 1 B I'(1-gq) B I'(l1—¢q) 4s+q "
tha {m—q) M0 gr() T(gr@ 4 }<L"

u(L + hy)

The finite difference formulae calculate with the expected accuracy with N — oo,
but we have to calculate even with N = 1. This limitation also increases the error.
For example, let us consider to calculate fractional differentiation of the constant
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function u(z) = ¢ at h, with the formula (5.10) for N = 1. Then, the error is
given by

o] 2—q q
R
ODgC—hxq{ 9 c+ 20}‘

’ (1) — 2—q
MNl—-q) ° 2
= O(h,?).

xT

ch, 9 — gch;q

This means that the formula (5.10) produces the error of O(h;?) for N = 1.
Because ¢ > 0 in finite difference methods, the error will diverge for h, —
0. To avoid this accuracy decaying, the formula (5.11) has a little ingenuity.
This formula has a more complicate expression than the formula (5.10), but this
formula has a feature of error cancelling. In a similar way, let us consider the
error for the constant function u(z) = ¢ at = jh,. Then, we have

‘ hz? j_lf(i—q) 4s +q 4s — q
g{DIC_I‘(—q);F(zA—l){ 1 c+(1—2s)c+ 1 c}
_ ha? T(j—q)4s+q

[(-¢gTG+1) 4
e 7t TG-9 TG -4 4s+q}c‘
C A -g TA-9I(G) T=glG+1) 4

L'(5)

P(z’—i]; ok ) {j_q_ F(J—q)}'

Therefore, the author’s scheme calculates the constant function without errors.
This means that we can assume non-zero Dirichlet boundary conditions. Other
existing finite difference methods do not have a feature of this error cancelling, so
we cannot assume non-zero Dirichlet boundary conditions when we use them. Not
only the better accuracy, this feature of our proposed finite difference methods is
also good point comparing to existing methods.

5.1.2 Stability analysis of the author’s proposed finite difference meth-
ods

In this subsection, let us analyze the stability of the author’s proposed finite dif-
ference methods. In the beginning, let us review the concept of stability. Figures
5.2 and 5.3 show examples of being stable and not being stable, respectively. The
errors, which are derived from rounding errors and so on, are amplified over time
and the numerical solution does not converge if the scheme is unstable. The idea
of the stability is independent of the accuracy, so we have to analyze the stability
differently from the accuracy of schemes. Generally, there are two well-known
methods to analyze the stability of finite difference methods. One is Von Neu-
mann stability analysis, and the other is the matrix method which is the method
to analyze the eigenvalues. In this thesis, the author analyzes the stability by
using the matrix methods because of the reason as explained below.

Von Neumann stability analysis to the author’s proposed scheme

Firstly, let us consider to apply Von Neumann stability analysis to the scheme
(5.5). Let U™ be U™ = k™ exp(i€jh,) where £ is an amplifier factor and § is
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Figure 5.3: Example of unstable scheme

Figure 5.2: Example of stable scheme

a wave number. By substituting to the explicit scheme (5.5), for g, = I'(n —
q)/(T'(—=¢)T'(n+ 1)) we have

K

Cr
- 142
+2

j—1
Zgn {48: 4 exp(i&(1 —n)hy) + (1 — 2s) exp(—i&nhy)
n=0

_l’_

)
W

© oxp(i€(~1 - n)fm}

Ny—j—1
+ Z 9n {482 4 exp(i&(n — 1)hy) + (1 — 2s) exp(i€nhy)
0

n=
4s —
LAs—a

exp(i&(1 + n)hz)}
4s+q

+9j exp(i€(1 — j)hs) + ng_j# exp(E(N, — j — 1)ha)
J! I'(j—q) 4s+q o
i {F(l g TO-o9T(G) ¥ 4 } exp(—i&jha)

(No—5)"*  T(Ne=j—a s +q . ‘
! { Mi-q TO-gl(N, -7 " 1 }eXp(Zg(Nz - J)’W] '

For j < N,/2, we have

Cr
- 1+ 2
+2

j—1
4 4s —
In { S;_ q cos(é(n — 1)hy) +2(1 — 2s) cos(§nhy) + 82 4 cos(&(n + 1)h$)}
n=0
. No—j—1 ds+q

n—i

exp(i&(n — 1)hy) + (1 — 2s) exp(i&nhy)

4s —
+— qexp(i£<1+n)hx)}
4s+¢q

10, 2 (L~ )b + gy expliE(N - D)
i TG—-q9 '4s—|—q} e
ey Tt o et

(N, =)™ T(Ny—j—q) 4s g | |
+{ T(l—q) T(1-qT(N,—j) N7y }exp(zé(Nx—ﬁhx) :
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As shown in Section 3.2, E. Sousa makes Von Neumann stability analysis under
the assumption j, N, — oo[54]. However, the significant feature of all finite
difference methods for fractional partial differential equations is that schemes
has the different form depending on the value 5 and N,. This means that we
have to consider the case that the value of j is a finite number, for example, the
right side derivative is approximated with one node and the left side derivative is
approximated with N, — 1 nodes for j = 1. By applying von Neumann stability
analysis, we cannot analyze with considering this feature. Therefore, the author
analyze the stability by using the matrix method.

Stability analysis in the matrix method to the author’s proposed ex-
plicit methods

The matrix method is the method to analyze the eigenvalues of the matrix rep-
resentation of a scheme. Let us analyze the stability of the scheme (5.5) for
1 < ¢ < 2 by using the matrix method. In the matrix representation, this scheme
is expressed as U™+! = (E + A)ﬁm + fm If an arbitrary eigenvalue A of the
matrix (E'+ A) satisfies |\| < —1, this scheme is stable. To estimate the eigenval-
ues, we use Gerschgorin’s theorem. From Gerschgorin’s theorem, the eigenvalues
derived from the first row and the last row are 1 as [A—1| <>, |ao,;| = 0. The
eigenvalue bound derived from the i-th column satsifies the following expression
as

A= (L +ai) <D lajl, i=1,2,..., N, — L.
j#i

Note that we treat not rows but columns different to the first and the last rows.
By eliminating the absolute values, we have

= ajal A= (1 +ais) < lagl

i#i i
= = el + (T +ai) A<D ajal + (1 +ai)
i#i J#i

Therefore, the stability condition is represented with two expressions as
= lajil+ (14 ais) > —1,
J#i

D lajil+ (1 +ai) < 1.
i

Let us assume that the diagonal entries a;; are negative or equal to 0 as a;; < 0
and the non-diagonal entries a;; for j # i are positive or equal to 0 as aj; > 0
except some entries a;; as a;; > 0. Then, we have the following lemma.

Lemma 5.1.1 All diagonal entries are negative or equal to 0 if the parameter s
satisfies the following expression as

s> 2 (5.12)
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Proof
The condition that the diagonal entries are negative or equal to 0 is given by

a;; <0
¢ 4s +
= ; 2g0(1 — 25) + 291 —— 21| <0
2—q
= s>
S=Ty
O
From this assumption, the stability condition can be represented as
No—1
- Z aji+2ai; +2 Z ai > —2, (5.13)
Jj=1 l
and
No—1

> aji—2) a; <0. (5.14)
j=1 l

. N.—1 ..
The summation ) jo1  ajg is given by

Ng—1

Jj=1

Cr |4s+q :
< | Zgn+

2
sz szl —i— ]

4s+q

Zgn 1_25 Z gn + 48_ Z

_ C’r[_éls—i—q r'i+1-gq) _(1—23) F(z—q)
2 4g T(=g)l(i+1) ¢ T(=¢)l'@)
ds—q T(i-1-¢q) 4s+q I'(Ny—i+1—gq)
4g T(=g)(E-1)  4q¢ T(=g)I'(Ne—i+1)
(1-2s) T(Nz —i—q) 4s—gq I‘(Nx—i—l—q)]
¢ T(=g)U(Nz—i)  4g T(=¢)l(Ne—i—1)

where 2 <i < N,—2and g, is g, =T'(n—q)/(T'(=¢)I'(n+1)). Fori=1,N, —1,
the summation is given by

Nz—1
= % [482_ q91 + (1 —2s)g0
C4ds+q T'(No—¢q)  (1-2s) P(Na—1—¢q) 4s—q I'(Nz—2—¢)
4q T'(—q)I'(Ny) g T(=gI'(Ns—1) 4 T(—q¢)I'(N; —2)

If the value of i increases proportional to N,, for example, i = N, /2, this sum-
mation converges to 0 for N, — co. Then, Exp. (5.14) can be written as

—2) a; <0.
l
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Since we assume that the entries a;; < 0, it is shown that there never exists
negative non-diagonal entries a; ;. Next, let us show the conditions that all non-
diagonal entries are positive or equal to 0. Here, we have the following lemma.

Lemma 5.1.2 All non-diagonal entries are positive or equal to 0 if the parameter
s satisfies the following three expressions as

—4g1 — qg2

s> , 5.15
~ 890 — 891 + 492 (5.15)
g < 191~ 492 — qg3 (5.16)
~ 491 — 8g2 + 4g3’
— 4ga —
s> 492 g3 — qg4 (5‘17)

~ 49> — 8g3 + 494

Proof
The condition that the entry a; ;41 is positive or equal to 0 is given by

a;i41 >0

4s +
= 2gos+ g1(1 —2s) + g2 1 qZO

—4q1 —
S s> g —a92
890 — 891 + 492

The condition that the entry a; ;4o is positive or equal to 0 is given by

a2 >0

4s —q 4s+4¢q

N +g2(1 —2s) + g3

q91 — 492 — qg3
s < .
491 — 8g2 + 493

>0

=

The condition that the entry a;;4, k > 3 is positive or equal to 0 is given by

ik >0

4s —q
T gk(1 —28) + grt1

R 49r — q9k+1
~ 4gi—1 — 89k +49k+1

4s +q

>0
1 =

= gk-1

=

Then, we have the expressions (5.15) and (5.16). Next, let fx(q) be

q9k—1 — 49k — q9k+1
fk:(q) = a 3
4gk—1 — 8gk + 4gk+1

and we prove fi(q) > fr+1(q) for £ > 3. The coefficients g has relations to next
coefficients as gx—1 = kgr/(k — 1 —q) and gxy1 = (kK — q)gx/(k + 1). Then, it
holds

fr(q)
a(k—q)

k
a9k — 49k — T gk

4(k—
g — gk + L,

—4k? 4+ q(6 +29)k + (4 — ¢*)(1 + q)
(4g + 8)(1+q) '
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Then, we have

fe(@) = fr1(q)
B 8k:+4fq(6+2q)>0
(4 +8)(1+9)

for 1 < ¢ < 2 and k > 3. Therefore, we have the third condition (5.17).

O

Under the assumption that all diagonal entries are negative or equal to 0 and
non-diagonal entries are positive or equal to 0, we discuss the conditions that the
parameter s satisfies the expression (5.14). Then, we have the following lemma

Lemma 5.1.3 The conditions to hold the stability condition (5.14) are that the
parameter s satisfies the following three expressions as

—4g1 — qgo
s> , 5.18
~ 8go — 891 +4g2 (5.18)

q91 — 492 — qg3
s < , 5.19
~ 491 — 8g2 + 493 (5:19)

q92 — 493 — qga
s > . 5.20
492 — 8g3 + 494 (5:20)

Proof
In addition, for ¢ = 1, N, — oo, the stability condition (5.14) is given by

Nz—1

Z aj1 S 0
Jj=1

Cr [4s+¢q
2[ 4
_q91+490 _2—¢q
4(g1 —2g90) 4

For i = k, k = 2, N, — oo, the stability condition (5.14) is given by

g1+ (1—2s)go| <0

=

Ny—1
Gjk < 0

j=1

Cr [_48—1—(] I'B-—¢q¢) (1-2s) I'2—q) 4s—q I'(1—q)

2 4 T(=¢)I'(3) g T(=9r'2) 4 T(-q)T'(1)] ~

qhy — 4hg — qhg

s <

~ 4hy — 8hg + 4h3

where hy is by = I'(k — ¢)/(T'(—=¢)I'(k)). Fori =k, k = 3,4,..., N; — oo, the
stability condition (5.14) is given by

=

Ngz—1

Z a; k < 0
j=1

C’r[_43+q I'k+1-q) (1-2s) I(k—gq) 4s—q I'(k—1-¢q)
2 dg T(=q)I'(k+1) ¢ T(=@I'(k)  4¢ T(=@I'(k-1)
qhi—1 — 4hi, — qhya

= s .
 4hg_q1 — 8hg + 4hg i1
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Here, in a similar discussion in the above proof, it holds that

qhi—1 — 4hg — qhg1 _ qhi — 4hgep1 — qhyo
4hj—1 — 8hy + 4hg 1 4hy — 8hg41 + 4hgo

for k = 3,4,.... By comparing the above expressions to expressions (5.12),
(5.15), (5.16) and (5.17), we have the following results as

—4g1 — qg2 S 2—q

S 2 = )
890 — 8g1 + 492 4
s < 19— 492 — qg3 < ghi — 4ha — qhs
= 4g1 —8ga+4g3 — 4hy — 8hg + 4h3’
q92 — 493 — qga _ qha — 4h3 — qhy
s > >

4go — 8g3 + 494 — 4ha — 8h3 + 4hy
for 1 < g < 2. Therefore, we have the above lemma.
O

Next, we consider the condition (5.13). Under the assumption that all non-
diagonal entries are positive or equal to 0, we have the following lemma.

Lemma 5.1.4 The conditions to hold the stability condition (5.13) are that the
step size hy satsfies the following expression as

4hd
hy < . 5.21
t_C((8+4q)s+q2—4) ( )
Proof
Ny—1
— Z aji + 2ai,i Z —2.
j=1

From the above discussion and the condition (5.14), it holds Zjvz”“‘f Yaj; <0 if

the parameter s satisfies the conditions in Lemma 5.1.3. Therefore, we have

Nz—1
- Z aji +2ai5 > 20 > —2
j=1
C 4
- % [290(1 —25) + 21 S:q > 1

The diagonal entries are negative, so the stability condition is given by

= (Cr< 4
~ (84+4q)s+q>—4
—C((8+4q)s+¢*—4)

O

From the expression (5.21), we can take larger time step size h; by taking
smaller s for s > 0. Let us summarize the lemmas 5.1.1, 5.1.2, 5.1.3 and 5.1.4.
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Theorem 5.1.5 The scheme (5.5) for 1 < q < 2 is stable if the following in-
equalities are satisfied.

s —4g91 — q92
~ 8go—8g1+4g2’
q91 — 492 — qg3
S é )
491 — 892 + 493
q92 — 493 — qga
s 2z )
4go — 893 + 494
q
B < 4hd

C((8+4q)s+q>—4)

Figure 5.4 shows the range in which the parameter s must exist. As is seen
in this figure, the parameter s is always positive. These stability conditions are

The area where the parameters must exist
Se-01

4.5e-01+

4e-01

3.5e-014

3e-01 o

w 2501

2e-01 -

1.5e-01

1e-01

Se-02 -

0e00 T T T T T

Figure 5.4: The area where the parameter s must exist

sufficient conditions and not necessary and sufficient conditions. This means that
the scheme may be stable if we break these inequalities a little. In a similar way,
we have the following theorem about stability conditions of the scheme (5.7) for
explicit two dimensional fractional partial differential equations.

Theorem 5.1.6 The scheme (5.7) is stable for 1 < ¢ < 2, h = hy = hy and
N = N, = N, if the following inequalities hold.

—491 — 492
s = )
890 — 81 + 442
q91 — 492 — q93
s < ;
491 — 8g2 + 4g3
92 — 493 — q94
s > ,
492 — 893 + 494
2h1
he <

C(B+4q)s + 2 —4)

Proof
In the matrix representation, the scheme (5.7) can be expressed as gm+l =
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(E+ A)[?m + fm Then, for h = h; = hy and r = r, = r,, the diagonal entries
b;; of the matrix B are given by

4s +q

b“_C'r

i= [490(1 —2s) 4+ 2g1

In addition, the following summation about a column is given by

Cr |:_4s+q P(i+l-q) _ (1-2s) T(i—q) _ 4s—q D(i=1-q)
4g T(=g)T'(i+1) g T(=al'@) 4¢ T(—q)T(i-1)
_4s+q D(N—i+l—q)  (1-2s) I'(N—i—q)  4s—q TI'(N—i—1—q) }
No1 4q D(-q)T'(N—i+l) q T(-qT'(N—i) 4q D(—q)T(N-i-1)]°
b 2<i< N -2,
w dstg _
j=1 CT[ 71+ (1—2s)g0
_4s+q T(N—q)  (1-25) T'(N—-1—q)  4s—q I'(N—2—¢q) :|
4q T(—q)T'(N) a T(—gT(N-1) 4 T(=q)I'(N=-2)]°
1=1,N — 1.

Therefore, with the same discussion, the conditions that the parameter s must
satisfy are the same to the conditions in Lemma 5.1.3. Then, the condition (5.13)
is given by
Nz—1
- Z bji 4 2bi; > 2bj; > —2
j=1
45+ ¢q

C
= % [490(1 —2s)+4g1 > —1.

This establishes the above theorem.
O

From the two theorems 5.1.5 and 5.1.6, we have the stability conditions of the
author’s proposed schemes (5.5) and (5.7). Next, let us compare these stability
conditions to those of existing methods. The author’s proposed methods have
better accuracy than existing methods, but the author’s proposed methods are
not effective if the stability conditions of the author’s proposed methods are more
strict than that of existing methods. The author’s proposed explicit scheme (5.5)
has the following stability condition about h, and hy,

SO (B+4q)s+ @2 —4)

In this expression, we have to take a smaller step size of h; for larger s from
s = (2 — q)/4. This means we can take any step size of h; if the parameter s
is s = (2 — q)/4. Therefore, we take s = (qg1 — 492 — qg3)/(4g1 — 8g2 + 4g3) as
its largest possible value during satisfying the stability conditions about s. Next,
let us compare it with two kinds of the stability conditions of existing methods
proposed by M.M. Meerschaert and C. Tadjeran as

hi1

B < e
t_Cq7

and proposed by E. Sousa as

hE -
hy < 521 q,
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Coefficients of stahility conditions

f1:0ur proposed scheme
f2:M.M. Meerschaer, C. Tadjeran
f3.E. Sousa
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Figure 5.5: Comparison of the stability conditions to the existing methods

Figure 5.5 shows the results of comparing the coeflicients of three stability con-

ditions as
4
hle) = ((8+4q)s+¢q2—4)’
1
fZ(CI) — 57
fs(q) = 279,
where

s = (q91 — 492 — q93)/ (491 — 8g2 + 4g3).
From Figure 5.5, we have
hi 4 hi hi 1

hy < =% < Eol-a < X2
T C(Bt+4agstai-4) - CT T Cyq

for 1 < g < 2. The author’s proposed method can take much larger step size
of h; than existing methods for 1 < ¢ < 2. In addition, we have the following
theorem about the stability condition.

Theorem 5.1.7 There exists a parameter s for arbitrary q with 1 < ¢ < 2, and
the author’s proposed explicit scheme (5.5) and (5.7) can take the largest step
size of hy for

S = Imax

{ —491 —q92  q92 — 493 — qga }
q

890 — 8g1 + 492" 492 — 8g3 + 4ga

Stability analysis by the matrix method to the author’s proposed im-
plicit methods

Next to the explicit methods as discussed above, let us analyze the stability of our
proposed implicit methods. The way of stability analysis for implicit methods is
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similar to that for explicit methods. The matrix representation of our proposed
implicit method (5.6) is given by (E — A)C_fm =Um14 fm In a similar way to
explicit methods, the scheme is stable if each eigenvalue A of the matrix (£ — A)
satisfies || > 1 where the eigenvalue of the matrix (F — A)~! is represented as
1/A. By Gerschgorin’s theorem, the scheme is stable if one of the following two
inequality holds.

—ai; + Z |ajil < =2, (5.22)
i

or

—Q4 — Z |aj7i| Z 0. (5.23)
J#i
If we assume that all diagonal entries are negative or equal to 0, then the stability
condition (5.22) never holds. As mentioned in Lemma 5.1.1, the condition that
the all diagonal entries are negative or equal to 0 is
2—q
s> —.
- 4
In addition, we assume that non-diagonal entries are positive or equal to 0 as a; ;,
J # 1 except some entries a;; as a;; < 0. Then, we have

Ng—1

— Z Qji —i-QZal,i > 0.
j=1 !

The summation in the above expression converges to 0 for N, — oo if the value
of j increases proportional to the value of N,. Then, we have

+2> a; > 0.
l

Since we assume a;; < 0, it is shown that there never exists negative non-diagonal
entries, and all non-diagonal must be positive or equal to 0. The conditions for
positive non-diagonal entries are represented in Lemma (5.1.2). Thus, we have
the following theorem.

Theorem 5.1.8 The scheme (5.6) is stable for 1 < q < 2 if all the following
inequalities hold.

—4g1 — qgo
s > ,
8go — 891 + 4g2
q91 — 492 — q93
s < )
491 — 892 + 493
s q92 — 493 — q9a

492 — 893 + 494

In contrast to the explicit method, the implicit method does not have the stability
condition about h, and h;. This indicates we can take arbitrary step sizes of h,
and h; by using the implicit methods. In a similar way, the stability conditions
about the scheme (5.8) are also shown in the next theorem.
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Theorem 5.1.9 The scheme (5.8) is stable for 1 < q < 2 if all the following
inequalities hold.

5 —4g91 — qg2
890 — 8g1 + 492’
q91 — 492 — q93

s < ;
491 — 892 + 493
q92 — 493 — q9a

s =

492 — 893 + 4gs”

By the above stability analysis, it is shown that the stability conditions for the
author’s proposed explicit methods are less restrictive in choosing h, than that
for existing methods as long as we take the appropriate parameter s. In addition,
the author’s proposed implicit methods do not impose any conditions on step sizes
h, and h; like existing methods as long as we take the appropriate parameter s.
Therefore, it is indicated that we can improve not only the accuracy but also the
stability conditions by using the author’s proposed methods.

5.1.3 Stability analysis to the author’s proposed schemes for 0 < ¢ < 1

In the above discussion, we assume that the fractional calculus order g is 1 <
g < 2. The way to analyze the stability for 0 < ¢ < 1 is almost the same to that
for 1 < g < 2, and we apply the matrix method. Let us analyze the stability of
the scheme (5.5) for 0 < ¢ < 1. In a similar way to the case of 1 < ¢ < 2, the
stability conditions are represented as

= lajal + (14 aiz) > 1,
j#i
and
> lajil + (1 +aig) < 1.
J#i

Here, we assume that all diagonal entries are negative or equal to 0 and all non-
diagonal entries are positive or equal to 0 in the same way to 1 < ¢ < 2. Then,
we have the following lemma about this assumption.

Lemma 5.1.10 All diagonal entries are negative or equal to 0 and all non-
diagonal entries are positive or equal to 0 if the following inequalities hold.

2—q
< - =
T =Ty
s < —491 — q92
890 — 891 + 492
991 — 492 — q93
s 2
491 — 892 +4g3
Proof
The condition that any diagonal entry a;; for ¢ = 1,2,..., N, — 1 is negative or

equal to 0 for 0 < ¢ < 1 is given by
ai,iSO, iZl,Q,...,Nx—l

= s< —.
- 4
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The conditions that any non-diagonal entries a;; for ¢ = 1,2,... , N, — 1, j # @
are positive or equal to 0 for 0 < g < 1 are given by

ait+1,; > 0
—4q1 —
S os< g1 — q92
8g0 — 891 + 492

and

Uitki >0
1 —4gi —
s> q9k—1 9k — 49k+1

= = )
4g9k—1 — 89k + 4gk11

k>2

)

from the symmetry property as a;1x; = a;—r;. Note that we have the following
relation in the above expression

q91 — 492 — q93 _ q92 — 493 — qya
s> > > ...
491 — 8go +4g3 — 492 — 8g3 + 494

Therefore, we have the above lemma.

O

From the above assumption, the stability conditions can be represented with
two expressions as

Nz—1
20, — Y aji > -2, (5.24)
j=1

and

Ng—1

> aj <0 (5.25)
j=1

Firstly, we discuss the conditions that the entries a; ; satisfy the inequality (5.25)
with the following lemma.

Lemma 5.1.11 The parameter s must satisfy the following conditions so that
the stability condition (5.25) holds for 0 < q < 1.

—4g1 — q92
s < , 5.26
~ 8go — 891 + 4g2 (5:26)
— 4gy —
s> 491 g2 — qgs (5.27)

~ 491 — 892 + 493

Proof
The conditions that the summation Zjvz”l_ ! aj; is negative or equal to 0 are given
by

N;—1
> a1 <0
j=1
2—q
= s < —
= 4
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The area where the parameters must exist
04

524
(5.25)

" _///
0

0.2 o

0.4+

-0.6

-0.8+

Figure 5.6: The area where the parameter s must exist

and
Ny—1

Z a;j k S 0
j=1

h = _
o> 2 4hy, qhk+1’ 59
4hg—1 — 8hg + 4hj 41

for 0 < g < 1. Note that it holds the following relation in the above expressions
5 gh1 — 4hy — qhs _ qho — 4hs — qha
— 4hy — 8ho + 4hg — 4hg — 8hg + 4hy —

By summarizing the conditions, we have the above lemma.

=

O

Figure 5.6 shows the range of parameter s, depending on the value ¢, given by
Lemma 5.1.11. In contrast to the case for 1 < ¢ < 2, the parameter s can take a
negative number. Next, we discuss the condition that the step size h; satisfy the
inequality (5.24) in the following lemma.

Lemma 5.1.12 The parameter hy must satisfy the following conditions so that
the stability condition (5.24) holds for 0 < g < 1.

PS 0 (8+4q)s+q2—4

(5.28)

Proof
Under the assumption that the summation E;V:”f ! a;; is negative or equal to 0,
the stability condition (5.24) is represented as

No—1
2ai; — Z aji = 2a;; > —2
j=1
hi 4

= h <

X
C (8+4q)s+q¢*>—4

Therefore, we have the above lemma.
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By summarizing Lemmas 5.1.10, 5.1.11 and 5.1.12, we have the following
theorem about the stability of the scheme (5.5) for 0 < ¢ < 1.

Theorem 5.1.13 The scheme (5.5) is stable for 0 < q < 1 if the followings are
satisfied.

—4g91 — qg2
s < )
890 — 891 + 492
q91 — 492 — qg3
s > ,
491 — 8g2 + 493
q
hy < @ 1

C (8+4q)s+¢*>—4

In this theorem, we can take larger step size of h; when the denominator of right
hand side is smaller. In the range that the parameter s can take, the denominator
become the smallest for s = (—4¢g1 —qg2)/(8g0 — 891 +4¢g2). Therefore, we should
put the parameter s as

. —4g1 — qg2
890 — 891 + 4g2

when we use the scheme (5.5). In a similar way, we obtain the stability conditions
of the scheme (5.7).

Theorem 5.1.14 The scheme (5.7) is stable for 0 < ¢ < 1, h = hy = hy and
N = N, = Ny if the followings are satisfied.

—4g1 — qg2
s < ;
8g0 — 891 + 492
q91 — 492 — qg3
S Z )
491 — 8go2 + 493
h4 2
hy < —

C (8+4q)s+q¢*>—4
Also for the implicit methods, we have the following results as theorem.

Theorem 5.1.15 The scheme (5.6) and the scheme (5.8) are stable for 0 < ¢ <
1 if the followings are satisfied.

5 —4g91 — qg2
890 — 8g1 + 492’
5 q91 — 492 — q93

491 — 892 + 4¢3

5.1.4 Accuracy order and accuracy decaying

The author introduces that all the author’s proposed schemes are second order
accuracy for space as O(h¢) + O(h2). In addition, the existing methods are also
introduced as first order accuracy method with O(hy) + O(h,). In some aspects,
the accuracy order of the author’s proposed schemes and existing schemes are
not O(hy) + O(h2) and O(hy) + O(h2), and decays for two reasons. One reason
is the smoothness of the function. In Chapter 4, the author shows that the
accuracy of finite difference formulae depends on the form of the differentiated
functions. For the function f(x) = 2P, 0 < p < 1, the accuracy order of the
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formula (4.2) decays from second order accuracy to O(1/N'*P). The reason of
this accuracy decaying is the differentiated function is not differentiable at x =
0. The similar phenomenon happens for finite difference methods for fractional
partial differential equations. For the function u(z,t) = exp(—t)(z — L)P(R —x)P
with 0 < p < 1, the accuracy of the author’s proposed schemes and existing
schemes decays from second and first order accuracy to O(hP). In the numerical
computation of fractional derivative, the accuracy order decreases to O(1/N1*P)
for f(z) = xP. On the other hand, the accuracy order decreases not to O(h!*P)
but O(RP) in finite difference methods. The reason of this difference is the number
of sampling points when we can calculate fractional derivative. Let us consider
to calculate the fractional derivative to the function f(x) = 2PT¢ with 0 <p < 1
where ¢ is the fractional calculus order ¢ > 0. By using the formula (4.9), we
have the following result

0DLf () — ('DEf () = O(h)
for x = jh, N = j and h — 0 where j does not depend on h. This expression

indicates z comes near to x = 0 for h — 0. For the case of j = 1, the above
expression is developed as

0DLf(h) — DL f(h)

_ F(p+Q+1) P _ hHL—q F(_Q) p+q
T e+ N g
T(p+q+1) »
< T(p+1) _1>h'

For h — 0, the variable x = h comes near to x = 0. This phenomenon means
that the numerical solution around an initial point has bad accuracy. Yet, the
assumption of x = jh may seem to be strange, but this computation is done
in finite different methods for fractional partial differential equations. Actually,
in the scheme (3.2), a similar situation occurs for ¢« = 1. Right side derivative
has to be calculated with ¢ + 2 points which does not depend on h. This is the
second reason, and the accuracy of the scheme (3.2) and (3.1) decreases from
the expected accuracy because of these two reasons. If we use high accuracy
formulae, the accuracy does not improve. The formula (4.10) is the second order
accuracy, but we have the same result

0Dif(z) — (°Dif(z) = O(hP) (5.29)

for the function f(z) = 2P™ o = jh, N = j and h — 0 where j does not depend
on h. This situation can be seen, for example, in the scheme (5.5). Therefore,
we cannot improve the accuracy if we apply high accuracy formulae to finite
difference methods.

In integer order calculus, this phenomenon is seen. For the second derivative
of f(z) = xP*2, the error of analytical differential and numerical differential at
x = jh for j > 2 and the value of j does not depend on h is given by

f((G+1Dh) = 2f(jh) + f((j — 1)h)
h2
= 2+ iy — YT 2G0T (G - D
(p+2)(p+ 1) (GR)P — {(G + 1)PH2 — 25742 4 (j — 1)PH2L pp
2042+ Up(p—1) poayy
A1 J
= OP), 0<p<1 (5.30)

f(5h) -

p
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Thus, this accuracy decaying is the problem not only among fractional calculus
but also among integer order calculus.

In the previous paragraph, the author shows two reasons that cause the ac-
curacy decaying in finite difference methods. However, note that there is a dif-
ference between the above examples and schemes for differential equations. For
the function f(z) = zPT9, the accuracy of every difference formulae decreases
to O(hP). On the other hand, the accuracy of every finite difference methods
decreases O(hP) for the analytical solution u(x,t) = exp(—t)(z — L)P(R — x)P.
If the analytical solution converges at boundaries, the error of finite difference
methods also converges. This difference can be explained as follows. For a func-
tion f(z) = xPT4, fractional derivative of its function is given by KD%f(z) =
2PT'(p+q+1)/T(p+ 1). This derivative has the order O(zP) around an initial
point. Therefore, the accuracy decays to O(hP). In a similar way, both side
fractional derivative to the function w(z,t) = exp(—t)(x — L)P(R — z)P is given
by

BDu(a, 1) + ED%u(a, 1)

C o0
5&”(%0

= —% exp(—t)(z — L)P(R — x)P.
This expression has the order O(zP) around boundaries. Therefore, the accuracy
decays to O(hP) around boundaries.

By the way, what happens if p = 07 It seems that the accuracy order is
a constant O(1). Actually, the accuracy order of existing methods is O(1) for
p = 0, and the solutions do not converge even if we take small step sizes. Yet,
the author’s proposed methods have the feature of error cancelling, and the solu-
tions are not influenced if the analytical solution is not zero at boundaries. This
improvement is significant to apply to actual problems.

As mentioned above, this accuracy decaying also happens in integer order
finite difference methods. However, this problem is not common in integer order
calculus because of two reasons. The first reason is the accuracy decaying does
not happen if the function is polynomial function. In the expressions (5.30),
the error is zero for p = —2,—1,0,1, and is O(h?) for a positive integer p > 2.
However, the accuracy of the author’s proposed formula (4.10) decays to first
order accuracy even if the differentiated function is defined as f(z) = xzP™7 for
p = 1 in under the conditions of the expression (5.29). In finite difference schemes,
for the analytical function u(z,t) = exp(—t)(z — L)(R — z), the accuracy of the
author’s proposed second order accuracy schemes decays to first order accuracy
O(ht) + O(hg). In integer order calculus, the accuracy of numerical methods
does not decay if the function is represented with polynomials. Therefore, we do
not care about the error of the numerical derivative in the case of x = jh and
the value of j does not depend on h. Second reason is non-smooth function like
u(z) = exp(—t)(z — L)P(R—x)P, 0 < p < 1 does not appear if we assume smooth
function as the initial condition. In fractional calculus, fractional differentiation
and integration give a singularity to the function. This means that the analytical
solution of fractional partial differential equations may be a non-smooth function
for the initial condition of a smooth function. In contrast to integer order calculus,
we have to consider this accuracy decaying from these two reason when we use
fractional calculus.
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5.1.5 Experiments about space-fractional partial differential equa-
tions

Measurement of errors

When we measure the errors of finite difference methods, there is one mistake
which we tend to make. The errors of finite difference methods are usually con-
structed from two components. One is the error derived from time derivative,
and the other is the error derived from space derivative. The accuracy order of
existing scheme (3.2) is first order accuracy to both derivatives as O(h) + O(hy).
However, the result which the error decreases with first order accuracy does
not mean the accuracy order of this scheme is first order accuracy. Because, if
one error have the big coefficients comparing to the other error, the other error
is hidden. For example, let the error about time derivative be E; = 1000h;,
and let the error about space derivative be E, = h%5. This case assumes that
the accuracy decaying happens at space derivative. Then the accuracy order is
namely O(h;) +O(h25), but we are likely to misunderstand the accuracy order as
O(h¢)+O(hy). Because, the error is 1000%0.0140.01%5 = 10.1 for hy = h, = 0.01
and the error is 1000%0.001+0.001%° ~ 1.032 for h; = h, = 0.001. By decreasing
of the values of h; and h, with 0.01 — 0.001, the error also decrease 10.1 — 1.032.
This error looks the first order accuracy because of the big coefficients for time
derivative. This phenomenon also occurs when we use the author’s proposed
high accuracy schemes. The method to avoid this problem is to make step size
h: and h, sufficiently small individually. This is effective to avoid the misun-
derstanding, but to make step size small amounts to increase the problem size.
Another method to avoid the misunderstanding is to make the diffusion coef-
ficient C large. By making the diffusion constant C large, the error of space
derivative also becomes large and the error of time derivative becomes relatively
small. In the experiments, the large diffusion coefficients appears for making
clear the accuracy order.

Stability

The stability is the problem in the form of schemes, and does not depend on the
analytical solution of equations. Therefore, we check the eigenvalues of the matrix
in the matrix representation. Firstly, we experiment about stability condition of
existing explicit scheme proposed by E. Sousa[54], M.M. Meerschaert and C.
Tadjeran[40] as

hi i
hy < 521 q

hil
hy < —=-—.

Cq

Let h, be h, = 1/40, and let C' be C' = 1, and we experiment with various
hy and q. Figure 5.7 shows whether the existing explicit scheme is stable or
not for each ¢ and h;. The sign ’0’ denotes the scheme is stable at that point,
and the sign 'x’ denotes the scheme is not stable. The stability is confirmed
by checking eigenvalues. The eigenvalues are numerically calculated by using
Mathematica. The distinct result is at ¢ = 1.2, hy = 0.01. This point is stable
with the stability condition proposed by E. Sousa, but not stable with the stability
condition proposed by M.M. Meerschaert and C. Tadjeran. This result shows
that the stability condition derived from Gerschgorin’s theorem is not strict, and
scheme may be stable if the stability condition is not satisfied.
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Next, let us verify the stability condition of the author’s proposed implicit
methods. Figure 5.8 shows whether the proposed implicit scheme (5.6) is stable
or not for each ¢ and s with hy = h, = 0.025. The sign ’0’ denotes the scheme is
stable at that point, and the sign 'x’ denotes the scheme is not stable. Since the
stability conditions are analyzed by using Gerschgorin’s theorem, the author’s
proposed stability conditions are not strict. Table 5.1 shows the absolute max-
imum eigenvalues except eigenvalues derived from first and last row, which are
always 1. From this table, it is expected that the stability condition is strict for

Stability conditions of existing explicit schame

102 4 o X
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50%10° o Q Q X x
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Figure 5.7: Stability conditions of existing explicit scheme

small ¢, since the maximum eigenvalues are close to 1.

[ =11 | q=1.2 [ g=13 | q=14 [ q=15 | q=1.6 [ q=1.7 | q=1.8 [ q=1.9
s=0.5 [ 0.9896 | 0.9771 | 0.9623 | 0.9452 | 0.9257 | 0.9039 | 0.8802 | 0.8550 | 0.8287
s=0.45 [ 0.9896 | 0.9771 | 0.9624 | 0.9453 | 0.9257 | 0.9040 | 0.8803 | 0.8550 | 0.8287
s=0.4 [ 0.9896 | 0.9772 | 0.9625 | 0.9454 | 0.9258 | 0.9041 | 0.8804 | 0.8551 | 0.8288
s=0.35 || 0.9897 | 0.9773 | 0.9626 | 0.9455 | 0.9260 | 0.9043 | 0.8805 | 0.8553 | 0.8289
s=0.3 | 0.9898 | 0.9774 | 0.9627 | 0.9457 | 0.9262 | 0.9045 | 0.8808 | 0.8556 | 0.8293
s=0.25 || 0.9990 | 0.9969 | 0.9925 | 0.9840 | 0.9683 | 0.9408 | 0.8957 | 0.8577 | 0.8310

Table 5.1: The maximum eigenvalues for scheme (5.6) with 1 < ¢ <2

Figure 5.9 represents the stability of the scheme (5.6) for various ¢ and s with
0 < ¢ < 1. In contrast to the case of 1 < ¢ < 2, the scheme is not at s = 0.3.
However, for negative s, the stability condition is not strict. Table 5.2 shows the

absolute maximum eigenvalues for 0 < ¢ < 1.

Lastly, we make experiments about the stability condition of the author’s
proposed explicit methods. The stability condition about h; and h, is represented

as

htS?

h

4

73

(8+4q)s+¢*>—4)




5.5e-01

Stability conditions of our proposed implicit scheme for 1<g<2

5e-01
15001
4e-01

3.5e-01

Figure 5.8: Stability conditions of the implicit scheme (5.6) for 1 < ¢ < 2
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Figure 5.9: Stability conditions of the implicit scheme (5.6) for 0 < ¢ < 1

| ¢=0.1 [ q=0.2 | q=0.3 | q=0.4 [ q=0.5 | q=0.6 [ q=0.7 | q=0.8 [ q=0.9
s=0.3 [ 1.0077 | 1.0121 | 1.0188 | 1.0295 | 1.0464 | 1.0739 | 1.1195 | 1.1985 | 1.3459
s=0.2 | 0.9923 | 0.9881 | 0.9816 | 0.9751 | 0.9763 | 0.9784 | 0.9815 | 0.9859 | 0.9919
s=0.1 || 0.9773 | 0.9745 | 0.9745 | 0.9750 | 0.9762 | 0.9782 | 0.9813 | 0.9857 | 0.9918
s=0 0.9749 | 0.9744 | 0.9744 | 0.9749 | 0.9761 | 0.9781 | 0.9812 | 0.9856 | 0.9917
s=-0.1 || 0.9748 | 0.9744 | 0.9743 | 0.9748 | 0.9760 | 0.9780 | 0.9811 | 0.9856 | 0.9917
s=-0.2 || 0.9748 | 0.9743 [ 0.9743 | 0.9747 | 0.9759 | 0.9779 | 0.9810 | 0.9855 | 0.9916

Table 5.2: The maximum eigenvalues for scheme (5.6) with 0 < ¢ <1
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Figure 5.10: Stability conditions of the explicit scheme (5.5) for 1 < ¢ < 2

To maximize the step size of h;, we take the parameter s for 1 < ¢ < 2 as

_ { —491 —q92  q92 — 493 — q9a }
§ = max , .
890 — 891 +4g2 492 — 8g3 + 494

Then, Figure 5.10 shows the stability conditions for each g and h; with 1 < ¢ < 2,
C =1 and h, = 1/40. This result indicates that the author’s stability analysis
express sufficient stability conditions, and if it is shown that the scheme is stable
for ¢ = 1.8 and h; = 0.001, where the analyzed stability condition is not hold,
but the scheme is actually stable.

Figure 5.11 shows the stability conditions for each ¢ and h; with 0 < ¢ < 1,
C = —1 and h, = 1/40. The stability condition of 0 < ¢ < 1 is less strict than
that of 1 < ¢ < 2. Comparing to the case of 1 < ¢ < 2, the scheme is stable with
wide step size of hy.

Figure 5.12 shows the stability conditions of three methods, the author’s pro-
posed condition, the condition proposed by E. Sousa and the condition proposed
by M.M. Meerschaert and C. Tadjeran for each ¢ and h; with 1 < ¢ <2, C =1
and h, = 1/40. This graph represents that the stability condition of the author’s
proposed explicit scheme allows a larger step size hy than that of existing scheme.
This means that the author’s proposed explicit scheme has a weak condition about
step sizes comparing to other existing explicit method.

Accuracy

Next, we make experiments about the accuracy of the author’s proposed schemes
and existing methods. As existing methods, we compare not only finite difference
method proposed by M.M. Meerschaert and C. Tadjeran[40], but also the matrix
transform method proposed by M. Ilic, F. Liu, I. Turner and V. Anh|[21]. The
detail of the matrix transform method is explained in Chapter 3. All experiments
are done with Mathematica. Firstly, we experiment for one dimensional fractional
partial differential equations 5.1 with zero-Dirichlet boundary conditions. Let the
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Figure 5.11: Stability conditions of the explicit scheme (5.5) for 0 < ¢ < 1

analytical solution u(x,t) be

u(z,t) = dexp(—t)zP(1 — x)P

where p is a constant to control the order of functions around boundaries. This
means the order of the analytical solution is O(2P) for # — L and x — R. Figure
(5.13) is the graph of the analytical solution function for p = 0.5. Then, let the

ht

Comparison of stability conditions

Qur proposed method

E. Sousa

M.M. Meerschaert, C. Tadjeran

Figure 5.12: Comparison of stability conditions for 1 < ¢ < 2
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Figure 5.13: The analytical solution function for p = 0.5

force term f(z,t) be

fa,t)
= —exp(—t) {4a?(1 — 2)?

_, T(p+1) —p,p+1
20p1—LT ) p ’ :
+2Cx F(p—q+1)21|:p—q+17$

. T(p+1) [—pp—i—l ]}
1201 —zpi—LT2) _p ’ 1—a
=) Tp—qg+ 1) | p—qg+1

where the function oF7 is the hypergeometric series. The initial condition is given
by u(x,0) = 2P(1 — )P, and the boundary conditions are given by u(0,t) =
u(1,t) = 0 as zero-Dirichlet boundary conditions. All experiments are done for
0<t< 1.

Enors for p=2.5, q=18, s=0.45 Errors for p=2.5, q=18. 5=0.4

O(h~2)

Figure 5.14: Errors of three numerical Figure 5.15: Errors of three numerical
methods for ¢ = 1.8, p=2.5, s =04 methods for ¢ = 1.6, p=2.5, s =04

Figures 5.14, 5.15, 5.16 and 5.17 show the errors about three methods, exist-
ing implicit finite difference method (3.1) proposed by M.M. Meerschaert and C.
Tadjeran in blue lines, the author’s proposed implicit finite difference method in
red lines and the matrix transform method proposed by M. Ilic, F. Liu, I. Turner
and V. Anh in green lines for ¢ = 1.8,1.6,14,1.2 respectively. The conditions
of three experiments Figures 5.14, 5.15, 5.16 and 5.17 are p = 2.5, N; = 1000,
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Enors for p=2.5, q=1.4, s=0.35 Errors for p=2.5, q=1.2, 5=0.3
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Figure 5.16: Errors of three numerical Figure 5.17: Errors of three numerical
methods for ¢ = 1.4, p=2.5, s =0.35 methods for g =12, p=2.5, s =0.3

Absoute eirors of the matrix ransform mathad for p=2.5, q=1.8 Relative sirors of the matrix transform mathad for p=2.5, q=1.8
12002 18

11002 4

1202 |

9203 o 1.4+

8203 4

7203 4

803 o ¥

52034

Absolute emor

4203 4

3203 4 06

2003 4

1803 o

0e00 T T T T T T T T T 02

Figure 5.18: Absolute errors of the ma- Figure 5.19: Relative errors of the ma-
trix transform method for ¢ = 1.6, p = trix transform method for ¢ = 1.6, p =
25, t=1 25, t=1

C = 100000 and s = 0.45,0.4,0.35,0.3. Figures 5.18 and 5.19 show the errors of
the results of the matrix transform method at ¢ = 1 for ¢ = 1.6 and N, = 20.
It is shown that the results of existing method are actually first order accuracy
and the results of the author’s proposed method are second order accuracy in
any fractional calculus order ¢g. In addition, these results indicate the numerical
solutions by the matrix transform method do not converge to the analytical so-
lution. The matrix transform method is the method to approximate fractional
derivative with a power of the matrix. From these results, it is shown that the
author was not able to implement the matrix transform method so to obtain
appropriate solutions. Therefore, from next experiments, we show the results by
only existing finite difference methods proposed by M.M. Meerschaert and the
author’s proposed finite difference methods.

Figures 5.20, 5.21 5.22 and 5.23 are the results for respectively ¢ = 1.8,1.6,1.4,1.2
and s = 0.45,0.4,0.35,0.3 with p = 1.5, C' = 100000, N; = 1000. These graphs
indicate that existing first order accuracy methods numerically calculate actually
with first order accuracy. On the other hand, the author’s proposed second order
accuracy scheme cannot calculate with second order accuracy. This is because
the accuracy decaying happens. By the accuracy decaying, the accuracy order
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Enors for p=1.5, q=1.8, =0.45 Errors far p=1.5, q=1.8, 5=0.4
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Figure 5.20: FErrors of two numerical Figure 5.21: FErrors of two numerical
methods for ¢ = 1.8, p=1.5, s =0.45 methods for g =1.6, p=1.5, s=04

Enors for p=1.5, q=1.4, s=0.35 Errors for p=1.5, q=1.2, 5=0.3

O(h)
L

O(h~1.,85)

Figure 5.22: FErrors of two numerical Figure 5.23: FErrors of two numerical
methods for ¢ = 1.4, p=1.5, s =0.35 methods forg =12, p=1.5, s =0.3

around boundaries decreases from O(h2) to O(hl®). However, the accuracy or-
der O(h2) and O(hLl%) are near, and it is difficult to obtain that difference well.
Therefore, the author’s proposed scheme calculate not with second order accuracy
but with a little higher accuracy than O(hL?).

Figures 5.24, 5.25, 5.26 and 5.27 show the results for respectively ¢ = 1.8,1.6,1.4,1.2
and s = 0.45,0.4,0.35,0.3 with p = 0.5, C = 100000 and N; = 1000. These
graphs indicate that the numerical solutions are influenced by the form of the
analytical solution, and the accuracy decays to O(h%). This accuracy decaying
occurs both to the existing first order accuracy scheme and the author’s proposed
second order accuracy scheme. In addition, not depending on the fractional cal-
culus order ¢, the accuracy decays to O(hL).

Figures 5.28, 5.29 and 5.30 show the errors of the author’s proposed explicit
scheme with C = 1, Ny = 5000, ¢ = 1.8,1.6,1.4,1.2, s = 0.45,0.4,0.35,0.3 for
p = 2.5,1.5,0.5 respectively. The time step size h; is hy = 1/5000, and this
satisfies the stability conditions of the author’s proposed explicit scheme. These
results show that the numerical solutions are stable, but the expected accuracy
orders cannot be obtained. The reason is that the number of space grids is at
most IV, = 80 in these experiments and so small that errors cannot converge with
the expected accuracy order. Therefore, by taking larger N, and smaller h,, the
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Figure 5.24: FErrors of two numerical Figure 5.25: FErrors of two numerical
methods for ¢ = 1.8, p=0.5, s =0.45 methods for ¢ = 1.6, p=10.5, s =04
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Figure 5.26: FErrors of two numerical Figure 5.27: FErrors of two numerical
methods for ¢ = 1.4, p=0.5, s =0.35 methods for g =1.2, p=0.5, s =0.3
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Figure 5.28: Errors of the author’s pro- Figure 5.29: Errors of the author’s pro-
posed explicit scheme with various ¢ for posed explicit scheme with various ¢ for
p=2.5 p=1.5
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Figure 5.30: Errors of the author’s proposed explicit scheme with various ¢ for
p=20.5

expected accuracy order will be obtained. However, larger N, requires smaller
h:, and this means the rapid increase of computational complexity. Therefore,
explicit methods are not suitable for measuring errors accurately. In this section,
the numerical experiments are done with implicit methods which do not impose
the stability conditions on time step size h;.

Next, the author makes experiments for 0 < ¢ < 1 with the same analytical
solution and the force term. The existing finite difference methods proposed by
M.M. Meerschaert and C. Tadjeran are not defined in 0 < ¢ < 1. Therefore,
the author verify the accuracy only of the author’s proposed implicit scheme.
Figures 5.31, 5.32 and 5.33 are the results with C = —100000, Nt = 1000,
q=0.8,0.6,04,0.2, s =0.2,0.1,0.0,—0.1 for p = 2.5,1.5,0.5 respectively.

Enors of our propesed implicit seheme for0<qs1, p=2.5 Entors of our prapased implicitseheme for0sqs1, p=1.5
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10 soxi0’ 107 5.0x10° 10’ 10’ o0’ 107 s0x10° 10

Figure 5.31: Errors of the author’s pro- Figure 5.32: Errors of the author’s pro-
posed implicit scheme with various ¢ for posed implicit scheme with various ¢ for
p=2.5 p=1.5

Figure 5.31 indicates the accuracy order of out proposed implicit scheme is
the second order accuracy. In addition, the result for ¢ = 0.4 is influenced by the
accuracy around boundaries. By the phenomenon of accuracy decaying, the accu-
racy around boundaries is O(h2?), and the result for ¢ = 0.4 has a stronger effect
of O(h2?) than O(h2) which is the accuracy of the author’s proposed scheme.
Figure 5.32 and 5.33 show the accuracy decaying happens in the computations.
The expected accuracy order is the second order accuracy, but the accuracy de-
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Figure 5.33: Errors of the author’s proposed implicit scheme with various ¢ for
p=20.5

cays to O(hL®) and O(h%5). From these results, the accuracy of the numerical
solutions for 0 < ¢ < 1 also decreases depending on the form of the analytical
solution.

Next, the author makes experiments in the case of non-zero Dirichlet boundary
conditions. Let us consider the following two problems. Problem 1 is defined by
the following analytical solution

up(z,t) = exp(—t)z*(1 —2)? +3(1 —2)* —2(1—2)®, 0 < <1
and the force term

f1 ($, t)

x2=1 —z)2¢
— —eXp(—t)x2(1 . $)2 o %exp(—t) {2 ( + (1 ) )

'@ —q)
12 (230 + (1 —2)379) 24 (2479 4 (1 — 2)*9) }
I'(4—q) I'(5—q)
C { x4 6 (22774 (1 —2)*79) N 12 (2379 + (1 — 2)379) }
2 | T(1-q) I'(3—q) I'(4-q) '

The initial condition of Problem 1 is u;(z,0) = 2?(1 — )2 +3(1 — )% — 2(1 — )3,
and the boundary conditions are u1(0,t) = 1, u;(1,¢) = 0. Problem 2 is defined
by the following analytical solution

ug(x,t) =exp(—t)x(l—2)+(1—z), 0<z <1

and the force term

fz(x,t)
rl—a —x)l—a 224 _ 2)2a
= —exp(—t)z(l —x) — %exp(—t) { ( lj_(2(1— D ) ) - 2 ( F‘("?)(i J ) ) }
e B Gl Ot M)
2 |T(1-gq) (2 —q) :

The initial condition of Problem 2 is ug(z,0) = z(1 — ) + (1 — z), and the
boundary conditions are ug(0,t) = 1, ua(1,t) = 0. This problem also has non-
zero Dirichlet boundary conditions. All experiments are done for 0 <t < 1. In
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the paper[21], M. Ilic and others mentioned that the matrix transform method
cannot be applied to non-zero Dirichlet boundary conditions. Therefore, the
author makes experiments by using existing first order accuracy implicit scheme
(3.1) proposed by M.M. Meerschaert and C. Tadjeran and by using the author’s
proposed second order accuracy implicit scheme (5.6).

Errors of twa schemes far Problem 1 with q=18 Errars of two sehemes far Problem 1 with g=1.6
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Figure 5.34: Errors of two scheme with Figure 5.35: Errors of two scheme with
Problem 1 for ¢ = 1.8 Problem 1 for ¢ = 1.6
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Figure 5.36: Errors of two scheme with Figure 5.37: Errors of two scheme with
Problem 1 for ¢ = 1.4 Problem 1 for ¢ = 1.2

Figures 5.34, 5.35, 5.36 and 5.37 show the errors of the existing first accu-
racy implicit scheme and the author’s proposed second accuracy implicit schemes
with C' = 100000, Ny = 1000, hy = 1/1000 for ¢ = 1.8,1.6,1.4,1.2 and s =
0.45,0.4,0.35, 0.3 respectively. These graphs indicate that the existing first accu-
racy scheme cannot compute with non-zero Dirichlet boundary condition, since
the numerical solutions do not converge to the analytical solution. The existing
first accuracy scheme does not employ the feature of error cancelling, so the ac-
curacy order becomes O(1) by the accuracy decaying. In contrast, the numerical
solutions of the author’s proposed scheme converge to the analytical solution with
about second order accuracy. The author’s proposed scheme employ the feature
of error cancelling, and can analytically compute constant functions without er-
rors. In addition, this analytical solution has the order O(z?) around boundaries.
Therefore, the numerical solutions are not influenced by the accuracy decaying.
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Figure 5.38 is the results of the author’s proposed second order accuracy
implicit scheme for Problem 1 with C' = —100000, N; = 1000, h; = 1/1000 for
qg = 0.8,0.6,0.4,0.2 and s = 0.2,0.1,0.0, —0.1 respectively. This graph shows

Erors of our proposed sscond accuracy scheme far Prablem 1 with various q

(h~2)
<
\

908

q=08
qe04
902

Figure 5.38: Errors of the author’s proposed implicit scheme with Problem 1 and
various q

that the author’s proposed implicit scheme actually compute with second order
accuracy for 0 < g < 1 for non-zero Dirichlet boundary condition. In addition,
the accuracy decaying does not happen.

Next, the author makes experiments for Problem 2. Figures 5.39, 5.40, 5.41
and 5.42 show the error of existing first order accuracy implicit scheme and the
author’s proposed second order accuracy implicit scheme with C' = 100000, N; =
1000, hy = 1/1000 for ¢ = 1.8,1.6,1.4,1.2 and s = 0.45,0.4,0.35, 0.3 respectively.

Errors of twa schemes far Problem 2 with q=18 Errars of two sehemes far Problem 2 with q=1.8
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Figure 5.39: Errors of two scheme with Figure 5.40: Errors of two scheme with
Problem 2 for ¢ = 1.8 Problem 2 for ¢ = 1.6

In the same way of the results of Problem 1, the numerical solutions of existing
scheme do not converge to the analytical solution. The numerical solutions of
the author’s proposed scheme converge not with the second order accuracy, but
with the first order accuracy. This is because the accuracy decaying happens.
The analytical solution has the order O(z) around boundaries, so the accuracy

decaying occurs and the accuracy order decreases from the second order accuracy
O(h2) to O(hy).
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Figure 5.41: Errors of two scheme with Figure 5.42: Errors of two scheme with
Problem 2 for ¢ =1.4 Problem 2 for ¢ = 1.2

Figure 5.43 is the results of the author’s proposed second order accuracy
implicit scheme for Problem 2 with C' = —100000, N; = 1000, h; = 1/1000 for
q = 0.8,0.6,0.4,0.2 and s = 0.2,0.1,0.0, —0.1 respectively. This graph indicates
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Figure 5.43: Errors of the author’s proposed implicit scheme with Problem 2 and
various q

that the accuracy decaying happens also for 0 < ¢ < 1. Therefore, the accuracy
of the author’s proposed scheme decreases from the second accuracy O(h2) to
the first order accuracy O(hy).

5.2 Time-fractional partial differential equations

5.2.1 The author’s proposed finite difference method

In this section, the author proposes the implicit high accuracy finite difference
methods for one-dimensional time-fractional partial differential equations which
is given by

O*u(x,t)
Ox?

for0<g<1l,tg<t<Tand L <z < R. The constant C' > 0 is a diffusion con-
stant, and the function f is a force term. This equation also appears in the model

RDfu(z,t) = C + f(a,t),
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to simulate physical phenomena, and there are many research to study about
this equation. Existing finite difference methods to this equation employ Caputo
derivative for time derivative, and have first order accuracy[67, 44, 28]|. However,
the author consider to use Riemann-Liouville derivative to apply the author’s
proposed formulae. It is not difficult to convert Riemann-Liouville derivative to
Caputo derivative, so the author also try to develop schemes for Caputo deriva-
tive in the future task. Let N; and N, be the number of grid points for time and
space respectively. In addition, let the time step size hy be hy = (T —ty) /Ny, and
let the space step size hy be hy = (R — L)/N;. Let U™ denote an approximate
solution U Jm ~ u(jhy,mhy). Then, the author’s proposed scheme is given by

ht_q m_lr(i ) 2+q m—i—1
( 5 UJ —fU

=g o )

m,—2UMm + U™
_ j+1 J j—1 m
= C = + 1 (5.31)

where 1 < j < N, —1 and 1 < m < N,. This scheme also has the feature of
error cancelling, and can compute constant functions. The matrix representation
of the scheme (5.31) is given by AU™ = ™! where U™ = (U§", U™, ..., Um ).
The entries a; ; of the matrix A are defined as

1, i=7j=0o0ri=j5=DN,

b ) L =g 1< SN~ 1

e -7, j=it—lorj=i+1, 1 <1 <N, —1
0, otherwise

where r = Chy/hi The entries b* of the vector b™ are defined as

m—1

2+
b;n 1 g(fjm—l § :gz{ qlfm % l;m i— 1}
i=1
_ I(m—q)
l[O rm
j{mql(rn)}+hgj

where g, is gn, = I'(n — q)/(I'(—¢)I'(n 4 1)). This scheme indicates that the past
information is required to calculate the present values.

5.2.2 Stability analysis

As mentioned above, the author apply the matrix method to the schemes for
space-fractional partial differential equations. In a similar way, to analyze the
stability of the scheme (5.31), the author uses the matrix method to the matrix
A. If any eigenvalues A of the matrix A satisfy |A| > 1, this scheme is stable.
Eigenvalues derived from the first and last column are exactly 1 by Gerschgorin’s
theorem. From the matrix representation of the scheme, we have

A= aiil <l
i
2

= |[A=2r-— +q

2
- ‘2“1<A<4 +29

|<2

Then, any eigenvalues A\ are always more than 1, and this scheme is stable.

86



5.2.3 Numerical experiments

For the numerical experiments about the author’s proposed second accuracy
scheme, let us assume two problems. Problem 1 is defined by the following
analytical solution

up(z,t) = tPsin(2rx), 0 <x <1,

and the force term

Fp+1) g 2p
filz,t) = ————tP"9sin(27x) + 4C7°tP sin(27x
(@.6) = g Ly gyt sin2ma) (2mz)
where the constant p is a factor which controls the order of the analytical solution
at initial points. The initial condition of Problem 1 is u(x,0) = 0, and the

boundary conditions are u(0,tf) = w(1,0) = 0. Problem 2 is defined by the
following analytical solution

ug(x,t) = (¥ + 1) sin(27z), 0 <z <1,

and the force term

f2($, t)
7F(p +1) - 715—11 sin(2mwx
S e BT

+4C07* (tP 4 1) sin(27x)

where the constant p is a factor which controls the order of the analytical solution
at initial points. The initial condition of Problem 1 is u(z,0) = sin(27x), and
the boundary conditions are u(0,t) = u(1,0) = 0.

Figure 5.44 is the analytical solution of Problem 1. Figures 5.45, 5.46 and
5.47 show the errors of the proposed scheme to Problem 1 for ¢ = 0.8 in blue
lines, ¢ = 0.6 in red lines, ¢ = 0.4 in green lines and ¢ = 0.2 in cyan line with
C = 0.000001, N, = 320 for p = 2.5,1.5,0.5 respectively.

Errors of our proposed second acouracy scheme for Problem 1 with p=2.5 and various q
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Figure 5.44: The analytical solution
ui(z,t) of Problem 1 Figure 5.45: Errors of the proposed

scheme with Problem 1 for p = 2.5

Figure 5.45 indicates that the proposed scheme computes actually with the
second order accuracy if the accuracy decaying does not occur. On the other
hand, Figures 5.46 and 5.47 show the influence of the accuracy decaying. In a
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Figure 5.46: Errors of the proposed Figure 5.47: Errors of the proposed
scheme with Problem 1 for p = 1.5 scheme with Problem 1 for p = 0.5

similar way of space-fractional partial differential equations, the accuracy decay-
ing happens around initial points. Therefore, the accuracy around the initial
boundary is O(h}-3) for p = 1.5 and is O(hY®) for p = 0.5. The computations
of the numerical solutions at ¢ = 1 require the numerical solutions around initial
points as the past information. Therefore, the results at t = 1 are also influenced
by the accuracy decaying. Then, how much does the accuracy decay at ¢t = 17
The notable points in Figures 5.46 and 5.47 are that the observed accuracy orders
are represented with O(hfﬂ_q). This relation is meaningful, but it is not easy
to mathematically analyze the accuracy of the formula which contain the past
information. In addition, time-fractional partial differential equations are similar
not to space-fractional partial differential equations but to fractional ordinary
differential equations which the author introduces in Chapter 7. This is because
two equations include time fractional derivatives. Further error analysis of the
author’s proposed method is a future task.

Figure 5.48 is the analytical solution of Problem 2. Figures 5.49, 5.50 and
5.51 show the errors of the author’s proposed scheme to Problem 2 for ¢ = 0.8
in blue lines, ¢ = 0.6 in red lines, ¢ = 0.4 in green lines and ¢ = 0.2 in cyan lines
with C' = 0.000001, N, = 320 for p = 2.5,1.5,0.5 respectively.

Errars of our propesed second aceuracy scheme for Prablem 2 with p=2.5 and various
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Figure 5.48: The analytical solution _
ui(z,t) of Problem 2 Figure 5.49: Errors of the proposed

scheme with Problem 2 for p = 2.5

Figure 5.49, 5.50 and 5.51 indicates that the proposed scheme computes actu-
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Errars of our proposed secand accuracy scheme for Prablem 2 with p=0.5 and various q

Errors of our proposed sscond accuracy scheme for Problem 2 with p=1.5 and various q
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Figure 5.50: Errors of the proposed Figure 5.51: Errors of the proposed
scheme with Problem 2 for p = 1.5 scheme with Problem 2 for p = 0.5

ally with the second order accuracy if the analytical solution contains a constant
function. The proposed scheme can compute constants functions without errors,
so the results of Problem 2 are almost the same to that of Problem 1. In Problem

2, the accuracy decaying happens in a similar way of Problem 1.
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Chapter 6

Numerical solutions in the form of
polynomial expansion for homogeneous
parabolic fractional partial differential
equations

6.1 Motivation

This section treat the following homogeneous parabolic fractional partial differ-
ential equations in bounded domain as

Oou(z,t C
WO~ Dttt + EDfu(a, o) (6.1)

C
= i—LR%u(x7 t)

where 1 < ¢ < 2 and —L < x < L. In the above equation, the operator
_rR} defined by the sum of right side and left side fractional derivative is called
Riesz derivative. There are two motivations to develop the numerical solving
method in the form of polynomial for this kind of equations. In Chapter 5, the
author proposes finite difference methods for space-fractional partial differential
equations. In addition, the author shows that the author’s proposed schemes
are second order accuracy but its accuracy decays depending on the analytical
solution of equations. Then, there is a question. Does the analytical solution
of the equation (6.1) have the form which causes the accuracy decaying? This
is one of motivations, and the other motivation is to measure the error. In
order to measure the error, we need to know the analytical solution, since the
error is made from the comparison between the analytical solution and numerical
solutions. Whether the accuracy decaying will happen depends on the form of
the analytical solution at boundaries. However, to measure the error, we need to
know the form of the analytical solution in the whole domain.

6.2 The author’s proposed method in the form of polynomial
expansion

The author’s proposed method is similar to development of the analytical so-
lution of integer order diffusion equations in a finite domain. In finite domain,
the analytical solution of integer order diffusion equations is developed by us-
ing separation of variables. Then, we solve two kinds of differential equations
about time and space individually. The solutions of differential equations about
space are sine and cosine functions which become multiples of constants for sec-
ond derivatives. In a similar way, the proposed method is to find odd and even
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functions which becomes multiples of constants for right side fractional derivative
and left side fractional derivative. Firstly, the analytical solution of homogeneous
parabolic fractional partial differential equations in finite domain is also devel-
oped by using separation of variables. Let us assume that the analytical solution
u(x,t) be represented as u(z,t) = X (z)T(t). Then, by substituting this to Eq.
(6.1), we have
/ c Rg Rpya

X(2)T'(t) 5 [1DIX (z) + ;DL X (x)] T(t)

T'(t)  C [BDIX () + BDLX ()]
2

T X (x)

where p is a constant p > 0 which depends on neither ¢ nor . Then, we have
the differential equations about ¢ as

T'(t) = —uT(t).
The solution of the above equation is given by using an exponential function as
T(x) = Aexp(—pt)

where A is an integral constant. In regard to x, we have the following fractional
differential equations as

g Rpa x Rna - _

5 [LDEX (@) + DR X ()] = —pX (). (6.2)
This differential equation contain the two kinds of fractional derivative, so it is
not easy to solve analytically. In integer order diffusion equations, the analytical
solution about z is composed by the combination of sine and cosine functions.
In a similar way, let us assume that the function X (z) is odd or even function
expanded at the center of domain. Here, we put the function X (x) as an even
function defined by

Xo(z) = ag+apx® +agz +---
o0
= Z agkl‘Qk.
k=0

An odd function is defined by

Xi(x) = a1z + azz® + asz® + - - -
o0
_ } : 2k+1
= agk+1% .
k=0

The author call this even function Xy(x) fractional cosine function, and call this
odd function X (z) fractional sine function in this thesis. By assuming that the
function X (z) can be expanded at the center of the domain, we can solve Eq.
(6.1) by computing the coefficient ag.

Before substituting Xo(z) and Xi(z) to Eq. (6.2), let us consider the frac-
tional derivative for the polynomial ™ where n is a positive integern = 0,1,2,3,- - -.
From the definition of Riemann-Liouville definition, we have

R q,.n
ZiDlx

- oy 4] L
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By applying changing variable as 7 = x — £, we have

1
I'(2—q)
1
['(2—q)
1
['(2—q)
1
I'(2—q)
1
I'(2—q)

4
_dx_
4
_dx_
4
da |
4
_dx_
4
_dx_

3 gk (1)t <Z> dr

x+L
L Tht2a ]

k+2—gq

0

k (.’E + L)k+2_q

k+2—gq

n—

1(x+L)3_q
3—q

Then, we have the fractional derivative of Xo(z) as

R DIXo(x)

B [dirr(

# () oy
() ey

1

L2—q{ ag + a2 I
2—@1)[ 2—q

6(—1—4q)

I'(2—q)

o (-1

(i)”LQ“’m

n+1)I'2—-n—gq)

i a2kL2k
2

k=0

(z + L)nT2~4

n+2—gq

Next, let us consider the left fractional derivative for the polynomial z™. Here,

we have

Rpna ,.n
+D7T

=

d 2 oL gn
dm} / (€ —a)r!

By applying changing variable as 7 = £ — x, we have

1
I'2-q)
1

1
1

1

['2-q) [
['2-q) [
I'2—q) [

['2—-q) |

h
_dm_

d.

b

o)



Then, we have the left fractional derivative to Xg as

2D Xo(x)

— i2$ LQ*Q &_1'_ @2 L2+
~ |dz] T(2-9q) 2—q 4-—gq

1-— 1-— 1-—
— (E) L*1 {ao Z+a2L23+a4L4Z+...}

L 1— 3— 5—
x (1-9)(-9) (1-9)(-9) (1-9)(-9)
+(Z) L* q{ 2(—q) +al” 2(2 - q) +aal! 2a-q) }
N\ oo f (1-q)(=g)(-1-gq) (1-q9(-9)(-1-9q)
_(Z) L? {ao Ty +asL? 60— 1) +}

2 C L2_q ap + a9 L2+
dz| T(2—q) 2—q 4-—gq

z\2 o o f (1-9¢)(=9) (1-q)(—q) (1-q)(—q)
() P gt e St e St
¥

TN\ o . I'2—q) - agy L2F
+(Z) L7 N%n+UH2—%n—@Z;2—2£:q+2k
+..]

_ _¢ ), =0 2(1-9)(=9) 1(1=9)(=q)
= g et et g e R

N2 (1-g)(=9)(-1-¢q)(=2—¢q) (1-9)(=9)(-1-q)(=2—¢q)
+() L q{“o 2(~2 — q) +al’ 2(—q)
T

z\2m o aor L2 (2 — q)
+(*) L= E:Qk—%n 3 I'(2m + 1)I(=2m — q)
+...].

By substituting to Eq. (6.2), we obtain the following relation for each term

Cagp L%
_ 2m _ (2~ L4 2k
H2m® ( ) Z (2k — 2m — q)T(2m + 1)T'(—=2m — q)

where m is a non-negative integer. Let by be by = a,L*, and applying Euler’s
reflection formula to I'(2m + 1)I'(—2m — ¢), we have the following system of
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equations

F(l) /M['Lq bo bg b4
b . = =+ + +.
OF(1+q)081n(q7r) g q—2 qg—4
r'(3) L4 bo b2 by
—b . = +2 4 +
*T(3 + q) C'sin(qm) ¢+2 q q—2
() prLe bo ba by
b . = + + =
T (5 + q) Csin(qr) g+4 q+2 ¢
T(2m + 1 b b
pe@m L) pm = 2 4 2 ... (63)
I'(2m + 1+ q) C'sin(qm) qg+2m q+2m—2

Next, let us consider about the odd function Xj(x). In the same way to the
function Xo(x), we obtain

C
Bl [} DIX1(2) + 3D X ()]
__c < > -4 Z a2k+1L2k+1T(2 —q)
I'(2-q) (2k — )T(2)0(-1 —q)
RN A — angL%HF(Q —q)
TN 1
+(7) z:: 2k —2 - L(@I(=3 —q)
+...
n ( >2m+1 io: a2k+1L2k+1F(2 - q)
— (2k —2m — ¢)T'(2m + 2)['(—2m — 1 — q)
+..].

From Eq. (6.2), we have the following relation for each term

omal oo Ca L2k+1
B 2mt1 _ -4 2kt1
Ha2m4+1T ( ) Z;) 2k —2m — q)I'(2m +2)I'(—2m — 1 —q)

where m is a non-negative integer. Let by be by = a,L*, and applying Euler’s
reflection formula to I'(2m + 2)I'(—2m — 1 — ¢), we have the following system of
equations

re) urlL? by bs bs
—b . = —+ + +o.
1F(2+q)C’sm(q7r) qg q—2 q—4
r4)  pmLe by b3 bs
—b . = + =+ + ...
3F(4+q)C’s1n(q7r) q—+2 q—2
F(G) ,U,Td'Lq b1 bg b5
5F(6+q)C’sm(q7r) qg+4 qg+2 ¢
r'2m+2) pm L4 ' ' by b3
—bom = e A4
2 +1F(2m+2+q)C’sin(qﬂ') q—|—2m+q+2m—2+ (6-4)

Now, we obtain two infinite size of equations (6.3) and (6.4). Then, how can we
solve them? The author suggests the following two points for this question. First
point is the approximation to a finite size. In the beginning, we cannot solve
infinite size problems by using computers. It is required that the approximation
from infinite size system of equations to finite size. In this thesis, let N denote
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the size of approximated system of equations. Then, by this approximation, we
obtain a finite number of approximated coefficients b;, y and an approximation
pn to p. In addition, let the approximation function Xy y(x) to Xo(z) be

N-1
Xon(z) = aga®,
k=0

and let the approximation function X; y(x) to Xi(x) be

N-1

2%h+1

Xin(z) = E agg12°" L
k=0

Then, we obtain not Xo(x) and X (z) but approximated functions Xy n(x) and
X1 n(z). However, even approximated functions have many significant proper-
ties in order to understand homogeneous parabolic fractional partial differential
equations (6.1). Second point is uniqueness of the coefficients by. When we solve
Egs. (6.3) or (6.4), the values of coefficients by cannot be uniquely decided unless
we decide just two values before solving. This fact is shown from the number of
variables and equations. In this thesis, we decide p and by in Eq. (6.3) and p
and by in Eq. (6.4) before solving. The proposed method simply puts by = 1 and
by = 1. However, the value of 1 cannot be decided without consideration, since
1 has a mathematical meaning. The author suggests two methods to decide the
value of p.

Eigenvalues method
One is to use the property that p is the eigenvalue of the Riesz derivative operator.

Equation (6.2) can be represented with Riesz operator as

X () = § R X (@),

Then, it is interpreted that the function X (x) is an eigenfunction and p is an
eigenvalue. Therefore, the approximated eigenvalue py can be calculated as the
eigenvalues of eigenfunctions Xo n(x) and X y(x) by computing the eigenvalues
of the following matrix

_ I'(1+q) sin(gm)

_ T'(1+q) sin(gm)

_ T(1+q)sin(gm)

qC(1)mLa (g—2)L(D)mLa (¢—2N)T(1)rLa

_ T'(3+g) sin(gm) _ I'(8+q) sin(gm) _ _ I'(3+q)sin(gm)
(q+2)I'B)wLa T (3)w L1 (q—2N+2)T(3)xLa

I'(5+g) sin(q7) _ D(5+q) sin((g+2)7) __ T(5+9g)sin(gm)

T (¢TI (B)rLa

I'(2N+1+-¢q) sin(gm)

(q+2)T(5)n LA

I'(2N+14-¢q) sin(gm)

(¢+2N)T(2N+1)wLa

_ T(2+¢q) sin(gm)

(¢+2N—2)[(2N+1)n L1

for Xo n and the following matrix

I'(2+q) sin(gm)

(g—2N+4)I'(5)w L9

_ (2N+1+4q) sin(gn)

(@)T2N+1)wL4

I'(2+4q) sin(gm)

ql'(2)w L9 (¢g—2)T'(2)w L4 (g—2N)I'(2)wL9

_ I(4+4q) sin(gm) _I'(4+q)sin(gm) ___T'(4+g)sin(gm)
(q+2)I'(4)w L qU'(4)w L (g—2N+2)I'(4)w L9

__ I'(6+q) sin(qm) _ D(6+q)sin((g+2)m) ___I'(6+q)sin(gm)
(g+4H)T(6)wLe (g+2)T'(6)mLe (g—2N+4)T'(6)mw LY
_ T'(2N+42+q)sin(gm)  T'(2N+2+4q)sin(gm) _ I'(2N+4-2+4-q) sin(gqn)

(q+2N)T(2N+2)rLa (GT2N—2)T(2N+2)rnLa (QT(@N+2)7La

for X n.
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Search method

The other method to decide the value of uy is to search the appropriate value in
order to satisfy the boundary condition. In this thesis, we assume the zero Dirich-
let boundary condition for Eq. (6.1), so the appropriate value of uy is searched
by solving the following system of equations under the assumption by y = 1 and
bin=1

1 1 1 . 1 T(UprL
. 12(_32)qu4 q;4 q—12N 2,N q F(lJiq) sin(qm)
q + T'(3+q) sin(gm) q—2 q—2N+2 ba,N _ T qt+2
1 1 1 b 1
12N—1 ¢12N—6 -2 2N,N F2N—2
and
1 1 1 ) 1 T(urls
) Iz(_ALQ);qu q;4 q—12N 3,N q F(2Jiq) sin(qm)
q + T'(4+q) sin(gm) q—2 q—2N+2 b5vN _ g2
1 1 1 b 1
F2N—4 I2N=6 - =2 2N+1LN 12N —2

so that the coefficients by y satisfy respectively the following boundary conditions

N-1
Xon(—L) = Xon(L) = Z bar,n =0
k=0
and
N-1
Xin(=L) = X1 n(L) = ) boggan = 0.
k=0

The author introduces the two methods to decide the approximated values un and
coefficients by . However, the values calculated with two methods are different
because of difference of the objectives. This thesis mainly uses the latter method.
This is because the approximated function Xo n(z) and X y(x) satisfy zero
Dirichlet boundary conditions with high accuracy. It is very important to satisfy
the boundary condition for studying the properties of Eq. (6.1) and for utilizing
the method to solve equations. Therefore, to calculate uy, the author apply the
method which uses the boundary conditions in this thesis.

6.3 Experiments about the analytical solution of homogeneous
parabolic fractional differential equations

6.3.1 The value of uy

Firstly, the author finds the value of py from Dirichlet boundary conditions as
Xon(L) = Xon(—L) =0 or Xy n(L) = X1 n(—L) = 0. Here, the author shows
the graph between the value of py and the value of X (L) and X n(L) at
boundary. In this section, all numerical experiments are done with L = 1 and
C=1.

Figure 6.1 is the result of Xo y(z) and X; y(x) for ¢ =1.999,1.5 and N = 250.
For ¢ = 2, Xo(z) is equal to cosine function and X;(0) is equal to sine function.
This means that, for ¢ = 2, the boundary values X¢(L) = cos(L) and X;(L) =
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X0(x) for g=1.909
ko %10 for g=1.999
............ X0(x) for q=1.5
A—d—A X1 for g=1.5
-4 T T T T T T T
0 5 1o 15 20 25 30 35 40
In

Figure 6.1: p and the boundary value for ¢ = 1.999 and ¢ = 1.5

sin(L) are equal to 0 as Xo(L) = cos(L) = 0 with pu = (g)2 , (37”)2 (3 2
for Xo(z) and equal to 0 as X;(z) = sin(z) = 0 with p = 72, (27)%, (47)?,---.
Then, solutions of Figure 6.1 for ¢ = 1.999 are almost the same to that of ¢ = 2,
so the boundary values change smoothly for fractional order q.

Figure 6.1 also indicates that there is an infinite number of solutions also for
g = 1.5. This means that there are infinitely many p’s which satisfies zero
Dirichlet boundary conditions.

Next, the author shows a table about uy satisfying zero Dirichlet boundary
conditions as ZkN:_Ol bor, = 0 and Zévz_ol bor+1 = 0. By searching uy, we find
a number of py which satisfies zero Dirichlet boundary conditions. Here, the
author names those a number of constants uy as pk;, u4r, 13, -+ in ascending
order, and name a number of constants p as pu', u?, i3, -+ in ascending order.

In addition to ,u’fv, the author shows the condition number for N = 2000. Table

| [N =500 N =1000 | N =2000 | cond
ph | 1130029051 | 1.129817357 [ 1.129711482 [[ 2.73D + 1
3 | 6.786741644 | 6.785470455 | 6.784834629 | 2.98D + 1
| 14.98880218 | 14.98599539 | 14.98459126 | 4.00D + 2
k| 25.10321624 | 25.09851688 | 25.09616549 || 7.74D + 3
[ | 36.81942307 | 36.81253291 | 36.80908449 || 1.64D + 5
1Sy | 49.94244694 | 49.93310483 | 49.92842798 | 3.58D + 6
pfy | 64.33501130 | 64.32298259 | 64.31695923 | 7.98D + 7
| 79.89371594 | 79.87878788 | 79.87130725 | 1.80D + 9
1Y | 96.53546256 | 96.51757714 | 96.50477259 | 4.07D + 10
pR) | 1142388000 | 114.2553959 | 114.2624102 || 9.49D + 11

Table 6.1: ,uf\, satisfying zero Dirichlet boundary conditions for Xy ny(z) = 0 with
q=1.5

6.1 represents that the values of uf\, converge to constants p* by increasing the
matrix size N. In the case of X y(z), Table 6.2 shows that the values of 1%,
also converge to constant u* by increasing N. However, the condition number
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for solving a system of equations becomes larger by increasing N. Therefore, it

is difficult to calculate more ufv by using the proposed method.

| | N =500 N =1000 | N =2000 [ cond
py | 3.579130385 | 3.578460938 | 3.578125862 || 2.43D + 1
(3% | 10.62386207 | 10.62187537 | 10.62088084 || 3.92D + 1
| 19.83130712 | 19.82759963 | 19.82574334 | 3.71D + 2
(k| 30.77568662 | 30.76993499 | 30.76705459 || 5.38D + 3
[ | 43.21505649 | 43.20698319 | 43.20293908 || 8.99D + 4
1S | 56.98739769 | 56.97675610 | 56.97142387 || 1.62D + 6
| 71.97429293 | 71.96085834 | 71.95412424 || 3.08D + 7
(i | 88.08400917 | 88.06762385 | 88.05947939 || 6.03D + 8
(3 | 105.2520790 | 105.2219068 | 105.2324051 || 1.21D + 10
R | 123.5144476 | 123.5410414 | 123.5372264 || 2.56D + 11

Table 6.2: /ﬁv satisfying zero Dirichlet boundary conditions for X y(z) = 0 with
q=1.5

6.3.2 Fractional cosine and sine functions and Riesz derivative

By computing appropriate /ﬂf\,, the author can define fractional sine and cosine. In
this paper, the author calls even function Xo n(z) with u%; *fcosg y(x)’ and calls
odd function Xj y(z) with uk; 'fsing n(z). Additionally, under the limitation
N — o0, the values of ,u’fv converge to p*, so the author calls even function X(x)
with u” ’fcosy(x)” and calls odd function Xi(z) with p* *fsing(z)’.

Graphs of feos1 and Riesz derivative of feost Graphs of feos3 and Riesz derivative of feos3

08+

0.8

0.4+

0.2+

Figure 6.2: fcosi,1000 and Riesz deriva- Figure 6.3: fcos3 1000 and Riesz deriva-
tive of fCOSLl()()o tive of fCOS3’1000

Figures 6.2, 6.3, 6.4 and 6.5 show the function fcosy, 1000(«) and Riesz deriva-
tive

1

3 (%4 feosk1000(x) + 2D feosk 1000()]

for k = 1,3,5,7. In this section, fractional derivatives in Riesz derivative are
calculated with the author’s proposed second accuracy formula (4.10) with 500
points. From Eq. (6.2), functions X (x) become —p times by ¢-th order Riesz
derivative. In the same way, the function fcosy 1000(x) actually becomes — 5,00
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Graphs of fcoss and Riesz derivative of fcoss

feoss
Riesz derivative of foos5

Graphs of feas? and Riesz derivative of fcos?

feosT
Riesz derivative of foosT

Figure 6.4: fcoss 1000 and Riesz deriva- Figure 6.5: fcos7 1000 and Riesz deriva-
tive of fcoss 1000 tive of fcos7 1000

times by applying Riesz derivative. By incrementing & of N]foom the number of
extremum of the function increases, and the number of local maxima in the graph
also increases.

Graphs of fsin1 and Rissz derivative of fsin1 Graphs of fsind and Rissz derivative of fsin3

05

05+

fsin1 fsin3
Riesz derivative of fsin1

Riesz derivative of fsin3

Figure 6.6: fsing 1000 and Riesz deriva- Figure 6.7: fsing3 1000 and Riesz deriva-
tive of fsinl’looo tive of fSZ'TL3’1000

Figure 6.6, 6.7, 6.8 and 6.9 show the function fsin 1000(x) and Riesz deriva-
tive of the function fsing 1000(x) for k = 1,3,5,7. Functions fcosy 1000(x) also
— ﬂ’fooo times by applying Riesz derivative. In contrast to fcosg 1000(z), the nu-
merical results show functions fsing 1000(z) are odd functions.

6.3.3 Other properties
First derivative

In this section, the author calculates first derivative of Xy n(x) and X; y(z). Es-
pecially, the author shows the experimental results for fcosi 1000(z) and fsing 1000(x).
The function fcosy 1000(z) is the function Xo1000(z) Wwith plggg, and the function
fsini 1000(x) is the function X1 1000(x) with N%ooo- The reason why the author
uses only fcos1 1000(x) and fsing 1000(z) is that functions calculated by p¥y, with
larger k have more errors around boundaries as mentioned in the above section.
Both fcosi,1000(x) and fsing 1000(z) are given with the form of polynomials, so
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Graphs of fsin5 and Rissz derivative of fsin§ Graphs of fsin? and Rissz derivative of fsin?

fsins fsin7

Riesz derivative of fsin Riesz derivative of fsinT.

Figure 6.8: fsins 1000 and Riesz deriva- Figure 6.9: fsinz 1000 and Riesz deriva-
tive of fsins 1000 tive of fsinz 1000

we can calculate first derivative analytically.
Figure 6.10 shows that first derivatives diverge at boundaries for fcosi 1000(z)

Graphs of First derivative to fcos1 and fsind

Fist derivative of foos1
Fist derivative of fsin1

6 T T T T T T T T T
-1 08 08 -0.4 -0.2 o 0.z 04 0.6 [ak:] 1

Figure 6.10: Graph of first derivative of fcosi 1000 and first derivative of fsin 1000

and fsing 1000(x). This means that both functions cannot be represented by poly-
nomials at boundaries, and are not differentiable. In addition, this is equivalent
to that the analytical solution of homogeneous parabolic fractional differential
equations have the form which causes the accuracy decaying. The divergence of
first derivative around boundaries indicates the functions have the order O(zP),
0 < p < 1 around boundaries. Then, when we solve the equations by using fi-
nite difference methods, the accuracy decaying happens and the accuracy order
becomes low.

Orthogonality

If we use fcosp n and fsing n for series expansion like cosine and sine functions,
fcosy, N and fsing n should have the orthogonality. In addition, Riesz derivative
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is the summation of right and left derivative and seems to be the adjoint operator.
Therefore, those functions are estimated to be orthogonal. In this section, the
author shows the orthogonality by calculating the following inner product by
using trapezoidal rule with 1000 points,

L
/ f(2)g(x)dz.
-L

Because functions fcosy n are even functions and functions fsin; y are odd func-
tions, the multiple of fcos,, n(x) and fsin, y(z) is odd function and the inner
product is always 0. Therefore, the author numerically calculates the inner prod-
uct of fcosm,1000(x)fcosn,1000(x) and fsinm, 1000(x)f5in,,1000(T)-

Table 6.3 shows the value of inner product for fcosy, 1000(x) and fcosp 1000(2).

’ ‘mzl ‘m:2 ‘m:3 ‘m:4 ‘m:5 ‘
n = 1.079D+0 | 3.883D-7 | -5.586D-7 | 7.029D-7 | -8.387D-7
n = 3.883D-7 | 9.866D-1 | 1.272D-6 | -1.614D-6 | 1.935D-6
n = -5.586D-7 | 1.272D-6 | 1.004D40 | 2.388D-6 | -2.872D-6
n = 7.029D-7 | -1.614D-6 | 2.388D-6 | 9.977D-1 | 3.678D-6
n = -8.387D-7 | 1.935D-6 | -2.872D-6 | 3.678D-6 | 1.001D+0

Table 6.3: Inner product of fcosm, 1000(z) and fcosy 1000(2)

For m # n, the values of inner product are small and near to 0. For m = n,
the values of inner product are almost 1. Therefore, the results indicate that
functions fcosy 1000(x) have orthogonality and are normalized. From Tab. 6.4,

’ \mzl \m:2 m =3 m=4 m=2>5
n=111.170D-1 | 4.491D-8 | -3.959D-8 | 3.620D-8 | -3.382D-8
n =21 4491D-8 | 2.692D-2 | 3.213D-8 | -2.950D-8 | 2.765D-8
n=3|-3.959D-8 | 3.213D-8 | 1.175D-2 | 2.637D-8 | -2.476D-8
n=4 | 3.620D-8 | -2.950D-8 | 2.637D-8 | 6.531D-3 | 2.287D-8
n =25 |-3.382D-8 | 2.765D-8 | -2.476D-8 | 2.287D-8 | 4.155D-3

Table 6.4: Inner product of fsin, 1000(z) and fsing, 1000(x)

we can estimate that functions fsing 1000(x) also have orthogonality, but are not
normalized.

6.3.4 Series expansion and solutions of fractional diffusion equation

To solve diffusion equations, we have to expand a function, which is defined by an
initial condition, by using orthogonal functions. In the above section, the author
shows the orthogonality of fcosi(z) and fsing(z). Therefore, let us make series
expansion by using fcosy 1000(2) and numerically solve a homogeneous parabolic
fractional differential equation in this section. Firstly, let us expand the following
function step function

1 —-05<z<0.5

flx) = { 0 2<-0505<z
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Series expansion of f

0.8+

0.8

0.4+

0.2+
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Figure 6.11: Graph of series expansion of a step function by using fcosy 1000(),
1<k<10

by using functions of fcos1,1000, fcos2,1000, - , fcosi0,1000. This step function is
expanded as

10
f(z) ~ Z Ci. f cosg,1000(2)

k=1

1
Cy = /_1 f(z)feosk(x)dx.

The integrals in the above expression are computed by using trapezoidal rule with
1000 points. Figure 6.11 is the result of series expansion of the step function.
Because of orthogonality, the step function can be expanded just like we expand
with trigonometric functions.
Next, we solve a fractional diffusion equation with the initial condition P(x,0) =

1 — 2% and the boundary conditions P(—1,t) = P(1,t) = 0. Because the initial
condition function is the even function, the function P(z,0) is expanded only
with even functions fcosy 1000(2). Then, the solution is calculated by

10

P(x,t) ~ Y Cr exp(—put) fcosy 1000(x)
k=1

1
C’kz/ P(z,0) fcosk1000(x)dx.
—1

The integrals in the above expression are also computed by using trapezoidal
rule with 1000 points. Figure 6.12 and 6.13 show the numerical result until ¢ = 1.
By using the proposed method, we can actually compute numerical solutions for
this problem.
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Figure 6.12: Numerical result to the Figure 6.13: Numerical result to the
function P(z,t) function P(z,t)
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Chapter 7

Fractional ordinary differential equations

7.1 Difference between Caputo type and Riemann-Liouville type
fractional ordinary differential equations

Fractional ordinary differential equations are used in many fields, for example,
control system, simulation of viscosity models and so on. This thesis treats the
following fractional ordinary differential equations with Caputo definition

LDIy(t) = f(t.y)

where the fractional calculus order ¢ is 0 < ¢ < 1 and ty denotes an initial point.
The function f is a known function, and the function y is an unknown function.
In contrast, Riemann-Lioville type fractional ordinary differential equations are
defined by

wDly(t) = f(t.y).

Then, from a reason, we motivated to solve not Riemann type fractional ordinary
differential equations, but Caputo type. The reason is that the applications must
assume fractional derivative as initial conditions when we choose Caputo type
equations. This reason is also pointed out in a related work[13]. However, it
is not shown why Caputo type equations require fractional derivatives as initial
conditions in mathematical expressions. Therefore, the author firstly shows we
have to impose initial conditions of fractional derivatives on Riemann-Liouville
type equations. For m — 1 < ¢ < m and m = [¢q], the Riemann-Liouville type
fractional ordinary differential equations are given by

R
wDiy(t) = f(t,y).
Integrating both side, we have
Rpyg—1 Rpyg—1 -
tng y(t) - tODg y(to) =Dy 1f(ta y)
Repeating the integration, we have

1RDq k

_ +1 n 1 _
Wi Z Op( t—to)m R Dy ().
=1

Applying fractional integral to both side, we obtain

— $~ WDE (o) ;
ST — 0 t—t9)?" D, f(t,y).
tols [dt} i Z q—k+1( )"+, D;f(t,y)

104



Here, let Y(t) be defined by Y (t) = %Dq "y(t), and applying the exchange rule,
we have

e R0

. d —q+m— Y(tO) q—m
= [dt} 10Dy Ty () — m(t — o)
[d] - Y (to) g—m

= [dt} Dy Y (t) — F(q——rr(Z—i—l)(t — to)
g T NP

I'(g—m+1)

Therefore, we obtain the solution for Riemann-Liouville type fractional ordinary
differential equations

RDI "y (to)

v =2 T Tt 1)

k=1

(t=t0)"™™ + 1, Dy f(t,y)-

This solution contains fractional derivative terms as E;Dg_my(to). However, the
physical meaning of fractional derivatives are not trivial, and in most cases there is
not any measurement method for fractional derivative. Hence, many applications
employ Caputo type fractional ordinary differential equations, and this thesis
also treats them. Next, the author shows the solution for Caputo type fractional
ordinary differential equations with m —1 < ¢ < m and m = [q]. Applying
fractional integral to both side, we have

fy(t) = tUDt f(t,y)
= " (t)dt = 1Dy f(t, )
= toD;m“ [y<m—1><t> - y<m—l><to>} = Dy f ()

Then, it holds

m—1 (k) t u
y(t) = Z Y\ (to) (t —to)* + I‘(lq) /to (tf—( u’)yl)_qdu. (7.1)

This solution actually does not include fractional derivatives as initial conditions
but integer order derivatives. From this property, Caputo type fractional or-
dinary differential equations are preferred. The solution is developed, but the
problem is how to compute the integral in Eq. (7.1). In the next section, the au-
thor introduces the two numerical computational method for fractional ordinary
differential equations. They have a different method to compute the integral in
Eq. (7.1). Depending on the way of approximation of the integral, the accuracy
and the stability change.

7.2 The author’s proposed explicit numerical computational method
for fractional ordinary differential equations

7.2.1 Existing methods and the author’s proposed methods

In the above section, the solutions for Caputo type fractional differential equa-
tions are developed. This section introduces the numerical computational meth-
ods for the solution. Let t, be a grid point about time, and ty is the initial point.
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Let y, be a numerical solution of y(¢,), and let yo be an initial condition as
Yo = y(to). In addition, let h be a step size, and we put ¢, = to +nh. As a exist-
ing method, the predictor-corrector method has been proposed by K. Diethelm,
N.J. Ford, A.D. Freed[13]. For 0 < ¢ < 1, this method is given by

Yn
n—1
ha » ha
= tna ,m t'a j

where the coefficients a; ,, are defined by

(n =1 —(n—1-q)nd, j=0
ajn=13 (n—j+1)T =2n—jM +(n-j-1)7"" 1<j<n-1
1, j=n

and the predictor term y’ is defined by
P = g o
yn_y0+f‘(1+q)j§0{(n_]) —(n—1-=7)"% f(tj, ;)

This scheme can be represented by changing the order of summations as

Yn
= Yo+ 1"(2hj-q) [f(tn,yf) + qf (tn—1, Yn—-1)]
n—1
+F(2hi€1) D [ Ftngoyn—g) {=(1+ @)+ ( + 1) = 19}
j=1

~Fltnm1mgstn1) {= U+ @)+ D)7+ (1) ]

where y2” is defined by
ha n—1
P . .
= + tn— —7rYn—1—j +1 T — 59}
Yn = Yo F(1+q);f( 1> Yn—1-3) {(G + 1) = j}

Therefore, it is shown that predictor-corrector method consists of the combination
of the second accuracy formula (4.12) and the first order accuracy formula (4.11).
If £ D}y(t) € C?[to,T] then, the accuracy of the predictor-corrector method is
given by
t;) —y;| = O(h'19).
gmax [y(t;) —y;| = O(h™™)
The author’s proposed method also employ the predictor-corrector method, but
uses the third order accuracy formula (4.13). The author’s proposed method is
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given for n > 2 by

Yn
Yo + =~ ( ) {Aof( nvyn)+BO{§f( myff)—2f(tn—1,yn_1)+;f(tn_Q,yn_Q)}

0 { n,yn - f( nflaynfl) + f(tn72aynf2)}]

q"‘

Z jf tn—j, Yn— ])

1
{ tn s Yn— ] 2f(tn—j—layn—j—1) + §f(tn—j—2a yn—j—Q)}

+Cj {f(tn—jayn—]) 2f(tn—j—17 yn—j—l) + f(tn—j—2a yn—j—2)}]

hq
+% [An—1f(t1,y1)
+Bn1 {3f(t1,y1) — 4f (t12,y1/2) + f(to, %0) }
+Cn1 {2f(t1,91) — 4f (t12, ¥1/2) + 2f (to, o) }] - (7.2)

The coefficients A;, B;, C; are defined by

y q yq

A = Ut

q q

; 1)9 ; 1 q+1 q+1
B, - _GADT G EDT

q qlg+1)  q(g+1)
o - G+ G+yT (G+yr> jT2
’ 2q q(g+1)  qlg+1)(g+2) qlg+1)(g+2)

The predictor term 3! is given by
Y
h4 A
Yo + (g [Aof (tn—1,Yn—1)
+(AO + BO) {3f(tn—1a yn—l) - 4f(tn—27 yn—2) + f(tn—37 yn—3)}

n (‘20 + By + Co) {2f (tn-1,Yn—1) — 4f (tn—2,Yn—2) + 2f (tn-3, y"?’)}]

ZAf n]aynj)

+B; {2f(tn—jayn—j) —2f(tn—j—1,Yn—j—1) + ;f(tn—j—Qayn—j—Q)}
+Ci {f (tn—js Yn—j) — 2f (tn—j—1, Yn—j—1) + f(tn—j—2, Yn—j—2)}]

+£ [An_1f(t1, 1)

['(q)
+Bpn_1 {3f(t1, y1) — 4f (t1/2,y1/2) + f(to, %0) }
+Cn1 {2f(t1,y1) — 4f (12, y1/2) + 2 (to, %0) }] - (7.3)

This method requires the computation for the values of y; /o >~ y(to + h/2) and
y1 as the preparation. Their values are computed by a different method. The
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numerical solution y; is computed by

Y1
h1 q
= + to,
Yo F(1+q) {2(1+q)f(0 yo)
2+q 2 2 2 2)}
_— to+ ——h,y0 + + . (74

The numerical solution y /5 is computed by
Yi/2
h\? 1 q
= + (= to,
w+(3) mrrg {ana ow

21 ¢ | 2 >
2 (g ——hy g+ —— L .

The values of y1, y% /o ATe computed by

1
Y1
18129 — 64 -89+ 4569+ 349 — 3639 + 7. 24
= 3.(20—1)(27—4-37 +4-49 — 69) 0
—8.29(69 — 349 + 2. 39) 2(129 — 9. 49 4 § - 39)
K K.

T2 )20 4301449 _69) VAT (20 _1)(20 430 4 4.4 o) 2/

8- 24(2¢ — 2)(20 — 1)
- K34
3:-(29—-1)(29—-4-39+4-49 —69)

3.2 —4.37 469

+ (20— 1)(29 — 439 + 449 — 6q)K4/4 (7.5)

y%/z
181276487 4+45-67 3473634720
- 3-(20—1)(2¢ —4-37+ 449 — 69) 0
—8-20(67 —3.474+2.37) 2(120-9-494+8-39)
(27 —1)(20 —4 .30+ 4-47—69) V3T 20 1)(20 — 4304449 _61) /8
8-24(20 — 2)(27 — 1)
_3-(2‘1—1)(2q—4-3q—|—4-4q—6q)K3/8
3.929 _4.39 464
+(2(1—1)(2q—4-3q+4~4q—ﬁq)K“/g

(7.6)

where K, is defined as

Ky = yo + (wh)?f(to,y0)/T(1 + q).

In a similar way, the values of y3, y% /o Are computed by

2
Y1
24129 — 64 - 87+ 36- 69+ 24 - 49 — 24 -39 + 4. 24
- 3.(20—1)(29—4 -39+ 4-49 — 69) 0
—16- (129 — 2 - 87 + 69) 8(127 — 349 + 2. 39)
K K.
TR )2 —4 304441 —61) VAT Qi 1)(20— 4304449 —61) 4
16-29(2 29 — 1)(29 — 1)
- K34
3.(20—1)(20 —4-37+4-49 — 69)
4.99 - 8.39 1 4.6

+(2q —1)(2¢ —4-39 +4-49 — 6q)K4/4 (7.7)

108



and

y%/z
24.127 — 64 -87 + 36 - 67 + 24 - 49 — 24 . 37 + 4 . 20
- 3.(20—1)(20 —4-37+4-49 — 69) 0

—16- (129 — 2 - 87 + 69) 8(129 — 349 4 2. 34)

Jr(zq—1)(2q—4-3<1+4-4f1—6q)K1/84r (2q—1)(2q-4-3q+4-4q-6q)K2/8
16-29(2- 29 — 1)(2¢ — 1)

T3.(20—1)(20—4-37+4-49 —69) /®
4.29-8.314 4.6

Jr(2(1_1)(2(1_4.3q+4.4q_6(1)K4/8- (7.8)

7.2.2 Derivation of the accuracy order

The author’s proposed method is based on the third order accuracy formula (4.13)
and (4.7). The formula (4.7) is given by using coefficients A;, B;, C; as

toD; 1 f(t,y)
ha N—-1
= £ 2 [t dhytt = jh)A; 4 f (¢~ jhoytt ~ W)B,
7=0

+0? " (t — jh,y(t — jh))C;] + O (;:J
where ¢ > 0. The author’s proposed method approximate the integral in Eq.
(7.1) by using this formula (4.7). Eqgs (7.2) and (7.3) are obtained by applying
Taylor expansion to f, f/, f” by seeing them as one variable function about ¢, and
have third order accuracy. Then, the author shows how to develop y;. The value
of y; is computed like Runge-Kutta method in Eq. (7.4). For y;, the analytical
solution (7.1) is given by

y(t1) — vo
1 Sy
) /to (tl_u)l_qd '

Here, let us consider to expand this integral like the derivation of Runge-Kutta
method. Applying Taylor expansion to f around tg and g9, we have

— qu)/tol(tl_u)ql {f(t07y0)+(u—t0)8a“:_i_(y(u)_yo)gz];
u— 2 52 ) o O
+(2to)‘?)£§+(u—to)(y(u)_yo)§tafy+ (y( )2 o) gyéf#”}du

Here, y(u) — yo can be approximated by Taylor expansion as

(u - t0)2 "

y(u) —yo = (u — to)y'(to) + 5y (to) + ...
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By substituting the above expression, we have

y(t1) — Yo

t1
— 1/to (t1 —u)?! {f(to’y0)+(u—to)(z{

['(q)
_ 2 o _ 2 52
+ (= a/to) + “50y 0 ) O 4 0TS
82 u— / 82
+(U — to)((u — to)y/(to))ataj; + ( toz)y (tO) &yé 4+ ... } du
1 [he pita 9f Rt of
~ T(g) [qf(to’yO) A T )3y
h2+q " % h2+a ﬁ
+q(1 +92+q)’ ( 0)32/ * q(1+q)(2+q) 0t?
2h2+a , 82f h2ta , 9 32f
Taroere? oy T i oe gY@ ay}
+O(h319) (7.9)

Here, by folding the above expression with Taylor expansion, we have

U

h4 q
pr— t

y0+l“(1+q) {2(1+q)f( 0, %0)
2+¢ 2 2, 2 " 2)}
— L flto+-——n, ———/(to)h + =" (to)h
2<1+q>f<0+2+q Yo+ 5y th+ Gy (o)

+O(h319),

Expression (7.9) is a series expansion of the integral in Eq. (7.1) for n = 1. If we
can expand the integral for n = 2,3,4, ..., we may construct a similar method to
Runge-Kutta method. However, it is difficult because of two reasons. One reason
is fractional derivatives require the past information. In integer order calculus,
differentiations are the local phenomena, and the next node is calculated only with
the present node. Yet, fractional differentiations have a interval like integrals,
and by only the present node, we cannot compute the next node. Therefore,
numerical methods for fractional ordinary differential equations are more similar
to the computation of integral than Runge-Kutta method. Second reason is that
the difference of Taylor expansion. The above expression contains the first order
derivative and the second order derivative of y, and those values are computed
by using an initial condition and total differentiation of f. For example, for first
degree ordinary differential equations, y/(to) is given as a part of equation to
solve. However, in fractional ordinary differential equations, y'(to) is not a part
of given equation, and it is not easy to calculate 3’ (tg). From the expression (7.9),
the values of y/(ty) and y”(¢y) must be numerically computed with second order
and first order accuracy respectively. Let us consider that the value of y/(tg) is
numerically computed by using a difference method as

J(to) = aoy(to) + ary (to + %) + asy (to + 2) + asy (to + 22) + asy(t1)
h .

If we know the exact values of y(to+mh/4), m = 1,2, 3,4, y'(t9) can be computed
with the second accuracy for ag = —3,a1 = 0,a2 = 4,a3 = 0,a4 = —1. However,
we do not know even the exact values of y(top + mh/4). Therefore, we have to
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compute y(tg+kh/4) with at least third order accuracy. Then, firstly, let consider
to approximate the values of y(to +mh/4) with the accuracy order O(h39). Let
K., /4 be defined as

1 kh\?
Kos =yo+ m (4> f(to,%o0)-

This approximation is given by taking only first term of the expression (7.9), and
the accuracy is O(h'*%). The value K, can be calculated only from tq and yg. In
addition, the value of y(to + xh) is given by using the expression (7.9) as

y(t() +$h)
s L [EmMTor @mt of @it 0f
- T g o e g @ Yoy tairaera? oy
D R B S BN S ) B
Yrgergor Tasoere” ooy oo ")
O(h3T9).

By transformation, we have

Ky
~ 1 [(zh)'98f (xh)'te ,  8f
~ y(to—i—ﬂih)—m ma q(1+q)y(t0)8—y
(v h)2+q . of (xh)2+q 82f
T+ 0+ (to)@ Tyl r @t g o
( )2+q , 82f (xh)2+q / 82f
tir oot ®amy it oesg V) gz| 710

Therefore, by combination of K, such that we eliminate the terms except y(to +
xh), we obtain 3/ (tg) with high accuracy. That is, we approximate y'(¢9) by the
following expression

aoKo + a1Ky 4+ asKa/y + agKzy + asky)y

y'(to) = h + O(h3t9).

Then, the coefficients a,, can be computed from the following system of equations

ap + a1 +az+as+ay

a1 + 2as + 3a3 + 4ay

a1 + 4as + 9as3 + 16ay

a1 + 21+qa2 -+ 31+qa3 + 41+qa4

a1 + 22+qa2 + 32+qa3 + 42+qa4

I
o o o kw O

First two equations are for difference method to compute y'(ty), and last three
equations are for eliminating terms except y(to + xh) in the expression (7.10).
By solving this system of equations, we have the expression (7.5) as the approx-
imation of y'(tp). In a similar way, the value of y”(¢p) is numerically computed
as

boKo + b1 K14 + baKy/y + b3 K34 + baKyy
h

y"(to) = +O(h19).
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The coefficients b, can be computed from the following system of equations

bo+bi+by+as+by = 0
by +2by+3b3+4by = 0

b1 + 4by + 9b3 + 16b4 = 16
bl + 21+Qb2 +31+Qb3 +41+Qb4 —
by + 22F9by 4 32H0py 4 42H9p, = 0.

By solving this system of equations, we have the expression (7.7). The expres-
sions (7.6) and (7.8) are obtained by approximating y'(to) and y”(t9) by using
Ko, K13, Ko/8, K38, Ky/3. Therefore, it is shown that the author’s proposed
method has third order accuracy, and the accuracy of this the author’s proposed
method is given by the following theorem.

Theorem 7.2.1 If%Dgy(t) € C2[ty, T) then, the accuracy of the proposed method
18

y(T) — yn| = O(h?)
for N — oo, h=T/N.

7.2.3 Stability of existing method and the author’s proposed method

In the previous section, the author proposed third order accuracy numerical
method. The accuracy of this method is higher than that of the existing method.
However, the stability is another significant factor when equations are numerically
solved. If a method is unstable, its numerical solutions diverge also in ordinary
differential equations. However, experimental results in Section 7.4 show that
the existing method and the author’s proposed method are stable. Therefore,
the author tries to prove the stability of the existing method and the author’s
proposed method in this section. The stability of numerical methods for ordinary
differential equations are analyzed by substituting a test function to numerical
schemes. This stability analysis method is similar to Von Neumann stability anal-
ysis, and uses the following function as a test function in integer order differential
equations

y'(t) = —ky(t), k> 0.

The solution of this equation is y(t) = yoexp(—kt). Existing method and the
author’s proposed method are similar to linear multi-step method. Therefore,
let us consider the stability analysis of linear multi-step method as an example.
By applying integral to both side of a first order ordinary differential equation,
a multi-step method is given

/t "y i = /t e

n—1 n—1

= Yn+l — Yn-1= 2hf(tna yn)

where the integral about f is approximated by using mid-point rule. Then, by
substituting a test function, we have

Ynt1l — Yn—1 = —2khy,.
The characteristic equation of the above equation is given by

A2+ 2khA—1=0
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Let A, be the m-th root of the above equation. Then, the condition that linear
multi-step methods are stable is: all roots A, satisfy |A,| < 1. The above
characteristic equation has a solution which is less than —1. Therefore, this linear
multi-step method is unstable. If a linear multi-step method is stable, there exists
a stability region. This region is defined by the area which the numerical solutions
do not diverge. Numerical methods are compared with the stability region, and
generally higher order accuracy methods have narrower stability region in linear
multi-step methods.

Next, let us analyze the stability of existing method and the author’s pro-
posed method. For predictor-corrector method, it is sufficient to analyze only
predictor term, since the corrector scheme as implicit scheme is more stable than
the predictor scheme as explicit scheme in general. As a test function, the author
employ the solution of the following fractional ordinary differential equations as

o Dly(t) = —ky(t).
The solution is given by

k(t—to)? K2t —t0)2  k3(t —t9)>d

vO=1= 0 T Tear) Ty T

By substituting the solution to the predictor term of existing method, we have
khd n—1
P — A AP
Yn —¥0 = —w= n—j)"=m—-1-7)"%y
n—1 ‘
= Nta) {n=j)'=(n-1-)TN-1=0

Jj=0

where a@ = kh?/T'(1 + q). Figure 7.1 is the graph of the absolute value of the

Graph of existing methad

Figure 7.1: Graph of characteristic equation for existing method

following characterestic equation
n—1 .
F=MN"+a) {(n=j)—(n-1-7)3N -1
j=0

where @ = 0.1, n = 100, ¢ = 0.2. This result shows that the all roots A, satisfy
[Am| < 1, and the existing method is stable. Next, let us analyze the stability

113



of the author’s proposed method. By substituting the solution to the predictor
term of the author’s proposed method, we have

Y = Yo
kh1 3
= @ |:yn—1 <—5A0 — 5By —2Cy — A1 — 531 — Cl>

3
+Yn—2 <6Ao + 8By +4Cy + 2B +2C; — Ay — 532 - Cz)

1 3
+Yn—3 <—2A0 — 3By —2Cy — 531 —C1+2By +2C5 — Az — 533 - 03>

n—2
1 3
+ Zyn—j <_QBj_2 - Cj_g + QBj_l -+ 2Cj_1 — Aj — §Bj — Cj)
Jj=4

1
—|—y1 <—2.Bn_3 — Cn_3 + 2Bn_2 + 2Cn—2 - An—l - SBn—l - 2Cn—1>

+y1/2 (4Bn-1 +4Cpn_1)

1
+ Yo <_2Bn—2 —Cp—2— Bp1— QCn_1>:| ’

aaaaaa

Figure 7.2: Graph of characteristic equation for the author’s proposed method

Figure 7.2 is the graph of the absolute value of the following characteristic
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equation with a = 0.1, n = 100, ¢ = 0.2,

f)
= M -1l-a [w—w <—5A0 — 5By —2Cy — Ay — gBl - 01>

3
+)2n=2) <6A0 + 8By +4Cy + 2By + 20, — Ay — 532 - 02>

1
+)\2(n73) (—2140 — 3By —2Cy — 531 —C1+ 2By +20C5 — A3 — ng — Cg)

2(n—2) 3

. 1
+ Z AT (—2Bj_2 —Cj2+2Bj_1+2C;_1 — Aj — iBj — Cj)
=4

1
+)\2 <_2Bn—3 - Cn—S + 2Bn—2 + 2071—2 - An—l - 3Bn—l - 2071—1)
+A(4Bp—1+4Cy—1)
1
+ <_2Bn—2 - Cn—2 - Bn—l - 2Cn—1>:| .

where we put y,, = A?™ in order to avoid Yij2 = A2 by putting y,m = A”. From
this graph, the author’s proposed method seems to be stable. However, there are
three problems for this stability analysis. One is the solution of the test function.
The solution of the test function takes 1 at t = tg for 0 < ¢ < 1. Though the
solution converges for ¢ — oo, the undifferentiability around ¢t = ¢ty may cause
the problem for this stability analysis. Second problem is the author’s proposed
method changes the form depending on the value of n. This means the number
of step depends on n. The third problem is the treatment of y; /5. To convert to
the characteristic equation, we put y,, to A>™. Then, there is also a problem that
we can simply put y; /5 to A. It is required to prove this conversion is allowable.
These three problems remain in the stability analysis of the author’s proposed
method, and they are future tasks.

7.3 The author’s proposed implicit numerical computational method
for fractional ordinary differential equations using Lagrange
interpolate polynomial

In the previous section, the author introduces the explicit numerical computa-
tional methods, but the accuracy of each explicit method is not so higher than
that of implicit methods. This section shows the author’s proposed implicit
method which employs Lagrange interpolate polynomials. This method is a sort
of collocation methods, and defines the analytical solution as

y(t) = icipi(t), to<t<L (7.11)
=0

where ¢; are unknown constants and P;(t) are Lagrange polynomials whose sample
points are Chebyshev nodes s;. Therefore, P;(¢) is given by

) =[]

ji T

The existing method which is explained in Chapter 3 employs Jacobi polyno-
mials as orthogonal polynomials[4]. In contrast, this method employs Lagrange
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polynomials as interpolate polynomials. By increasing the number of degree of
polynomials, Runge’s phenomenon occurs and errors also increase for equally dis-
tance grids. To avoid Runge’s phenomenon, the author uses Chebyshev nodes. It
is well known that the errors produced by increasing the number of degree can be
decreased by using Chebyshev nodes. Next, let us compare the existing method
based on Jacobi polynomials and the author’s proposed method. In the existing
method, the solution is assumed as the following function

" 2z
i () = E a0 (22
Un(x) = a+ cixlJ,; (L ,

=0

where Ji(O’Q) is a Jacobi polynomial. This means that if the analytical solution
has the form y(z) = 273" ' as shifted polynomials, this existing method can
compute the solution analytically. In contrast, the author’s proposed method
can compute analytically if the analytical solution consist of polynomials whose
degree is less than or equal to n. These two methods assume different solution
functions, so if the analytical solution can be represented with finite degree poly-
nomials, the accuracy of the author’s proposed method is better than that of the
existing method. In contrast, the accuracy of the existing method is better if the
analytical solution can be represented with finite degree shifted polynomial as
y(t) = t9 4 179 + +2+49_ In the previous section, the explicit numerical methods
are introduced. They assume that the fractional derivative of the analytical so-
lution is continuous differentiable as {D{y(t) € C2[to,T] to obtain the expected
accuracy. This means that explicit methods assume that the analytical solutions
can be represented with shifted polynomials. The author’s proposed implicit
method assumes the different type analytical solution. Therefore, by having the
author’s proposed implicit method, we have one more choice for solving ordinary
differential equations. Especially, in fractional calculus, we have to treat more
sorts of functions than in integer order calculus. Therefore, by proposing the
author’s implicit method, we can treat various assumptions, and apply numerical
methods to more applications.

As a collocation method, the numerical solution can be computed by substi-
tuting the assumed solution (7.11). Then, we have

n

1 n
Zcijji(t):yto+w/to(t—uq 1f< ZCZP’ )

i=0
By putting ¢ = si, we obtain

n

Ck — Yo = F(lq) /tSk(Sk —u)?f (%ZQ Pi(u )) du.

i=0
This integral includes the singularity at the kernel, and has a form suitable to

Gauss-Jacobi quadrature. Firstly, we apply changing variables & = 2(u—t¢)/(sx—
to) — 1 as a preparation

Ck — Yo

_ F(lq)/ll<sk;to>q( ya-lf (5 ch ( )d&,

where € is defined by

§+1

£=7

(sk — to) + to.
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Let w; be a i-th weight of Gauss-Jacobi quadrature, and let 7; be a i-th node of
Gauss-Jacobi quadrature. Then, we obtain equations

Ck — Yo

_ F(lq)(Sk;to)qizn;wif(fi’zn:cilji(ﬁ)>

1=0

for 0 < k < n. By solving this non-linear system of equations, the coefficients ¢y,
are computed. Note that the number of nodes of Chebyshev nodes is the same
to that of Gauss-Jacobi quadrature. By increasing the number of Gauss-Jacobi
nodes, the accuracy improve. However, the number of Gauss-Jacobi nodes of the
existing method is the same to the number of polynomials which consist of the
solution function[4]. Thus, for the comparison, the author set the same number.

7.4 Experiments about fractional ordinary differential equations

7.4.1 Preparation of experiments
Problems

For the numerical experiments, the author sets four problems. All experiments
are done with tp =0, L=T =1 and 0 < ¢ < 1. In Problem 1, let the solution
function y be

y(t) =t - t1+qa
and a function f be
ft.y) =T +q) =T+ gty + 7).

In addition, the initial condition is y(0) = 0. This problem assumes that § D{y(t)
is infinitely many times continuously differentiable. This property enables to ob-
tain the expected accuracy of existing and the author’s proposed explicit methods.
In addition, note that the assumed solution function of existing implicit method
using Jacobi polynomials exactly expresses this analytical solution for n > 1.
This means the error of the existing implicit method for this problem is derived
only from computational errors.
In Problem 2, the analytical function is given by

y(t) =t —t%
The function f is given by

=7 — 79y + 12),
I'2-gq) I'3—4q) ( )

fty) =

and the initial condition is y(0) = 0. In contrast to Problem 1, the analytical
solution is infinitely many times continuously differentiable. This means that
this problem is not suitable for the existing and the author’s proposed explicit
method, and the author’s proposed implicit method with Lagrange polynomial
analytically solves it for n > 2.

Problem 3 is defined by the following analytical solution

9
y(t) =% — 31492 i
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and the function f
f(t y) = MtS—q 3Mt4 q/2 + ]_"(q + 1) + §tQ/2 —_ t4 ’ — y3/2
’ INCEN) I'5—q/2) 4 2

with the initial condition y(0) = 0. This problem is cited from the paper by K.
Diethelm, N.J. Ford and A.D. Freed[13].

In addition to Problem 3, Problem 4 is also cited from the papers by K.
Diethelm and others[13, 4]. Let the analytical solution be

14 t2a t3a

YO =1 5y T he ) TGty T

and let the function f be

f(ta y) =Y.

The initial condition is y(0) = 1. This analytical solution can be represented
with Mittag-Leffler function as

y(t) = E Z;)quﬁ—l

This equation is also a homogeneous equation.

Measurement of errors

For the numerical experiments about explicit methods, the author measures the
error at a terminal point. Explicit methods compute the numerical solutions
from an initial point to a terminal point step by step. Therefore, errors are
accumulated at the terminal point. In addition, in order to check the stability,
we should measure the error at the terminal point. The terminal point is set
depending on the problem.

For implicit methods, the author employs different measurements to explicit
methods. First measurement is cited from the paper[4]. Let e be a error with
the first measurement given by

(ty) — (), ;= S0

e = max i) — ; =

157240000 7\ T YN 5= 00007

for j =1,2,...,10000. This measurement approximates a maximum error in an

interval. The author propose the second measurement which is given by

10000

. L—t
E= Y hlyty) —yn(t;)l, tj =hj, h= 0

10000 °

This measurement numerically integrate errors between the analytical solution
and numerical solutions, and can be called an average error.

7.4.2 Accuracy of the explicit methods for fractional ordinary differ-
ential equations

In this subsection, the author shows the numerical results about explicit existing
method and the author’s proposed method.

Figures 7.3, 7.4, 7.5 and 7.6 show the errors of explicit existing method and
the author’s proposed method for Problem 1 with various ¢q. All experiments are
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Figure 7.3: Errors of existing and the Figure 7.4: Errors of existing and the
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Figure 7.5: Errors of existing and the Figure 7.6: Errors of existing and the
author’s proposed methods for Problem author’s proposed methods for Problem
1 with ¢ = 0.6

1 with ¢ = 0.8

done with two terminal points T' =1 and T = 3. If tCODgy(t) € C?[ty, T, it is
proven that the accuracy of the existing method is O(h!*%) by K. Diethelm, N.J.
Ford and A.D. Freed(13]. If £ Dfy(t) € C*[to, T}, it is proved that the accuracy
of the author’s proposed method is O(h?). Actually, Figures 7.5 and 7.6 exactly

show the expected accuracy order.

In addition, Fig. 7.4 represents that the

expected accuracy order is almost obtained. However, Obtained accuracy orders
in Figure 7.3 are not the same to the expected accuracy orders. This reason
is that the stability becomes worse for small q. Table 7.1 shows the errors of

| h=0.02 h=0.01 | h=0.005 [ h=0.0025 | h=0.00125 |
Existing || 5.287D+96 | 7.719D+172 | 9.321D+305 | Nan Nan
Proposed || 2.277D+160 | 3.492D+295 | Nan Nan Nan

Table 7.1: Errors of existing and the author’s proposed methods for ¢ = 0.1 and

T =5.

existing and the author’s proposed methods for ¢ = 0.1 and 7' = 5. This table
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represents that the numerical solutions diverge to oo, and indicates that existing
method and the author’s proposed method are not stable in this case. For small
q and large T', errors increase and the accuracy orders decay.

Evtors of existing and our praposed mathads for Prablem 2 and q=0.2 Ettors of existing and our praposed methods for Pioblem 2 and q=0.4

. o(h~1.3
1 O(h"1.3) - O(h~1.5)
o(h~18) L
(h~1.6)
/ 3
| To(h~2.9) " =

10 s.0x10” 107" 10’ s0x10” 107

Figure 7.7: Errors of existing and the Figure 7.8: Errors of existing and the

author’s proposed methods for Problem author’s proposed methods for Problem
2 with ¢ = 0.2 2 with ¢ = 0.4

Erors of existing and our praposed methads for Prablem 2 and q=0.6 Ertors of existing and our prapesed methads for Problem 2 and q=0.8

i O(h’\l.S) sox0 ] O(h/\17)
0O(h~1.3)

Our propossd mathod T=3

T T
10 s0x10” 107" 10 s.0a0” 107

Figure 7.9: Errors of existing and the Figure 7.10: Errors of existing and the
author’s proposed methods for Problem author’s proposed methods for Problem
2 with ¢ = 0.6 2 with ¢ = 0.8

Figures 7.7, 7.8, 7.9 and 7.10 show the errors for Problem 2 for T' = 1, 3 with
various q. For ¢ = 0.2, the accuracy order is not firm because of the stability of
numerical methods. In addition, the numerical experiments about the existing
method is not firm neither in any ¢. However, for large ¢, the numerical results
of the author’s proposed method show the accuracy order decrease from O(h?)
to O(h?79). In Problem 2, the differentiated function of the analytical function
is given by

6DIy(t) =t'79/T(2 — q) — 20°79/T(3 — q).

As mentioned in Chapter 4, the author’s proposed third accuracy formula (4.7)
calculate for this function with O(h?~%). Therefore, the accuracy order of the
author’s proposed explicit method for fractional ordinary differential equations
is also O(h%79), since this method employs the formula (4.7).
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Figure 7.11: Errors of existing and the Figure 7.12: Errors of existing and the
author’s proposed methods for Problem author’s proposed methods for Problem
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Figure 7.13: Errors of existing and the Figure 7.14: Errors of existing and the
author’s proposed methods for Problem author’s proposed methods for Problem
3 with ¢ = 0.6 3 with ¢ = 0.8

Figures 7.11, 7.12, 7.13 and 7.14 show the errors of the existing method and
the author’s proposed method for Problem 3 and 7' = 1 with various ¢. In all
experiments, the numerical solutions diverge to Nan for T' = 3, so the graphs are
not shown. Additionally, the numerical results of the author’s proposed method
for T' =1 and ¢ = 0.2 diverge to Nan in Figure 7.11, and the results of the
author’s proposed method for 7" = 1 and ¢ = 0.4 become complex numbers
because a negative number is substituted to y. Therefore, those results are also
not shown. In Problem 3, it holds §D{y(t) € C3[0,T]. Therefore, the accuracy
decaying does not happen in contrast to Problem 2, and the obtained accuracy
orders are near to the expected accuracy order if the computations are done
stably. However, these figures show the stability of the existing method and the
author’s proposed method for this problem is bad, and the numerical solutions are
not firm for h. Depending on the problems, the stability of the existing method
and the author’s proposed method is changed. Because of the stability problem,
the numerical results do not decrease along to the expected accuracy order.

Figure 7.15, 7.16, 7.17 and 7.18 show the errors of the existing and the author’s
proposed methods for Problem 4 and T'=1 and T = 3. Because of the accuracy
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Figure 7.15: Errors of existing and the Figure 7.16: Errors of existing and the
author’s proposed methods for Problem author’s proposed methods for Problem
4 with ¢ = 0.2 4 with ¢ =04
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Figure 7.17: Errors of existing and the Figure 7.18: Errors of existing and the
author’s proposed methods for Problem author’s proposed methods for Problem
4 with ¢ = 0.6 4 with ¢ = 0.8

decaying with the term —4/T'(g+ 1), the expected accuracy order is O(h'T9) for
both methods. However, the obtained accuracy orders are higher than the author
expected. The possible reason is that the time step size is too large. By taking
smaller h, the expected accuracy order may be obtained, but the computational
complexity of the existing and the author’s proposed methods are larger than that
of Runge-Kutta methods or linear multi-step methods for integer order ordinary
differential equations. The predictor-corrector methods for fractional ordinary
differential equations have to compute each numerical solution from an initial
point. In integer order calculus, differentiation is a local phenomenon, so the
numerical methods do not consider the information from the initial point. To
create the numerical methods with less computational complexity is a future
task.

7.4.3 Accuracy of the implicit methods for fractional ordinary differ-
ential equations

This section shows the numerical experiments of three methods, the existing
method using Jacobi polynomial, the existing method using double exponential
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transform and the author’s proposed methods using Lagrange polynomial. All
non-linear equations in those methods are solved by using Newton’s method.
The values of the weights and nodes of Gauss-Jacobi quadrature is cited from a
website[7].

Errors of three methods for Prablem 1 and g=0.2 Errors of three methods for Prablem 1and q=0.4

Lagrangs method

s of Lagrange method

— — — Ave. enors of Lagrange method — — — Ave enosofLagrangemethod | ———"

Eﬂﬂﬂn 10 5.0x10 10

Figure 7.19: Errors of existing and the Figure 7.20: Errors of existing and the
author’s proposed methods for Problem author’s proposed methods for Problem
1 with ¢ = 0.2 1 with ¢ =04

Errors of three methods for Problem 1 and q=0.6 Errors of three methods for Problem 1 and q=0.8

enors of Jacobi methad

15 of Jacabi methad
 ertors of DE method 45

we. emars of Lagiange method

Eﬂﬂﬂn 10 5.0x10 10

Figure 7.21: Errors of existing and the Figure 7.22: Errors of existing and the
author’s proposed methods for Problem author’s proposed methods for Problem
1 with ¢ = 0.6 1 with ¢ = 0.8

Figures 7.19, 7.20, 7.21 and 7.22 show the max errors and average errors of
three methods with Problem 1. The solution function has the suitable form to
apply the numerical method using Jacobi polynomial. Therefore, the errors of
the Jacobi method are smaller than others.

Figures 7.23, 7.24, 7.25 and 7.26 show the max errors and average errors
of three methods with Problem 2. The solution function of Problem 2 has the
suitable form to apply the author’s proposed method using Lagrange polynomial.
For n > 1, the solution of the author’s method can express the analytical solution.
However, because of the error of integration, the accuracy is worse than that of
double exponential transform method for ¢ = 0.6,0.8 and larger N. Caputo
derivative of the analytical solution y in Problem 2 is undifferentiable at = = 0.
Thus, the existing explicit method and the author’s proposed explicit method
for fractional ordinary differential equations introduced in this thesis cause the
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author’s proposed methods for Problem author’s proposed methods for Problem
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Figure 7.25: Errors of existing and the Figure 7.26: Errors of existing and the
author’s proposed methods for Problem author’s proposed methods for Problem
2 with ¢ = 0.6 2 with ¢ = 0.8

accuracy decaying. Yet, this results show the author’s proposed implicit method
is good at such problems. Therefore, when we try to solve fractional ordinary
differential equations, we can treat a problem, which it is difficult to solve with
explicit methods, by using the author’s implicit method with small V.

Figures 7.27, 7.28, 7.29 and 7.30 present the max errors and average errors of
three methods for Problem 3. Since the numerical solutions of double exponential
transform become the complex numbers, the author does not show its results.
The analytical solution of this problem consists of the combination of polynomial
and not polynomial term. However, the minimum order term is 9¢¢/4, and it is
indicated that this problem fits to the method using Jacobi polynomial. Actually,
the errors of Jacobi method are smaller than that of Lagrange method.

Figures 7.31, 7.32, 7.33 and 7.34 present the max errors and average errors
of three methods for Problem 4. This problem is not suitable for Lagrange
method, since the solution cannot be represented with finite degree polynomial.
In contrast, double exponential transform method solves this problem with high
accuracy order. The errors of double exponential transform method decrease
more rapidly than any other methods.
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author’s proposed methods for Problem author’s proposed methods for Problem
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Figure 7.33: Errors of existing and the Figure 7.34: Errors of existing and the
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Chapter 8

Conclusion

This thesis has proposed new numerical methods for three problems. One is a
finite difference method for space-fractional partial differential equations. The
author’s proposed finite difference methods have four improvements comparing
to the existing method. First improvement is the accuracy order. The exist-
ing methods have only the first order accuracy about space, and the author’s
proposed methods have the second order accuracy about space. By using the au-
thor’s proposed methods, errors decrease more rapidly than the existing methods.
However, this accuracy order may decay if the analytical solution has the form
which is expanded with low order around boundaries. This accuracy decaying
happens both in the existing methods and the author’s proposed methods. Sec-
ond improvement is the stability condition. The stability condition about time
step size of the author’s proposed methods is less strict than that of the existing
method. However, the author’s proposed schemes contain the parameter s. To
be stable, we have to select a proper value of the parameter s. Otherwise, the
author’s proposed schemes become unstable even if the time step size is suffi-
ciently small. The third improvement is the boundary conditions. The existing
methods cannot handle non-zero Dirichlet boundary conditions. If the analytical
solution takes non-zero values at boundaries, the numerical solutions of the exist-
ing methods do not converge to the analytical solution. In contrast, the author’s
proposed schemes have the feature of error cancelling. Therefore, the numerical
solutions of the author’s proposed schemes actually converge to the analytical
solution for non-zero Dirichlet boundary conditions. The fourth improvement is
that the author’s proposed methods can be applied to the case 0 < ¢ < 1. The
existing methods cannot deal with the case 0 < ¢ < 1. Then, the author has
made stability analysis to such a case by using Gerschgorin’s theorem, and has
shown the stability condition.

This thesis also has treated the numerical solutions in the form of polyno-
mial expansion for homogeneous parabolic fractional partial differential equa-
tions. This approach is based on new idea, and there does not exist related works
as far as the author knows. In this problem, the author has tried to lead the
analytical solution by expanding even and odd function like integer order diffu-
sion equations. In integer order diffusion equations with zero Dirichlet boundary
conditions, the analytical solution can be expressed with the combination of or-
thogonal functions, sine and cosine functions. In a similar way, the author has
proposed the numerical methods by computing the even and odd functions, and
has shown their orthogonality. Those functions are analytically developed by
solving infinite size of a system of equation. In the experiments, the numerical
solutions are calculated in the form of polynomial expansion by solving approxi-
mated finite system of equations. However, the author could not find the general
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forms of such polynomials. To find the general forms is the future task.

This thesis also has discussed the numerical methods for fractional ordinary
differential equations. The author has proposed a higher accuracy computational
method than the existing method. The existing method has the accuracy or-
der O(h'*9), and the author’s proposed method has the accuracy order O(h3).
Actually, in almost experiments, results of the author’s proposed method have
been more accurate than the existing method. However, experimental results also
have shown the stability of the author’s proposed method is lower than that of the
existing method, and the expected accuracy order cannot be obtained in many
cases. In addition, the computational complexity is larger than the integer order
linear multi-step method. As future tasks, the author considers to make more
detailed stability analysis, and to apply the parallelization in order to obtain the
results with smaller h. The author also has proposed the implicit method using
Lagrange interpolate polynomial. This method accurately can solve the problem
which causes the accuracy decaying in the explicit methods. This means that the
author’s proposed method gives us a choice which we can select the numerical
method depending on problems. In addition, the author has made experiments
of the double exponential transform method. This method has been already pro-
posed, but the experiments about this method have never been done. The author
has shown that double exponential transform method has much better accuracy
order depending on problems.

The author has discussed high accuracy numerical computational methods
about fractional differential equations. The author predicts fractional differential
equations become more popular and more research fields employ them. Then, by
given high accuracy numerical computational methods, this thesis will help the
utilization and understanding of fractional differential equations.
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