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Abstract

Information technology (IT) is one of the role players nowadays. It is not only used to
link businesses together, but also used to connect people from different parts of the world
together. Such connectivity brings us a so-called borderless society which allows governments,
businesses, and individuals to easily reach each other.

The expansion of the information network becomes an incentive for attackers to intrude
into the system through system vulnerability and steal various kinds of information which is
now considered as one of the valuable assets. With the interconnection between nodes in the
network, security breaches at one of the nodes could affect other nodes via the interconnection.

Network externalities, thus, become one of very important topics in the field of infor-
mation security. That is because the topic of network externalities is a study that focuses
on consequence effects from the action of an individual on others. Actually, this is how the
economic concepts are applied to the field of information security.

This thesis introduces our analyses regarding problems of network externalities in the
field of information security. The analyses were conducted at two levels: national level and
firm/operator level. The findings from our study show several important implications of the
information security.

In the study regarding network externalities in the national level, we analyze the inter-
dependency under information security risks. We use a two-step approach to analyze both
sectoral and regional interdependencies under information security risks. In addition, the re-
sult collection process was introduced to suggest some empirical findings. Then we clarify the
characteristics of interdependencies of information security from both sectoral and regional
viewpoints. After that, the changes of interdependency after the occurrence of the Great East
Japan Earthquake in March 2011 were also emphasized in our analyses. Furthermore, the
analyses were done in both sectoral and regional perspectives.

According to our results in the sectoral perspective, the demand-side sectors can be classi-
fied into five classes due to their characteristics. In addition, most of the Japanese industries
fall into the classes where consideration on interdependency from the regional perspective is
required. In the regional perspective, the results of the analysis show that economic scale of
a region has great influence on the characteristics of interdependency. The analysis results
under the impact from the earthquake show importance of critical sectors. Furthermore, once
such a disaster occurs, the damage to the information security could be expected in the area
where the disaster occurs, as well as the region with the largest economic scale.

In the study regarding network externalities in the firm or operator level, we introduce an
approach to analyze the security and the interconnectivity of the Japanese loyalty programs
(LPs). Available online systems for the loyalty programs allow points or miles of loyalty
programs to be considered as virtual currencies. Therefore, liquidity is what we consider
besides security efforts and actual security levels of the loyalty program systems.
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After that linear regression analysis is used to find implications regarding security and
liquidity. In our work, we focus on the origin loyalty program since illegal exchanges originate
from compromised LP accounts. We found that liquidity is significant to the impact on the
loyalty program systems once the security incidents occur. Furthermore, we also found sup-
portive evidences of an importance of network externalities from our analyses. The results
also suggest operators of the loyalty programs to implement stronger security-related require-
ments for their systems. In addition, consideration on the level of security of their partners’
systems is also recommended.

After studying network externalities in both national and firm/organization levels, we
discuss more about network externalities. By this, we show how knowledge from our study
at the national level can be used to provide more useful information and suggestions. We use
the case of the network of loyalty programs as our example. To do so, we consider the average
size of the expense on security countermeasures, the value of information security measure,
and the sectoral characteristics of industries where the loyalty programs are operated. From
our discussion, we found that industry 20, which includes airlines, might be the weakest link
in the network of the Japanese loyalty programs. Operators from this industry are suggested
to take actions in order to improve the security of their loyalty program systems. However,
we still suggest other industries to pay attention to the matter of information security.
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Chapter 1

Introduction

1.1 Overview and Motivation

Information technology (hereafter, IT) brings the convenience to all levels of organizations,
firms, and individuals. It is a backbone of speedy and flexible communication, as well as
various kinds of transactions worldwide. With these benefits, IT becomes one of the basic
infrastructures among all sizes of businesses. The number of recent internet users, which
includes users from a worldwide organizations to end-users, is one of the evidences of this
fact. There are almost 3,000 millions of the internet users around the world[75]1. Not only
the bright side, IT might lead to massive loss once an intrusion occurs in any system.

According to the trend of internet security threat in 2013 by Symantec[148], it seems that
the worldwide situation is getting worse. Compared to the trend in 2012, the trend of 2013
shows that it is the year of mega breach. Due to this report, the number of security breaches
has increased by 62%. The top cause of data breach in 2013 was hacking. The breached
data created risks not only directly for the corporations but also for individuals through
their personal information stored there. Furthermore, Symantec also reported that the trend
of zero-day vulnerabilities was also increased by 61% in 2013. Zero-day vulnerabilities let
attackers silently threaten the systems. Attacker seeks for poor patch management systems
or websites before invading and creating loss to those victims. Spear-phishing campaign was
another kind of attacks which shows high trend in 2013. They found that this type of attack
increases by 91% compared to the number in 2012. The spear-phishing campaign is a type
of targeted attacks that directly attempt at specific groups of users. According to an article
by Information-technology Promotion Agency, Japan (IPA), incidents from targeted-attack
emails is the most serious type of threat in Japan[72]. With such activities, attackers can
eventually complete its goal of breaching into the targeted organization. Once one of the
users in a particular group is infected, it becomes so risky, and other connected systems or
users would also be affected. These are only examples which could mean that the existing
security might be insufficient due to increasing number of internet security threats.

Economics can explain some incentives that stimulate the creation of security threats[60].
As an effect of the great recession 2, the number of cybercrimes had increased due to scarcity
in economics. Generally, to spend monetary resources in information security, vendors or
organizations would make their decisions according to their business’s profitability from that

1Number from the access on Oct 14, 2014.
2The great recession is “officially lasting from December 2007 to June 2009” [76].
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investment[138]. However, during the period of recession, the benefit of an investment in
security might not be so attractive. Such facts give huge opportunities to cyber criminals.

To make IT-related activities and the systems secure, information security (hereafter, IS)
becomes one of the important elements in IT systems. IS has its main objective to protect
information and information systems[110]. It also aims to provide confidentiality, integrity,
and availability of the information in the information system. However, due to an emergence of
new attack techniques, attackers could threaten the information and the system through their
vulnerabilities. When the system is breached, the three properties of information security are
broken. Therefore, the loss from security incidents would be introduced to the owner of that
information system. In addition, as information systems are used to link systems together,
the loss from any attack on one of the systems could affect their connected systems. The
problem associated with such an expansion of the effect is called the problem of network
externalities in the field of economics of information security.

The study of network externalities is one of the four main research areas in the field of
economics of information security[9][10]. Basically, the area of network externalities is a study
on security-related consequence of action of an agent on economically unrelated others 3. Due
to the use of the internet, we can hardly say that there is no externalities among systems.

In a cyber network, actions of an individual can introduce side effects to others. The
influence from the action could be either positive or negative. Under a scenario that two
parties have interdependency between each other, security investment by one of the parties
also benefits its partner[66]. Likewise, an attack at one of the parties also affects its partners.
Let’s consider the case when firm A invests in security techniques to enhance protection of its
system. Once the system of the firm A becomes stronger, vulnerability of the system would
be decreased. It also means that the system becomes harder to attack. Hence, the attacker
would change its target to systems with weaker protection. Although the threat probability
at the system of the firm A decreases, its neighbors’ systems could become more risky. This
is an example of the negative effect. By contrast, if the system of the firm A is the weakest
link among their connected parties, stronger protection of the system of the firm A would
increase the security of the whole network. This is an example of the positive effect.

There are many areas of study regarding security and the problem of network externali-
ties. Some studies in network externalities focus on the benefit of sharing information among
parties in the network[55][67][93]. Gordon et al. found that sharing information among
parties helps firms with reducing their investment in information security[55]. Furthermore,
the level of information security also increases by sharing information. Hausken shows that
information sharing and security investment by each firm are important factors to the secu-
rity of interconnected parties[67]. Some consider the effects by using epidemic risk model.
Especially, they consider the effects as epidemic risks when they study problems caused by
malware[42][91].From such studies, a consideration of the effect from epidemic risks could help
the owner of the system make a decision to invest or not to invest in security countermeasures.

Other three main research areas are misaligned incentives, economics of vulnerability, and
economics of privacy.

Misaligned incentives is a study which considers a hidden action problem when one of the
parties, who want to transact, takes unobservable actions that affect the outcome. Anderson
introduced issues of security misaligned incentives by using the case of UK retail banking

3Economics definition of externality given by Investopedia is “A consequence of an economic activity that
is experienced by unrelated third parties” [76].
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and the concept of moral hazard to explain the failures and frauds within the systems[7].
He found that rather than lacking protection, the failure comes from an improper use of the
system by the bank. Another intuitive example is a situation from 2000, when users would
not spend much money on antivirus software and attackers focused on well-known websites
like Amazon and Microsoft[11]. In other words, this topic concerns failures from poor security
management of the system owner since that responsible owner does not suffer from the failure
but its customers or others suffer.

Economics of vulnerability studies on hidden vulnerability in the systems, released prod-
ucts, etc. Researchers in this area concern questions such as whether or not information of
vulnerability should be disclosed, would it be better to secretly keep information of vulnera-
bility, how to deal with insurance premiums based on firm’s exposure data, etc. Miller states
that “Vulnerability information is a time-sensitive commodity”[101]. That is, a specific vul-
nerability information becomes nothing once it is disclosed. Anderson mentioned an answer
to the question “who (i.e. attacker or defender) would be benefited from disclosure of vul-
nerability information?” in 2005[8]. From his study, under ideal scenario, he shows that both
attackers and defenders would be equally benefited. Beside vulnerability disclosure, there is a
system which helps providing information regarding the vulnerability of the released software
or a system. Such a system is called vulnerability market. The use of vulnerability market
brings advantages to both vendors and users of the affected products[9].

Finally, economics of privacy is a study on privacy problems which come from erosion of
personal information in the system. The researches in this area try to explain why privacy-
enhancing technologies fail in the market. The economics of privacy has long been interested
by economists and lawyers[3]. After few decades, privacy intrusions and privacy protection
techniques were also expanded in mid 1990s along with the expansion of IT. The new eco-
nomics of privacy with formal micro-economic modeling which explains privacy in different
aspects emerged approximately from year 2000.

Personal information has its own value. Some researchers consider it as an economic
goods[2]. Generally, personal information is said to be sold in two markets; market for personal
information and market for privacy. The market for personal information utilizes personal
information by dealing with customer data, as well as giving price for the information. On
the other hand, the market for privacy emphasizes more on how to offer privacy protection
technologies, as well as enhancing those technologies. For example, a research that focuses
on questions such as why people care about privacy and its erosion[114]. To answer to this
question, Odlyzko explains that there is a high incentive on price discrimination regarding
personal information in the cyber space. This is the result from the fact that vendors have
high motivation to reduce customers’ privacy and gain more information from their customers.
Vendors of the e-commerce services can be used as an example to support such scenario very
well. Enzmann and Schneider introduce a technique for a secure and privacy-enhanced loyalty
system[44]. They research on the system which is claimed to be a privacy-friendly loyalty
systems. The online vendor can use this system to issue loyalty points. However, the points
and the purchase are unconditionally unlinked so that the vendor cannot track its customers’
behaviors. Then the system provides the customers better privacy than system without such
techniques. Furthermore, concerns on the price discrimination also appear in many related
works[30][118][145].
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In our researches, our concern focuses on the issue of network externalities. Issues re-
garding network externalities motivate us since the interrelationship or connection between
systems has been dramatically expanded. Information can be transferred to another side of
the world in just a few seconds. With such convenience, information systems becomes one
of the basic infrastructures in modern business. Therefore, we can also expect that an oc-
currence of security incident at a specific system could cause catastrophic loss and impact at
any system in the world.

In order to protect the information, proper security management should be done at each
level of the system. Security policy of higher-level organizations should be considered differ-
ently from security policy for end users. That is because the level of affordability and concern
are expected to be different between levels. To give proper advice to firms or systems in each
level, an empirical study regarding each specific concern is needed. Luckily, in Japan, official
data regarding information technology and information security are publicly provided.

To deal with loss from security incidents, organizations in all levels, including individual,
seek their way to properly manage their information security resources. They might purchase
some devices or softwares to protect their information and information systems. Beside that,
they might find better ways to detect intrusion and malicious codes. These are only few
examples of how an owner of a system invests in security. However, with limitation of their
budget, one might not spend enough. On the other hand, those who are risk-averse regarding
security might spend too much on their systems. In many cases, the more investment does
not always mean that the most secure system has been introduced. That is because it also
depends on how well those security resources are managed.

As mentioned above, security incidents can occur at any level and any size of organizations,
including individuals. We classify levels of organizations as in Fig.1.1.

International Level 

National Level 

Firm/Operator Level 

Individual/User 
Level 

Figure 1.1: Multi-level of network externalities.

In Fig.1.1, the classification is done according to the size of elements in each level. However,
the classification can be done from other perspectives. For example, in the second national
strategy on information security ([109]), they consider level of organizations from the national
view point of Japan. Thus, the classified level of elements in their strategy are Government
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agencies and local governments, Critical infrastructure, Enterprise, Individual, and Entity to
entrust information4. For this case, the classification of elements in the strategy seems to be
considered from the responsibilities of each element.

1.2 Outline and Summary of Contributions

In this thesis, we make contributions to the problems of network externalities in national
and firm or operator levels. Fundamental knowledges and models regarding investment in
information security are introduced in Chapter 2. These knowledges and models are important
as they lead to several questions and inspire us to the information security-related issues (e.g.
how to find proper proxy variable in our empirical studies) in our contributions. After that,
we introduce our contributions according to their levels or sizes of the organizations.

• In Chapter 3, we focus on the topic regarding interdependency of the information secu-
rity in sectoral and regional perspectives. We also study on the impact from the Great
East Japan Earthquake on the interdependency of information security.

In the context of an investment in information security, there are various concerns
including problems of over- and under-investment in information security. To solve
or reduce such problems, we must know the characteristics of the interdependency of
information security between different industries, as well as regions. Knowing how
information security of industries or regions connects between each other would help
policy makers introducing more appropriate policies for the investment in information
security. By contrast, it can also help predicting the impact when a serious security
incident occurs at any system in the network.

In our previous works (i.e. Publications 8 and 9), we found that the interdependency of
the information security shows different characteristics industry by industry, and region
by region. Information security in some industries shows high interdependency when
tested with its own sector while some do not. In the case where high interdependency
appears among firms in the same sector, the characteristic of regional interdependency
will clearly show its importance.

After the incident of the Great East Japan Earthquake in March, 2011, the empirical
significance of each particular interdependency characteristics observed from our analy-
sis before the quake is unfortunately reduced. Therefore, we conduct the analysis with
a consideration on the impact from the quake regarding the interdependency of the
information security. As a result, we could introduce some empirical findings from this
analysis.

• In Chapter 4, we turn our attention into the security issues of network externalities in
the firm-level. In this chapter, we focus on the security of the Japanese loyalty programs.

Generally, loyalty programs are widely used as marketing tools to enhance customer’s
loyalty behaviors. Memberships of loyalty programs worldwide keep going in an increas-
ing trend. This could be a result from increasing benefits of the point at each loyalty
program. In addition, many companies which have never provided loyalty programs
before considered to launch their programs[17].

4According to [109], Entity to entrust information is the one who “fully understand the possibility and take
appropriate actions” when there is security incident such as information leakage or information stolen.
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As stated above, since loyalty program is a marketing strategy, most of the researches
on this topic are in the field of marketing. However, according to recent news, there
are many incidents which attack loyalty systems through their online services. Such
evidences show that there are security threats and vulnerabilities in the systems of
loyalty programs. Beside that, the security issues on loyalty programs are not well-
studied.

In our work, we analyze the Japanese loyalty program network. The loyalty point is
considered as a virtual currency. Thus, we emphasize its liquidity which is an impor-
tant property when talking about currency. We introduce the definition of liquidity of a
loyalty program by considering the connection between loyalty programs in the network
and their number of partners. To introduce security-liquidity implications, we also con-
sider the security-related requirements at the system of 82 Japanese loyalty programs.
This consideration is used to investigate the actual security level at each system.

• In Chapter 5, results from multi-level empirical studies are used to discuss more about
network externalities regarding information security. Discussion in this chapter empha-
sizes how knowledge of multi-level network externalities can be used to provide more
understanding to policy makers, IT practitioners, and those who are interested in infor-
mation security. The findings from Chapter 3 are applied to the findings from Chapter 4.
In addition, we consider how findings on network externalities from national level can
be used to enrich our findings in the firm level. Discussion with consideration on the
level of security expense and activities as well as discussion with consideration on the
characteristics of interdependency are both focused.

Besides the above two cores of consideration, we also introduce discussion in a gen-
eral aspect in this chapter. The consideration on network externalities, threat, and
vulnerability of information systems is what we want to share the idea.

Finally, the conclusion of this thesis and future directions are provided in Chapter 6.
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Chapter 2

Investment in Information Security

2.1 Introduction to Investment in Information Security

The use of information technology becomes widespread and ubiquitous. Since IT resources
become important and essential elements to businesses, the risks they create might become
more and more important than its advantages[30]. One of the risks to IT is security breach,
which eliminates or weakens three main information properties (i.e. confidentiality, integrity,
and availability). Therefore, the investment in security countermeasures (e.g. spam filter,
antivirus, intrusion detection system (IDS), and training and awareness measures, etc.) be-
comes necessary to protect those properties. However, it also brings questions such as how
much firms should spend or invest in information security, as well as the study on optimal
amount of investment in information security.

Generally, investment in economic perspective and investment in information security
have some differences. Investment in economic perspective is defined as an asset or item that
is purchased with the hope that it will generate income or appreciate in the future[76]. In
other words, it aims to gain monetary benefits from the expenses. However, the investment
in information security usually does not generate direct monetary benefits to the firm. Its
main contribution is to prevent potential economic loss from successful breaches[71]. Fig.2.1
shows the image of their differences.

Prevent potential 
economic loss  
from successful 
breaches 

Availability 

Info. 

Information Security 

Invest 

Direct monetary 
benefit × 

○ Firm 

Figure 2.1: General concept of the investment in information security.
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Firstly, we would like to introduce classical model in the field of investment in information
security which focuses on the optimal investment. After that, we introduce extended or related
literatures to show the usefulness of the basic model.

2.2 Gordon-Loeb Model

Gordon-Loeb model is a one-period economic model which emphasizes on the optimal amount
for a firm to invest in information security in order to protect their information set[54]. This
model becomes one of the classical and famous security investment models among IT practi-
tioners and economists due to its simple and versatile nature[16]. Gordon-Loeb model focuses
on the vulnerability of the information, as well as, potential loss that might occur if the in-
formation set is successfully breached. Gordon and Loeb consider and make assumption
regarding the amount of investment under the risk-neutral criteria. In the context of eco-
nomics, a risk-neutral investor concerns more about the expected return on his investment
rather than the risk that he may be taking on[76].

According to their explanation, the information set is characterized by the following three
parameters

1. λ: loss to the firms in a monetary unit
The loss to the firms is conditioned on a breach occurring. In the model, the value of λ
is assumed to have a fixed amount as estimated by the firms for simplicity. In addition,
this amount of loss is finite and less than some very large numbers in order to make the
assumptions under the risk-neutral criteria become realistic. 1

2. t: the probability of threat occurring
The probability of threat occurring is also called threat probability or simply threat. As
this parameters is a probability, 0 ≤ t ≤ 1. For simplicity, they assume that there is
only a single threat to the information set.

3. v: the vulnerability
In the model, the vulnerability is defined as the conditional probability that a threat once
realized would be successful. Since the vulnerability is a probability, 0 ≤ v ≤ 1.

In addition to the fact that they fix the amount of λ and assume that there is only a
single threat in their model, they also simplify their model by assuming that the investment
by the firms will affect nothing but the probability that the information set will be breached.
Under this assumption, investment in information security will influence the vulnerability of
information set but not the threat associated with the information set. Therefore, they define
L = tλ as the potential loss associated with the information set for simplicity.

According to the Gordon-Loeb model, let z(≧ 0 ) denote the monetary investment in
security to protect the given information set. This value is measured in the same monetary
unit (e.g. yen, dollar, etc.) used to measure the potential loss, L. Next, they define the
function S(z, v) or the security-breach probability function (hereafter, SBP function). Let
S(z, v) denote the probability that an information set with vulnerability v will be breached

1The risk-neutral investor is said to be a person who is indifferent to investments that have the same
expected value, even though the investment may have varying amounts of risk. In other words, this group
of investors concerns more about the expected return on their investment, rather than the risk they may be
taking on[76].
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after investing z. This is a conditional probability according to the realization of a threat and
given that the firm has made a security investment of z. There are two main classes of the
SBP function stated in the Gordon-Loeb model.

1. Class-I function

SI(z, v) =
v

(αz + 1)β
(2.1)

where α > 0 and β ≥ 1 are measures of the productivity of information security with
respect to vulnerability reduction. For this class of function, the optimal level of infor-
mation security investment equals zero until a threshold v = 1/αβL (hereafter, we will
call this threshold as threshold vulnerability), and then increases at a decreasing rate.

From this feature,they provide an implication that a firm should focus its investment
on information set with high-vulnerability. The investment in information set where
vulnerability is less than the threshold vulnerability will not give proper return to the
firm. A firm trying to protect their information set from a targeted attack is an example
of the supporting situation for this class of function[71].

2. Class-II function

SII(z, v) = vαz+1 (2.2)

where α > 0 is a measure of the productivity of information security regarding vulnera-
bility reduction. From their study, the optimal level of information security investment
under this class of function shows its peak at a medium vulnerability.

From their findings from the study on investment under this class of function, they
suggest that a firm should focus its investment on information sets with midrange-
vulnerabilities. The investment in information sets with very low or very high vulnera-
bilities will not be beneficial to the firms.

Tanaka et al. give an additional explanation on this model in [151] as “the level of
security investment influences expected loss most effectively with medium vulnerabili-
ties. Such cases would make the information security investment become cost-effective”.
Thus, the firms should invest in information set with that range of vulnerability. In ad-
dition to [151], an empirical study by Liu et al. in [94] also shows implications that
support class-II function. The case that a firm with a high vulnerability faces a dis-
tributed attack is said to be an example of scenarios under the class-II function[71].

The amount of optimal investment with a focus on the effect of vulnerability and its
subsequent implications are derived by solving the following maximization problem of Expected
Net Benefits from an investment in Information Security (ENBIS):

ENBIS(z) = [v − S(z, v)]L− z → max (2.3)

As a result, their analysis shows that the optimal investment is an increasing function
of the level of vulnerability for the Class-I of SBP function. In addition, for the Class-II of
SBP function, the optimal investment is not always increasing with the level of vulnerability.
Instead, it initially increases and then decreases with the level of vulnerability.
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2.3 Matsuura Model – An Extension of Gordon-Loeb Model

As stated above, the Gordon-Loeb model is basic and classic in the field of investment in
information security, and there are plenty of researches which refer to the original Gordon-
Loeb model. Matsuura model is one of those extension works.

Matsuura model focuses on productivities regarding both vulnerability and threat reductions[98].
The model considers an extension towards the formalization of the effect of the threat reduc-
tion. Moreover, a two-dimension space formed by both productivities is investigated in this
work.

In this model, Matsuura assumes that the information security investment z can reduce
the threat probability. Similarly to the Gordon-Loeb model, this model considers a situation
under the risk-neutrality criteria. Furthermore, the threat reduction depends only on the
investment z and the current level of threat probability t.

Matsuura explains differences between vulnerability reduction and threat reduction as
follows: “vulnerability reduction is called when countermeasure of information security is
introduced so that the attack will fail. On the other hand, threat reduction is called when
countermeasure of information security is introduced so that the attack will not occur”.

Then, to introduce implications regarding the optimal investment, the investment strategy
is considered and discussed by solving the extended ENBIS maximization problem. The
extended ENBIS is shown in (2.4).

ENBIS(z) = vtλ− S(z, v)T (z, t)λ− z → max. (2.4)

T (z, t) denotes the probability that a threat occurring when the firm invests with an
amount of z. It is called the security threat probability function (STP function, hereafter).
In Matsuura model, T (z, t) is defined as:

T (z, t) = t(βz+1) (2.5)

where β ≥ 0 is a measure of the productivity of information security regarding threat
reduction. α is vulnerability reduction productivity and β is threat reduction productivity.

The implications regarding the behaviors of the optimal level of investment z∗ in Matsuura
model are explained by the two-dimension space called productivity space. The two-dimension
of the productivity space consists of the productivity of vulnerability reduction and the pro-
ductivity of threat reduction. Thus, the productivity space explains the behaviors of the
optimal level of investment z∗ for different values of the productivity of vulnerability reduc-
tion and the productivity of threat reduction. The productivity space is divided into three
areas as shown in Fig. 2.2.

The behaviors of the optimal level of investment z∗ and advices on security investment in
each area are explained as follows:

1. No-investment area
This is an area where both productivities of threat reduction and vulnerability reduction
are very low. Hence, there is no incentive for information security. The amount of
optimal investment in this area equals zero.

2. Mid-vulnerability intensive area
This area shows a similar feature to that in the case of Class-II function of the Gordon-
Loeb model. This area falls into the area where productivity of vulnerability reduction
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is high but productivity of threat reduction is low. The suggestion for this area is that
the firms should focus their information security investment on information sets with
midrange vulnerabilities.

3. High-vulnerability intensive area
This area shows a similar feature to that in the case of Class-I function of the Gordon-
Loeb model. This area falls into the area where threat reduction productivity is high.
It suggests firms to focus their information security investment on information sets with
high vulnerabilities.

Figure 2.2: The productivity space and its three area of the behaviors of the optimal level of
investment z∗ for different values of the productivities of vulnerability reduction and threat
reduction. Adapted from [98].

2.4 Information Sharing and the Investment in Information
Security

One year after the introduction of the Gordon-Loeb model, Gordon et al. introduced their
work regarding information sharing among firms in [55]. By using the framework in [54],
they introduced implications regarding information sharing. They found that when security-
related information (i.e. information of security threats and breaches) are shared, the overall
information security costs could be reduced. Furthermore, information sharing might also
raise the benefit to the network.

Beside the work by Gordon et al., findings by Gal-Or and Ghose on information sharing
show interesting results[52]. In their work, the concept of game theory was used to introduce
an analytical framework to find competitive implications about sharing security information
and investments in security technologies. Beside the fact that security technology investments
and security information sharing act as strategic complements, they also point that the benefit
from the information-sharing between firms increases with the size of the firm. This supports
an importance of a consideration on network externalities.
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European union agency for network and information security (enisa) also emphasizes the
importance of information sharing[43]. In their article, incentives to information sharing are
divided into three levels: High, Medium, and Low. The interesting point is that the economic
incentives stemming from cost savings is pointed out as the first incentive in the high level.
Such consideration emphasizes what is stated in [54].

Information sharing is thus become one of what policy makers and practitioners con-
sider. In 2002, the Sarbanes-Oxley Act of 2002 (a.k.a. SOX) was launched by the U.S.
government[56]. Within this act, the corporations voluntarily disclose their information re-
garding information security activities. The introduction of this act shows a positive impact
to the concern on information security.

Recently, National Institute of Standards and Technology (NIST) launched a draft ver-
sion of Guide to Cyber Threat Information Sharing[79]. In this guide, information sharing
is raised as one of the tools that help enhancing incident response actions. The information
sharing acts as an important player since attackers often use similar techniques to attack mul-
tiple organizations. Therefore, information regarding security breaches becomes important.
In order to select security-related information to share among organizations, they mention
that firms that want to share the information should consider the following factors: risk of
disclosure, operational urgency and need for sharing, benefits gained by sharing, sensitivity
of the information, trustworthiness of the recipients, and methods and ability to safeguard
the information.

Information sharing is also a topic included in the Japanese strategies regarding critical
information infrastructure. The promotion of establishment of information sharing was firstly
mentioned in the First National Strategy on Information Security - “Toward the realization
of trustworthy society” which was introduced by Information Security Policy Council, the
Ministry of Economy, Trade, and Industry (METI) in 2005[139]2. According to this docu-
ment, their primary objective is to strengthen the information sharing system among local
governments[73]. The main responsibilities of the information sharing written in [73] are “to
preemptive prevention of IT-mulfunctions and its expansion, prompt resumption, prevention
of recurrence, and to improve the security level of all local governments”. Although this
topic was a tentative policy in the First National Strategy on Information Security[73], the
information sharing system between local government offices in Japan was established by the
end of 2006[109]. Recently, information sharing is also emphasized in The Basic Policy of
Critical Information Infrastructure Protection (3rd Edition) by the Information Security Pol-
icy Council in 2014[74]. By this, topics such as enhancing the information sharing for more
robust systems is set as one of the directions.

These are some interesting concerns on investment in information security behind our
researches in multi-level network externalities in the information security.

2We refer to the English translated version which was published in 2006.
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Chapter 3

The Empirical Study on Network
Externalities in National-Level

3.1 Introduction

For our study in the national-level of network externalities, we focus on security concerns
from the influence of information security risks. Motivated by the basic idea of investment in
information security in Chapter 2 and the context of information sharing among parties in the
network in [55][67][93], we expect that the security incidents would widely affect other parties
in the network. Once a party in th network fails to protect its system from security breach,
systems of its partner firms would also become risky to take the effect from that breach. This
is how the problem of network externalities expands the effect from the security failures at
one point to a larger scale.

Interdependency of information security is one of the main concerns in security economics.
Empirical studies on interdependency of information security require two main groups of
knowledge: knowledge from economic perspective and knowledge from information security
perspective.

Information technology (IT) becomes one of the role players in supply chains [120][157].
That is because IT helps connecting businesses together. Firms can provide their services to
respond to the need of their customers faster. Thus the interdependency between industrial
sectors emerges. Many researches show that interdependency exists in many industrial sectors;
For example, automotive: [82], computer: [33], financial services: [21], [47], [64], [97], and
retail and logistics: [12], [29], [46], [53] [84]. Beside faster responses to the need of the
customers, the satisfaction of the customers from the use of IT as a channel in the supply
chains also relates to customer loyalty[53].

In the area of economics of information security, interdependency is very important, par-
ticularly in the context of network externalities[9]. Kunreuther and Heal applied Nash equilib-
rium to assess the interdependent security[86]. The impacts of network security vulnerabilities
and supply chain integration on firms’ incentives to their investments in information security
were studied by Bandyopadhyay et al.[14]. They showed that the degree of network vulnera-
bility or the degree of supply chain integration has relations to security investments. Hausken
provided a framework in which two interdependent firms will be impacted both by security
investment and by attacks if their interdependency increases[66]. Ogut et al. showed that
the interdependency reduces firms’ incentives to their investments in security technologies as
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well as to insurance coverage[116]. Tanaka studied economic interdependency between indus-
trial sectors under the influence of the IT systems[150]; he assumed that a malfunctioning IT
system in a firm will affect not only the economic activities of the firm but also those of its
business partners. He then introduced the concept of ISBL (information security backward
linkage) and analyzed interdependencies between firms in different sectors. Although he em-
pirically assessed the influence of business locations on information security efforts in [149],
he did not analyzed regional interdependencies in his ISBL study.

3.1.1 Our Contributions and Organization of the Chapter

In this chapter, we analyze the interdependency of information security from both sectoral
and regional perspectives by using Japanese official datasets. Our main contribution is to
show how the regional perspective is helpful in systematic analyses of interdependency. In
other words, our contribution broadens the concept of the measurement methodology of
interdependency by considering both sectoral and regional interdependencies of information
security.

Due to the emergence of the Great East Japan Earthquake on March 11, 2011, the empir-
ical significance of each particular interdependency characteristic observed from our analysis
before the quake is unfortunately reduced. However, rather than being disappointed in the
empirical analysis, we proceeded to extended analyses on the impact of the earthquake. Thus
we suggest a wide variety of possibilities regarding extended studies based on the proposed
methodology. This suggestion and some empirical findings in the earthquake analysis is our
second contribution. Our study in the second contribution also emphasizes the usefulness of
our extended approach since the preliminary purpose of the Inoperability Input-output Model
(hereafter, IIM) is to analyze the effect from the damages.

We organize the rest of this chapter as follows: firstly, we summarize related works which
are important to our study in Section 3.2. After that, we introduce the analysis methodologies
in Section 3.3. Then we talk about the data we use in our study in Section 3.4. The study
on the impact from the earthquake on sectoral and regional interdependency, and the results
and discussion are explained in Section 3.6.2 and 3.6, respectively. Finally, we conclude this
part of study in Section 3.7.

3.2 Related Literatures

First of all, we would like to introduced IIM which is one of important related studies. IIM
is a Leontief-based infrastructure input-output model. It is introduced by Haimes and Jiang
[61] in 2001. In particular, IIM can be used to quantify and address the risks from the intra-
and inter-connectedness of infrastructures [152]. This model is used to ensure the integrity,
as well as, the continued operability of complex critical infrastructures. Fig. 3.1 illustrates
the concept of inter- and intra-connectedness of infrastructures in the IIM model.

In IIM, inoperability is defined as “the inability of the system to perform its intended
natural or engineered functions”[63]. It can be referred as the level of the system’s dysfunc-
tion. The main objective of their mode is to assess the impact of interdependencies between
infrastructures on the system. The use of IIM in [63] focused on the industry–by–industry
viewpoint. Summarized features and capabilities of the IIM in [63] show the usefulness of the
IIM for the impact analysis of a terrorist attack. Thus interdependency between locations
(i.e. regional perspective) was not considered in this work.
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Figure 3.1: The concept of intra- and inter-connectedness of infrastructures in Inoperability
Input-output Model (IIM) according to [152].

Another example of application where IIM shows its importance was introduced by Santos
in 2012[135]. In this work, the concept of input-output framework is used to evaluate the
economic impacts from disaster in Nashville metropolitan region in the USA. Discussion in
this work is also done from the sectoral perspective. Ten industrial sectors are classified as
critical sectors according to the results in this study.

Beside the use of IIM for static evaluation, Haimes et al. introduced Dynamic IIM in
order to test interdependency with temporal dynamic behaviors of industry recoveries after
damages. High-attitude electromagnetic pulse attack scenarios were used to evaluate the
model regarding the dynamic IIM in [62].

Apart from the above applications, IIM framework can also be used to integrate analy-
ses of systems from a hierarchical viewpoint where economic interdependency and physical
interdependency are considered [152]. For this case, the hierarchical pyramid is introduced
and used to show how economic and physical systems interact. There are six layers presented
in this hierarchical pyramid. The six layers in the hierarchical pyramid from the top to the
bottom are national security metric, sector , corporate or firm, facility, network, and system,
respectively.

The IIM framework and the hierarchical pyramid can be applied in the analysis of inter-
dependencies under the influence of information security where several interactions may be
considered. In this case, the top half of the pyramid represents industry/regional/national-
level economic metrics. Thus, it gives us a whole picture of national security. The bottom
half of the pyramid represents plan-level process control system security metrics. This part
is the foundation of SCADA1 security. Thus SCADA is an example application where the
IIM framework is applied to analyze interdependency in the information security perspective.
In fact, the framework with hierarchies of cyber security metrics is used to show consequent
risks from cyber attacks in an industrial sector such as Oil and Gas[115].

Although IIM provides features that support consideration from sectoral perspective, it
still have some limitations. There are two main limitations of the existing works based on IIM.
First, IIM does not distinguish differences between demand-driven perspective and supply-
driven perspective. These two perspectives have different viewpoints since consideration from
the demand-driven perspective represents a viewpoint from buyers while consideration from

1SCADA or Supervisory Control and Data Acquisition is used in the utilities industry in the U.S.

15



the supply-driven perspective represents a viewpoint from sellers. Another limitation is its
lack of data regarding the level of IT dependency and information-security measures.

3.3 Methodology

In our study, we use a two-step approach to introduce our analysis methodology regard-
ing Information Security Backward Dependency (hereafter, ISBD). The first step is about
the analysis of cross-sectoral/regional interdependency as a basic economic analysis; we can
conduct a sensitivity analysis by supposing a complete damage in a particular part of the
input-output table. The second step is about the analysis of the interdependency under the
influences of IT and information security (hereafter, IS); we can conduct a similar but differ-
ent analysis by supposing that the damage depends on the level of IT dependency and the
level of IS efforts. By this approach, interdependency under information security risks can be
analyzed. Fig. 3.2 and 3.3 illustrate the concept of each analysis step respectively.

Purchase 
(Input) 

Sale 
(Output) 

Agriculture 

Mining 

Mining Agriculture 

2,101 309 

9,877 870 

Suppose a column is 
 completely damaged. 

Assess the output reduction 
 of each sector. 
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870 0 

Figure 3.2: The concept of the analysis of cross-sectoral/regional interdependency as a basic
economic analysis.
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Figure 3.3: The concept of the analysis of interdependency under the influence of IT and IS.

3.3.1 Structural Interdependency

From an economic viewpoint, structural interdependency can be assessed from two perspec-
tives: a demand-driven perspective and a supply-driven perspective. In the case of demand-
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driven perspective, the assessment is done from the purchaser’s viewpoint. By contrast, in
the case of supply-driven perspective, the assessment is done from the producer’s viewpoint.

The assessment methodology from demand-driven and supply-driven perspectives was
initially proposed by Dietzenbacher and van der Linder in 1997 [34]. Their approach was
used to measure the inter-industry linkages in a multi-sectoral framework. They analyzed
the value of absolute Backward Linkage (BL) which reflects sectors’ dependency on its inputs
that they produced within the production processes. Another analyzed value is the value of
absolute Forward Linkage (FL), which reflects sectors’ dependency on its outputs that were
sold by a particular industry to other production sectors as well as to itself.

In our work, we aim to find interdependency from the demand-driven perspective. There-
fore, the concept of Backward Linkage or BL is focused in our study. There is another rea-
son behind our consideration from the demand-driven perspective. That is, in an economic
perspective, demand-side economics helps increasing the demand for goods and services or
stimulate the economic growth without inflation[158].

Another important feature of our work is that we extend the basic definitions and concept
in the Dietzenbacher and van der Linder’s work so that both sectoral and regional interde-
pendencies can be handled. Therefore, beside discussion from the sectoral perspective, we
can also discuss from the regional perspective according to our results.

Observed Values

In [34], the input-output table is used to show relationships between industrial sectors. We
extend their definitions by considering additional indices to indicate different regions. In other
words, we consider an inter-regional input-output table Z = (zq,i,r,j) where each intersection
zq,i,r,j represents the economic transaction of goods and services purchased by demand-side
companies of sector j in region r from supply-side companies of sector i in region q. Each
transaction is valued as producers’ prices. In our study, the combination of a region and a
sector is called a group. When we talk about firms in a particular sector in a particular region
on the demand side, we call the corresponding group as a demand-side group. Likewise, we
define a supply-side group. In terms of the matrix structure, the four indices are used as
follows:

Z =
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z2,1,1,1 z2,1,1,2 · · · z2,1,1,n z2,1,2,1 z2,1,2,2 · · · z2,1,2,n · · · z2,1,d,1 z2,1,d,2 · · · z2,1,d,n
z2,2,1,1 z2,2,1,2 · · · z2,2,1,n z2,2,2,1 z2,2,2,2 · · · z2,2,2,n · · · z2,2,d,1 z2,2,d,2 · · · z2,2,d,n
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where we denote the number of regions by d and the number of sectors by n.

In addition to Z, the following values are directly observed from [102]:

Final demand: Final demand is denoted by matrix F = (fq,i,r). From F , we obtain the
following two vectors:

Regional final demand: f∗ =
(
f∗
q,i

)
where f∗

q,i = fq,i,q.

Accumulated final demand: f̂ =
(
f̂q,i

)
where f̂q,i =

d∑
r=1

fq,i,r.

Import: Import is denoted by vectorm = (mr,j) where each element represents the absolute
value of the import by each demand-side group. Normalization of the import vector m
by the regional final demand gives the import coefficient matrix B = (bq,i,r,j) where

bq,i,r,j =

{
mq,i/f

∗
q,i if r = q and j = i

0 otherwise.
(3.1)

Export: Export is denoted by vector e = (eq,i) where each element represents the value of
the export by each supply-side group.

Value added: Value added is denoted by vector c = (cr,j) where each element represents
the value or tax added to the purchase by each demand-side group. From Z and c, we
compute the gross output vector g = (gr,j) where

gr,j =

d∑
q=1

n∑
i=1

zq,i,r,j + cr,j (3.2)

represents the gross output to each demand-side group. Normalization of Z by the gross
output gives the input coefficient which is denoted by matrix A = (aq,i,r,j) where

aq,i,r,j = zq,i,r,j/gr,j . (3.3)

In order to extract the input coefficients inside each region, we define a matrix A∗ =(
a∗q,i,r,j

)
by

a∗q,i,r,j =

{
aq,i,r,j if q = r

0 otherwise.
(3.4)

Backward Dependency

If all the deliveries to a demand-side group (r, j) are reduced to be zero by a disastrous event,
the output from the group will be reduced. We compute such output reductions in order to
study absolute backward linkages. The output reductions are given by h− h

(
r, j

)
where

h = {I − [A−BA∗]}−1
(
f̂ −Bf∗ + e

)
, (3.5)

h
(
r, j

)
=

{
I −

[
A
(
r, j

)
−BA

∗ (
r, j

)]}−1 (
f̂ −Bf∗ + e

)
, (3.6)
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and I is the identity matrix of the corresponding size. The matrices A
(
r, j

)
=

(
a
(
r, j

)
q,i,r,j

)
and A

∗ (
r, j

)
=

(
a∗

(
r, j

)
q,i,r,j

)
are calculated from A and A∗ as follows:

a(r, j)q,i,r,j =

{
0 if r = r and j = j

aq,i,r,j otherwise
(3.7)

and

a∗(r, j)q,i,r,j =

{
0 if r = r and j = j

a∗q,i,r,j otherwise.
(3.8)

Let vector u(r, j) =
(
u(r, j)q,i

)
denote the backward dependency (BD) of a demand-side

group (r, j) on the supply-side groups. We can obtain u(r, j) in terms of percentage by

u(r, j)q,i = 100
hq,i − h(r, j)q,i

gr,j
. (3.9)

At this point, one can notice that the value of BD still has no influence from information
security.

3.3.2 Interdependency under the Influence of Information Security

In this step, the influence of information security is added into the concept of BD shown in
the above step. In [150], the ISBD vector of a demand-side group (r, j) is defined as the BD
vector computed by replacing (3.7) and (3.8) with

a(r, j)q,i,r,j =

{
(1− sisj)aq,i,r,j if r = r and j = j

aq,i,r,j otherwise
(3.10)

and

a∗(r, j)q,i,r,j =

{
(1− sisj)a

∗
q,i,r,j if r = r and j = j

a∗q,i,r,j otherwise
(3.11)

where si represents the security risk level of sector i. The values of security risk level are
obtained from additional datasets [105], [134].

3.4 Data for Sectoral and Regional Interdependency

3.4.1 Inter-Regional Input-Output Table for 2005 [102]

In our study, inter-regional input-output table with 12 industrial sectors is mainly used.
However, we also use the dataset of 53 sectors for further analyses on some sectors; sector
of Agriculture and sector of Financial, insurance, and real estate. The list of the sectors is
shown in Table 3.1.

In this dataset, Japan is divided into nine regions: Hokkaido, Tohoku, Kanto, Chubu,
Kinki, Chugoku, Shikoku, Kyushu, and Okinawa. These regions are indexed by A, B, C, · · · ,
and I, respectively. Regarding the economic scale, Kanto(C), Kinki(E), and Chubu(D) are the
top three regions with high production values. On the other hand, Okinawa(I), Shikoku(G),
and Hokkaido(A) are the bottom three regions with low production values.
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Table 3.1: List of industrial sectors.

12 Industrial sectors 53 Industrial sectors

Sector Sector name Sector Sector name
ID ID

01 Agriculture 0010 Agriculture

02 Mining 0020 Mining
0030 Coal, oil, and natural gas

03 Manufacturing Food & Bev-
erage

0040 Food & beverage

04 Manufacturing Metal 0170 Iron and steel
0180 Nonferrous metal
0190 Metal products

05 Manufacturing Machinery 0200 General machinery
0210 Office and service equipment
0220 Industrial electrical equipment
0230 Other electrical machinery
0240 Household electric appliances
0250 Telecommunications equipment

and related equipment
0260 Computer and accessories
0270 Electronic components
0280 Car
0290 Other cars
0300 Auto parts accessories
0310 Other transportation equipment
0320 Precision machinery

06 Manufacturing Other 0050 Textile industry products
0060 Apparel and other textile products
0070 Lumbering, wood, and furniture
0080 Pulp, paper, paperboard, and pro-

cessed paper
0090 Printing, plate making, and book-

binding
0100 Chemical products
0110 Plastics
0120 Final chemical products
0130 Pharmaceutical products
0140 Petroleum and coal products
0150 Plastic products
0330 Other manufactured products
0160 Clay products
0340 Renewable resources and processing

treatment

07 Construction 0350 Construction

08 Utilities 0360 Electricity
0370 Gas and heat supply
0380 Waste water treatment

09 Commerce & Logistic 0390 Commerce
0430 Transportation

10 Financial, Insurance, 0400 Finance and Insurance
and Real Estate 0410 Real estate

0420 Rental housing

11 ICT 0440 Other information and communica-
tions

0450 Information service
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Table 3.1: List of industrial sectors (Cont’d).

12 Industrial sectors 53 Industrial sectors

Sector Sector name Sector Sector name
ID ID

12 Services 0460 Public service
0470 Educational research
0480 Health care and social secu-

rity
0490 Advertisement
0500 Goods rental and leasing ser-

vices
0510 Other business services
0520 Personal service
0530 Other

From the sectoral perspective, the top three sectors with high production values are Ser-
vices(12), Commerce&logistic(09), and Manufacturing-machinery(05), whereas Mining(02),
Agriculture(01), and Utilities(08) are the bottom three sectors with low production values.

Table 3.2 and Table 3.3 show Japanese production values from regional and sectoral (12
sectors) perspectives, respectively. The exchange rate between JYP and USD was 76.75 JPY
= 1 USD on Oct 19, 11. We use this exchange rate throughout the chapter.

Table 3.2: Regional production values in Japan according to [102].

Region name Region ID Output
(billion US$)

Kanto C 8,175.19
Kinki E 3,042.11
Chubu D 2,341.25
Kyushu H 1,576.64
Chugoku F 1,176.51
Tohoku B 1,136.39
Hokkaido A 684.96
Shikoku G 508.69
Okinawa I 116.78

3.4.2 The 2006 Survey of Information Technology [105]

The Survey of Information Technology is regular and very popular in Japan based on Statistics
Law. Its 2006 version contains reliable data of 3,647 firms from 27 industries. We use the
average number of IS measures deployed by the firms in each sector as a proxy of the level of
IS in each sector. The IS measures are classified into four categories shown in Table 3.4.

We compute IS multiplier (denoted by mi) which represents the normalized level of IS
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Table 3.3: Japanese sectoral production values for 12 industrial sectors according to [102].

Sector name Sector Output
ID (billion US$)

Services 12 3090.26
Commerce & Logistic 09 1916.02
Manufacturing-Machinery 05 1696.06
Financial, Insurance, and Real Estate 10 1404.47
Manufacturing-Other 06 1229.48
Construction 07 823.94
ICT 11 598.51
Manufacturing-Metal 04 593.76
Manufacturing-Food & Beverage 03 468.23
Utilities 08 349.05
Agriculture 01 171.40
Mining 02 13.14

measures. This variable is defined by

mi = M∗/Mi (3.12)

where M* is the average number of deployed IS measures across all the sectors and Mi is the
average number of deployed IS measures in sector i.

Although there are some similar surveys in other countries (e.g. 2005 CSI/FBI Computer
Crime and Security Survey [57]), our dataset is more reliable and usable for empirical studies.
First, let us recall the sample size and the coverage of industries of our dataset (3,647 firms
from 27 industries). By contrast, [57] has approximately 700 samples, and its coverage of
industries is questionable. Second, our dataset is more usable since we can see more detailed
statistics regarding the deployment of IS measures. In particular, we can obtain not only the
average number of deployed IS measures across all the sectors but also the average number
of deployed IS measures in each sector.
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Table 3.4: List of information security measures.

Category Information security measures

Implementation - Risk analysis
of organizational - Security policy
measures - Examination of specific measures based on security policy

- Creation of information security report
- Creation of Business Continuity Plan (BCP)
- Deployment of an corporate-wide security management
- Sectoral deployment of security management
- Information security training for employees
- Confirmation on information security measures of trading
partners (including outsourcing)

Implementation - Access control of important computer rooms
of technical - Access control of important systems
solutions/Defense - Data encryption (including Public Key Infrastructure
measures (PKI))

- Firewall installation against external connection
- Installation of ISO/IEC15408 certified product

System monitoring - Installation of security monitoring software
- Full-time monitoring by external professionals

Assessment - Use of information security benchmark
- Regular system auditing by external professionals
- Regular system auditing by internal experts
- Regular information security auditing by external profes-
sionals
- Regular information security auditing by internal experts
- Obtaining certification of information security manage-
ment system (ISO/IEC27001)

3.4.3 Japan Industrial Productivity Database 2008 [134]

We use the data of IT Capital Stock and non-IT Capital Stock reported in [134] in order to
estimate the level of IT dependency of each sector. Let ti denote the level of IT dependency
of sector i. We estimate the level of IT dependency by

ti = ITi/(ITi + nITi) (3.13)

where ITi denotes the IT capital stock of sector i and nITi denotes the non-IT capital stock
of sector i. We then use

si = timi (3.14)

as a proxy for the security risk level of sector i.

The level of IT dependency, the level of IS measure, and the IS multipliers computed from
our dataset are shown in Fig. 3.4 and in Fig. 3.5, respectively. Finally, Fig. 3.6 shows the
security risk levels of the 12 sectors.
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Figure 3.4: The level of IT dependency of 12 industrial sectors.
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Figure 3.5: The level of IS measure and the IS multipliers of 12 industrial sectors.
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Figure 3.6: Security risk levels of 12 industrial sectors.

3.5 The Analysis on the Impact of the Earthquake

At 14:46 p.m. on March 11, 2011, The Great East Japan Earthquake hit Tohoku region with
magnitude 9.0. This massive earthquake also triggered tremendous and powerful Tsunami
waves which left dreadful damages. The cabinet office, Government of Japan, defined seven
prefectures as disaster areas regarding this earthquake [24]. Among them, the three most sig-
nificantly damaged prefectures are in Tohoku region. The Cabinet office defined the following
two cases of damages.

Case 1: refers to the damage directly by the earthquake, and
Case 2: refers to the damage by the earthquake and the consequent Tsunami.

Shinozaki et al. estimated the damage on ICT-related private capital stock due to the
Great East Japan Earthquake in [142]. Their result shows that the damage from this disaster
is expected to be around 2.5-4.4 trillion yen in total.

We study the impact of the Great East Japan Earthquake by using the methodology in
Section 3.3 with a modification based on the following two additional datasets:

1. Special cabinet meeting material on monthly economic report due to the
earthquake [24]
This report is available few weeks after the earthquake by the government. We obtain
the overall damage on capital stock, Dall, from this dataset.

2. Gross capital stock by industry [23]
We use the values of gross capital stock of year 2009, which was the newest at the time
we estimated the impact of the earthquake. Therefore, the employed dataset of gross
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capital stock would be closer to the data in our first additional dataset mentioned above.
We obtain the nationwide capital stock, Cn, from this dataset.

Now let us describe the extended analysis. First, in the analysis regarding the structural
interdependency, we use

zq,i,r,j =

{
(1−Rr)zq,i,r,j if r = Tohoku

zq,i,r,j otherwise
(3.15)

instead of zq,i,r,j . Here, Rr is a “regional ratio of damage” of region r defined by

Rr = Dall/Cr (3.16)

where Cr represents the capital stock of region r estimated by

Cr =
Pr

Ptotal
· Cn (3.17)

and Pr is the production value of region r, and Ptotal is the total production value of all
regions. Pr and Ptotal are observed from the inter-regional input-output table [102].

Second, in the analysis regarding ISBD, we estimate the damage on IT systems, DIT , by

DIT = Dallttotal (3.18)

where ttotal is the ratio of IT capital stock given by

ttotal = ITtotal/(ITtotal + nITtotal) (3.19)

where ITtotal denotes the total amount of IT capital stock, and nITtotal denotes the total
amount of non-IT capital stock.

To further investigate the effects from investment in information security, we assume that
the investment will reduce the damage from disasters such as earthquakes. In particular, we
assume that a pre-disaster investment in information security helps improving the amount
of damage from the disaster by a certain degree of improvement, Deg. So we replace Rr in
(3.15) with

R̃r = (1−Deg)DIT /Cr (3.20)

in our analysis. We set the degree of improvement as 10% (therefore, Deg=0.1) as our first
estimation. However, the same methodology can be used for more detailed analysis with
different degrees.

3.6 Results and Discussions

3.6.1 Sectoral and Regional Interdependency

First, we analyze the sectoral and regional interdependencies before the earthquake. The
dataset with 53 industrial sectors is used to analyze more details of Agriculture(01) and
Financial, insurance, and real estate(10) because these two sectors showed very low values of
ISBD in the analysis based on the 12-sector dataset.

Suppose that we want to see the BD between a pair of groups (a supply-side group and
a demand-side group). By using a heuristic threshold ISBD=0.01%2, we say “dependent” if
ISBD is larger than or equals to this threshold, and “not dependent” otherwise. We count
the number of dependent pairs to see regional and sectoral interdependencies.

2In our raw result, the average mean value of ISBD is 0.00754%. By considering this mean value and the
standard deviation, we set the threshold.
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Sectoral Interdependency

The results regarding sectoral interdependency can be summarized by Table 3.5. Different
symbols indicate different levels of interdependency as follows. For example, let us look at
the sixth row of Table 3.5. The i-th element of this row shows the level of interdependency
between the demand-side sector Manufacturing-Other(06) and the supply-side sector i. When
we evaluate the interdependency level of this element, we compute the ISBD for each of the
9 × 9 = 81 pairs of (demand-side group in Sector 06, supply-side group in Sector i), and
count the number of “dependent” pairs. The result of this counting is shown in the last
row of Table 3.6. The largest element in this last row is the sixth row, and its value is
56. Then we compute the ratio of “the value of each element of this row” to this highest
value. If the ratio is larger than or equals to 50%, we use the sign “◦◦” in the corresponding
element in Table 3.5. Likewise, we use “◦” if the ratio is between 10% and 50%. We use
“•” if the ratio is non-zero but less than 10%. Finally, we use “−” if the ratio is zero. Since
(0/56, 2/56, 0/56, 8/56, 0/56, 56/56, 2/56, 9/56, 28/56, 11/56, 10/56, 22/56)
= (0, 0.036, 0, 0.143, 0, 1, 0.036, 0.161, 0.500, 0.196, 0.179, 0.393), the sixth row of Table 3.5 is

(−, •,−, ◦,−, ◦◦, •, ◦, ◦◦, ◦, ◦, ◦).

Table 3.5 shows that supply-side sectors of Manufacturing-other(06), Commerce& logis-
tic(09), and Services(12) are the sectors highly depended by demand-side sectors. We call
these three sectors as critical sectors or influential sectors. These three industries are critical
sectors when the issue regarding interdependency of information security is emphasized. Fur-
thermore, this issue has high relationship to the problem of network externalities. Demand-
side sectors have high opportunities to be affected by security incidents in these critical sectors.
That is, once security breaches occur to the system in a critical sector, impacts from the se-
curity incidents likely expand and show high effect through connectivities between systems of
supply-side and demand-side sectors.

According to [73], critical infrastructures in their document refer to “the basic for people’s
social lives and economic activities and the most important task is to ensure stable services
by protecting them from any threats. Thus we could see that the definition of the critical
infrastructures by the government is considered more in the general aspect even when they talk
about information systems. That is they do not only considered in terms of interdependency
of information security but also in a broader sense.

Although the industrial sectors which are classified as critical infrastructures were not
clearly mentioned in [73], 10 industrial sectors which are critical infrastructures in terms of
information system and information security were mentioned in the Second National Strategy
on Information Security[109]. These 10 sectors are Information and communication, Finance,
Aviation, Railroad, Electricity, Gas, Government, Medical treatment, Water service, and
Logistic3. Compared to our findings, the critical infrastructures mentioned in [109] are also
included in our three critical sectors; Aviation, Railroad, and Logistic are included in industry
09 (Commerce & Logistic), and Medical treatment is included in industry 12 (Services).

Although industry 06 was not included as a critical infrastructure in [109], the Information
Security Policy Council decided to add three more industries as critical sectors in the year
2014[74]. This decision was made based on a lesson learned from the past experiences including

3The total number of industries and how to classify industries were not mentioned in [109].
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the effect from the Great East Japan Earthquake4. The three additional industries in [74]
are Credit card services, Chemical industries, and Petroleum industries. According to the
List of Industrial Sectors in Table 3.1, Chemical industries and Petroleum industries are sub-
industries in industrial sector 06 (Manufacturing-Other) which we classified as critical sectors
due to our result. In addition, interestingly, the main reason to add Petroleum industries into
a critical infrastructure is that it has interdependency with the current Critical Information
Infrastructure sectors. Such a reason helps emphasizing the importance of consideration on
interconnectivity between systems or the topic regarding network externalities.

Likewise, Table 3.5 shows that demand-side sectors of Machinery(05) and Services(12) are
the most influenced sectors. Thus, if we consider demand-side sectors, these two industries
likely obtain high impact compared to other demand-side sectors. This high impact is re-
alized not only from the fact that they are the most influenced sectors but also from their
characteristics of interdependency (i.e. high self-dependency and high interdependency with
the critical sectors) which we introduce in the next paragraph.

By observing Table 3.5 in more detail, we can classify demand-side sectors into the fol-
lowing five classes.

Class 1: Sectors which show high interdependency when and only when tested with the
critical sectors. Mining(02) and Utilities(08) belong to this group.

Class 2: Sectors which show high interdependency when tested with its own sector and all of
the critical sectors. Manufacturing-Food&beverage(03), Manufacturing-Machinery(05),
Commerce&logistic(09), ICT(11), and Services(12) belong to this group.

Class 3: Sectors which show high interdependency when tested with its own sector and not
all but some of the critical sectors. Manufacturing-Metal(04) and Manufacturing-
other(06) belong to this group.

Class 4: Sectors which shows little interdependency when tested with supply-side sectors.
Although sector of Financial, insurance, and real estate(10) belongs to this group, our
detailed analysis by using the 53-sector dataset shows that sub-sector Financial and
insurance(0400) shows characteristics similar to those of Class 3.

Class 5: The rest of the demand-side sectors. Agriculture(01) and Construction(07) belong
to this group. These two sectors show no interdependency when tested with its own
sector.

We can see that the demand-side sectors with high self-dependency (i.e. the sectors
in Class 2 and Class 3) do not show high interdependency with non-critical sectors. Since
investment advices regarding self-dependency and critical sectors are trivial, they need to learn
from the analysis of regional interdependencies. Paying attention to the fact that majority
of sectors belong to these two classes, we notice the importance of regional interdependency
analysis.

4The effects from the Great East Japan Earthquake which were mention in [74] are system outage and data
loss during the disaster. In our opinion, the case of system outage is quite close to our consideration on the
loss or damage from the earthquake.
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Table 3.5: Summary of sectoral interdependency of information security.

Demand-side Sector ID of supply-side sector
sector name (ID) (Sector ID)

01 02 03 04 05 06 07 08 09 10 11 12

Agriculture(01) − − − − − − − − − − − −
Mining(02) − − − ◦ − ◦◦ − ◦ ◦◦ ◦ • ◦◦
Manufacturing-Food ◦ − ◦◦ ◦ − ◦◦ − ◦ ◦◦ ◦ ◦ ◦◦
&beverage(03)

Manufacturing-Metal(04) − − − ◦◦ − ◦◦ ◦ ◦ ◦◦ ◦ ◦ ◦
Manufacturing-Machinery(05) − − − ◦◦ ◦◦ ◦◦ • ◦ ◦◦ ◦ ◦ ◦◦
Manufacturing-Other(06) − • − ◦ − ◦◦ • ◦ ◦◦ ◦ ◦ ◦
Construction(07) − − − ◦◦ ◦ ◦◦ − ◦ ◦ ◦ ◦ ◦
Utilities(08) − − − − − ◦◦ ◦ ◦ ◦◦ ◦ ◦ ◦◦
Commerce&logistic(09) − − − − ◦ ◦◦ • ◦ ◦◦ ◦ ◦◦ ◦◦
Financial, insurance, − − − − − − − − − − − ◦◦
and real estate(10)

ICT(11) − − − − − ◦◦ • ◦ ◦◦ ◦ ◦◦ ◦◦
Services(12) • − ◦ ◦ ◦◦ ◦◦ ◦ ◦ ◦◦ ◦ ◦ ◦◦

Table 3.6: Number of dependent pairs for demand-side sector of Manufacturing-Other (06).

Demand-side Number of dependent pairs for each
region name (ID) supply-side sector (Sector ID)

01 02 03 04 05 06 07 08 09 10 11 12

Hokkaido (A) 0 1 0 0 0 6 0 1 2 1 1 2

Tohoku (B) 0 0 0 1 0 6 0 1 3 2 1 2

Kanto (C) 0 0 0 1 0 7 1 1 2 1 1 2

Chubu (D) 0 0 0 3 0 6 0 1 3 2 2 3

Kinki (E) 0 0 0 1 0 7 1 1 3 1 2 2

Chugoku (F) 0 0 0 1 0 6 0 1 4 1 1 3

Shikoku (G) 0 0 0 0 0 6 0 1 5 1 1 3

Kyushu (H) 0 0 0 1 0 6 0 1 4 1 1 3

Okinawa (I) 0 1 0 0 0 6 0 1 2 1 0 2

Total 0 2 0 8 0 56 2 9 28 11 10 22
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Regional Interdependency

The results regarding regional interdependency can be summarized by Table 3.7 where dif-
ferent symbols indicate different levels of interdependency in the same way as in the sectoral
interdependency analysis. In Table 3.7, we can see the economic scale of a region has a
great influence on the characteristics of the interdependency, and most of the results are in-
tuitively easy to accept; for example, on the supply-side, Kanto (economically largest region)
is the most influential. In other words, Kanto is the region where information security of
demand-side of all regions including itself highly rely on.

As a remarkable (somewhat counter-intuitive) point, on the demand-side, Tohoku (eco-
nomically middle sized) has the same features (i.e. less influenced) with that of Kanto. That is
information security of Tohoku relies on smaller numbers of region compared to other regions
except Kanto.

Also, the features regarding highly influenced sectors are quite different from those of
highly influenced regions. From the regional perspective, we found that highly influenced
regions likely have small economic scales. By contrast, from the sectoral perspective, the two
highly influenced sectors, Machinery(05) and Services(12), have large economic scales.

Table 3.7: Summary of regional interdependency of information security.

Demand-side Region ID of supply-side
region name (ID) region (Region ID)

A B C D E F G H I

Hokkaido(A) ◦◦ ◦ ◦◦ ◦ ◦ ◦ • • −
Tohoku(B) • ◦◦ ◦◦ ◦ ◦ • − • −
Kanto(C) • • ◦◦ ◦ ◦ • • • −
Chubu(D) • • ◦◦ ◦◦ ◦ ◦ • ◦ −
Kinki(E) • • ◦◦ ◦ ◦◦ ◦ • • −
Chugoku(F) − • ◦◦ ◦ ◦ ◦◦ • ◦ −
Shikoku(G) − • ◦◦ ◦ ◦◦ ◦ ◦◦ ◦ −
Kyushu(H) − • ◦◦ ◦ ◦ ◦ • ◦◦ −
Okinawa(I) • • ◦◦ ◦ ◦ ◦ • ◦ ◦◦

3.6.2 Impact of the Earthquake

Based on the government’s announcement about the damage mentioned in Section 3.5, we
set the following four testing scenarios:

Case 1a: Full damage from the earthquake. The full amount of nine trillion yen is used as
the damage value.

Case 1b: Damage from the earthquake with some reduction by investment in information
security. The amount of nine trillion yen with 10%-reduction is used as the damage
value.

Case 2a: Full damage from the earthquake and the consequent Tsunami. The full amount
of 16 trillion yen is used as the damage value.
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Case 2b: Damage from the earthquake and the consequent Tsunami with some reduction
by investment in information security. The amount of 16 trillion yen with 10%-reduction
is used as the damage value.

In each of the four cases, we did the following.

1. Count the number of dependent pairs (demand-side group in Tohoku and supply-side
group in Sector i) before the earthquake, Ni.

2. Count this number after the earthquake, N ′
i .

3. Compute the reduction of this number (i.e. Ni −N ′
i). We refer to this reduction as the

number of missing dependent pairs.

We obtained Table 3.8 by the above procedure. The reduction of interdependency occurs more
likely with the following sectors: Financial, insurance, and real estate(10), Manufacturing-
other(06), and Commerce&logistic(09). It should be noted that Manufacturing-other(06) and
Commerce&logistic(09) are critical sectors identified by the basic analysis in 3.6.1 but that
Financial, insurance, and real estate(10) is not a critical sector. However, sub-industries in
Financial, insurance, and real estate(10); Finance and Credit card services, are classified as
critical infrastructure in [109] and [74], respectively. The above characteristics are not changed
by the reduction of damages by prior security investment.

Table 3.8: ISBD reduction (in terms of the number of missing dependent pairs) from the
sectoral perspective in the investigation of the impact of The Great East Japan Earthquake.

Supply-side Sector ID
01 02 03 04 05 06 07 08 09 10 11 12 Total

Case 1a 0 0 1 0 1 5 0 1 3 9 2 0 22
Case 1b 0 0 1 0 1 5 0 1 3 9 2 0 22
Case 2a 0 0 1 2 2 6 1 4 7 10 5 0 38
Case 2b 0 0 1 2 2 6 1 4 7 10 5 0 38

Likewise, in each of the four cases, we did the following.

1. Count the number of dependent pairs (demand-side group in Tohoku and supply-side
group in Region q) before the earthquake.

2. Count this number after the earthquake.

3. Compute the reduction of this number. We refer to this reduction as the number of
missing dependent pairs.

We obtained Table 3.9 by the above procedure. The reduction of interdependency is concen-
trated on two patterns: one is between sectors inside Tohoku(B), and the other is between
sectors in Tohoku(B) and those in Kanto(C). Thus, the earthquake impacted the most dam-
aged region (Tohoku) and the economically largest region (Kanto) most significantly. This
feature is not changed by the reduction of damages by prior security investment.
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Table 3.9: ISBD reduction (in terms of the number of missing dependent pairs) from the
regional perspective in the investigation of the impact of The Great East Japan Earthquake.

Supply-side Region ID
A B C D E F G H I Total

Case 1a 3 8 5 3 2 0 0 1 0 22
Case 1b 3 8 5 3 2 0 0 1 0 22
Case 2a 3 14 11 3 6 0 0 1 0 38
Case 2b 3 14 11 3 6 0 0 1 0 38

3.7 Conclusion

In this chapter, we present our empirical study on sectoral and regional interdependencies
under the influence of information security in Japan from the demand-side perspective.

In our main study, first, the economic scale of a region has a great influence on the char-
acteristics of the interdependency. For example, security problems of economically larger
supply-side regions tend to affect demand-side firms more significantly. Second, we observed
that there are three supply-side sectors which are critical in the sense that information se-
curity problems in the three sectors can highly affect the demand-side sectors. These three
critical sectors are also included as critical infrastructures in [109] and [74]. In addition, in-
dustrial sector of Manufacturing - Other (06) was additionally mentioned in 2014 as critical
infrastructure due to its interdependency with other existing critical infrastructures. Such an
evidence from the government helps emphasizing the importance of our findings in this work.
Another common feature of the three critical sectors (Manufacturing-other, Commerce and
logistic, and Services) is that they have high self-dependency.

As an extended study, we investigated the impact of the Great East Japan Earthquake
by evaluating interdependency reductions caused by the earthquake. Four testing scenarios
are introduced in this part. The results are consistent with the results of our main study;
the role of the critical sectors is very important in Japan. We also found that the earthquake
impacted the most damaged region (Tohoku) and the economically largest region (Kanto)
most significantly. These features are not changed by the reduction of damages by prior
security investment.

Both in the basic study and in the extended study, we can see that considering not only
sectoral perspective but also regional perspective is very helpful in empirical analyses related
to the interdependency under the influence of information security. One main supporting
reason to this point is the differences between the characteristics of sectoral and regional
interdependencies. Especially, the case of how economic scale affects the characteristics of
each type of interdependency. By analyzing sensitivity of the interdependency to changes in an
inter-regional input-output table in a wide variety of scenarios, there are many possibilities of
more extended studies based on our methodology. For instance, an analysis regarding a large-
scale earthquake in Kanto expected in the near future would bring important implications
and suggestions since there are many predictions about such earthquakes.

One might notice that the datasets we used in this chapter contain data between 2005-
2009. However, our preliminary results show that the characteristics of interdependency under
the influence of information security in Japan are highly influenced by the economic scale.
Such finding means that economic activity is one of the most important factors to the future
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impact on the information security.
In addition to the above reason, we also found a similar trend of the IS measure when the

data of 26 industrial sectors in [104] is used for the calculation 5, 6. Fig. 3.7 shows the level
of IS measure and the IS multipliers of 26 industrial sectors in 2012.

Let us compare the values of IS measure from the calculation in the year 2006 (shown in
Fig. 3.3) and 2012. According to our results, we found that industries with high IS measure
(i.e. industries that deployed more IS measures) in 2012 are sectors which likely had high IS
measure in 2006. For example, the results of sector of Information services (industry 19 in
Fig. 3.7) in 2012 and sector of ICT (industry 11 in Fig. 3.3) in 2006, and the results of sector
of Financial and insurance (industry 23 in Fig. 3.7) in 2012 and sector of Financial, insurance,
and real estate (industry 10 in Fig. 3.3) in 2006. The results of both industries show high IS
measures in both years. Likewise, industries with low IS measure in 2012 are sectors which
likely had low IS measure in 2006. For example, the results of sector of Manufacture of
food, beverages, tobacco, and feed (industry 01 in Fig. 3.7) in 2012 and sector of Food and
beverages (industry 03 in Fig. 3.3 in 2006.

As a result, we did not conduct any reanalysis by using newer data.
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Figure 3.7: The level of IS measure and the IS multipliers of 26 industrial sectors. The results
shown in this graph are calculated from the data of year 2012 provided in [104]. The names
of industries shown in this table are provided in Table 4.2 in Chapter 4.

5Due to the limitation of our dataset in year 2012, we cannot calculate the values for 12 industries.
6Since we pay attention on information security, we decided to calculate the value of IS measure to the

security-related trend.
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Chapter 4

Security of the Virtual Currency

4.1 Introduction

For our study in the firm-level, we focus on security concerns in Japanese loyalty programs.
Virtual currency (hereafter, VC) is an important medium of exchange for both virtual and
physical goods and services[156]. Virtual property and currency can have economic value out-
side virtual economies. Trade of virtual goods for government-issued currencies (e.g. Japanese
yen(¥) , US Dollar($), etc.) leads to some types of cybercrime. For example, trade of stolen
precious items in online game, trade of stolen loyalty points in the dark online site, etc. In
[156], virtual currency is generally classified into three categories: closed-flow, hybrid-flow,
and opened-flow.

Closed-flow In the case of closed-flow, there is no interaction between virtual currency and
real currencies or goods. The virtual currency in this category has no value in the real
environment. Therefore, virtual environment is the only space where users can use their
virtual currency.

Hybrid-flow In the case of hybrid-flow, the virtual currency can be used to purchase both
virtual and physical goods or services. However, virtual currencies in this category
cannot be directly converted into real currencies.

Opened-flow In the case of opened-flow, users can spend their virtual currency to buy both
virtual and physical goods or services. In addition, they can directly convert their
possessed virtual currencies in this type into real currencies.

Illustrations of these three types of virtual currency and their examples are given in Table
4.1.

Although VC shows its importance in many applications and businesses, its insufficient
concern on security management leads to some kinds of economic crimes in which cyberspace
acts as the main environment. Such problems introduce various consequential researches. Due
to our knowledge, there are many studies which focus on security risks in virtual economics.
Since hybrid-flow and opened-flow virtual currencies are related to online activities, many
researchers, including those who work on security-issues, pay attention to them. According to
our survey, we found that virtual currency in massively multiplayer online games (MMOGS)
and massively multiplayer online role-playing games (MMORPGS), which are hybrid-flow
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Table 4.1: Three types of virtual currency and their examples according to [156].

Closed-flow Hybrid-flow Opened-flow

Real 
Currencies 

Real goods  
& services 

Virtual goods 
& services 

Virtual Currency 

Real 
Currencies 

Real goods  
& services 

Virtual goods 
& services 

Virtual Currency 

Real 
Currencies 

Real goods  
& services 

Virtual goods 
& services 

Virtual Currency 

– Virtual money in games – Virtual money earned by
completing tasks (Online
survey, visit site, watching
an advertisement, etc.)

– Crypto-currency (e.g.
BitCoin, Ripple, Litecoin,
etc.)

– Virtual money in mas-
sively multiplayer online
role-playing games

virtual currencies, and one of crypto-currencies (i.e. Bitcoin), which is an opened-flow virtual
currency, are the areas to which security researches mainly pay attention.

Several studies considered massively multiplayer online games (MMOGS) in their works.
Bardzell et al. surveyed some security vulnerabilities in MMOGS in general[15]. In their
work, they also discussed how an attacker cheats the system by using online frauds such
as phishing and click-fraud. By emailing phishing emails to the players of the game, the
attacker could collect users’ credentials. The attacker might use those personal information
to impersonate and conduct some types of cybercrimes. Some studies considered massively
multiplayer online role-playing games (MMORPGS), where players use Avatar such as Second
Life (SL) and World of Warcraft (WW)[27], [81], [85]. Irwin and Slay show that MMORPGS
can be used for some economic crimes[77]. In their work, they focus on money laundering and
terrorism financing detection. Kiondo et al. explored some security risks in virtual economies
with SL[83].

Bitcoin is another well-known actively studied virtual currency beside MMOGS and
MMORPGS, In fact, Bitcoin is the most famous virtual currency among approximately 500
virtual currencies worldwide 1. The most important property which makes Bitcoin becomes
popular and attractive is the feature that provides anonymity to its users.

Christin conducted a comprehensive measurement analysis of Silk Road; an online market-
place where Bitcoin can be used for payment[28]. He analyzed description of goods, pictures,
item categories, and other information which are available at Silk Road to show charac-
teristic of this online marketplace. According to his study, many available goods on Silk
Road are illegal. Such finding could be a result from the main feature of Bitcoin (i.e. avail-
ability of anonymity to users). Plohmann and Gerhards-Padilla focused on the concept of
botnet-related money-making where Bitcoin plays an important role[121]. In their work, they
analyzed the case of Miner Botnet which is a type of Botnet with a feature of mining Bitcoin.
The results from their study support that this Botnet focuses on Bitcoin according to the
analysis of the activities created by this Botnet.

1Number as of Oct 27, 2014 from [31].
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Tyler and Christin studied the risk of exchanges between Bitcoin and real currency[106].
From their study, they found that famous Bitcoin exchange sites are more likely suffered
from security breach. The case of Bitcoin suspension at Mt.Gox in August 2013 and a
consequential bankruptcy of Mt.Gox in February 2014 could be good examples regarding this
concern[48][69][88]. Especially, a remarkable one is the case of the bankruptcy of Mt.Gox in
February 2014 where a huge amount of Bitcoin is said to be stolen by hackers[99]. Bitcoin is
closer to real currency in terms of its liquidity than the virtual valuables (e.g. precious items)
in online games.

Loyalty program (hereafter, LP) is another type of virtual currency located between online
games and Bitcoin. It is used in selected environments from both virtual and physical spaces.
Retail stores, credit card companies, airline companies, hotel chains and so on often use LPs
to increase motivation of their customers. Beside that, many operators also introduce LPs as
a tool of online advertisement . Since the main goal of LP is to increase customers’ repeat-
purchase behavior, there are many studies on LP in the economic aspect. Those studies mostly
focus on customer behavior and effective LP management such as [19], [41], [90], [129], [155].
There are also empirical studies on this topic. For example, [89] shows that customer-oriented
firms most likely adopt LPs. According to our survey, security aspects of LPs are not really
well studied. Several evidences of security incidents at LPs in this chapter emphasize the
necessity of consideration and study on the LP from security aspects.

4.1.1 Our Contributions and Organization of the Chapter

In Japan, LP is very popular and its liquidity is high; there is even an LP information website
called Poitan (Point Exploration Club - ポイ探)2. At Poitan, information of more than 200
LPs in Japan is provided. This number is about 40-50% of numbers of crypto-currency
worldwide 3. The LPs supported there are widespread in terms of their parent businesses:
airline companies, electronics discount shops, convenience stores, and so on. Poitan shows
information such as estimated real-currency values of LP points, exchange/conversion rates
between different LPs, and how long the conversion would take. Suppose that a consumer
would like to convert a certain amount of ANA (All Nippon Airways, a star alliance member)
miles, say, 20,000 miles, into JAL (Japan Airlines, a one-world alliance member) miles. In
response to this query, Poitan shows all the possible conversion routes. For example, on Nov
27, 2014, Poitan showed that the following example was the route with the best rate for this
conversion:

• By redeeming at ANA’s website, one can convert 20,000 ANA miles (estimated value
is 30,000JPY (Japanese Yen)) into 4,000 ANA Visa Card points (estimated value is
20,000JPY). This would take about 28 days.

• Likewise, at ANA Visa Card, one can convert 4,000 points into 25,000 NTT Docomo
points4 (estimated value is 25,000JPY). This would take about 60 days.

• By redeeming at NTT Docomo’s website, 25,000 NTT Docomo points can be converted
into 12,000 JAL miles (estimated value is 18,750JPY). This would take about 60 days.

2“Poi” is from “point” and “tan” is from “tanken”, a Japanese word which means exploration.
3Number of crypto-currency worldwide as of Nov 27, 2014 from [31] is 533.
4NTT Docomo is the famous mobile phone operator in Japan.
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Thus, the customer has to spend 148 days in total to change their 20,000 ANA mileages
into 12,500 JAL mileages. According to Poitan, this route was the possible route which
customer can earn the highest amount of mileage at JAL on the query day. In addition, Poitan
also allows their customers to select the route ordered by the amount of point, the number of
program in the route, and the number of required duration (i.e. days) for the exchange. By
exchanging points between programs, the customer has to consider about a trade-off between
estimated value and expiration date of the points. That is, although customer might lose
some amount of estimated value of points after the exchange, their exchanged points will be
updated with a new expiry date at the terminal loyalty program. Therefore, the loss in value
of points is then changed into a longer available time of the points.

LPs in Japan are still increasing such redeeming options, and thus getting more and more
popular and liquid virtual currencies. By increasing redeeming options, LP operators could
attract new customers and keep their current customers. On the other hand, increasing option
becomes one of the incentives to malicious people to attack the LP system. However, their
security issues have not been well established and studied.

In this chapter, we investigate Japanese LP systems with focuses on their liquidity, their
operating firms’ security efforts, and the LP systems’ actual security levels. The rest of this
chapter is structured as follows. In the next section, we talk about LP in general, and show
some recently reported security incidents of LPs. The situation of LPs and their security
incidents are not limited to LPs in Japan. The overall image of LPs will emphasize the
need of study from the information security aspect. In Section 4.3, we analyze the Japanese
LP network. By this analysis, LPs from different industries are connected according to the
industry of their operator. Then, in Section 4.4, we talk about liquidity from both economic
and cyber viewpoints. In addition, we also show the evaluation of liquidity of the LP points.
The official security-related data in industry-wise level is shown in this section. We then
proceed to a detailed network analysis and a security analysis of selected LP systems in
Section 4.5. In the security analysis, we consider requirements at registration, authentication,
and back-up authentication systems (e.g. password recovery protocols) of LPs to observe their
actual security levels. Based on our intuition that the attackers would pay more attention
to more liquid LPs, we consider a basic model to derive security-liquidity implications and
conduct a linear regression analysis in Section 4.6. After that, we introduce additional linear
regression models to derive implications regarding impacts from the security incidents and
partnership in Section 4.7. Finally, we conclude our study in Section 4.8.

4.2 Loyalty Programs and Security Incidents

Loyalty program is a marketing activity whose main objective is to encourage customers’ loy-
alty behaviors by rewarding them[140]. The rewards usually take the form of reward currency
or point. However, there are also other forms of reward due to differences of business[113].
For example a “buy 10, get 1 free” campaign at a coffee shop, or a present of travel set from
cosmetic brands. Smith lists 52 ways of LP strategies that differentiate the LPs[144]. For
example, rewards are given when customers share products or brand’s news via social media
(found in industry such as film corporation), when customers connect their social account
to the brand’s account (found in industry such as cosmetic), when customers write product
reviews (found in industry such as e-commerce and electronic retailer), when some amount of
goods are purchased (found in industry such as cosmetic), etc. These are only few marketing
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strategies which operators use to promote more brand loyalty.

Loyalty program is said to have advantages to beat price promotion strategies[141]. That
is because the price promotion strategy is temporary and provides lower loyalty behavior. On
the other hand, firms which operate LPs can gain more information about their customers’
behaviors[40]. In fact, this point is another main purpose that motivate vendors to provide
loyalty programs. These data would give more opportunities to the vendors to understand
more about their customers[119]. Furthermore, vendors can use their customers’ data and
behaviors to refine their business strategies[44]. The analyzed customers’ data could be used
to tailor more attractive campaigns in the future.

Many LP operators also cooperate with their business partners so that rewards can be
exchanged between different LPs. Liquidity of the reward currencies is thus increased. How-
ever, this is not the only strategy that operators use. For example, some LPs allow their
customers to earn and spend their points at variety of participating shops[119]. Such strategy
is said to be popular outside the U.S. In addition, some reward points can be redeemed to
obtain both virtual and physical goods or services.

4.2.1 Worldwide Situation of Loyalty Programs

Despite the cooperative strategy, the world trend of the number of LP memberships is also
interesting.

In the U.S., according to a report in COLLOQUY talk[17], the total number of LP mem-
berships is more than 2.6 billion in 2012 after 26.7% growth from 2010. This increasing
number of LP memberships also brought the average number of LPs per U.S. household to
21.9 from 18.4 in 2010. This growth is said to be a result from the gradual recovery rate from
the recession during 2007-2009 and the introduction of new programs, especially by companies
or operators which had never operated LPs before. Fig. 4.1 shows the trend of the number
of membership in the U.S. between 2000 and 2012.
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Figure 4.1: Number of membership in the U.S. according to [17](unit in Billion people).

In addition to the number of memberships, there is also a web provider who similarly
provides information of LPs.This website is called “Web Flyer”. It is operated by Frequent
Flyer Services; an operator in the U.S.[49]. Although this website provides information such
as general information of a specific LP, award/upgrade index, and mileage converter, it only
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focuses on the LPs in less varieties of industry (i.e. airline and hotel). Furthermore, users of
the Web Flyer cannot manage their possessed points, while poitan allows their users to do so
once they become its member.

According to another report in COLLOQUY talk of the same year, 90% of Canadian
customers belong to at least one LP[18]. This number is very high compared to the rate of 74%
in the U.S. However, due to the report, the average number of LPs per Canadian household
has dropped 7.5% from 2010. The report claims that the main part of this declination rate
comes from demographic factors; 1.) The 7% increment of the number of households with
steady figure of membership. 2.) An immigration-driven growth of population. Other factors
are such as privacy concerns, and similarity of the benefits from different LPs. Thus, LPs
are still popular among Canadian customers in spite of the slightly decreasing trend. Fig. 4.2
shows the trend of the number of membership in Canada.
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Figure 4.2: Number of membership in Canada according to [18](unit in Million people).

What about LPs in Europe? Although loyalty program marketing is quite new in Europe,
it is estimated that roughly 80% of shoppers in Europe belong to at least one LP[95]. In
addition, one-third of those European shoppers use two or more LPs.

In UK, according to the information provided by SAS5, almost 95% of UK consumers
possess at least one loyalty card[136]. Sixty-Five percent of UK customers join three or more
LPs. Interestingly, the active customers, who regularly use their LPs, are as high as 88%.
And 40% of UK customers say they are less likely to visit retailers with no LP.

LPs are also very popular in Japan. LP is well-known in Japan as a point system. Many
shops and services from various types of businesses provide their customers a point card.
According to Poitan.net, there are more than 200 active LPs in Japan. As of July, 2014,
272 LPs are covered by Poitan system. Two hundreds and thirty three of them are active
domestic LPs. These are LPs which are operated by Japanese operators. In addition, due to
the raw data provided by Poitan, there are 320 registered LPs at Poitan from April, 2006 to
July, 2014 in total. In 2012, Japanese Statistics Bureau survey did a survey about household

5SAS Institute for advanced analytics, business intelligence, data management, and predictive analytics.
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expenditure which includes the use of e-money and point cards6[147]. In our study, we do
not omit the e-money in our analysis since many LPs allow their customers to exchange their
collected points into e-money. Furthermore, redeeming points to e-money, which includes gift
vouchers, is one of the popular transactions. In addition, many LP-related cyber incidents
with this type of illegal exchange exist.

The report by Japanese Statistics Bureau shows an increasing trend of the use of both
e-money and point cards. 74.6% of 30,000 Japanese households possess point cards in 2012
(increased from 72.1% in 2011). And 38.7% of the same group of Japanese households possess
e-money cards in 2012 (increased from 35.6% in 2011).

Beside the Japanese official statistical data, raw data from Poitan also shows a similar
trend. According to the raw data from Poitan, we investigate the number of members at its
site from May 2006 to August 2014. From their data, we found that the number of members
keeps increasing. Especially, the number of memberships shows a prompt increment between
April and December 2009. This is the similar period when LP members in the U.S. increased
due to a recovery from the economic recession in 2007-2009. In addition, the promptly
increasing number might also come from an influence of the media according to the site
owner. This trend of members at poitan.net is shown in Fig. 4.3. The number of members
at poitan.net as of August 17, 2014 is 108,964 people. About 1,068 people become members
at poitan.net every month 7.

From the above evidences, the increasing trend of LP and its popularity could motivate
malicious parties. Therefore, malicious parties can have an incentive to break into LP systems,
abuse their extended services, and obtain benefits.

4.2.2 Security Incidents and Problems in Loyalty Programs

There are many reports and articles about security incidents related to LPs. Loyalty-card
fraud (sometimes called Affinity-card fraud) is different from credit-card fraud[126]. The
main difference is the retrieved information from Loyalty-card fraud could be used for identity
theft. Identity theft lets an attacker easily impersonate the cardholders and break into the
corresponding online systems. In addition, it could also let attackers trace the victim’s routine
and/or behavior which leads to other types of crime.

On the other hand, loyalty-card fraud also raises a large and potentially damaging financial
risk for the provider of the loyalty programs[154]. The providers could lose the trust from
their customers as well. According to [45], it is said that the breach of loyalty data would
have a significant impact on the brand. The brand damage can be even fatal.

Airline industry is one of the well-known participating industries in loyalty marketing. In
fact, point from the airline or mile is said to be the fourth-biggest currency in the world in
2013[59].

There are plenty of alerts from several airlines which are related to security incidents
that occurred with frequent flyer accounts. With frequent flyer programs, generally, attackers
attack the system by taking advantages of system’s weakness such as weak login credentials,
and phishing campaigns[92]. Attackers could, then, utilize the account owner’s collected miles
in various redemption ways. Many airlines also put on alert and advisory on their website

6Definition of point card in this report excludes paper-based stamp cards.
7Median = 518 people/month, Minimum number of new member = 65 people/month, and Maximum

number of new member = 23,329 people/month.
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Figure 4.3: Number of member at Poitan.net from May 2006 to August 2014. Data sequence
= every 30 days. The number of x-axis refers to data taken date in raw data provided by
Poitan.

regarding this topic. For example, there are such announcements by U.S. airways 8, Delta
airlines 9, and British airways 10.

Security of the LP is also one of the concerns in hotel industry. During the panel discus-
sion in a conference for hotel industry at the beginning of 2014[13], gift-card and LP frauds
are picked up in the discussion. They mentioned that “as the points have been paid for be-
fore reaching the hotel, it’s easy for partners (i.e. hotels) to cover their eyes to potential
fraud.”. According to the recent news, there was an incident in October 2014 with the Hilton
HHonors[1]. In this case, it is reported that hacker maliciously accessed into the members’
account and redeemed reward points. 250,000 points of one of the victims are said to be stolen
and used to reserve numbers of hotel rooms at Hilton[32]. In addition, the post fraudulent
charges for more rewards points on credit cards that attached to the Hilton Honors programs
were also reported[20].

In Britain, Tesco, a well-known supermarket chain, also experienced irregular activities
in 2013[80]. At that time, some amounts of gift vouchers from accounts of Tesco’s Clubcard

8http://www.usairways.com/en-US/contact/scamalert.html. Last assessed on Feb. 9, 2015.
9http://www.delta.com/content/www/en US/traveling-with-us/advisories/phishing-email-alert.html.

Last assessed on Feb. 9, 2015.
10http://www.britishairways.com/travel/flightops/public/en gb?p faqid=4290. Last assessed on Feb. 9,

2015.

41



members were spent by malicious parties. Some members also reported that some parts of
their account information are slightly changed. Since they did not respond to any phishing
e-mails, some members believed that their accounts have been compromised through the
vulnerability of the LP system.

In addition, according to many news, security incidents on LP are usually related to
identity thefts. In March 2014, Canadian police investigated a scamming case in which the
suspects used fraudulent credit cards[26]. Their revealed investigation result shows that this
scam included illegal redemption of the credit card points for gift cards.

Recently, there are several reports about security incidents related to LPs in Japan too.
For example, in 2012, there was a report from G-Point about unauthorized accesses[50].
G-Point is a Japanese well-known online-based point system website. At G-point, besides
earning points when shopping, members at this system can also earn points by completing
tasks online. According to the report, 59,044 IDs at this site were compromised and points
from 447 accounts were illegally used to obtain Amazon gift vouchers. The damages of this
incident cost 1,617,525 JPY (or 15,808 USD11). In April 2013, there was a news about T-
Point[137]12 when it was attacked by unauthorized accesses from both domestic and oversea
origins. In this incident, points from at least 299 member accounts were illegally transferred to
several different accounts. In December 2013, two Chinese college students were arrested due
to the Rakuten point exchange fraud[107]13. They bought an ID-Password list from someone
through the Internet, accessed some accounts by using the list, and converted Rakuten points
into e-money. JAL experienced malicious redemptions in February 2014. Some of the FFP
(frequent flyer program) accounts were compromised and their JAL miles were used to obtain
Amazon gift vouchers[78]. In a similar manner to that in the JAL’s incident, ANA also
experienced malicious redemptions in March[6]. Some of its frequent flyer member’s accounts
were attacked by unauthorized accesses and their mileages were illegally turned into iTunes
gift codes. From many cases in Japan, it seems that malicious activities usually break into the
system by unauthorized access at the customers’ accounts. Then, points are usually turned
into some types of e-money which can be used to purchase a wide variety of goods and services
online.

However, other types of the malicious activities also occur to LP systems in Japan. An
example is information leakage from attacks. According to the news in September 2014, there
was a security breach at the JAL’s system[153]. This security breach is said to be a result
from infected computer terminals within its network. In this incident, personal information of
between 110,000 and 750,000 members of JAL frequent flier club was stolen. Although JAL
said that neither credit card number nor passwords were leaked, personal data such as names,
addresses, genders, and workplace were said to be leaked. Anyway, the case of information
leakage at JAL by the security breach at the LP system was not the first case. Such incidents
also happened to other mileage clubs as well (e.g. [70]).

From the above examples, we can see that the security of LP systems becomes an im-
portant issue. The security incidents do not only introduce economic loss but also reduce
trustworthiness of the LPs and their operators.

11Exchange rate on Feb 1, 2014. 98 JPY = 1 USD. We use this rate throughout the chapter.
12T-Point is a well-known and popular LP jointly operated by convenience stores, petroleum stations, phar-

macies, an online shopping mall, and so on.
13Rakuten is a large e-commerce and information portal.

42



4.3 Japanese Loyalty Programs and their Networks

As stated in Section 4.2.1, there are more than 200 LPs in Japan. In addition, according
to a report by the Nomura Research Institute (NRI), the gross amount of issued LP points
in Japan is estimated to be over one trillion yen (or 9.8 billion US$) in 2013[112] 14. This
number is said to be the result of recovered business conditions from the Great East Japan
Earthquake in 2011 and the increased number of the loyalty cards. NRI also expects that the
number will keep raising in the future.

By using Poitan[122], we overview LPs in Japan. LPs supported at Poitan are catego-
rized into 16 groups based on the types of shops or services: airlines, banks, books/CD/DVD,
petroleum stations, shared point (common point system or inter-firm point system), credit
card, e-money (digital cash implemented by using rechargeable IC cards), electronics retail
stores, hotel chains, online shopping, online point exchange system, telecommunication (tele-
phone companies and Internet service providers), supermarkets, railway companies, travel
agencies, and others15. In our study, we re-categorize LPs as shown in Table 4.2 so that
we can use the governmental statistics[103] in our subsequent analysis on the security and
liquidity of LPs. To do so, we consider the industry of each LP’s operator by focusing on their
main business. For example, ANA Mileage Club is operated by All Nippon Airway Co.,Ltd.
The main business of All Nippon Airway Co.,Ltd. is airline which belongs to industry 20:
Transportation and postal activities in Table 4.2. Therefore, we assign ANA Mileage Club
into industry 20: the industry of transportation and postal activities.

At Poitan, we collect the information of 247 LPs 16. Among them, 207 LPs (84% of the
247 LPs) are operated by Japanese firms and are still active. After that, we classify these 207
LPs according to the re-categorized list of industries. As a result, we found that these LPs
are operated by firms from nine industries:

Industry 09: Manufacture of electrical machinery, equipment and supplies
Industry 13: Miscellaneous manufacturing industries
Industry 16: Electricity, gas, heat supply and water
Industry 17: Video picture, sound information, broadcasting and communication
Industry 19: Information services
Industry 20: Transportation and postal activities
Industry 22: Retail trade
Industry 23: Finance and insurance
Industry 26: Miscellaneous non-manufacturing industries

Unsurprisingly, these nine industries are those that have high interaction with customers or so-
called customer-oriented industries[51], [146]. Fig. 4.4 shows the number of loyalty programs
which are operated by Japanese operators from each industry.

14According to the report, the estimated amount comes from the investigation among 11 types of business;
electronics retail store, credit card, mobile phone, petroleum station, supermarket, airline, convenience store,
department store, online shopping, drugstore, and dining.

15Group of Others includes department stores, pharmacies, and fashion shops.
16Available LPs on poitan.net as of November 2013.

43



Table 4.2: List of industries conforming to the governmental statistics[103]*.

Industry Industry Name
ID

01 Manufacture of food, beverages, tobacco and feed

02 Manufacture of textile mill products

03 Manufacture of pulp, paper and paper product

04 Manufacture of chemical and allied products

05 Manufacture of petroleum, coal and plastic products

06 Manufacture of ceramic, stone and clay products

07 Manufacture of iron and steel

08 Manufacture of non-ferrous metals and fabricated metal products

09 Manufacture of electrical machinery, equipment and supplies

10 Manufacture of information and communication electronics equip-
ment

11 Manufacture of transportation equipment

12 Miscellaneous machinery, equipment and supplies

13 Miscellaneous manufacturing industries

14 Agriculture, forestry, fisheries, cooperative association and mining

15 Construction

16 Electricity, gas, heat supply and water

17 Video picture, sound information, broadcasting and communica-
tions

18 Newspaper and publishing

19 Information services

20 Transportation and postal activities

21 Wholesale trade

22 Retail trade

23 Finance and insurance

24 Medical and other health services (exclude national services)

25 Education (exclude national services) and learning support

26 Miscellaneous non-manufacturing industries

*We use the Japanese-English contrast table in [127] when we translate the
names of some industries.
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Figure 4.4: Number of loyalty programs in each industry.

Next, in Fig. 4.5, we draw a graph of the Japanese LP network. This graph of the Japanese
LP network is the network in industry-level. We draw a graph of the Japanese LP network
in the following way:

• Prepare nine nodes corresponding to the LPs of the above identified nine industries.

• If the points of an LP can be converted into those of a different LP but not vice versa, we
say there is a one-directional flow from the node of the former LP to that of the latter.
If the points of an LP can be converted into those of a different LP and vice versa, we
say there is a bidirectional flow between the corresponding nodes. Thus we consider
three types of flows between nodes: one-directional flow, the opposite one-directional
flow, and bidirectional flow.

• Depending on the pattern of mutual exchange of LP points, classify edges between nodes
into three: edges of Group 1, edges of Group 2, and edges of Group 3.

Group 1: Between the two nodes connected by the edge, there are all the three types
of flows. In Fig. 4.5, we use a thick black line to represent such edges.

Group 2: Between the two nodes connected by the edge, there are two types of flows.
The possibilities are one-directional flow and the opposite one-directional flow and
one-directional flow and bidirectional flow. In Fig. 4.5, we use two arrows to rep-
resent such edges; one-directional flows are dash or dot black arrows, and bidirec-
tional flows are dash gray arrows.

Group 3: Between the two nodes connected by the edge, there is only one type of flow.
In Fig. 4.5, we use a single black arrow to represent such edges.

Fig.4.6 illustrates the patterns of edges of these three groups.
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Figure 4.5: Japanese loyalty-program (LP) network focused on the nine industries and con-
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4.4 Liquidity

In this Section, we explain general definitions of liquidity in economic and cyber perspectives.
After that, we explain how we consider liquidity of the Japanese loyalty programs in our
study.

4.4.1 General Definitions of Liquidity in Economic and Cyber Perspectives

In economics, liquidity is a characteristic possessed only by perfectly marketable assets[68].
An asset is said to have liquidity if its price is not affected when bought or sold in the
market [76]. A study by Adrian and Shin introduces a new definition of liquidity: the rate
of growth of aggregate balance sheets[4]. They explained the effect of monetary policy on
overall liquidity conditions. European central bank mentions that liquidity is a flow concept in
financial systems[111]. It also has the ability of realizing the flow. Liquidity is also important
in the area of foreign exchange market. Mancini et al. explain in [96] that liquidity of foreign
exchange could also affect issues such as insurance premium, appreciation of the low or high
interest rate currencies, etc. Liquidity is thus becoming a topic discussed in a wider spectrum.

In the cyber world, online services such as online auction, exchanges, and e-marketplace
increase liquidity, and there is a view that more secure systems provide higher liquidity[143].
Under such explanations, the level of liquidity depends on the number of channels where
services are available online. With an increasing number of channels for online transaction,
liquidity is getting higher and vulnerability of the organization is increased[58]. Beside the
number of channels, making cyber transaction also provides anonymity to the transaction[22].
With more efficiency of the cyber transaction system, the scale of network becomes larger.
The cyber transaction system then becomes popular among users. Thus, with larger numbers
of users, the system becomes more liquid. This is one of the evidences that liquidity shows its
importance in cyber finance. Regarding cyber applications and liquidity, topics on security,
trust, and risk management become fundamental research items there.

Beside online services, crypto-currency is another area where liquidity is very important.
Among hundreds of crypto-currencies, Bitcoin is one of the most popular currencies. Bitcoin
is a particular implementation of crypto-currency. It is a decentralized currency which means
there is no backup or control by the central bank. By using a peer-to-peer approach, user
can transfer a portion of electronic cash to another without sending through any financial
institution[108]. According to the mechanism of Bitcoin, it is said to provide “true anonymity
to its users[87]. This is one of the most important advantages of the crypto-currencies. In
addition, this property motivates more users to use crypto-currencies.

In one of the recent news, the chief economist of Citibank says that crypto-currencies
like Bitcoin have something in common as of gold[159]. That is “Bitcoin has to be mined,
is limited in supply and has no significant utility”. There are several different views about
liquidity of Bitcoin. In a country where the liquidity of real currency is problematic (e.g.
Iran), Bitcoin becomes an important way of making transactions especially with business
partners abroad[128]. In such cases, Bitcoin is considered highly liquid. However, in general,
disadvantages of Bitcoin are discussed from the viewpoint of its limited liquidity[39]. Online
currency exchange sites like Mt.Gox and Tradehill also consider this point. In the case of
Tradehill, it even paused the exchange services for Bitcoin[65]. However, since Bitcoin is a
decentralized currency and there are several exchange sites that support exchanges between
Bitcoin and real currencies[88], the collapse of Mt.Gox in February 2014 did not affect the
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use and exchange of Bitcoin at other sites. At the time when the price of Bitcoin fell below
400 US$ at Mt.Gox, the value of Bitcoin at the other famous Bitcoin exchange sites such as
Bitstamp17 were around 650 US$. Therefore, it seems that effect from an incident at one of
the exchange sites does not destroy the whole liquidity of this cryto-currency. As a result, by
observing the discussions on the liquidity of Bitcoin, it is easy to notice that liquidity is also
an important research topic regarding cyber services.

According to definitions of liquidity in economic and cyber perspectives, we explain how
we consider and calculate the liquidity of loyalty programs in our work in the next subsection.

4.4.2 Liquidity of the Japanese Loyalty Programs in Industry-Level

Liquidity in the economic viewpoint is the ability of an economic agent to exchange his or her
existing wealth for goods and services. And liquidity in cyber space refers to the availability
of various kinds of online services. Therefore, in our study, we define liquidity of the loyalty
program with following definition.

Definition 1. Liquidity of the loyalty program is an ability that customer can exchange his
or her points between different loyalty programs.

From our definition of the liquidity of the LP, we consider two main factors when we
calculate the liquidity scores. These two factors are the number of corresponding type of the
edges (or edge score) and average number of partner LPs.

First of all, let’s take a look at an overview of the liquidity of Japanese LPs’ network.
We evaluate the liquidity of LPs based on the classification of the edges in Fig. 4.5 and the
number of their partner programs. In the industry-level, the number of corresponding type
of the edge is the number of existing edge types which connect to a focusing industry. The
average number of partner LPs is calculated by finding average number of partner LPs from
all LPs in a focusing industry. For ease of recognition, we introduce four liquidity levels:
Low (L), Medium-Low (ML), Medium-High (MH), and High (H). The evaluation process is
as follows.

1. For each node (i.e. each industry), see if each type of edge is connected. Do this check
for the three types of edges, and represent the results in the second column of Table 4.3
by using a three-dimensional vector where “1” denotes that the corresponding type of
edge is connected and “0” denotes that the corresponding type of edge is not connected.
Let x denote the number of connected edge types. For example, the node corresponding
to the industry ID 09 (Manufacturing of Electrical Machinery) has an edge of Group 3
but does not have the other two types. In this industry, x=1. Likewise, the node
corresponding to the industry ID 16 (Electricity, gas, heat supply and water) has edges
of Group 2 and Group 3 but does not have an edge of Group 1. In this industry, x=2.

2. Compute the average number of partners (denoted by y) regarding the LPs in a node.
This result is shown in the third column of Table 4.3.

3. Define liquidity score as xy.

Ranges of four liquidity levels according to our calculated results are as follows.

17Bitstamp is an European firm.
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4. If 0 ≤ xy ≤ 15, we say the liquidity is low (L). If 15 < xy ≤ 23, we say the liquidity is
medium-low (ML). If 23 < xy ≤ 30, we say the liquidity is medium-high (MH). Finally,
if 30 < xy, we say the liquidity is high (H). The final column of Table 4.3 shows the
results.

Table 4.3: Liquidity of LPs by industry.

Industry Direction of Flows Number of Partners Liquidity
ID between Nodes (edges) Average number SD (σ)

09 [0,0,1] 2.0 n/a* L

13 [0,0,1] 2.0 n/a* L

16 [0,1,1] 6.0 1.4 L

17 [1,1,1] 15.2 14.2 H

19 [1,0,1] 14.2 16.9 MH

20 [1,1,1] 10.7 20.2 H

22 [1,1,1] 6.8 9.2 ML

23 [1,1,1] 9.0 7.1 MH

26 [1,1,1] 5.7 4.8 ML

*There is only one loyalty program.

4.5 Security of the Loyalty Programs

In this section, we firstly introduce security-related data of industries which provide loyalty
programs. After that, we show actual security levels of the LP systems.

4.5.1 Security-related Data of LP Operating Firms in Industry Level

As we mentioned in Chapter 2, the investment in information security has a different objective
compared to an investment in a general perspective. Therefore, in our analysis, we focus on
economic data related to information security issues.

The Japanese data regarding security issues can be retrieved from Survey on information
processing: result detail part 3[104]. This annual data is published by Ministry of Economy,
Trade and Industry (METI) and publicly accessible. In this work, we refer to available data of
year 2012 which is the newest data at the time we conducted this analysis. The data by METI
is classified by industry. Firms are categorized into 26 industries in this data. Therefore, this
data is in industry-level. We focus on information security-related data regarding size of
capital stock, number of enterprise that faced security incidents, size of damage from security
incidents, and size of expense of security countermeasure.

In terms of economics, capital refers to “financial assets of the firm”[76]. It also includes
“factories, machinery, and equipments which are owned by firms and used in their produc-
tions”. The provided data of capital size in [104] comes as the number of firms according to
the range of the capital size. Therefore, we utilize the data by calculating the average size
of capital per firms for each industry. Although the value of the income by each industry
might reflect the demand from customers, the capital size would reflect more about the size
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of the industry due to its definition in the economic perspective stated above. In our case,
we consider that LPs must be implemented based on some kinds of network- or IT-related
systems which the operators must consider to invest as a part of their production (or busi-
ness strategy). Therefore, we assume that the security effort or investment should also be
considered based on the size of industry.

The issues of security incidents asked in this survey are system troubles, system halt,
DoS attack, spam mail, unauthorized access, computer virus, and information leakage. We
consider the number of firms which answered that they experienced security incidents.

Since there are different numbers of firms in each industry, we consider average size of
damage from security incidents and average size of expense on security countermeasures,
which are values per firm in each specific industry. That is, we use the same value for each
firm in the same industry. For the nine industries that operate loyalty programs, the obtained
data is shown in Table 4.4.

Table 4.4: Security-related data of industries in which Japanese firms operate LPs.

Industry
ID, Liq-
uidity

Average Cap-
ital Size (in
US$)

Number
of En-
terprises
that
Faced
Security
Incidents

Average Size of
Damage from
Information Secu-
rity Incidents (in
US$)(*)

Average Size of
Expense on Secu-
rity Countermea-
sures (in US$)(**)

09, L 35,731,889$ 22 12,740$(0.04%) 70,970$(0.20%)

13, L 16,454,683$ 30 4,696$(0.03%) 74,118$(0.45%)

16, L 42,958,816$ 10 2,450$(0.01%) 112,006$(0.26%)

17, H 13,720,000$ 26 2,940$(0.02%) 70,155$(0.51%)

19, MH 10,942,132$ 100 47,367$(0.43%) 151,341$(1.38%)

20, H 15,186,573$ 40 7,525$(0.05%) 47,753$(0.31%)

22, ML 15,434,475$ 76 8,003$(0.05%) 40,286$(0.26%)

23, MH 74,246,974$ 59 12,658$(0.02%) 235,716$(0.32%)

26, ML 9,779,476$ 98 2,975$(0.03%) 60,422$(0.62%)

The exchange rate between Yen to US dollar is 0.98 Yen/US$ (Rate as of Feb 1, 2014.). We
use this exchange rate throughout the chapter.
∗Ratio of average size of damage to average capital size.
∗∗Ratio of average size of expense on countermeasure to average capital size.

One may expect that higher liquidity would imply larger security investments because
such LPs would need higher security. On the other hand, one may expect that higher liquid-
ity would imply larger damages because more attackers would choose such LPs. Table 4.4
supports neither of them because there is no definite tendency.

4.5.2 Actual Security Level of the Japanese Loyalty Programs

One possible way to evaluate the security strength of each loyalty program is to observe its
actual security level. According to Section 4.2.2, many of security incidents at LP systems
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occur by unauthorized accesses. It means that the attackers would seek security vulnerability
in the systems to get the access. Security engineers provide some technologies so that attacks
will fail. This is vulnerability reduction in the context of a security investment model[98].
In addition, they provide other technologies so that attacks will not occur. This is threat
reduction in the context of the security investment model. Since both reductions are important
in the evaluation of actual security levels in an empirical study, we examine the following three
processes.

Registration plays an important role in threat reduction since more strict requirements in
this process bring stronger traceability; this is easy to see if, for example, we compare
registration processes requiring a physically authenticated ID with registration processes
requiring just an active e-mail address where a free-mail address is allowed. Traceability
is important to realize a deterrent.

Authentication (login) plays an important role in vulnerability reduction since most LP
systems accommodate general consumers whose literacy regarding password security is
not really high. If an authentication process requires correct CAPTCHA inputs,18 this
process can contribute to threat reduction, too, due to the increasing cost of attacks.
CAPTCHA is said to be one of the actions which LP operators should use to protect
their systems against hacking bots and scripts[32].

Back-up authentication (e.g. password recovery) is important from the viewpoint of
usable security. It should be noted again that most LP systems accommodate general
consumers. They tend to require usable mechanisms as a failure mode (e.g. how to
do when they forget their passwords). Since attackers would break the weakest part
of a system, security of back-up authentication processes should be analyzed when we
consider vulnerability reduction.

In this section, we show an example of actual security level of each loyalty program. Firstly,
we select representative LPs for the nine industries focused in the previous sections (i.e. the
industries which have active LPs operated by Japanese firms). Our selection is made based on
existing surveys regarding the use of LPs and related customer behaviors in Japan[35], [36],
[37], [38], [130], [131], [132], [133]. After that, we investigate their security-related processes
stated above and consider their actual security levels. During our observation, we investigate
security-related items which are appeared on the website for each process. The resultant list
of selected LPs are as follows:

Industry 09: Sony point
Industry 13: QooPo
Industry 16: Switch! point
Industry 17: Softbank point
Industry 19: T Point, PeX, G-Point
Industry 20: ANA Mileage club, JAL Mileage bank, Suica point19

Industry 22: Matsumoto Kiyoshi, Yamada Denki point20

Industry 23: Mitsui Sumitomo Card (credit card company)
18CAPTCHA (Completely Automatic Public Turing tests to tell Computers and Humans Apart)[5] is a

mechanism to avoid inputs by automated attack tools. A popular example is a text CAPTCHA which asks a
user to input the texts which are displayed in a distorted manner.

19Suica point is operated by JR East, a big railway company in the eastern part of Japan.
20Yamada Denki is a big electronics retail store chain.
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Industry 26: Ponta (convenience store and its partners)

In each system of the above selected LPs, we manually investigated the requirements in
the three processes to see their security.21

Before showing the result of this investigation in the subsequent subsections, let us
overview the network of the selected LPs in Fig. 4.7 where each node indicates each LP.
We draw an arrow if point conversion in that direction is possible. Each arrow has the
following two labels.

Figure 4.7: Network of selected loyalty programs from different industries.

Nominal rate of exchange: [Pt] is a rate of exchange in terms of the nominal amount of
points (i.e. the amount of points of the destination LP divided by the amount of points
of the original LP). For example, 10,000 T-points can be converted into 5,000 ANA
miles, and hence the arrow from T Point to ANA Mileage Club is labeled [Pt] 0.5.

Actual rate of exchange: [Yen] is a rate of exchange in terms of the estimated real-
currency values (i.e. the estimated real-currency value of the points of the destination
LP divided by the estimated real-currency value of the points of the origin LP). For
example, 10,000 T-points can be converted into 5,000 ANA miles. At Poitan[122], the
estimated real-currency value of 10,000 T-points is 10,000 JPY, and the estimated real-

21We do not analyze the security of QooPo and Switch! point due to some operational difficulties. We use
these two LPs only for drawing the LP network in Fig. 4.7.
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currency value of 5,000 ANA miles is 7,500 JPY. Therefore, the arrow from T Point to
ANA Mileage Club is labeled [Yen] 0.75.

In this study, we refer to the value of estimated real-currency value of point at each LP
which is provided by Poitan. According to [162], value of the estimated real-currency
value of point at poitan.net is calculated as follows:

value of 1 point =
value of redeemed goods or service

number of required point
. (4.1)

The investigation results are shown according to the processes.

4.5.3 Registration Requirements

Table 4.5 shows the result of our investigation about what are required in the registration
process. “Y” indicates that the corresponding information is required in the registration
process. “Y*” indicates that the corresponding information is an option (i.e. customers do
not have to provide the information but they can do so optionally.). Lastly, “–” indicates
that the corresponding information is not required during the registration. The column of
Softbank Point in Table 4.5 is n/a (not applicable) because its registration process is not
online; the registration for LP online access is automatically done when a person becomes a
customer through an offline process.

One may wonder why the symbol “Y” in the row of personal information is not classified
into several different security levels since there are a wide variety of such information (e.g.
first name, last name, gender, date of birth, postal address, email address, phone number
(fixed and/or mobile), and so on) and the trustworthiness of the information would depend
on its certification method. For example, one may expect that personal information used in
LPs of airline companies would be well certified based on photo IDs. However, in Japan, we
do not need to show such IDs when boarding domestic flights. Although mileage cards are
sent to registered postal addresses, one can live in cheap apartment houses without rigorous
IDs. Likewise, the weakest type of personal information is considered to be on a similar
security level regardless of industry. Therefore, we just use the same symbol “Y” in this row.

An additional security mechanism, CAPTCHA, is used by the LPs in Industry 19 (medium-
high liquidity) and the LPs in Industry 09 (low liquidity). Another countermeasure is URL
for further process. If this is deployed, the LP’s portal does not provide the URL for regis-
tration. Instead, the registration URL is e-mailed to the user. This countermeasure is used
by LPs of various liquidity levels.

In conclusion, we did not find definite relationship between the liquidity and the security
level of registration.

4.5.4 Authentication Requirements

All the systems use ID and password. Difference is in the types of IDs, as shown in Table 4.6.
“Y” indicates information required during authentication. “Y†” indicates one-out-of-the-two
requirements; that is, in the cases of Sony Point and T Point, either registered e-mail address
or physical card number is required (users can make a choice by themselves). Finally, “–”
indicates information that is not required during the authentication.
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Although actual security enhancement is questionable, some LP operators with high or
medium-high liquidities use their own type of ID. For example, since the use of nicknames
can enhance user anonymity, the risk of abusing liquidity can get higher.

4.5.5 Back-up Authentication Requirements

As shown in Table 4.7, back-up authentication requirements of the LP systems are quite
different system by system. The definition of each symbol in In Table 4.7 (i.e. symbols “Y”,
“Y†”, and “–”) are used in the same way as in Table 4.6. For this process, we did not analyze
Suica Point due to some operational difficulties at the time we investigated the system. The
LP of Mitsui Sumitomo card requires users to restart from the registration without offering a
back-up authentication mechanism. According to our investigation, the result suggests that
heuristics of back-up authentication has not been established yet.
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Table 4.5: Requirements for registration.

Industry ID and 09 17 19 20 22 23 26
Liquidity L H MH H ML MH ML

Name of loyalty
program

Sony
Point

Softbank
Point

T
Point

PeX G-Point ANA
Mileage
Club

JAL
Mileage
Bank

Suica
Point

Matsumoto
Kiyoshi

Yamada
Denki

Mitsui
Sum-
itomo
Card

Ponta

Necessity of phys-
ical card

– n/a Y – – Y Y Y Y – Y Y

Terms and condi-
tions on personal
information

Y n/a Y Y – Y – Y Y Y Y –

Personal Informa-
tion

– n/a Y Y Y Y Y Y Y Y Y Y

Affiliation – n/a – – Y* Y* Y* – – – – –

Length of pass-
word

6–10 n/a from
6

8–
16

8–36 4 6 6–8 4–8 6–20 6–8 from
8

CAPTCHA Y n/a Y Y Y – – – – – – –

URL for further
process

Y n/a – Y – – – – – Y – Y

Answer to secret
question

– n/a – Y – – – – – – – –

5
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Table 4.6: Types of required user IDs in authentication process.

Industry ID and 09 17 19 20 22 23 26
Liquidity L H MH H ML MH ML

Name of loyalty
program

Sony
Point

Softbank
Point

T
Point

PeX G-Point ANA
Mileage
Club

JAL
Mileage
Bank

Suica
Point

Matsumoto
Kiyoshi

Yamada
Denki

Mitsui
Sum-
itomo
Card

Ponta

Registered email
address

Y† – Y† Y – – – – – Y – –

Physical card
number

Y† – Y† – – Y Y – Y – – Y

Others – Mobile
number

– – Self
regis-
tered
nick-
name

– – Self
regis-
tered
nick-
name

– – System
gener-
ated
ID

–
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Table 4.7: Requirements during back-up authentication processes.

Industry ID and 09 17 19 20 22 23 26
Liquidity L H MH H ML MH ML

Name of loyalty
program

Sony
Point

Softbank
Point

T
Point

PeX G-Point ANA
Mileage
Club

JAL
Mileage
Bank

Suica
Point

Matsumoto
Kiyoshi

Yamada
Denki

Mitsui
Sum-
itomo
Card

Ponta

Registered email
address

Y† – Y† Y Y – – n/a Y Y n/a Y

Physical card
number

Y† – Y† – – Y Y n/a Y – n/a Y

Others – Mobile
number

– – – – – n/a – – n/a –

Firstname & last-
name

– – – – – – Y n/a – – n/a Y

Date of birth – – Y – – Y Y n/a – Y n/a Y

Registered phone
number

– – – – – Y – n/a – – n/a Y

Type of registered
phone number

– – – – – Y – n/a – – n/a –

CAPTCHA – – – Y – – – n/a – – n/a –

Security code – Y – – – – – n/a – – n/a –

URL for further
process

Y – Y Y – Y Y n/a Y Y n/a Y

Time-limitation
of the URL

Y – Y Y – Y Y n/a – Y n/a Y

Token’s period 24
hrs

– 24 hrs 7
days

– 24 hrs 24 hrs n/a – 1 hr n/a 24
hrs

5
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4.6 Security-Liquidity Implications

As we can learn from the examples in Section 4.2.2, illegal exchange of LP points are often
used in LP security incidents. Therefore, intuitively, an attacker would have higher incentive
to compromise the LP which has higher liquidity. In this section, we investigate a relationship
between security and liquidity by linear regression analysis.

4.6.1 Data

There are many factors that could increase an impact from security incident at the LP.
Financial damage is a basic factor when we consider the impact from a security incident in
general. In addition, we focus on popularity of the LP because popular LPs would not only
have large news values but also be preferred by attackers.

At Poitan, based on the monthly statistics of queries, we can see the top 20 popular LPs
or LP pairs as shown in Table 4.8. The “Utilized pair of exchange” column in Table 4.8 shows
the top 20 queries made at Poitan in April 2014[125]; exchange of T Point into ANA mileage
is the most frequently queried pattern. The “Origin LP” column in Table 4.8 shows the top
20 LPs which were used as the origins of the exchanges in queries made at Poitan in April
2014[124]; exchange of T Point into something else is the most frequently queried pattern
when we focus on the origin. Likewise, “Destination LP” column in Table 4.8 shows the top
20 LPs which were used as the destinations of the exchanges[123].

We select 82 Japanese LPs or 33% of Japanese LPs available at Poitan as our samples in
this study so that most of the top 20 rankers are included and each of the security analyses
explained in Section 4.5 can be done in most of the samples.

We use the following proxy variables in our analysis:

1. Impact from incidents
Since illegal exchanges originate from compromised LP accounts, we focus on the “Origin
LP” ranking, and observe the ranking score, ranki, of LPi (i = 1, 2, · · · , 82) by using
the following table.

Rank as the origin LP Score

1–5 5
6–10 4
11-15 3
16-20 2
out of rank 1

And then, we calculate the impact proxy as follows:

impacti = damageINDi ∗ ranki (4.2)

where
i is the index of each selected LP.
INDi is the industry ID of the industry LPi belongs to.
damageINDi is the average amount of damage from incidents in industry INDi.
ranki is the ranking score of LPi.

The impact from 4.2 is the value in firm-level.
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Table 4.8: Rank of Loyalty Programs (April 2014).

Rank Utilized pair of ex-
change

Origin LP Destination LP

1 T Point → ANA T Point ANA

2 G Point → ANA ANA JAL

3 PeX → ANA Rakuten Rakuten

4 Habitas → ANA JAL T Point

5 Rakuten → ANA G Point Amazon Gift Voucher

6 T Point → JAL PeX Rakuten Edy

7 G Point → JAL NTT Docomo G Point

8 ANA → JAL Hapitas Ponta

9 ANA → Rakuten Ponta PeX

10 Net Mile → ANA Net Mile NTT Docomo

11 PeX → JAL Mitsui Sumitomo Card Suica Point

12 Rakuten → JAL Credit Saison Suica

13 JAL → ANA JCB Card Cash (Rakuten Bank)

14 Ponta → JAL Biccamera WAON

15 Hapitas → JAL American Express nanaco Point

16 NTT Docomo → JAL Life Card Biccamera

17 nanaco Point → ANA Macro Mill Yodobashi Camera

18 Ponta → ANA Yamada Denki nanaco

19 Credit Saison → ANA Diners Club WAON Point

20 ANA → T Point nanaco Point United Airlines
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2. Liquidity
We calculate an LP-wise (i.e. firm-level) liquidity score liquidityi = xy by using a similar
methodology to that used in sub-Section 4.4.2. In our study, we classify liquidity into
two types; unweighted liquidity score and weighted liquidity score.

(a) Unweighted liquidity score
In particular, we firstly consider the edge types between LPi and LPs from the
nine industries which operate LPs and obtain the value of x. The existing type of
edges between nodes is counted as one for all types. That is the edge of group 1,
the edge of group 2, and the edge of group 3 have the same weight of 1. We then
obtain the value of y by counting the number of the exchange partners of LPi.

As state above, the weight of the edge of group 1, 2, and 3 in unweighted liquidity
score are the same. Thus, the definition of liquidity score might be incomplete.
Therefore, we introduce weighted liquidity score to enhance our definition of liq-
uidity.

(b) Weighted liquidity score
For the weighted liquidity score, the three groups of edges are re-classified into five
groups as shown in Fig. 4.8. We add consideration on the number of arrows and
the direction of each arrow when we consider the weighted liquidity score. As a
result, the edge of group 2 is re-classified into two groups of 2.a and 2.b. Likewise,
the edge of group 3 is re-classified into two groups of 3.a and 3.b. A five-directional
vector is used instead of a three-directional vector mentioned in sub-Section 4.4.2.

The weight of each group is calculated as follows:

weightg = arrowg ∗ directiong (4.3)

where
g indicates an edge group (1, 2.a, 2.b, 3.a, or 3.b).
weightg is the weight of the group g.
arrowg is the number of arrows in group g.
directiong is the number of existing direction(s) of arrows in group g.

There are two types of weighted liquidity score in our study.

i. Weighted liquidity score type I
In this type of liquidity, we consider the exchangeability of the points between
LPi and the nine industries. We check if each type of edges in five-directional
vector is connected between LPi and the nine industries or not. If connected,
we set the value of the corresponding component in the five-directional vector
to be 1. Otherwise, we set the value to be 0. Finally, the value of x′ in weighted
liquidity score type I is calculated as follows:

x′ =
∑
g

(existence of edge of groupg ∗ weightg). (4.4)

For example, suppose an LP is connected with three industries through an edge
of Group 1 and two industries through an edge of Group 3.b. In this case,
the corresponding five-directional vector is [1,0,0,0,1]. Therefore, the value of
x′ is (1*12) + (1*1) = 13. Suppose that another LP is connected with just
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one industry through the edge of Group 1 and just one industry through the
edge of Group 3.b. In this case, the corresponding five-directional vector is
also [1,0,0,0,1] and the value of x′ is (1*12) + (1*1) = 13. As a result, under
this detailed definition, there is no difference between an LP which connects
to many industries through a specific group of edge and an LP which connects
to only one industry through a specific group of edge.
Similarly to the unweighted liquidity score, we obtain the value of y by counting
the number of the exchange partners of LPi. The liquidity score in this case
is defined as x′y.

ii. Weighted liquidity score type II
In the weighted liquidity score type II, beside consideration on the exchange-
ability of the point between LPi and the nine industries, we also consider how
many industries are connected with LPi through a particular edge group. In
particular, the value of each component in the five-directional vector refers to
the number of partner industries are connected to LPi through a specific group
of edge type. The value of x′ in weighted liquidity score type II is calculated
as follows:

x′ =
∑
g

(the number of industry that connected to LPi

through edge of groupg ∗ weightg).
(4.5)

For example, suppose an LP is connected with three industries through an
edge of Group 1 and two industries through an edge of Group 3.b. In this

Group 1 Group 2 

or 

Group 2.a Group 2.b 

Group 3 

or 

Group 3.b Group 3.a 

Group 1 Group 2 

or 

Group 3 

or or or 

Weight of each group of edge for unweighted liquidity score 

Weight of each group of edge for weighted liquidity score type I & II 

weight = 1 weight = 1 weight = 1 

weight = 4 weight = 3 weight = 1 weight = 2 weight = 2 

Figure 4.8: Groups of edges between node for unweighted liquidity score and weighted liquidity
score. Black dotted arrow refers to a flow of coming in only. Black dashed arrow refers to a
flow of going out only, And Gray dashed arrow refers to a flow of both directions where points
can be exchanged back-and-forth between LPs in the two industries.
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case, the corresponding five-directional vector is [3,0,0,0,2]. Therefore, the
value of x′ is (3*12) + (2*1) = 38. Suppose that another LP is connected with
just one industry through an edge of Group 1 and just one industry through
an edge of Group 3.b. In this case, the corresponding five-directional vector
is also [1,0,0,0,1] and the value of x′ is (1*12) + (1*1) = 13. Hence, this
detailed definition shows differences between an LP which connects to many
industries through a specific group of edge and an LP which connects to only
one industry through a specific group of edge.
Similarly to the unweighted liquidity score and weighted liquidity score type
I, we obtain the value of y by counting the number of the exchange partners
of LPi. The liquidity score in this case is defined as x′y.

3. Security score
In Section 4.5, we investigated a lot of security-related requirements in the registration
process, the authentication (login) process, and the back-up authentication process of
each LP. In this section, we focus on the important requirements listed below.

Process Requirements

Registration – Trusted information (e.g. certified infor-
mation, security code, information which
is matched to certifiable document).
– Necessity of physical card or account.
– Implementation of additional security
techniques (e.g. CAPTCHA, secret ques-
tion).

Authentication (login) – Data which increases difficulty to log
into the account. (e.g. mobile number,
physical card number, system generated
ID).

Back-up authentication – Trusted information.
(password recovery) – Physical card or account number.

We compute the security score, secscorei, of LPi as follows:

secscorei =
the number of satisfied requirements in LPi

the number of requirements about which we can obtain data regarding LPi

.

(4.6)

For example, let us consider Table 4.9. In this case, secscore1 = 5/6 = 0.83 and
secscore2 = 2/5 = 0.40.
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Table 4.9: Security requirements (n/a means that data is unavailable). The value of 1 in-
dicates that the corresponding requirement is satisfied. The value of 0 indicates that the
corresponding requirement is not satisfied.

Security-related Requirements
Registration Login Back-up authentication

Trusted
informa-
tion

Physical
card or
account

Implementation
of security
techniques

Data
which
increase
difficulty

Trusted
informa-
tion

Physical
card or
account
number

LP1 1 1 1 0 1 1
LP2 0 1 n/a 0 0 1
LP3 0 0 0 0 0 0
...

...
...

...
...

...
...

LPn 0 1 0 n/a n/a n/a

4.6.2 The Model

Based on the viewpoints mentioned at the beginning of Section 4.6, we firstly examine the
following two hypotheses:

Hypothesis 1. The impact from security incidents on an origin LP would be reduced if the
LP operator implements stronger security requirements in registration, authentication (login),
and back-up authentication processes.

Hypothesis 2. The impact from security incidents on an origin LP would be increased if the
LP has higher liquidity.

We use the following linear regression model to test the above two hypotheses.

impacti = β0 + β1expensei + β2liquidityi + β3secscorei (4.7)

where expensei is the average size of expense on countermeasures in the industry which LPi

belongs to.

4.6.3 The Analysis of Basic Model with Unweighted Liquidity Score

We begin our analysis from the case when we consider only the existence of a specific group of
edge. This analysis of basic model is used to give basic ideas regarding importance of security
and liquidity of the LP.

Verifying the Data

Firstly, we verify the independence of the explanatory variables in the model by checking
their correlation coefficients. We found that the correlation coefficients are very low; the
correlation coefficients between expense and secscore, expense and liquidity, and secscore
and liquidity are 0.272064, 0.040581, and −0.044189, respectively. Thus, we can confirm that
our explanatory variables are mutually independent.
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Result of the Regression Analysis

The result of the linear regression analysis of our basic model is shown in Table 4.10.

Table 4.10: The results of the linear regression analysis of the model with unweighted liquidity
score.

Variables Coefficient p-value

Intercept 4311.91 0.6401

expense 0.19 0.0027∗∗∗

liquidity 643.69 3.49e−9∗∗∗

secscore −30138.18 0.0115∗∗

R2 0.449729

DW-Stat 1.276663

∗∗ indicates significance at 5% level.
∗∗∗ indicates significance at 1% level.
DW-Stat is the value of Durbin-Watson statistic.
The value closes to 2 means the problem of auto-correlation is
unlikely occurred.

Regarding the statistical significance, we can see that p-values are very low for all of the
explanatory variables. That is, all explanatory variables in our model are significant. The
negative sign of the coefficient of secscore implies that satisfying more security requirements
would reduce the impact from security incidents. Hence, Hypothesis 1 is supported.

Next, let’s consider liquidity. The positive sign of the coefficient of liquidity implies that
higher liquidity would increase the impact from security incidents. In addition, the p-value
of liquidity is extremely low. Hence, Hypothesis 2 is also supported.

Although the p-value of expense shows significance of this variable, we do not provide a
corresponding hypothesis this time. That is because we used not LP-wise but industry-wise
data for expense.

4.6.4 The Advanced Analysis of the Basic Model with Weighted Liquidity
Score

From sub-Section 4.6.3, we show that liquidity and security-related requirements of LPs are
important. In this sub-Section, we conduct further analyses with weighted liquidity scores
type I and II to check the significance and appropriateness of our enhanced definition of
liquidity. We test the model (4.7) with both types of weighted liquidity score.

1. Advanced analysis of the basic model with weighted liquidity score type I

Verifying the Data

Similarly to the analysis in sub-Section 4.6.3, we firstly verify the independence of the
explanatory variables in the model by checking their correlation coefficients. The corre-
lation coefficients between expense and secscore, expense and liquidity, and secscore
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and liquidity are 0.272064, 0.016007, and −0.070313, respectively. These values are still
very low. Thus, we can also confirm that our explanatory variables for this set of data
are mutually independent.

Result of the Regression Analysis

The result of the linear regression analysis from our basic model with weighted liquidity
score type I is shown in Table 4.11.

Table 4.11: The results of the linear regression analysis of the model with weighted liquidity
score type I.

Variables Coefficient p-value

Intercept 8218.59 0.3716

expense 0.20 0.0020∗∗∗

liquidity 96.30 7.57e−9∗∗∗

secscore −28664.13 0.0173∗∗

R2 0.438508

DW-Stat 1.388232

∗∗ indicates significance at 5% level.
∗∗∗ indicates significance at 1% level.

The p-values of all explanatory variables are very low. This means that all explanatory
variables are significant to the model. We will discuss more about the result from this
analysis after introducing the results from the advanced analysis of the basic model with
weighted liquidity score type II.

2. Advanced analysis of the basic model with weighted liquidity score type II

Verifying the Data

We also verify the independence of the explanatory variables in the model with weighted
liquidity score type II by checking their correlation coefficients. The correlation coeffi-
cients between expense and secscore, expense and liquidity, and secscore and liquidity
are 0.272064, 0.00587, and −0.026415, respectively. These values are still very low. Thus
we can confirm that our explanatory variables for this set of data are also mutually in-
dependent.

Result of the Regression Analysis

The result of the linear regression analysis of our basic model with weighted liquidity
score type II is shown in Table 4.12.
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Table 4.12: The results of the linear regression analysis of the model with weighted liquidity
score type II.

Variables Coefficient p-value

Intercept 9381.22 0.3118

expense 0.21 0.0014∗∗∗

liquidity 49.76 1.73e−8∗∗∗

secscore −32429.46 0.0078∗∗∗

R2 0.426248

DW-Stat 1.231269

∗∗∗ indicates significance at 1% level.

Similarly to the advanced analysis with weighted liquidity score type I, the p-values
of all explanatory variables in this analysis are very low. Such results mean that all
explanatory variables are significant to the model.

3. Comparison of the results
Compared to the result from our preliminary analysis in Table 4.6.3, the results from
the advanced analyses with more detailed definitions of liquidity in Table 4.11 and
Table 4.12 support the hypotheses stronger. Thus LP operators should be more highly
motivated to tackle cyber security issues.

The results of the advanced analysis support both hypotheses 1 and 2 stronger than the
preliminary analysis. Especially, the result from the analysis with weighted liquidity
score type II where the significance of secscore is raised. In addition, this variable is
directly related to the security of the LP systems. Such results imply and emphasize
the necessity of stronger security in LP systems.

4.7 The Implications of the Impact from Security Incidents
and Partnership

The analyses of security-liquidity implication in Section 4.6 show the importance of liquidity,
as well as, the importance of security level of the LP systems. In this section, we would
like to emphasize the problem of network externalities of information security. To do so, we
analyze the impact from security incidents which occurs at the systems of both origin LPs and
destination LPs. We consider the scenarios when there are security incidents at the origin or
destination LPs. Under scenarios in this section, we also expect that the impact at a specific
system could affect its partner systems.

For this analysis, we use the same dataset which we used when we tested hypotheses 1 and
2 in Section 4.6. That is, the data of expense, liquidity, and secscore are data which belong
to the origin LP. We select the detailed definition of liquidity score (i.e. weighted liquidity
score type II) for the analyses in this section as the result from the analysis with weighted
liquidity score type II raises the importance of the variable secscore.
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4.7.1 The Model

Based on our objectives described at the beginning of this section, we examine the following
hypotheses:

Hypothesis 3. The impact from security incidents on an origin LP would be increased if the
incident occurs at a destination LP with which they have partnership.

Hypothesis 4. The impact from security incidents on destination LPs would be increased if
the incident occurs at an origin LP with which they have partnership.

Hypothesis 5. The liquidity and security level of the origin LP would give an indirect effect
on its partners via impacts from security incidents.

Hypotheses 3 and 4 are used to study the effect of the partnership between LPs. In
addition, these implications are used to emphasize the issues of network externalities in the
economics of information security when the incident occurs at one of the systems in the
network.

Hypothesis 5 is also used to emphasize the topic regarding network externalities in the
economics of information security. From this hypothesis, we expect that the vulnerability
in a specific system could affect other systems via interconnectivity initiated between them.
Differently from hypotheses 3 and 4, we would like to raise an importance of the investment
in information security by the operator of each system in this hypothesis.

We use the following two linear regression models to test the above three hypotheses.

impact orgi = β0 + β1impact destj + β2expensei + β3liquidityi + β4secscorei (4.8)

impact destj = β0 + β1impact orgi + β2expensei + β3liquidityi + β4secscorei (4.9)

where
i is the index of the origin LP (1,...,82).
j is the index of the destination LP (1,...,82).
impact orgi is the impact from security incidents at origin LPi.
impact destj is the impact from security incidents at destination LPj .
expensei is the average size of expense on countermeasures in the industry

which LPi belongs to.
The values of liquidity and secscore used in both models are the values of liquidity and
secscore of the origin LP.

The model 4.8 is used to find the impact from security incidents at the destination LP on
the origin LP. Likewise, the model 4.9 is used to find the impact from security incidents at
the origin LP on the destination LP.
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4.7.2 Verifying the Data

Similarly to Section 4.6, we firstly verify the independence of explanatory variables which are
used in model 4.8 and 4.9.

For the model 4.8, the correlation coefficients between explanatory variables are shown in
Table 4.13. For the model 4.9, the correlation coefficients between explanatory variables are
shown in Table 4.14.

Table 4.13: Correlation coefficients between explanatory variables in the model 4.8.

Variables impact org expense impact dest liquidity secscore

impact org 1 0.2368 0.8903 0.5609 −0.1811

expense 1 0.2370 0.0059 0.2721

impact dest 1 0.4550 −0.1020

liquidity 1 −0.0264

secscore 1

Table 4.14: Correlation coefficients between explanatory variables in the model 4.9.

Variables impact dest expense impact org liquidity secscore

impact dest 1 0.2370 0.8903 0.4550 −0.1020

expense 1 0.2368 0.0059 0.2721

impact org 1 0.5609 −0.1811

liquidity 1 −0.0264

secscore 1

From Table 4.13 and Table 4.14, we found that the correlation coefficient between impact dest
and liquidity in the model 4.8 and the correlation coefficient between impact org and liquidity
in the model 4.9 are slightly high compared to the correlation coefficients when we tested other
pairs of explanatory variables.

In terms of statistics, the value of correlation coefficient is bounded between −1 and 1. The
value of Corr(X,Y) = 0 (i.e. correlation coefficient between variables X and Y equals 0) means
that there is no linear relationship between X and Y. In other word, they are independent.
The value of correlation coefficient towards −1 or 1 means that they are somehow correlated
between each other. Such correlation could lead to some problems such as autocorrelation in
the statistical analysis. As in the least-squared regression which is a common type of linear
regression, the correlation coefficients at 0.4550 in the model 4.8 and 0.5609 in the model 4.9
are said to have low and moderate correlations, respectively[161].

The autocorrelation is a correlation between the errors in different time periods[160]. This
problem occurs when we test the time series or panel data model. However, data which we
used in our model is a cross-sectional data set22. Therefore, the problem of autocorrelation
does not likely occur. As a result, the explanatory variables in both models are still acceptable
for our study.

22Cross-sectional data set is a set of data collected by sampling a population at a given point in time[160].
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4.7.3 Results of the Regression Analyses

The results of the linear regression analyses of our model 4.8 and 4.9 are shown in Tables 4.15
and 4.16, respectively.

Table 4.15: The results of the linear regression analysis of the model 4.8.

Variables Coefficient p-value

Intercept 2315.09 0.6408

impact dest 0.79 4.27e−22∗∗∗

expense 0.06 0.0867∗

liquidity 18.99 0.0002∗∗∗

secscore −15921.73 0.0158∗∗

R2 0.838842

DW-Stat 2.024001

∗ indicates significance at 10% level.
∗∗ indicates significance at 5% level.
∗∗∗ indicates significance at 1% level.

Table 4.16: The results of the linear regression analysis of the model 4.9.

Variables Coefficient p-value

Intercept 402.87 0.9394

impact org 0.91 4.27e−22∗∗∗

expense −0.003 0.9317

liquidity −6.31 0.2597

secscore 8578.150 0.2301

R2 0.799882

DW-Stat 2.051867

∗∗∗ indicates significance at 1% level.

1. The impact from security incidents at the destination LP on the origin LP
First of all, let’s consider the statistical result from the linear regression model 4.8.

From the result, we can see that p-value of liquidity is very low. Three asterisks
after the p-value of impact dest and liquidity of the origin LP show the significance
of this variable at 1% level. This means that the impact from security incidents at the
destination LP and liquidity of the origin LP show strong significance to the impact at
the origin LP. Once there happens a security incident at the destination LP, the origin
LP, which is connected to that breached destination LP, would also be affected. Hence,
Hypothesis 3 is supported.

Although p-value of secscore of the origin LP shows lower significance to the impact on
origin LP, this variable is still significant in the model. In addition, the high value of
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R2 implies that the model is appropriate23.

Beside the importance of impact dest, the coefficients of liquidity and secscore from the
model 4.8 also support our Hypotheses 1 and 2 in Section 4.6. That is, the coefficient
of secscore is a negative sign which implies that satisfying more security requirement
would reduce the impact from security incidents. On the other hand, the positive sign
of the coefficient of liquidity implies that higher liquidity would increase the impact
from security incidents.

With the same reason as in Section 4.6 regarding data of expense, we do not give any
implication regarding this variable for this analysis.

2. The impact from security incident at the origin LP on the destination LP
According to the result from the linear regression model 4.9, we can see that the p-value
of impact org is very low. That is, the impact from security incidents at the origin LP
has high effects on the impact at the destination LP. Hence, Hypothesis 4 is supported.
In addition, let consider the values of coefficients between impact org and impact dest
from the test of impact from destination LP on origin LP in Table 4.15 and the test
of impact from origin LP on destination LP in Table 4.16. According to the results in
both tables, we found that the impact from security incidents at the systems of origin
LP on destination LP show larger size of impact due to larger value of coefficient at
the same level of significance. Therefore, LP operators should also pay attention to the
security at the transaction process.

Next, let’s consider p-values of liquidity and secscore. According to the result in Ta-
ble 4.9, p-values of both variables are higher than 0.1. In statistics, the value of p-value
which is higher than 0.1 implies that an explanation variable is insignificant to the ex-
plained variable. In our case, such result implied that the liquidity and security of the
origin LP do not have direct influence on the impact on the destination LP.

However, since the Hypothesis 4 is supported, the size of impact at the destination LP
would depend on the size of impact from security incidents at the origin LP where liq-
uidity and security level of its own system are significant. This is an indirect effect of the
liquidity and security level of the origin LP on the destination LP. Hence, Hypothesis 5
is also supported.

From such results, we could point out that if the operators of each system concern
security of their systems and implement stronger security-related requirements, the
security of the whole LP network would be increased. Then the impact from security
incidents would be lower.

4.8 Conclusion

In this chapter, we first showed the worldwide trend of loyalty programs and security incidents
related to the loyalty programs. We also showed that the LP network in Japan is really large
and that associated virtual currencies are very liquid. We then identified four industries with
high/medium-high liquidity: Video picture, sound information, broadcasting and communica-
tions, Information services, Transportation and postal activities, and Finance and insurance.

23Value of R2 is bounded between 0 and 1. The value towards 1 implies that independent variables explain
much of the variation in the dependent variable in the sample[160].
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It should be noted that major incidents [6], [50], [107], [78], [137] actually happened in these
four industries. We should be careful because more attackers would choose such highly liquid
LPs.

One may expect that higher liquidity would imply larger security efforts and stronger
countermeasures because such LPs would need higher security. However, we found no definite
relationship among liquidity, operating firms’ security efforts, and LP systems’ actual security
levels.

After investigating the network of Japanese LPs, we conducted a linear regression analysis
and supported two hypotheses: the impact of LP security incidents gets lower if stronger
security requirements are satisfied, and gets higher if the liquidity of the LP gets higher.

Further analyses of the linear regression models regarding the impact from security inci-
dents and the partnership between Japanese LPs are also conducted. The results from our
analyses supported our first two hypotheses, as well as, three new hypotheses which are used
to imply more about the issues of network externalities in the field of economics of information
security.

In conclusion, we recommend LP operators more security efforts particularly to satisfy
strong security-related requirements in their systems. Once stronger security-related require-
ments in the systems are satisfied, one could expect lower impacts from the security incidents
at the systems that have more security efforts, as well as, their partner LPs. Furthermore,
we also suggest LPs to carefully consider the issue related to security of their future part-
ner since impacts from security incidents can be transferred between systems through their
interconnectivity.

There are two main limitations in our work. According to the lack of data regarding types
of countermeasures which are implemented by each operator, we could not include items
such as implementation of anti-virus softwares, etc. in our consideration when we consider
security score. Therefore, only observable items are included in our checklist. Beside the
limitation regarding the observable data, consideration on other factors which could enhance
an evaluation of liquidity score would also lead us to other interesting implications.
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Chapter 5

Multi-Level Discussion

In the past, when most of the personal computers were used as a standalone workstation at
home or workplaces, users did not worry much about security threat and vulnerability. Actu-
ally, it might be because users were not aware or did not understand much about importance
of information security. The introduction of computer network allows users to connect to each
other in different places easily. Businesses take huge advantages from the use of computer
network to manage their branch offices, connect to their suppliers, sell their products, and so
on. By contrast, computer network also allows malicious parties to intrude the system easier
and faster. By launching a computer virus from one of the terminals in the network, the virus
spreads and terminal systems with no or weak protection are infected. In addition, plenty of
new techniques are introduced to steal information which is considered as a valuable asset to
the owners of that information from every level. Loss from such crimes is not limited to the
owners of the information but also some related parties. For example, when a cyber incident
due to information leakage occurs, not only the owner of the information (such as the owner
of a personal information) the firms which store that piece of information also lose their trust
to the customers. These are remarkable examples of modern crimes or cybercrimes.

Approaches aimed at reducing the security threat and vulnerability are different due to
what practitioners have to consider. That is because the introduced approaches must show
their results in different ways as mentioned by Matsuura in [98]1. Therefore, consideration
of security threat and vulnerability cannot be separated if the owner of the system wants to
introduce a secure system.

In Chapter 3, the interdependency of information security is studied as one of our empirical
studies to show the issue of network externalities in information security. This empirical study
shows that the issue of network externalities should be considered at the national level. On the
other hand, in Chapter 4, the security of Japanese loyalty network is raised as our main topic
to conduct empirical studies which consider the problem of network externalities in the firm
or organization level. The studies at both national level and firm/operator level show that the
impact of security incidents is expanded to its partners whether it is a region, an industrial
sector, or firm. The expansion of the impact occurs via inter-connectivity among nodes in the
network. Therefore, vulnerability of the system would be one of the very important issues.
That is because, once the system is breached, partners of the breached system could have

1To recall, definitions regarding vulnerability reduction and threat reduction are as follows: “vulnerability
reduction is called when countermeasure of information security is introduced so that the attack will fail. On
the other hand, “threat reduction” is called when countermeasures of information security is introduced so
that the attack will not occur”[98].
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a high possibility to be attacked. From these two chapters, we can see that security issues
under the problem of network externalities can occur at any level of information systems.

In this chapter, more discussions on network externalities are given with a consideration
on both levels. In our discussion, we give examples of what policy makers, operators, or IT
practitioners could earn when they understand the characteristic of the information security in
each level, as well as, the overall image. We raise an application or how to use the knowledge
of the multi-level of network externalities to guide operators of the loyalty programs.

According to our findings in Chapter 4, one of our implications shows that liquidity is one
of the important factors since higher liquidity could increase the impact from the security
incidents. Such evidence becomes an incentive to attack the system. In other words, such
incentive could increase the security threat to the system. Higher liquidity might lead to a
larger number of attacks. That is, the threat probability of the loyalty program with high
liquidity could be high. Security protection, which each operator introduces to its system,
would help reducing such treats. This is similar to our findings on the benefit of requesting
stronger security requirements2 and what Matsuura stated in [98].

Beside our discussions and suggestions to the operators of the loyalty programs in Chap-
ter 4, let us consider deeper on the four industries mentioned above by using the findings and
knowledge from Chapter 3 in this chapter. In our study, the four industries are suggested
to pay more attention to security issues since they have high or medium-high liquidity. The
four industries mentioned in Chapter 4 are Video picture, sound information, broadcasting
and communications (industry 17), Information services (industry 19), Transportation and
postal activities (industry 20), and Finance and insurance (industry 23). In addition, these
are industries where major security incidents occur. Example LPs which belong to these four
industries are as follows:
Industry 17 Softbank Point, Docomo Point, Pointalk, au Point, Chocom Point
Industry 19 T Point, Web Money, NetMile, PeX, G-Point, Rakuten Super Point
Industry 20 ANA Mileage Club, JAL Mileage Bank, Metro Point, Suica Point
Industry 23 World Present (by Mitsui Sumitomo Bank), Citi Rewards, Nanaco

5.1 Discussion from the Level of Security Expense and Activ-
ities

First of all, let’s take a look at how all the nine industries that provide LPs spend on informa-
tion security and how much they focus on the implementation of security measures. Fig. 5.1
shows the trend of an average size of the expense on security countermeasures of all the 26
industries. According to the data, the average value of the average size of the expense on
security countermeasures by 26 industries in 2012 is 86,284 US$ per firm and the median is
70,562 US$.

We also recall Fig. 3.7 in Chapter 3 and show Fig. 5.2 for the ease of consideration. This
figure shows the level of IS measure and the IS multipliers of 26 industrial sectors 3. According
to the data, the average value of IS measure in this table is 8.7569 and the median is 7.7254.

According to Fig. 5.1 and Fig. 5.2, the level of IS measure of the nine industries that
operate LPs varies from low to high. More than half of the industries that operate LPs

2Supportive findings to Hypothesis 1 in Chapter 4 that the stronger security requirements in registration,
authentication, back-up authentication would reduce the impact from security incident.

3Data of the year 2012.
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deploy IS measures above average, only three of them invest in security countermeasures
above average. Five out of the nine industries which deploy IS measures above average are
industries 19, 23, 16, 09, and 17, respectively4. And the three industries which invest in
security countermeasures above average are industries 23, 19, and 16, respectively5.

Next, let’s focus on the four industries where major incidents occurred at their LP systems.
The summary of the levels of average size of the expense on security countermeasures and IS
measures of the four industries is shown in Table 5.1.

From Table 5.1, we can see that the level of expense on security countermeasure and the
value of IS measure of industry 20 (Transportation and postal activities) are below average.
Therefore, the LP systems from this industry could be the weakest link in the system when
we consider their investment on and deployment of information security.

Table 5.1: Conclusion of the levels of average size of expense on security countermeasures and
IS measures of four industries with LPs where major security incidents occurred.

Industry
ID

Industry Name Level of the
Average Size
of Expense

Level of IS
Measure

17 Video picture, sound information, broad-
casting and communications

below average above average

19 Information services above average above average

20 Transportation and postal activities below average below average

23 Finance and insurance above average above average

Unsurprisingly, according to our survey on security incidents that happened to LPs in
Chapter 4 , airlines, the member of industry 20, is one of the industries attractive to malicious
parties; for example, [6], [70], [78], [92], and [153]. Therefore, LPs from this industry are
recommended to consider more efforts on security investment and activities.

Additional consideration of the investment in information security is also suggested to the
operators of LPs from industry 17. For this case, not only the level of average size of expense
on security countermeasure is lower than average, but also the activities of this industry highly
depend on information systems according to the result shown in Fig. 3.4 in Chapter 36.

Although the results of industries 19 and 23 in Table. 5.1 are above average, they still have
to be careful about issues regarding information security. That is because many LPs in these
two industries act as an origin LP that connects with several partners among the network
7. Furthermore, as mentioned above, these two industries include LP operators where major
incidents related to information security occurred.

4Ordered from high level of IS measure to low level of IS measure.
5Ordered from large average size of security expense to small average size of security expense.
6Industry 17 is the industry of Video picture, sound information, broadcasting and communications which

is included in the sector of ICT in Fig. 3.4.
7Refer to Fig. 4.5 in Chapter 4 for the image of the network of the Japanese loyalty program.
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Figure 5.1: Average size of expense on security countermeasure of 26 industries in 2012 (in
US$). Refer to Table 4.2 for the name of industries.
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Figure 5.2: [Recall] The level of IS measure and the IS multipliers of 26 industrial sectors.
Calculated from Data of the year 2012 in [104] Refer to Table 4.2 for the name of industries.
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5.2 Discussion from the Characteristics of Interdependency

Next, we consider the characteristics of interdependency under information security risks in
the nine industries which operate LPs. We also focus on four industries where major security
incidents such as [6], [50], [107], [78], [137], [153] occurred. These are the four industries which
we suggest the operators to be careful because they might have greater threat probability due
to high liquidity.

In order to refer back to our findings of five-classes of sectoral interdependency in Sec-
tion 3.6.1, let us introduce the industry mapping table between industries in the data of year
2006 and the data of year 2012 so that the readers will be able to follow. The detail of mapped
industries between 12 industries in the data of year 2006 and 26 industries in the data of year
2012 is shown in Table 5.2.

According to the characteristics of sectoral interdependency in Section 3.6.1, the nine
industries which operate LPs have characteristics of sectional interdependency as of class 1,
2, and 3:
class 1 contains industry 16
class 2 contains industry 09, 17, 19, 20, 22, and 26
class 3 contains industry 13 and 23 8.
The main features of these classes of characteristics of sectoral interdependency are that they
have high self-dependency (all of the three classes) and high interdependency when tested
with critical sectors (only class 2 and 3). Furthermore, industries 13, 20, 23, and 26 are
considered as critical sectors.

The above characteristics emphasize that the interdependency is one of the important
factors in the network of loyalty programs in Japan. Since the security breach at systems
from industry such as industry 20 (i.e. LPs provided by airline) would highly affect their
partner LPs. That is not only because of the fact that LPs from this industry are highly
liquid and being attractive to attackers, but also because it acts as one of the critical sec-
tors as well. Thus a consideration on national-level of network externalities emphasizes our
suggestions, especially to industry 20, to pay more attention to the investment in security
countermeasures and deployment of security activities. It also shows a similar trend of the
security characteristics that exist in both levels.

8Although the sector of Financial, insurance and real estate (IND 10) in data of the year 2006 is considered
as having the characteristic of class 4 in Section 3.6.1, its sub-sector of Financial and insurance has the
characteristic of class 3. Thus we classify industry 23 (data of the year 2012), which has no sub-sector of real
estate, as class 3 here.
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Table 5.2: Mapping table of industrial sectors between data from years 2006 and 2012.

12 Industrial Sectors 26 Industrial Sectors
for data in year 2006 for data in year 2012

Sector
ID

Sector Name Sector
ID

Sector Name

01 Agriculture 14 Agriculture, forestry, fisheries, co-
operative association and mining

02 Mining

03 Manufacturing - Food & Beverage 01 Manufacture of food, beverages, to-
bacco and feed

04 Manufacturing - Metal 07 Manufacture of iron and steel
08 Manufacture of non-ferrous metals

and fabricated metal products

05 Manufacturing - Machinery 09 Manufacture of electrical machin-
ery, equipment and supplies

10 Manufacture of information and
communication electronics equip-
ment

11 transportation equipment
12 Miscellaneous machinery, equip-

ment and supplies

06 Manufacturing - Other 02 Manufacture of textile mill products
03 Manufacture of pulp, paper and pa-

per product
04 Manufacture of chemical and allied

products
05 Manufacture of petroleum, coal and

plastic products
06 Manufacture of ceramic, stone and

clay products
13 Miscellaneous manufacturing indus-

tries

07 Construction 15 Construction

08 Utilities 16 Electricity, gas, heat supply and wa-
ter

09 Commerce & Logistic 20 Transportation and postal activities
21 Wholesale trade
22 Retail trade

10 Financial, Insurance, and Real Es-
tate

23 Finance and insurance

11 ICT 17 Video picture, sound information,
broadcasting and communications

19 Information services
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Table 5.2: Mapping table of industrial sectors between data from years 2006 and
2012(Cont’d).

12 Industrial Sectors 26 Industrial Sectors
for data in year 2006 for data in year 2012

Sector
ID

Sector Name Sector
ID

Sector Name

12 Services 18 Newspaper and publishing
24 Medical and other health services

(exclude national services)
25 Education (exclude national ser-

vices) and learning support
26 Miscellaneous non-manufacturing

industries
Note: Table 3.1 is referred for the mapping.

5.3 Discussion with Consideration on Network Externalities,
Threat, and Vulnerability in a General Aspect

As we mentioned at the beginning of this chapter, introduction of computer network raises the
importance of the problem of network externalities to the field of information security. Since
a computer network links numbers of computers together, an attacker has plenty of choices
to attack at the same time. In this section, we would like to discuss network externalities,
security threat, and vulnerability of the system in general.

In a general aspect, an economic problem (e.g. recession, etc.) could be one of incentives
that motivate malicious parties to attack systems for economic benefits. An example is the
case of breaking into LP systems where attackers steal some amounts of points from victims’
accounts. Or the case of stealing personal information which is now considered as a valuable
assets. Besides that, the cause of cybercrimes might come from personal motivation. In this
case, a person might decide to attack his friends or company where he works just because
the person gets angry with them[100]. Ideologically motivation or moral motivated cause
is another cause to cybercrimes. Attackers might initiate some attacks due to their moral
reasons. Mercer gives an example of bot attacks on the servers of financial companies (e.g.
Visa, Master) as a reaction to their decision of not allowing their cardholders to donate to the
WikiLeaks. In a cyber security aspect, vulnerability might be the first incentive for attackers
to intrude systems (i.e. threat introduction). That is because the system with weakness
requires less time, easier techniques, and less cost to complete the attempt.

Let us compare two different systems, one of which includes a firewall as one of its security
protections while the other does not have a firewall. We assume that both systems have
information which the attacker wants. Once the attacker found the difference, the system
with no firewall then likely becomes the target. In such a case, the firewall acts as an element
which helps reducing security threat to the first system with the implementation of firewall.
We might also be able to imply from the implementation of a firewall at the first system
that the first system would be stronger in the sense of security (i.e. lower vulnerability).
This is quite similar to our findings in Chapter 4 that implementing stronger security-related
requirements or adding some kinds of techniques (e.g. CAPTCHA) could help reducing the
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impact from security incidents. Such situation can be considered as a context of threat
reduction. That is, the implementation of protection techniques helps screening the access so
that malicious accesses are blocked.

Possibility of the security breach at the targeted systems also depends on other security
techniques used in each system. For example, implementation of some protections with up-
dated security patches (e.g. anti-virus software, etc.) would help reducing the chance that
the attack will be successful. These implemented techniques also help reducing security vul-
nerability at a specific system in the network. Up-to-date and stronger protection help a
system become more robust. By removing the weak point in the network, one can expect
better security of the overall network. In contrast, in this situation, a good protection at
one of the systems in the network could increase the security threat to another system in the
same network. These are results from the existence of network externalities. Therefore, we
could see that the issue regarding network externalities has both advantage and disadvantage
either direct or indirect.

In addition, how to manage existing security resources is also important to reduce the
possibility of the security breach. By this, an organization might provide its staffs basic
education on information security. The rule or policy about information security is also
important to keep the security in track. In addition, security assurance systems should also
be included in a basic policy.

Since our studies focus on the Japanese information security, we use Japan as our example
in this discussion. Information security is one of the topics which the Japanese government
concerns. In 20069, the First National Strategy on Information Security – Toward the real-
ization of a trustworthy society was launched[73]. Three years later, National Information
Security Policy Council launched the Second National Strategy on Information Security –
Aiming for Strong “Individual” and “Society” in IT Age[109]. According to the two gov-
ernmental documents mentioned above (i.e. [73] and [109]), as well as, a recent document
of the Basic Policy of Critical Information Infrastructure Protection (3rd Edition) which
was launched in 2014[74], we could see that information security in sectoral perspective is
considered in their discussion; i.e. consideration on critical information infrastructures[109].
Network externalities of information security also shows its importance to the overall network.
We could see that the topic of interdependency is also mentioned in [74]. Consideration on
adding one of the industries as critical information infrastructure in [74] due to the interde-
pendency with the current critical information infrastructures could be one of the supportive
examples. However, information security in regional perspective is slightly lacking in their
consideration. In national level, more attention is paid to the governmental elements; i.e.
security sharing between local government offices[109]. To employ suitable security at the
system, policies or framework regarding information security management at national level
would guide firms and organizations from a large viewpoint. Combinations of characteristics
of interdependency of information from sectoral and regional perspectives would enrich detail
in the guideline. That is because interdependency of information security on some industries
shows high self-dependency. In fact, more than half of 12 industrial sectors in Chapter 3 have
this property. Hence, consideration from the sectoral perspective only might not be enough.
This combination would show a big image of information security. Furthermore, it would also
be very important to the high-level network.

General instructions and encouragement are also important to normalize the information

9The mentioned year refers to what is said on the first page of the translated version of the document.
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security activities among firms. That is because the use of IT systems and information man-
agement at each firm are different according to the firms’ policy [74]. In addition, information
security breaches can also occur in any systems from any industries in the network. For ex-
ample, in our study on loyalty programs, we consider security of the firms which operate LPs.
Therefore, information security of only the nine industries is mainly considered when LPs are
focused.

Although information management is different due to firms’ policy, the general guideline
would be useful to operators to manage, implement, and invest in proper security techniques
or policy. For example, in the case of the Japanese LPs, security-related requirements at each
system have no common rule. That is, each system introduces its own pattern to ask their
customers at registration, authentication, and back-up authentication processes. By this,
their requirements might relate to what they want to know, as well as, what they think it
would make their systems secure. However, what they require might not be enough in terms
of information security. Allowing customers to use free mails or information which cannot be
certified to become a member could lead to further serious crimes both in physical and cyber
environments. In such cases, the general guideline which provides a list of basic requirements
would help operators of the LPs implement more proper systems. With the standard, LP
operators might concern more on topics which they have never concerned before.

Let us use LP systems as our example to show an importance of consideration of multi-
level findings and how a group of businesses should consider in general. According to our
studies in Chapter 4, we found that the security level of the origin LP shows indirect influence
on the destination LP through the size of the impacts from security incidents. This finding
emphasizes the influence of interconnectivity between systems in the network. Better security
management at the origin LP would also increase the security of the destination LP. With
better security management at the origin LP, the vulnerability of the overall network is then
expected to be reduced.

However, due to our survey, most Japanese LP can act as both origin LP and destina-
tion LP. That is, to reduce the impact from the security incident, one consideration which
the operators should also keep in their mind is to introduce secure transaction mechanisms.
This is what operators should consider besides implementing strong security requirements for
registration, authentication, and back-up authentication processes.

With the above consideration, vulnerability at each process should be reduced. The
stronger protection will then becoming a sign for attackers that they might have to spend
more efforts to break into the system. On the other hand, in the case that the system is
breached, proper requirements for all processes would help increasing traceability of attackers.
Thus, the digital forensic after the incidents would become more efficient. Such advice could
be included in the security management policy especially for LP operators, in general.

If we consider other types of businesses, information security of the considered group
of industries would be changed according to a specific type of business. However, general
consideration of information security at national level still be necessary since all types of
businesses share some characteristics in common. For example, recall our five classes of
sectoral characteristics of interdependency of information security in Chapter 3. In this
case, different industries share some common characteristics according to the class that each
industry belongs to. Lack of consideration on interconnectivity among nodes in multi-level
perspectives could make IT practitioners improperly invest in information security. Problems
such as over- or under- investment might occur. Thus, vulnerability, threat, and security risk
of a specific system might not efficiently reduce by the improperly invested amount.
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5.4 Network Externalities and Results from Multi-level Anal-
yses

Under the consideration of network externalities, we can see a similar pattern of relationship
between impact from security incident and the concept of liquidity in both levels. In the case
of national level, the expansion of the impact from security incidents likely concentrates on
the groups of sectors which have high self-dependency and high interdependency when tested
with critical sectors according to the results (i.e. sectors in classes 1, 2, and 3 of sectoral
characteristics). Furthermore, sectors in the class where the feature of high self-dependency
exists might suffer more from security incidents. The main supportive reason comes from
our result which shows a positive relationship between the level of IT dependency10 and the
characteristic of security interdependency. For example, ICT, Machinery, and Services are
sectors with a high level of IT dependency11. Their characteristic of interdependency of in-
formation security falls into class 2 which has high self-dependency and high interdependency
when tested with all critical sectors. Industries which have high interdependency with more
features would gain higher loss or impact from the security incidents because security at their
systems relies on security of others more than those with fewer features.

For the case of sectors in class 2 and 3 where high self-dependency is also feature of their
characteristic, besides impact from security incident at the critical sectors, sectors in these
two classes would also receive impact from firms in the same industry. In the latter type of
impact, although the impact would likely be limited inside the sector, we could expect the
expansion through regional connections. Therefore, sectors in these classes where feature of
high self-dependency exists could suffer more.

From the above discussion and results, higher interdependency would mean higher in-
terconnectivity between systems. It can also imply higher usage among connected edges.
Finally, these available interconnections could refer to higher liquidity of the system. Then
more available channels or services are expected to nodes with high interdependency. There-
fore, it corresponds to the concept of liquidity in cyberspace. Such scenario let us be able to
consider in the same way as in the scenario of Hypothesis 2 in the firm/organization level.
That is, the impact from security incidents relates to the liquidity of the LP; the higher
liquidity, the higher expected impact from the security incident.

5.5 Conclusion

According to our discussion, we could see that the knowledge of multi-level network external-
ities helps us understand more about information security. Such understanding could be used
for setting the future direction of information security by policy makers and practitioners to
raise the level of security of their systems, as well as, the security of the overall network.
By properly investing an adequate amount on security countermeasures, and properly imple-
menting security-related activities, vulnerability and threat are expected to be reduced.

10Level of IT dependency lets us know how each sector rely on IT systems. The higher value also implies
that the sector uses/spends more on IT systems.

11Refer to Fig 3.4 for the trend.
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Chapter 6

Conclusion

In this thesis, empirical analyses on the topic regarding network externalities of information
security are conducted. We consider multi-level of network externalities since this problem
could occur at any level in the information network. Findings and implications in the studies
also show importance of study on economics of information security. Understanding char-
acteristics of information security in both levels would provide policy makers, operators, IT
practitioners more ideas on how to properly manage and invest in information security.

In the following, we summarize the contributions of this thesis. Furthermore, we also
provide future directions regarding our studies at the end of this chapter.

6.1 Summary of Contributions

6.1.1 National-level Network Externalities

In the study regarding national-level of network externalities, there are two main contribu-
tions. Firstly, we conducted the empirical study to find sectoral and regional interdepen-
dencies under the influence of information security risks. In order to analyze the interde-
pendency in both perspectives, we extended the basic economic methodology introduced by
Dietzenbacher and Van der Linder in [34] and the information security-related methodology
introduced by Tanaka in [150]. After that, the result collection process was introduced to
classify the characteristics of interdependency for Japanese industries and regions. We also
found some empirical findings which are useful for the understanding in the national-level.

The second contribution is related to the change of interdependency according to the
impact from the Great East Japan Earthquake in 2011. Beside the basic model, we introduced
the methodology to find the impact from the Great East Japan Earthquake. Additional
consideration on the damage from the quake was added to find the impact from the disaster.
Then, we compared the interdependency before and after the disaster. The findings showed
that the impact from such disaster would be limited in some industries, as well as, regions.

6.1.2 Firm/Operator-level Network Externalities

In the study in firm/operator-level, we focused on the network of the Japanese loyalty pro-
gram. Due to our knowledge, researches on the loyalty programs are mostly conducted in
the field of marketing and economics. However, the security of the loyalty programs is not
well-studied.

82



Firstly, we introduced the concept and definition of liquidity of loyalty programs. Accord-
ing to our concept of liquidity, we investigated the network of Japanese loyalty programs.

After that, the linear regression analyses were conducted to find security-liquidity impli-
cations. The actual security level was introduced to indicate the security in each LP system.

Finally, several implications and suggestions were introduced to the operators of loyalty
programs.

6.1.3 Discussion on the Multi-level Network Externalities

To show the usefulness of findings from our studies in both levels, we gave an example of how to
use those knowledges to suggest firms or policy makers on the issues of information security.
Besides that, we also discussed network externalities, security threat, and vulnerability of
systems in general. Discussion in this part will help readers understand more about the
reason why multi-level externalities are important in the field of economics of information
security.

The case of the Japanese loyalty program is used as our example. In the discussion, we
referred to the level of security activities (the value of IS measure), characteristics of sectoral
interdependency, the average size of expenditure on security countermeasure, and the level of
liquidity.

Our results showed that knowledge of network externalities from the national-level can be
used to emphasize our suggestions at the firm level, and vice versa.

6.2 Future Work

There are still challenges which are interesting related to our work. Especially, we can find
important challenges related to the network externalities of loyalty programs. That is because
points from a loyalty program is considered as one of virtual currencies. With high competition
in marketing, shops and service providers introduce their own loyalty programs to motivate
more customers. By this, many operators also allow their customers to manage or use their
possessed points online. Thus, the network of the loyalty programs is expected to become
larger and larger. This expansion then becomes an incentive to cybercrimes. Another reason
is that LP systems are used by general customers who might not be familiar with how to
deal with password security well. Although there’s a sign from the side of Canada that more
customers concern more about their privacy[18], many of them are more interested in joining
the LP for financial benefits. Therefore, LP systems might be another targeted system in
cybercrimes.

However, the analysis of network externalities and security issues of LP systems from the
view of economics of information security are quite new and limited. Even in a recent article
about security incidents on loyalty programs gives its title as Loyalty Rewards Programs: A
New Cybercrime? [32].

In Chapter 4, we introduced the definition of the liquidity of LP by considering elements
in the network of loyalty programs. That is, we considered the type of edges between nodes
(i.e. a specific LP and industries), and the number of partners linked to a specific LP (or
industry). However, there are still other factors related to the liquidity: for example, duration
that the customer has to spend to exchange their points from a particular system to another,
or loss of value according to the exchange rate between LPs, etc.
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Other concerns on security of LPs such as the probability of money laundering and an
impact from the data breach where an LP is one of the main players are also interesting. In
fact, for the case of money laundering, there are several evidences that the stolen points from
loyalty programs are sold in the dark online market. Clear examples can be seen from the
recent case of the security breach at Hilton HHonors. According to [117], 833,000 stolen points
was sold for $20 worth of Bitcoins, in this case. This is just one of several evidences that the
loyalty points can be used for money laundering. Another concern which we mentioned above
is the impact from the data breach where LP becomes one of the players. In this case, data
breach at the LP could lead to several security concerns, especially issues on risk management
and privacy from the trading of breached information.

These are only a few examples of our future directions.
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