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Chapter 1

INTRODUCTION

In this thesis, we first start with the human vision and the general computational vision
chip, then develope our discussion to a specific motion detections on the focal plane,
and finally propose and implement prototypes of vision chips concerning about imaging,
edge detection and very fast motion vector detection on the focal plane.

1.1 Background and Purpose

The motion vector estimation usually requires high computational complexity and con-
sums much of CPU time in conventional image processing system. In real time imaging
and coding application, the reduction of high computational complexity of the motion
estimation while preserving reasonable performance is always of a great concern. Many
fast algorithms'»? as well as some real time hardware designsP®:B] have been pro-
posed, however, since a CCD camera, a lowpass smothing filter, A/D converter, as well
as powerfull CPU or DSP are needed, not only the cost is expensive, the size is large,
but also the highest estimation speed is limited by its bottle neck between a sensor and
2 Processor.

Because of the difficulties of designing a conventional 2D motion vector estimation
on the tiny focal plane, it is quite neccessary for us to work out a new way of estimating
vectors on the sensor focal plane. Thinking of the imaging process with a high rate of
100 ~ 1000 frames/sec, this kind of high speed imaging makes the changes in position
very small between two succesive frames of neighboring pictures.

By making use of this feature, a fast estimation of 2D motion vector on the CMOS
sensor plane is proposed here by using block matching with a small search window
which can be reduced to 2 x 2 and with a small search area of (+1, £1) pixels around the
intentinal area. It firstly binarizes the detected edge information after the analog photo- |
electronics conversion and then performs the block matching by the edge information.
In this way, the motion vector detection procedure can be clearly described by the



1.1. BACKGROUND AND PURPOSE

1. High Speed Imaging :
(100 ~ 1000 Frames/sec. )

by a pixel array integraded by N x N
photo diodes in parallel architecture.

2. Edge Detection :
binary edges are detected horizontally
and vertically in parallel architectures

3. Memory:

detected binary edges are stored into two
N x N memory array

one for horizontal edges
an other for vertical edges

4. Block Matching :

block size: 2x 2 pixies
search area: (+ 1, +1) pixels

local pixel paralle and globle collumn paralie
processing ALU architecture for high speed

5. Motion Vector Output :

detected motion vectors are output
in index digits after a priority optimazation

Figure 1.1: A general flow of the motion vector detection on a vision chip’s focal plane
with high frame rate imaging(100 ~1000 frames/sec) and small size of block matching.
The vision chip can be implemented by ananlog/digital mixed CMOS process.

5



1.1. BACKGROUND AND PURPOSE

procedure in Fig. 1.1.

By using a submicro analog-digital mixed CMOS techology, the implementation of
this vision chip can be illustrated by Fig. 1.2, which consists of the following main
fuctions and therefore intends to detect a motion vector for every pixel and results in a
motion field of vectors.

1. Imaging by MOS photo diode array:
The imaging ability on the focal sensor plane can be designed by a N x N MOS
photo diode (PD) array in parallel, all of these PDs are reset at the same time for
getting a synchronizing integral time.

2. Edge detection:

N x N horizontal edges and N x N vertical edges are detected in time multiplexed
sampling.

Picture taken
‘ by the
|| Smart Sensor

mag | .
Sequence =

N
[Motion Vector Estamation |

Figure 1.2: A Smart vision chip designed with the ability of imaging, edge detection,
and motion vector estimation which can result in a motion field of vectors by estimating
the motion vector for every pixel.

3. Memory arrays:
The current frame edge information is stored dynamically into two N x N 4-bits
memory arrays, one for horizontal edge and the other for vertical edge. They can
be switched into two previous frame edge memory array.

4. Block matching for motion vector detection :
To perform a block matching operation by 2 x 2 edges in current frame with the
corresponding 4 x 4 edges in the previous frame in a LPGCP architecture.

6



1.2. MAIN CONTENTS OF THE THESIS

5.

Three kind of outputs:

As is shown in Fig. 1.2, there are 3 kind of outputs by this vision chip.

e imaging ‘

e edge imaging

¢ index numbers among {0,1,2,....8} are put out as the matched motion vectors
after an arbitration optimization.

1.2 Main contents of the thesis

The main construction for this thesis consists of 8 chapters. It is listed bellow:

CHARPTER 1 INTRODUCTION

CHARPTER 2  VISION AND COMPUTATIONAL VISION CHIP
CHARPTER 3 FOCAL PLANE PROCESSING FOR MOTION DETECTION
CHARPTER 4 EDGE DETECTION AND BLOCK MATCHING ANALYSIS

CHARPTER 5 CIRCUIT DESIGN OF THE EDGE DETECTION, MEMORY
AND MOTION VECTOR DETECTION ON FOCAL PLANE

CHARPTER 6 PROTOTYPE IMPLEMENTATION AND SPECIFICATION
CHARPTER 7 EVALUATION AND EXPERIMENT

CHARPTER 8 @ CONCLUSION



Chapter 2

VISION AND
COMPUTATIONAL VISION
CHIP

2.1 Introduction:

Can we simulate ourselves with the up-to-date technology? Clearly speaking, can we
make use of electronics, biology and optics to implement some devices in order to imatate
some functions of our own? From the history of the development of human beings, we
can get a certain answer. ]
Human eye is one of the first element which the electronic engineerers are interested
in. By a comparative studies between the human eyes and the vision silicons, we are
making a great effort to realize some primary but marvellous functions of the precise
eyes with the combinations of simple silicon element and signal processing technology.
T. Poggio, V. Torre, and C. Koch!® once stated that vision chip or computational
vision is the field of visual information processing. The main objectives of computer
vision are to develop image understanding systems and to understand the human vision.
Early vision is the set of visual models which can extract such physical properties of
the object under view as distance, orientation, reflectance, color, texture, and so on.
Several obstacles have been circumvented and efficient algorithms have been developed
in implementing the hardware of the early vision system([8], Image acquisition and
the spatio-temporal smoothing for noise removal can be performed in the human-eye
like silicon retina chipl®. But the feature extraction processing is the next step which
emphasizes some important properties of the image by more complicated algorithms. In
this Chapter, we will discuss some fundmental vision ability of silicons compared with
the human eyes and give a short survey®? on this subject.



2.2. PROPERTIES OF OUR EYES

2.2 Properties of our eyes

As we know that our human eyes have three invarant features, since all these charicristics
are important in implementing vision chips, we should keep these features in mind when
we devise any algorithms on the vision chip. Therefore, let’s study our eyes first.

1. Space Invariant

When we make a servey on an object and make our eyes close to the object, we
can see that only the concentrate center is enlarged, while the other part reminds
almost unchanged so as not to interfere our attention, this is called space invariant.
It explains that the eyes can pre-precess the image on the retina with a logarithm
operation. When the distance between the eyes and the observed image changed,
the size of the image on the retina will change accordingly, but after the logrithmic
operation, the image input the brain will remain almost the same as before, that
is the effort of the space invariant.

2. Brightness Invariant
When an object is getting close to our eyes, we can fell that the brightness of the
object is much less than the brightness that the Radium Theory measures, this
feature of the human eyes is called the brightness invariant.

If the general energy on the retina is |

E= /G(r)dr (2.1)
then the general energy on the vision neuron is

B = / F(uw)du (2.2)

here, u = In(r)

We can see that the density F(u) of the output is correspond to the brightness
distribution G(r) of the image on the retina. The logarithm opration makes the
intgration area in formula (2.2) change a little when the observed object moves.
Therefore the general energy in formula (2.1) remaims almost unchanged.

3. Time Invariant
Time invariant is a kind of quick tracing ability, it makes the twinckle moving
object form an image on the tissue in a fixed position in the eyes. The human
eyes have an averaging ability when observing object, so we can find some target
by a longe time staring even in the dark night. An experiment can be made with
a battle of water. Since the statistical average of the water level is quite, when

9



2.3. LIGHT DETECTING AND TRANSDUCING BY SEEING SILICONS

the center of the statistical picture is found, we can put all the centers together
and convolute all the pictures taken by the camera. In this way, we can finally
obtain a clear edge picture. This experiment properly simulates the time invariant
feature of the human eyes.

2.3 Light Detecting and .Transducing by Seeing
Silicons

From now on, let’s turn our attention to the magic silicon. In a similar way like the
eye's system, the primary tasks of vision chips are detecting the light intensity and
transducing it into some electrical parameters, voltage or current, and subsequently
processing the signals from an array of detectors, in spatial and temporal domain.

2.3.1 Logarithmic Sensor Using MOS Diodes

The simplest circuit for converting the photocurrent to voltage is the logarithmic conver-
sion circuit!'® shown in Fig. 2.1. The logarithmic function is a result of the subthreshold
operation of the diode connected MOS transistors. As the input photocurrent is usually
very small and falls within the subthreshold region of a MOS diode, the current-voltage
relationship is determined by '

I :, %/—Ipoeﬂ:p(g;%) (1 diode)
w vV 1 :
I = ffpoexp(a—; T n) (2 diodes)
w V 1 .
I = —-L—-IDOC.’IZ'p(U—Tm) (3 dzodes)

where W and L are the width and length of the transistor, respectively. I is the input
photocurrent, n is the subthreshold slope factor, Ip, is a process dependent parameter,
and V is the output voltage. This circuit has been the workhorse of many vision chips.
In many designs this circuit is used because of its small size and large dynamic range. At
low light levels, however, the circuit illustrates a very slow response, which necessitates
longer settling times.

A disadvantage of this circuit is the extreme compression on the input signal. If
the implemented algorithm needs to differentiate between signals, the logarithmic com-
pression reduces the chance to detect such differences. This is specially true for motion
detection chips. When the contrast of the input image is low, the logarithmic compres-
sion reduces the contrast to such low levels that in many cases only very large contrast
edges can be detected.

10



2.3.  LIGHT DETECTING AND TRANSDUCING BY SEEING SILICONS
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Figure 2.1: A logarithmic photocircuit with two series MOS diodes. Simulation results?
for three cases.

2.3.2 Pixel Output: 1T-pixel, 2T-pixels and 3T-pixels

The architectures for pixel output are tipically represented by using 1T-pixel, 2T-pixels
and 3T-pixels circuits, as shown in Fig. 2.2.
The 1T-pixel requires column amplifiers which introduce offset non-uniformity.
The 2T-pixel avoids charging and discharging of the bus-lines.
The 2T-pixel can cancellate the offset and the correlated double sampling(CDS).

(@) 1T pixel (b) 2T pixel (c) 3T pixel
Select
_L Vdd
Select o
Q
£
1 c2 — c2 G Fe
! [N
cl . g
W 2
== Vss
, == Vss J‘T_:7 = Vs g
=
LT [e (T Ye :
Reset é 2 9
Reset g
° esel g el
o
~ g

Figure 2.2: (a) 1T-pixel; (b) 2T-pixels; (c) 3T-pixels.



2.4. COMPUTATIONAL VISION CHIP

2.4 Computational Vision Chip

Computatinal/Smart vision systems on one chip®!% will be an inevitable component
of future intelligent systems. Conventional vision systems, based on the system level
integration or even chip level integration of an imager (usually a CCD camera) and a
digital processor, do not have the potential for application in general purpose consumer
electronic products. This is simply due to the cost, size, and complexity of these systems.
Because of these factors, conventional vision systems have mainly been limited to specific
industrial and military applications. With the development of VLSI, some processing
abilities, which include both the photosensors and parallel processing elements (analog
or digital) attached to the sensor itselfl™}E17 have been under researchs in recent years
and illustrate promising capabilities.

2.4.1 Study the Advantages and Disadvantages of Vision Chip

When compared to a vision processing system consisting of a camera and a digital
processor, a vision chip provides many system level advantages.

e Speed:
The processing speed achievable using vision chips exceeds that of the CCD
camera-DSP combination. A main reason is the information transfer bottleneck
between the imager and the processor. In vision chips, information between vari-
ous levels of processing is processed and transferred in parallel.

e Dynamic range:
Many vision chips use photodetectors and photocircuits which have a large dy-
namic range over at least 7 decades of light intensity.

o Size:
Using single chip implementation of vision processing algorithms, very compact
systems can be realized.

e Power dissipation:
Vision chips often use analog circuits which operate in subthreshold region. There
is also no energy spent for transferring information from one level of processing to
another level.

e System integration:
Vision chips may comprise most modules, such as image acquisition,-and low level
and high level analog/digital image processing, necessary for designing a vision
system. From a system design perspective this is a great advantage over CCD
camera-DSP option.

12



2.4. COMPUTATIONAL VISION CHIP

On the other hand, a single-chip imager systems has its own shortcomings and lim-
itations:

e Sensitive reliability of processing
e A low fill-factor and a low resolution
o Difficulty of the design, time consuming and error-prone

o Less Programmable ability

2.4.2 Spatio-Temporal Image Processing Vision Chips

Recently, new technology and process are introduced to implememt variety of vision
chips. The typical processes are:

e CMOS

e BiCMOS, i.e. pnp-type bipolar transistor(high current driving capability) jointly
with CMOS transistor(low static power consumption)

e GaAs MESFET, HEMT, etc.
The typical vision chip for spatio and spatio-temporal image processing are:

e Mead’s adaptive retina

Standley’s orientation detection chip

Moini et al.’s insect vision-based motion detection chip

Meitzler et al.’s 2D position and motion detection chip
e Etienne-Cummings et al.’s Motion Detector Chip, etc.

which are implemenmted by the above new processes.
But, research shows that there are some problems in them when using these new
processes, such as those:

o Complexity
e Mismatch
e Digital noise

The details about these subjects are fully discussed in the references [9],[10], [18], and[26].

13



2.5. SPATIAL PROCESSING WITH LINEAR RESISTIVE NETWORKS

2.5 Spatial Processing with Linear Resistive net-
works

2.5.1 Resistive 2D Gaussian filter

A large number of vision chips, either spatial or spatio-temporal, require processing of
information within a neighborhood. Resistive networks have been known as a method
of providing local interaction between cells with minimum requirement in terms of space
and interconnection. Although general network theories are very helpful in understand-
ing the type of functions realizable using resistive networks, it is in general very difficult
to find a resistive network suitable to a specific problem. There are a number of resistive
networks that have been fully analyzed and characterised.

1. Linear Resistive networks

.-.‘
P —

[

Figure 2.3: resistive 2D mesh network using negative impedance converters for imple-
menting a Gaussian filter

The exponentially decaying smoothing function is not generally used in image
processing algorithms, but as it is the simplest network providing spatial smooth-
ing, it has been preferred over more complicated and area consuming networks,
for example the Gaussian filtering in VLSI implementations. The errors due to
device mismatch are usually prevalent and exceed the difference between an ex-
act Gaussian function and an approximated exponential function. Therefore, it

14



2.5. SPATIAL PROCESSING WITH LINEAR RESISTIVE NETWORKS

Negative Impedance Converter

I 1,

v (A B
! C D] Vz

-

For the ideal Negative Impedance Converter :

I1 12

Figure 2.4: NIC scalling transformation. When a negative resistor is realized by NIC,
the circuit size and sensitivity are two big factors for the VLSI integration.

is rather unnecessary to use more accurate approximates, unless the specific al-
gorithm heavily relies on the shape of the function, and device mismatch can be
controlled within the desired range. The resistive network can be extended to two
dimensions.

Kobayashi et all'l used a hexagonal resistive network, shown in Fig. 2.3, realised
a Gaussian filter, which has a 45 x 40 array of photodetectors and resistive grid
on a 7.9 x 9.2mm chip, using a 2 4 m CMOS process.

2. NIC Theory and Negative Resistive networks

Linvill started the use of NIC in active network application as early as in 1954. But
in using of NIC may result in high sensitivity and unstablel"?s13]. The research of
NIC has acquired many progresses recent years and it has developed a variety of
usages in active filtering as well as image processing. As a review, the fundmentals
of NIC scalling and transformation are shown in Fig. 2.4.

For the purpose of image detection and smothing, the architecture of an active
resistive mesh containing both positive and negative resistors to implement a Gaus-
sian convolution in two dimensions is used in vision chips. Kobayashi et al’s 2D

15



2.5. SPATIAL PROCESSING WITH LINEAR RESISTIVE NETWORKS

et

R P

Figure 2.5: Architecture of Mahowald and Mead’s silicon retina.

mesh with negative resistors between second nearest neighbores, shown in Fig.
2.3, illustates a typical example of the application of negative resistors in this
area. The realization of the negative resistors is generally by NIC. But the sim-
plification to the general NIC is neccessary if we try to realize smaller size, low
power dissipation Gaussian filters on the focal plane.

2.5.2 Mahowald and Mead’s Silicon Retina.

Mahowald and Mead’s silicon retina chip!® is one of the first vision chips which imple-
mented a biological facet of vision on silicon. This retina is based on models of compu-
tation in distal layers of the vertebrate retina, which includes the cones, the horizontal
cells, and the bipolar cells. In this silicon retina the cones have been implemented using
parasitic phototransistors and MOS-diode logarithmic current to voltage converters. In
those implementations two separate smoothing networks with different smoothing con-
stants are used. The corresponding outputs of the two smoothing networks are then
compared using a differentiating function, such as division or subtraction.

2.5.3 Central region of foveated CMOS Retina

A foveated CMOS vision chip designed by IMECI is shown in Fig. 2.6. The chip has
a foveated rectangular region in the middle with high resolution and a circular outer
layer with decreasing resolution.

The foveated image sesnor?h'9 can be best utilized for robotic applications in which
the low resolution periphery of the fovea finds areas of interest, and then directs the

- foveated part to get the details of those areas.

16



2.6. THE COMBINATION OF CCD CAMERA WITH DSP

] B Ty gl it xéf' -
. < RIS
N % %!?;353! H
i % i)
1 O R —
b} | i W2 ’ R Ik ‘

plF ataid :

5 .: %, ,x LRI
i S

TR

1

1

Figure 2.6: Photograph of the foveated CMOS retina and its central region enlarged.

2.6 The Combination of CCD Camera with DSP

The traditional imager system is a combination of CCD camera with a micro-processor
or DSP, like the upper part of Fig. 2.7 shows. Although it can fulfil some complicated
image processing tasks, the processing speed of the CCD-DSP system is limited not only
by the charge accumulation speed of the CCD device but also limited by the micro code
and access speed of the DSP. '

Processing
. :_C‘:i‘rcuits :
DSPor o
.-Computer

cp [Levesss Output
e . filter, | Gkl

Figure 2.7: CCD camera v.s. CMOS Image Sensor

For instance, if the DSP TMS320C30 is used for processing of a methematical func-
tion with N instruction codes. Since the instruction speed of TMS320C30.is about 40
ns Instruction Cycle Time for floating point operation, and let’s suppose that the fast
memories are used for accessing data with a speed of 30 ns as well as M memory cells are
- needed for storage of these data. Then the time needed for fulfilling this methematical

17



2.6. THE COMBINATION OF CCD CAMERA WITH DSP

function will aproximate:
t =40N + 2 X 30M + toverhead  [n5] (2.3)

Or, if the DSP system adopts the DMA (direct memory access) mode, then the time
will be ‘

t = mar{40N, 2 X 30M} + toverhead [N$] (2.4)

For simplicity, in the above analysis we only have considered the core operations of the
DSP. We ignored the speed of the off-chip A/D or D/A, but sometimes the A/D or D/A
conversion would be an other fatal factor which limits the speed of the system.

While on the other hand, the CMOS imager system is entirely dependent on the
integral time limitation of the photo diode (reference to Appendix A) and the speed of
switching or transition of the transistor itself. The design and implementation of the
prototype vision chip proposed by us in this thesis will fully base on the analog/digital
mixed processing technology at the CMOS transistor level. So that it can perform the
fastest signal processing tasks on the vision chip’s focal plane.
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Chapter 3

FOCAL PLANE PROCESSING
FOR MOTION DETECTION

In this chapter, we will study some of the typical focal plane motion estimation methods
and propose our own one for motion estimation on the vision chip’s focal plane.

3.1 Correlating Motion Detection

Tanner and Mead" implemented a vision chip with the ability of motion detection in
NMOS process. And then other groups!*5-24] developed some similar work in this area.
It uses correlation to determine the direction of motion. Phototransduction is performed
by an integration based photocircuit using a photodiode. The image at one sampling
time is digitized to a one bit image pattern and stored in latches. It is then correlated
with the analog signal detected in the next sample using the architecture shown in Figure
3.1. The digitization of the image to one bit in the latch branch is done for simplifying
the design. Multiplication is performed using a simple current mirror switched by the
output of the latch. The currents are summed by hard-wiring the outputs of all current
mirrors.

When there is a right movement, the Right Move Correlation unit can detected a
peak. If there is no movement, the Unmoved Correlation unit shows an output of peak.
And when there is a left movement happened, the Left Move Correlation unit detects a
peak.

Therefore, this motion detector can only detect 1D motion.

It was reported! that a one dimensional array of this motion detector chip has been
fabricated by using a 4 um NMOS process in a 5.7mm x 1.73mm die.
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3.2. 2D MOTION DETECTICN BY OPTIC FLOW

Left Move

- - - - Correlation

Figure 3.1: Architecture of Tanner and Mead’s correlating motion detector.

3.2 2D Motion Detection by Optic Flow

For a two demensional image, its intensity surface can be depicted by Fig. 3.2.
The expression that ralates the intensity derivatives to the velocity can be described
by the optic flow equation:

a1 a1 ar

B = o oy &y
This optic flow equation can be globally solved by feeding back the error
VI
=D — 2
e o7 (3.2)

where

aI ar I
D= B ol o (33)
R+ (&P
Horn, Schunck and Hildreth detailly studied this optic flow equation in mathematics,
and then Tannaner, Mead and Wyatt[®(!8l implemented it on the vision chip by CMOS
technology.

As it is known that for binary-valued images, there is an aperture problem as shown
in Fig. 3.3. A binary-valued image containing a single straight edge is moving at some
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3.2. 2D MOTION DETECTION BY OPTIC FLOW

I

J

! The intensity surface
of a two-dimensional

image V.

Figure 3.2: The intensity surface of a 2D image. The change in intensity from a present
high value to a future lower one, I / 8t, could be the result of many possible motions
of the intensity surface. The arrow V1 and V2 represent 2 possible motions.

velocity, the postition of the edge at later time is shown by the dashed line. The velocity
connot be uniquely determined from these two snapshots in the views of square aperture.

There is an infinite family of possible velocities, as illustrated by the arrows. The
image velocity components v, and v, can be viewed as the x and y coordinates in a
velocity plane. "

In this plane, the actual velocity of the image defines a point. The family of possible
image velocities defines a constraint line in velocity space that has the same orientationas
does the edge in physical space. To be consistent with the visual information from the
local aperture, the actual velocity point is constrained to lie on the line in velocity space.

In the optic flow motion velocity detection, the ambiguity of a single local set of
measurements is solved by using an other set of local values from a nearby location.
These values define another line in the velocity plane. As shown in Fig. 3.4, the
intersection of these two lines uniquely determines the actual velocity.

The designed chip contains phototransistors, and temporal and spatial differentiation
circuitry for computing the spatio-temporal gradients of the input image.

The spatio-temporal information is collectively computed across the chip. The out-
put of the chip is a global signal indicating the motion flow of the whole image, as
showm in the left side of Figure 3.5.

And the right side of Fig. 3.5 shows the block diagram of each motion processing
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3.2. 2D MOTION DETECTION BY OPTIC FLOW

v

Image Space ‘ Velocity Space

Figure 3.3: According to Professor C. Mead, there is aperture problem in the 2D
velocity detection that the local information is not sufficient to determine 2D velocity
uniquely. The family of possible velocities, denoted by the arrows in image space, define
the constraint line in velocity space. The constraint line has the same orientation as
does the edge in physical space.

element in Fig. 3.5.

Therefore, the chip is only capable of reporting a global motion. That is an imper-
fection of this method. We will solve this shortcoming by using a method of small size
block matching.

Despite the imperfection, since it is one of the first vision chips being realized, the
significance is this chip demonstrated and proved that:

the low level vision processing based on mathematical algorithms can be
implemented in VLSI.

Image Space Velocity Space

Figure 3.4: Uniquely determines the actual velocity by intersection of constraint lines.
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3.3. 2D MOTION VECTOR DETECTION BY BLOCK MATCHING

Motion processing

elements

! U

Global velocity information

Figure 3.5: Left side: Architecture of the optic flow motion detector.(b)Right side: Block
diagram of the motion detector elements.

3.3 2D Motion Vector Detection by Block Match-
ing

Although block matching is a typical method for motion vector detection, focal plane
processing need special architecture and algorithm arrangement!20h281,[291(31]

For a high frame rate imaging system, we can apply a small size block matching
method to estimate the 2D motion vectors not only globally but also locally on the
focal plane. We proposed and designed the block matching method on our vision chip
based on the minimum-absolute difference(MAD) criterion:

D,, = Z Z IT(z,y) — S(z + i,y + 7)| (3.4)

i=—m j=—n
D, , is the Hamming distance when T and S are binary images, which also represents
the similarity between a block pattern T in present frame and a shifting block S in the
previous frame. (—m < i < m;—n < j < n) is the searching area around the position
(z,y).

The size of the block matching will be a big factor which influences the design on
the focal plane.

1. Increasing the size of the block matching will increase the complexity of the design
and decrease the precise of the motion vector detection in a local place.

2. Decreasing the size of the block matching will decrease the complexity of the design
and increase the precise of the motion vector detection in a local place.

We adopted the later by using a 2 X 2 pixels’ small size of block matching in a
(£1,4£1) local searching area.
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3.3. 2D MOTION VECTOR DETECTION BY BLOCK MATCHING

We once briefly looked over our method in Chapter 1, here for a comparation, we

describe 1t again in a specific procedure, as shown in Fig. 3.6.

1.

Imaging:
Our first prototype has a 16 x 16 photo diode array for imaging.

Motion Tracking by Edge Information:

A 16 x 16 edge detectors parallel designed together with the photo diode array is
used. Each pixel has an edge detector which gets the horizontal and vertical edge
in different time slot. A 4-bits memory, which holds the horizontal and vertical
edge information of current and previous frame, is also rparallel designed together
with the pixel and the edge detector. The binary edge information is devided
into two main groups, i.e. those for current frame’s edges and those for previous
frame’s edges in a tree structure.

Block matching for motion vectors:

The edge image information will be readout when it is needed for the correlative
block matching. A 2 x 2 edge information in the current frame is used for per-
forming a block matching operation with the corresponding blocks of (£1,41) 1
search areas in the previous frame by a Local pixel (PD-edge-memory) Parallel
and Global Collum Parallel(LPGCP) processing architecture.

After an arbitration optimization, the motion vector index among {0, 1, 2, ...,.8 } is

taken as the output of a best matched vector.

By using a method of small size block matching, we can detection not only the global

motion vectors but also the local motion vectors. This this the advantage of this method

over those introduced in Section 3.1 and Section 3.2.

We will discuss the implementation of this motion vector detection method on a

primary 16 x 16 pixels focal plane step by step in the following chapters.
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3.3. 2D MOTION VECTOR DETECTION BY BLOCK MATCHING

. . . . 100 -- 1000
a picture in the a picture in the | frame/sec
R P S R SO s
previous frame current frame
] L | L
v Y Y \
horizontal vertical horizontal vertical

edge picture || edge picture

edge picture | |edge picture

vy v

block matching
size: 2 x2 pixels
search area: (+1, 11)

\ Y

block matching
size: 2 x 2 pixels
search area: (+1, 11)

v

+

Y

searching
the minimum

Y

get the motion
vector index

Figure 3.6: A motion vector detection flow with high frame rate imaging and small size
block matching. First, the horizontal and vertical edges are abstracted from both the
previous frame and current frame of images, then the edge images are binarized and
stored into a 4-bits memory, finally a small size block matching is performed to search
for the motion vectors on the whole focal plane.
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Chapter 4

EDGE DETECTION AND
BLOCK MATCHING ANALYSIS

4.1 Edge Detection Algorithms

As we know that the gradient has a large peak centered around the edge, by comparing
the gradient to a threshold, we can detect an edge whenever the threshold is exceeded.

Since we know the edge occurs at the peak, we can localize it by computing the
laplacian ( the second derivative with respect to the time t) and finding the zero cross-
ings.

There are several typical edge detection algorithms for image processings. Such as:

e 1. Roberts gradient method

2. Prewitt gradient method

3. Sobel gradient method

4. Marr-Hildreth method2

e 5. Wavelet transform method

The operaters for the first three methods can be represented by Fig. 4.1.

And the 4th one, pictured in Fig. 4.2, is a kind of ‘Mexican hat’ operators - also
called ‘difference-of-Gaussian’ (DOG), which is based on an initial smoothing with a
Gaussian lowpass filter window, to remove noise and spurious edges, and then apply the
Laplacian, followed by detection of zero crossings.

Therefor, these first 4 operators can be grouped into two categories, gradient and
Laplacian. The gradient method detects the edges by looking for the maximum and
minimum in the first derivative of the image. The Laplacian method searches for zero-
crossings in the second derivative of the image to find edges.
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4.1. EDGE DETECTION ALGORITHMS

(a) Roberts Operator

1 0 0 1

0 | -1 -1 0

(b) Prewitt Operator

A 1| 1] 0 | 1
0 Y 0 -1 0 1
11 |1 410 |1

(c) Sobel Operator

a4 -2 -1 -1 0 1
0 0 0 -2 0 2
1 2 1 -1 0 1

Figure 4.1: Typical gradient edge detection operaters(Roberts, Prewitt, Sobel).

In the 5th method, the Wavelet transform!®®, the edge can be detected by observing
the amplitue of the Wavelet transformed signal along its responding phase. The result
of edge detection® is better then those of the direct gradient or Laplacian.

With the additional consideration of the hardware simplicity on the focal plane, in
our prototype vision chip which will be described in Chapter 5 and Chapter 6, we use the
algorithm of Equation (4.1) and (4.2) or the operator in Fig. 4.3 to get the horizontal
edge and vertical edge by additionally using its absolute values and setting a proper
threshold.

0 -1 0
1 4 -1
0 -1 0

Figure 4.2: Mexican hat or DOG Laplacian operator(Marr-Hildreth).
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4.1. EDGE DETECTION ALGORITHMS

Edgehorizontal = f(zaj) - f(l + 1»]) (41)
Edgeve'rtical = f(l,]) - f(zaj + 1)

4 | 0 0| o

Figure 4.3: An operator of edge detection which is used on our prototype vision chip by
using its absolute values and setting a proper threshold.

By comparing Equation (4.1)/(4.2) or Equation (5.1)/(5.2) with Equation (B-10)/(B-

11) in Appendix B, we can find that the simple edge detection method we adopted in
our prototype vision chip is belong to the 5th method above.
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4.2. MOTION TRACKING BY EDGE INFORMATION

4.2 Motion Tracking by Edge Information

Let us examine a moving object shown in Fig. 4.4. Its movement can be basicly tracked
by its horizontal edge images and the vertical edge images as shown in the 3rd & 4th
rows and 5th & 6th rows, respectively, in Fig. 4.4.

Among these pictures, we can examine two succesive neighboring pictures and their
correspondance horizonatal edges and vertical edges in Fig. 4.5. It is obviously that
the information contained in the edge image is greatly reduced than that in the original
image.

Instead of using the whole original picture, edge image can be used for tacking the
movement of a moving object when we put two succesive edge pictures together. Here
in Fig. 4.6, picture 2 to 8 are the motion tendency of the edge image. The smaller
tendency can be detected by a 2 x 2 block matching. This is the main reason why we
will use a 2 x 2 block matching and a (%1, £1) searching area for motion vector detection
on our vision chip.
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4.2. MOTION TRACKING BY EDGE INFORMATION

Figure 4.4: The sequences of 8 moving pictures and its 8 horizontal edge pictures(in the
3rd and 4th rows) and 8 vertical pictures(in the 5th and 6th rows), in the order of from
the left to the right and from the top to the bottom.
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4.2. MOTION TRACKING BY EDGE INFORMATION

ist FRAE [MAGE

HORIZONTAL EDGE

VERTICAL EDGE

2nd FRAME IMAGE HORTZONTAL  EDGE

Figure 4.5: Two specific neighbouring moving pictures, and their conrespondence hori-
zontal and vertical edge information which will be used for block matching.

Figure 4.6: Moving image and its moving edge images, which include both horizontal
and vertical edge information
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4.3. ALGORITHM ANALYSIS FOR 2D BLOCK MATCHING

4.3  Algorithm Analysis for 2D Block Matching

Since our purpose is to design a vision chip with strong computational abilities, we should
study the relative algorithms and then choose the one which is suitable for designing on
the focal plane.

4.3.1 Basic Theory of Matching

Suppose that each pattern class is represented by a prototype or mean vector:

1
mj = = > s i=1,2,.,M (4.3)

J Sij

where NN; is the number of pattern vectors from class w; and the summation is taken
over these vectors. One way to determine the class membership of an unknown pattern
vector s is to assign it to the class of its closest prototype. Using the Euclidean distance
to determine closeness resuces the problem to computing the distance measures:

D;(s) = ||s — mj| i=1,2,..,M (4.4)

where [[a|| = (a”a)"/? is the Euclidean norm. We then assign s to class w; if
D;(s) is the smallest distance. i.e. the smallest distance implies the best match in this
formulation.

4.3.2 Fast Block Matching

The pattern of a rectangular block is always considered first in the image processing area.
The basic principle of block matching in moving picture processing is using a proper size
of rectangular block in the current frame of picture to perform a corelation operation or
minimum mean-square error (MMSE) or minimum-absolute difference(MAD) detection
on the other frame of picture, usually the previous frame. The direction and position
of the relative block in the previous frame of picture is chosen as the motion vector if
it is with the maximum value of corelation or with the minimum value of the MMSE.
Generally, the operation in MMSE form can be calculated by

Dey= 3 3 T(ey)—Satiy+ il (45)

i=—m j=—n

For the purpose of a fast operation, the minimum-absolute difference(MAD) will be
taken as the criterion for the block matching in our prototype. It can be writen as:
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4.3.  ALGORITHM ANALYSIS FOR 2D BLOCK MATCHING

Dy= 3 3 IT(r.y) = S(e+isy+ ). (4.6)

i=—m j=—n
D, , is the Hamming distance when T and S are binary images, which also represents
the similarity between a block pattern T in present frame and a shifting block S in the
previous frame. (—m < i < m;—n < j < n) is the searching area around the position
(z,y).

4.3.3 Motion Vector Detection with a Small Size of Block
Matching

The motion of a 2D object can be detected by the above block matching method either
by their pixel values or by their binary values.

Figure 4.7: Left figure: a 2D moving object; Right figure: the motions detected by
block matching with pixel values between 2 successive frames. The bright blocks indicate
that motion vectors are detected.

Digital simulations in Fig. 4.7 shows the motion detected by using a block matching
with the gray pixel values of the original images. The detected motion area is large and
unclean since too much of the tiny details be detected.

Fig. 4.8 shows the motion detection and motion vector detection by using a block
matching with the binary edge information instead of the pixels of the original images.
We can see that it can get clean motion detections with clean motion dentency and
obviously it greatly reduces the arithmetic and logic operations. This method is reason-
able to be applied on the tiny focal plane with simple edge detectors and simple specific
arithmetic and logic processors.
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4.3. ALGORITHM ANALYSIS FOR 2D BLOCK MATCHING

Figure 4.8: Left figure: Motion is detected between 2 successive frames by block match-
ing with the binary values; Right figure: Motion vectors are detected between 2

4

successive frames by block matching with the binary values after the priority decision.
The bright blocks indicate that motion vectors are detected.

If there is no general CPU and A/D converter integrated on the focal plane, the
implementation of a motion vector detection by block matching with the gray pixel
values is almost impossible. Even with a general A/D converter integrated on the
focal plane, a Full Search Block Matching Algorithm(FSBMA) P is an extreamly time
consuming task of implementation of the Equation (4.6) since N2x (2xm)? computations
are needed for D, ,. Here we suppose that there are N x N pixels on the focal plane,
and m = n.

By using of a block matching with a small search window of 2 x 2 pixels and a small
search area of (£1,41) pixels around the intentinal area, we can realize a 2D motion
vector detection in 9 directions within a step of 1 pixel in length. As Fig. 4.9 shows
that the motion vectors with any angle and length can also be obtained if we estimate
the motion vector contineuesly in its following successive frames.

Comparing with the optical low method, we can conclude that the block matching
method not only can detect the global motion/motion vectors, such as the movement
of the borders or boundary lines, but also can detect the local motion /motion vectors,
such as the movement of the points within the borders of the 2D object. It is always
effective no matter what the block size is, large or small.
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1 Fruma k

Frame 1’

Figure 4.9: Motion vector: its amplitude and direction on the sensor plane. Motion
vectors with any angle and length can be estimated if we trace the motion vector con-
tineuesly in its following successive frames.

Most priority

Least priority

Vector order Output according to d i

Y0 Y1 Y2

Y3 Y4 | Y5

Y6 Y7 Y8

Figure 4.10: The priority dicision for the motion vector output.

4.3.4 Priority Decision of the Small Size Block Matching

In the above digital simulation, we chose the block pattern T and S of a size 2 x 2 pixels
and a searching area of 4 x 4 pixels with 2 kinds of different information standing for
horizontal and vertical pixels. 9 blocks of 2 x 2 pixels produce 9 candidates { Y0, Y1, Y2,
Y3, Y4,Y5, Y6, Y7, Y8 } after the local area block matching. Among these candidates,
the most smallest one is chosen as the vector, but when several same minimum values
come up, an arbitration logic is needed to select the one as the final vector, which has
the shortest distance d; to the center of the searched area in the order of priority shown
in Fig. 4.10. This arbitration logic ensures a unique vector can be detected.
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Chapter 5

CIRCUIT DESIGN OF THE
EDGE DETECTION, MEMORY
AND MOTION VECTOR
DETECTION ON FOCAL PLANE

In this chapter, we put forward some specific circuits for the edge detection and motion
vector detection and give out the designs for the focal plane processing.

The pixel which includes one photo diode, one edge detector and 4-bits memory cell
will be designed in a compacted local parallel structure, as shown in Fig. 5.1, This
structure benifits for data transition among the sensor, the edge detector, the memory
and as well as the data feeding to the block matching processor.

simultaneously

Vith, Vbias ur_1st_h_j
a ur_2nd_h_j 5
edge < °
detection ° g
control o
@ re_1st_h_ji 5
=dge - s - o
‘Detection 3 3
“Analog g re_2nd_h_i v
“Processor - E
AT = re_3rd_h_i o
o %
3 S
read/ write ° Pre_4th_h_i
memory

control Current Horizontal Memo

Figure 5.1: Compacted parallel structure for PD, edge detector and 4-bits memory
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5.1. EDGE DETECTION AND THE MOS CIRCUITS

5.1 Edge Detection and the MOS Circuits

The gereral method of obtaining the edge information of image is to estimate the Gradi-
ent or Laplacian of the concerning images, as in Chapter 4 described. For an image pixel
represented by f(z,y), its first partial derivative along x axis and y axis can be repre-
sented by % and %5, the digital form can be approximated by Equation (4.1) and (4.2),
i.e. the first order differential operation between 2 neighboring pixels in the directions
of horizontal and vertical, respectively.

Edge detection Equation (4.1) and (4.2) should be changed into the form of Equation
(5.1) and (5.2) when we try to implement them on the focal plane by MOS circuit.

Equation (5.1) and (5.2) are the absolute forms of Equation (4.1) and (4.2) with
a proper threshold “Thr”. Therefor, we can choose some absolute value differenciator
circuits for implementation of these Equations.

_ U (6 0) = FE+1,5) > Thr )
Edgehorizontal = { 0 (otherwise) (51)
Edgevertica = { 0 (otherwise) (5.2)

5.1.1 Edge Detector with Differencial Pair

How to design the edge detector by VLSI has been attempted for yearsU(23], Here
after we discussed the edge detection algorithms, let’s see how to design a proper edge
detector for our prototype vision chip by the MOS circuit.

Vine @
Vdd]’
v 2 ‘
’I]ilj I—d”] thr—le/ You (172, 1.5)
| e &
|
Vb

— - 1 173,1) ‘
‘i'is—'i I ‘é ; ¥ | Active Area
1 - 0

R ' ~ . \Vbias
1 1.38 1.58 5 3 4 ™)

vl

(19°0 5081

Figure 5.2: Edge detector with Differencial Pair

The left side of Fig. 5.2 shows an edge detector with a Differencial Pair structurel2?.
The right side figure of Fig. 5.2 shows its typical dynamic working range for bias voltage
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5.1. EDGE DETECTION AND THE MOS CIRCUITS

Vhias and threshold voltage Vij,. HSPICE simulation!®) shows that the dynamic range
of this circuit is very small.

In the case of smaller range of Vj;,s and voltage Vjy,,, when the transistor’s parameters
of W/ L has aslight change, the working point of the Absolute Value Differenciator might
be out of the working range. This would lead to the failure of designing the edge detector.

’]:Vdd Vad
f(i+1,)) Qt |1+ a3 v _
. (;TAl 1 th _dl: Ah
(i) 17 ou t“"’
Q2 rlb_"q Q4 —’:I l
STAz :‘
+ 12 <
vbias ~

Figure 5.3: Edge detector with double OTAs.

5.1.2 Edge Detector with Basic CMOS OTA

An Absolute Value Differenciator™:®):(19) operating with current mode is structed in Fig.
5.3. By making use of 2 Basic CMOS OTA (Transconductance Operational Amplifier)®,
shown in the left side of Fig. 5.4, the dynamic working range for bias voltage Vjiqs and
threshold voltage Vi, will be made large, as shown in the right side of Fig. 5.4. Searching

Vg j’ Vipe ®
257
PMOS b—o——c” (1.47,2.1)

Active Area

Vbias

. i % N Vbias
1 2 . 3 3 4w

Figure 5.4: Basic CMOS OTA

for the parameter insensitive circuit is always a target of the circuit design.
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5.1.3 Edge Detector with Symmetrical CMOS OTA

When we use the Symmetrical CMOS OTA!'8 shown in the left side of Fig. 5.5, instead
of the basic CMOS OTA, the dynamic range of the circuit input/output ralation can be
from the min = 0 to the maxmum maz =V4 = 5V. In the case of the wide dynamic
range signal application, the Symmetrical CMOS OTA is prefered. While the range of
bias voltage Vji.s and threshold voltage Vi, reminds almost the same as that of the
Basic CMOS OTA’s.

Vdd
B:1 T 1:B Vinr “
a3 |P——d[ o+ a5 b1 as 25

Q1 Q2 “_V2 Toue
¢t

,.1.9)

Active Area

\'a!

1 deve
Vbias I Qb
a7 |} l ' " s
b | 0.

Figure 5.5: Symmetrical CMOS OTA

. Vbias
3 4 )

5.1.4 Comparison and Summary for the Absolute Value Dif-
ferentiator

1. Differencail Pair:’
The edge detector by using of the Differencail Pair has a small circuit size and
consumes smaller power dissipation, but the dynamic working range of Vj;,, and
Vinr 1s very small which may introduce a high possibility of design failure.

2. CMOS OTA:
In the double OTA edge detector structure, Basic CMOS OTA occupies large size
than Differencail Pair, but with a smaller size than the Symmetrical CMOS OTA.
The power dissipation is determined by the factor B of the Current Mirror.

3. Other points:
HSPICE simulation in Fig. 5.6 shows that we can find a proper edge detection
Symmetrical center with the double OTA edge detector. This is important if we
want to produce a symmetrical waveform for both the input 1 is larger than input
2 and input 1 is less than input 2. ’
By making use of the Symmetrical CMOS OTA, we can obtain a workable range
of Viigs and Vip, almost the same as that of the Basic OTA, and we can also get a
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wide dynamic range of the differential inputs and edge output. A summary of the

Figure 5.6:
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Detected edge and output current symmetry

characteristics of these edge detection circuits(!*® is listed in Table 5.1.

Table 5.1: summary of 3 edge detection circuits

CIRCUITS | CIRCUIT POWER EVALUATION
SIZE DISSIPATION

Differencial small small small bias range,
Pair small dynamic range
Basic midle midle large bias range,
OTA midle dynamic rang

Symmetrical large large (depends large bias range,
OTA on current large dynamic rang

Mirror factor B)
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5.2.  TIME MULTIPLEXED EDGE DETECTION ON FOCAL PLANE

5.2 Time Multiplexed Edge Detection on Focal
Plane

We can use only one edge detector for obtaining both horizontal edge and vertical edge.
In this way Equation (5.1) and (5.2) are changed into Equation (5.3) and (5.4) which
are excuted in time multiplexed samplings at time ¢1 and 2, respectively. We have
adopted this Time Multiplexed Edge Dedection (TMED) architecture, shown in Figure
5.7, in our protoype chips.

The detected horizontal and vertical edge information is then stored into memory
arrays described later.

. _ L (f6E) - fa+ L) 2 Thr ),
Edgehomzontal - { 0 (otherw1se) (53)
_ SV FGS) = £+ D > Thr ),
Edgevertica = { 0 (otherWlse) (5.4)

5.3 Circuit Design for Sensor, Edge Detection and
Memory

The circuit for 1 pixel, which includes 1 Photo Diode, 1 edge detector and 4-bits memory
cell designed in parrallel, is shown in Fig. 5.8 and Fig. 5.9. i.e. the circuits in Fig.
5.8 and Fig. 5.9 consist of one pixel in our prototype design. In our prototype, the
edge detector abstracts the edge information between 2 neighboring pixels f(i,j) and
f(i+step,j) or f(i,j+step) with the step = 1. Of course, if we try to implement other edge
detection algorithms, such as those in Fig. 4.1 or Fig. 4.2, chfferent step length may be
used.

Fig. 5.8 is an instruction for pixel connection, which can be applied to connect the
single pixel circuit into a 16 x 16 or any N x N array on the focal plane.
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5.3. CIRCUIT DESIGN FOR SENSOR, EDGE DETECTION AND MEMORY

Switching of TMED
( Time Multiplexed
\ Absolute Differencial Edge Detection )
Value j‘
N T 2,
Sensor | f(i,j) L [ 1
-Vth °* Vi IAVI .

f(i+step,j),
f(i, ]+ step)

pixel_ out

o
5 25
©
s >®
t 2T
s 28
o
£ o =
T /8%

differentiator
absolute value
differentiator

Figure 5.7: TMED - Time Multiplexed Edge Detection (step = 1). This circuit abstract
the edge information between 2 neighboring pixels f(i,j) and f(i+step,j) or f(i,j+step).
A threthold value Vth should be properly set for getting the edges.

42



5.3. CIRCUIT DESIGN FOR SENSOR, EDGE DETECTION AND MEMORY

f (i+1, j)

b—r#

w -
Vertical
input

q Edge
[H-12 1

—

sSw

Horizontal Edge
—®

B
swi

i, j+1)

Vertical Edge
—

OF L

B>
Horizontal
input

sw2

B

B
sw2

Figure 5.8: The Photo diode, edge detector circuit used in our prototype design.
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5.3. CIRCUIT DESIGN FOR SENSOR, EDGE DETECTION AND MEMORY
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Figure 5.9: Memory cell circuit and its input/output control.
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5.3. CIRCUIT DESIGN FOR SENSOR, EDGE DETECTION AND MEMORY
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Figure 5.10: A connection diagram of the pixles. Every pixel includes a photo diode, a
TMED edge detector, 4-bits memory cells and the controls. The signals’ arrangement

on this diagram appropriately helps to connect N x N pixels into an array on the focal
plane in our prototype design.
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5.4. 4-BITS TRANSMISSION GATE MEMORY ARRAY

5.4 4-Bits Transmission Gate Memory Array

Fig. 5.11 shows memory array arrangement for storage of 4 bits information of the

horizontal edge and vertical edge in the current frames and the horizontal edge and
vertical edge in the previous frames.

3 2 1 0
. a bit for a bit for a bit for a bit for
4-bits horizontal vertical horizontal vertical
memory cell: |current edge | current edge |previous edge |previous edge
0 1 0 1
1 1 1 0
P 1 0 0 1
L s rerr Frossweramrerrs s i
SR s Y I e
~
1 0 0 1 ©
0 0 1 0
0 1 0 1
1 1 0 0

Figure 5.11: 4-bits memory arrangement

The architecture of designing the pixel, edge detector and memory cell parallelly
together benefits for edge detection, storage and transition.

5.4.1 How to Design a 4-bits Memory on Focal Plane

SW_in SW_out

=== her
gate Capacitance gate Capacitance
~zzmeeass ~immiarenn

« .
. e
Ny e LIRS

Figure 5.12: The principle circuit of the transmission gate memory cell.

By making use of the gate capacitance, we implemented a 4-bits memory cell together
with the pixel and edge detection. Any 1 bit information can be easily written in or
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5.4. 4-BITS TRANSMISSION GATE MEMORY ARRAY

read out by ON and OFF operation of the corresponding CMOS switches. Fig. 5.12.
shows the principle circuit of the transmission gate memory cell.

5.4.2 A Tree Structure of the Memory Cell for Block Mach-
ing :

The memory cell circuit and its input/output control have been shown in Fig. 4. 9in
the previous section.

The stored binary edge information is devided into two main groups preparing for
block matching, as shown in the memory tree in Fig. 5.13, i.e. those for current frame’s
edges and those for previous frame’s edges.

The signals of Cur_lst_h_j and Cur2nd hj (j=1,2)
are used for controlling the output of current frame edges, and the signals of
Pre_lst_h.i, Pre 2nd h i,Pre_3rd_hi, and Pre_4th hi (i=1,2,3,4)
for previous frame edges. All of the output of the memory cell controlled by the above
signals will be connected to the block matching architecture for the local parrellel pro-
cessing.

47



5.4. 4-BITS TRANSMISSION GATE MEMORY ARRAY
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Figure 5.13: 4-bits memory cell and its tree structure for read-out. i=1,2,3.4. j=1,2.
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5.5. LOCAL PARALLEL AND GLOBLA COLLUMN PAR. ALLEL(LPGCP)
PROCESSING ARCHITECTURE ON FOCAL PLANE

5.5 Local Parallel and Globla Collumn Parallel(LPGCP)
processing architecture on focal plane

Since the resources on a tiny focal plane is so limited that it is very difficult to do the
same kind of operation of blocking matching as the DSP does.
A high speed block matching on the focal plane is to try to effectively execute an

operation in a way like Fig. 5.14 shown.
o
. horizontal edges
= in current frame

horizontal edges
in previous frame

/andldate/:andidatycandldate/

ﬁnd:daycanduda%andldﬁ/
/andlda%andlda%andlday

the result of block matching
by horizontal edges

the result of bolck matching
by verhcal edges

searching the minimu value
among the 9 candidates

i

motion vector
index

Figure 5.14: A Local Parallel and Globla Collumn Parallel(LPGCP) processing archi-
tecture is used for a high speed block matching and motion vector detection.

In order to perform the high speed block matching in the pyramid architecture and
fully make use of the parallel nature of image signal, we adopted the highly compacted
parallel structure of edge detection and short-time memory in Fig. 5.1, which is consid-
ered as an optimal pre-arrangement for the whole focal plance processing in Fig. 5.15.
Otherwise, the layout lines will be increased immensely.
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5.5. LOCAL PARALLEL AND GLOBLA COLLUMN PARALLEL(LPGCP)
PROCESSING ARCHITECTURE ON FOCAL PLANE

from the compacted structure
of pixel PD, Edge, and Memory

H selected
simultaneously
; Current 1 block :
D select 2x2 pixels
| SO e M || S 1 O | OO 1 1 U | o (T
Previous 3x 3 blocks:
4 x 4 pixels
' (S)
”” ﬁ& i=1,2,...,N
Logic i | =i candidate 1 LOgiC Lo gi c
: . =i candidate 2 O eration .
g Operation |, _ . . P .... |Operation
. o Unit . i
Unit . . Unit
1 candidate 9 1 : N
L-»Vector ] L., Vector L-»VectorN
1

Figure 5.15: High speed block matching with local pixel parallel and global collumn
parallel processing (LPGCP) architecture. Only 1 x (N — 3) block matching processing
units are needed on the whole sensor plane with N x N pixels.

50




5.5. LOCAL PARALLEL AND GLOBLA COLLUMN PARALLEL(LPGCP)
PROCESSING ARCHITECTURE ON FOCAL PLANE
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Figure 5.16: The pipeline process of reading of the binary edges from the array of 4-bits
memory tree is driven by the Vertical Shift Register but with its odd-phase output and
even-phase output, respectively.

Fig. 5.1 and Fig. 5.16 together will construct the Local pixel Parallel and Global Col-
lumn Parallel processing(LPGCP) architecture for the fast 2D motion vector estimation
on the CMOS sensor focal plane.

As it is shown in Figure 5.15, the block matching around the selected blocks, denoted
by select, line, is taking place simultaneously with all the pixels within the searched
local area (—m,—n < 4,7 < m,n). And globally, only 1 x (N — 3) block matching
processing units are needed on the whole sensor plane with N X N pixels. Here in our
prototype vision chip, we chose m=n=1, and N=186.

In performing the high speed block matching and motion vector detection, the read-
ing of the binary edges from the 4-bits memory array is performed by the Vertical
Shift Register but with its odd-phase output and even-phase output, respectively. The
pipeline process of reading the binary edges from the memory tree is shwon in Fig. 5.16.
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5.6. SPECIFIC ACCUMULATOR(ACC)

5.6  Specific Accumulator(ACC)

Here we will design a specific Accumulator(ACC), which will be used for performing a
small size block matching and for searching the best motion vectors.

5.6.1 ACC for Block Matching on the Focal Plane

As shown in Fig. 5.18, the binary edges stored in the current frame memory and
previous frame memory will be used for performing the block matching. The result of
the block matching is queued by 8 samplings and then converted into a 8-bhits register in
the ACC (accumulator) in a form of all the 1’s are on the left(MSB) and all the 0’s are
on the right side(LSB). This special arrangement for the content of the 8 bits register
greatly eases the vector’s priority decision.

5.6.2 Searching for the Minimum and the Best Vector

Fig. 5.18 best shows the mechanism of searching for the minimum and the best vector
among 9 candidates by using our specific accumulator.

First, all the contents of the 8-bits register which holds the candidate are performed
an AND operation with each other bit by bit. This operation captures the minimum
value among the 9 candidates. Then by using this minimum value, to perform a XNOR.
operation with all the 9 candidates. Those registers which keep the same minimum
value output “1”, while those registers which keep larger values output “0”. The most
smallest candidate is chosen as the vector.

But when several same minimum values come up at the same time, an arbitration
logic is needed to select the one as the final vector, which has the shortest distance d;
to the center of the searched area according to the priority dicision rule shown in Fig.
4. 10. The specific accumulator companied with a priority dicision/ arbitration logic
ensures a unique vector can be detected.
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5.6.

SPECIFIC ACCUMULATOR(ACC)

Figure 5.17: xor(x,y) for 8 bits ACC and the blockmatching accumulation control dia-

gram.
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5.6. SPECIFIC ACCUMULATOR(ACC)

(step 1) bit AND operation (step2)
v \
o« Y0=0
candidate 1 o [—>
2
=
v Yi=0
candidate 2 g
>
o Y2=1
] 9
candidate 3 E (output)
Y3=0
( 8 bits register )
5 - Y8=0
candidate 9 1111 1 0 0 O [ = S —
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A8 A7 A6 A5 A4 A3 A2 A1 A
A% ‘ v i

......
.............

result of the bit AND

the minimum

Figure 5.18: Searching for the minimum and the best vector among 9 candidates ac-
cording to the priority decision rule in Fig. 5.19. The result of the block matching is
queued by 8 samplings and then converted into the ACC in a form of all the 1’s are on
the left(MSB) and all the 0’s are on the right(LSB) in a 8-bits register.
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5.7.  CIRCUIT SIMULATION FOR THE ACC(ACCUMULATOR)

5.7  Circuit Simulation for the ACC(Accumulator)

The results of the block matching should be accumulated in an accumulator, i.e. ACC.
Since there is no CPU on the solide silicon surface, a special ACC is neccessary for the
focal plane processing. Fig. 5.19 is the specific ACC designed in our vision chip. Fig.
5.20, Fig. 5.21, Fig. 5.22, and Fig. 5.23 are HSPICE simulations for the specific ACC.

The inputs in Fig. 5.19 correspond to the inputs in Fig. 5.17. They represent the
relative edge information in the current frame and previous frame, respectively. These
group of operations are used twice for the horizontal block matching and vertical block
matching under the control of the Even- phase output and Odd-phase output of the hor-
izontal shift register.

(c1, pl) = ( Cur_lst_hl, Pre_lst_hl)
(c2, p2) = ( Cur_lst_h2, Pre_lst_h2)
(c3, p3) = ( Cur2nd_hl, Pre2nd_hl)
(c4, p4) = ( Cur2nd_h2, Pre_2nd_h2)

The simulation fulfils the following operation as supposed to be on the focal plane.

ACC, = (Z c; D pz)even——phase + ( Z Cj D pj)odd—phase

1=1

1=1,2 3,4; 1]=95,6,7,8

There are 9 accumulators used for block matching and motion vector detection,
therefore k=1,2,3,4,5,6,7,8,9;
® is the XOR operator for binary information.

And other signals are controls for this specific ACC.

The simulation is taking palace under CADENCE software environment after run-
ning icfb on a SUN Workstation. Since this software is linked with MetaWaves HSPICE

simulator, the initiate command (source /MetaSoft/96/bin) should be included in the
.cshre file.

%)



d.7.

CIRCUIT SIMULATION FOR THE ACC(ACCUMULATOR)
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Figure 5.19: Accumulator circuit: ACC4, i=1,2,3,4,5,6,7,8,9. The output of ACC4 is
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Figure 5.20: Accumulator simulation 1: From top to down are the signals of D-set0,

Cur-1st-h1, Pre-1st-h1l, DIF-XOR-ckl, Cur-1st-h2, Pre-1st-h2, DIF-XOR~ck?2.
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Figure 5.23: Accumulator simulation 4: From the 1st pannel to the 8th are
of an ACC circuit: A8, A7, AG, A5, A4, A3, A2, Al. The ACC contentof { 111100
00 } can be obtained at the sampling time of 28 usec.
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5.8.  CIRCUIT SIMUALATION FOR THE SPECIFIC PROCESSOR OF BLOCK
MATCHING AND MOTION VECTOR DETECTION

5.8 Circuit Simualation for the Specific Processor
of Block Matching and Motion Vector Detec-
tion

The logic circuit architecture for block matching and vector detection is shwon in Fig.
5.24. It consists of a specific processor when integrated on the focal plane of our vision
chip for a very fast motion vector estimation.

A simulation procedure by HSPICE(Metawave) for bock matching and vector de-
tection are shown in Fig. 5.25, Fig. 5.26, Fig. 5.27, Fig. 5.28, and Fig. 5.29. As a
result, among the output lines of { Y0, Y1, Y2, Y3, Y4, Y5, Y6, Y7, Y8 } Y4 has a “1”
output at the sampling time ( activated by Syn-Yi-reg), so that a motion vector at Y4
is detected in this example.

Further more, a series of simulations by using random data for a 2 x 2 pixels in
the current frame image and 4 x 4 pixels in the previous frame images are correctly
detected and summarized in Fig. 5.30.

This simulation summary clearly shows that there are 9 vector candidates after the
blockmatching operations, the most smallest one is chosen as the best vector. But
sometimes when multiple minimum values appear, a priority arbitration logic based on
Fig. 4.10 is applied to select the one as the final vector which has the short distance from
the center of the Vector Order dicision diagram and with the smallest index number.

The final vectors detected in Fig. 5.30 are No. 0, 4, 0, and 2, i.e. Y4, Y7, Y4, and
Y3 in series.
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MATCHING AND MOTION VECTOR DETECTION
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Figure 5.24: A specific processor integrated on focal plane of the vision chip for very
fast block matching and motion vector detection. There are 9 groups of inpus for the
accumulators. Among every group of accumulator, there are 4 inputs for current edges,
4 inputs for previous edges, and 7 control signals. The operation takes place according
to the procedures shown in Fig. 5.17, Fig. 5.18 and Fig. 4.10. The combination of
9 accumulators forms the result of the block matching. After the minimum values are
found, priority decided vectors are output by 9-bits lines. '
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Figure 5.25: Block matching and vector detection simulation 1: the 1st Pannel is ACC-
ck, the 2nd Pannel is D-set0, the 3rd Pannel is DIF-XOR-ck1, the 4th Pannel is DIF-
XOR-ck2, the 5th Pannel is DIF-XOR-ck3, the 6th Pannel is DIF-XOR-ck4.
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Figure 5.26: Block matching and vector detection simulation 2: the lst to 4th Pannels
are Pre-1st-h4, Pre-2nd-h4, Pre-3rd-h4, Pre-4th-h4; the 5th to 8th Pannels are Pre-1st-
h3, Pre-2nd-h3, Pre-3rd-h3, Pre-4th-h3.
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Figure 5.27: Block matching and vector detection simulation 3: the 1st to 2nd Pannels
are Cur-1st-h2, Cur-2nd-h2; the 3rd to 6th Pannels are Pre-1st-h2, Pre-2nd-h2, Pre-
3rd-h2, Pre-4th-h2; the 8th Pannel is Syn-Yi-reg.
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Figure 5.28: Block matching and vector detection simulation 4: the 1st to 2nd Pannels
are Cur-1st-h1, Cur-2nd-hl, the 3rd to 6th Pannels are Pre-1st-h1, Pre-2nd-h1, Pre-3rd-
h1, Pre-4th-h1.
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Figure 5.29: Block matching and vector detection simulation 5: the 1st to 7th Pannels
are Y0, Y1, Y2, Y3, Y4, Y5, Y6; the 8th Pannel is for Y7 and Y8. We can notice that
Y4 has a “1” output at the sampling time of Syn-Yi-reg, so that we detected a motion
vector at Y4 in this example.
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Figure 5.30: Circuit level simulation summary. The results of the motion vectors de-
tected by the block matching of horizontal edges and vertical edges( both are from
current frame and previous frame) are the same as the theoritical analysis.
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PLANE

5.9 Shifting Windows of the LPGCP Processors on
the Focal Plane

In our design, only 4 LPGCP ALUs or Processors are adopted for the motion vector
detection on the whole focal sensor plane. Therefor a shifting window having 3 control-
lable positions on the focal plane is determined by a 3-bits control logic outside of the
chip. The principle of the shifting window technigue is shown in Fig. 5.31, which has the
advantages of reducing the layout size and programmablly locating an interested area

of motion vector detections. The area where motion vector detection is taking place is

controled by the 4LPGCP-ALU shifting window according to the following logic:

Windaw(posz'tion j) — f)i—!—él(j—l)
1=1,2,3,4,5,6,7 is the number of collums of the pixel array;
;=123 is the order of position of the 4LPGCP-ALU Window.

Within the window, the motion vector detection is in a full speed, while on the whole
surface of the focal plane, the speed of the motion vector detection is 1/3 of the full
speed. '
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Figure 5.31: Shifting window of LPGCP for motion vector estimation on focal plane.
Here Fj;44;) represents 3 groups of pixels. 1=1,2,3,4,5,6,7; j=0,1,2.
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Chapter 6

PROTOTYPE
IMPLEMENTATION AND
SPECIFICATION

This chapter will presents the designed prototype chips from schematic circuit to layout.

At the beginning of this chapter, some of the typical layouts are summarized.

6.1

1.

Typical Circuits Layout

The layout for 1 pixel:
The layout for 1 pixel (PD, Edge Detector and memory) is shown in Fig. 6.1. It
is in a parallel compact structure regarding Fig. 5.1.

Since the whole size of the pixel is of 241 x 221 um, and the size of the Photo
Diode is 30.9 x 30.9 um, therefore its fill factor is 1.79 %.

The layout for 1 Transmission Gate memory cell:

By making use of the gate capacitance, we can implement a short-time Imemory
cell with small layout area. Fig. 6.2 is a layout example for designing this kind of
memory cell.

The layout for shifting window control logic:

Fig. 6.3 shows the layout for shifting window control logic. The layout complicity
is increased when dealing with a large number of pixels on the focal plane by less
number of LPGCP processors.
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Figure 6.1: Pixel (PD, Edge Detector and memory) layout
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&
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Figure 6.2: Transmision Gate memory cell layout

Figure 6.3: Shifting window control logic layout
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6.2. CHIP DESIGN SUMMARY

6.2 Chip Design Summary

3 prototype chips have been designed for this CMOS imager project concerning about
motion vector detection.

e The first chip(CHIP-1), shown in Fig. 6.4(schematic) and Fig. 6.5(the layout and
the prototype chip) containing 4 x 4 pixel array with PDs, edge detection circuits
and memory cells, has been designed by 1-poly 2-metal 0.7 um CMOS process
with a fill factor of 1.7%

e The second chip(CHIP-2) is a LPGCP processor chip, shown in Fig. 6.6 (the
layout and the prototype). It can be used for 2-D high speed block matching and
for a 2 x 2 pixel v.s. 4 x 4 pixels motion vector estimation.

e The third chip(CHIP-3) is a full functional vision chip with the ability of imaging,
edge detection and 2-D motion vector detection. It contains 16 x 16 pixels, 16 X
16 edge detectors, 1K bits memory and 4 LPGCP-ALUs. Its schematic diagram
is shown in Fig. 6.7, and the layout and manufactured chip are shown in Fig. 6.8.

The whole chip including pixel, edge detection, memory and LPGCP block matching is
designed by 1-poly 2-metals 0.7 um CMOS process. The main descriptions and design
parameters are listed in the Table 6.1.

Table 6.1: summary of the prototype of a 2D motion vector detection sensor

number of pixels 16 x 16 pixels
size of PD (photo diode) 30.9 X 30.9 pm
@ size of PD + edge detector + memory 241 x221p m
size of the die chip 6499 x8218u m
size of block matching 2 x 2 pixels
size of search area (£1,41) pizels
size of 1 LPGCP ALU 1334.6 x2924.4p m
imaging frame rate 100 - 1000
number of trans. PD & edge: 30 /pixel

mem. & control: 100 /1 cell
1 LPGCP Processor: 2486

fill factor 1.79%
power supply single +5 V
power dissipation (static) 0.3 m W/ 1 LPGCP processor

90 m W/ chip
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Figure 6.4: 4 x4 pixel array construction of CHIP-1. It consists of a 4-stage vertical
shift register, a 8-stage horizontal shift register, a single circuit of the edge detector,
a single circuit of the transmission gate memory, a single circuit of the pixel, and a
4 x 4 pixel array. In every pixel, it includes a photo diode, an edge detector, and a

transmission gate memory cell. The fill factor is 1.7% because of the compact parallel
architecture.



6.2. CHIP DESIGN SUMMARY

Figure 6.5: The layout and the prototype chip for the 4x4 PD, edge detection, memory

’J‘gﬁ?ﬂ 3

PR

Figure 6.6: The layout and prototype chip for the 2D high speed block matching and
motion vector detection in a small area of 2 X 2 pixels in the current frame v.s. 4 x 4
pixels in the previous frame.
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Figure 6.7: 2D motion vector detection construction of CHIP-3: inputs, outputs, and
controls for 16 x 16 pixel array, LPGCP processor’s shifting window, block matching,
motion vector detection and images or edges. There are 3 kinds of output on the chip:
the output of images, the output of edges and the output of the motion vectors.
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Figure 6.8: The layout and manufactured chip for the 2-D motion vector detection with
16x16 PDs
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Chapter 7

EVALUATION AND
EXPERIMENT

Three chips regarding about pixels, edge detection, memory, imaging, block matching
and motion vector detection have been tested on a working desk as shown in Fig. 7.1.
The relavent results are given in this chapter.

Figure 7.1: The chips evaluation and experiment environment

7.1 Prototype Testing for Pixel: PD, Edge Detec-
tion and Memory Cell

A prototype chip(CHIP-1) for the pixel array including PD, edge detection and memory
have been designed by 1-poly 2-metals 0.7 um CMOS process with a fill factor of 1.7%
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7.1. PROTOTYPE TESTING FOR PIXEL: PD, EDGE DETECTION AND
MEMORY CELL

Tek Run: 250kS/sr Sample
i

1A 920my
1@:1.76 V

EE,!] 200 V"v Ch2 200v M 200us Chi .r szomv 1 Apr 1998
2.00 v Cha 2.00V 17:06:06

Figure 7.2: the responses of PD1, PD2, PD3, and PD4 to a homogeneous light

according to the highly compacted parallel structure shown in Fig. 5.1.

The first experiment is made for testing the Photo Diode’s function of 4 neighboring
pixels PD1, PD2, PD3 and PD4 shown in Fig. 5.7 (the lower side figure). The respones
to light beam are tested in Fig. 7.2, Fig. 7.3, Fig. 7.4, and Fig. 7.5.

The second experiment is made in such a way that, one input of the absolute value
differentiator is fixed at Vj,,; = 1.761V (channel 2), the other input is a discharging
output of a PD(channel 3), when we change the threshold value (Vin ) of the edge
detection circuit in Fig. 5.3, a series results, shown in F ig. 7.6, Fig. 7.7, Fig. 7.8, and
Fig. 7.9, are obtained. Here Channel 1 is the reset sequence, and channe] 4 represents
the detected edge. ‘

The third experiment is made for testing the single short-time GT memory cell,
reference to Fig. 5.12. The test results are shown in Fig. 7.10 and Fig. 7.11. The
input of the memory is a bit stream 1 or 0. Bit signal ‘1’ or '0/ kept in the short-time
TG memory as long as 1ms and 10ms are tested successfully on the prototype chip
shown in Fig. 6.5, where channel 1 is the input, channel 2 is the S witch;,, channel 3 is
the Switchoy, and channel 4 is the delayed output. This result shows that the short-
time memory cell can be used for the 1000 - 100 frame/s imaging and motion vector
estimation application.
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7.1. PROTOTYPE TESTING FOR PIXEL: PD, EDGE DETECTION AND
MEMORY CELL

TeK Run: 250k$."sr Sample
L

: 84omv
ey

,,,,,,,,,,,,,

M 200;15 Ch1 7 40mv 1 Apr 1998
17:35:15

200V"v Ch2 2
3 200V Ch4 2.

Figure 7.3: Pixel PD4 received stronger light beam

Tek Run: 250k3.r’sIr Sample
L

: 840mv
1oy

oV M 200ps T oy 1 Apr 1998
17:36:41

Figure 7.4: Pixels PD1 and PD3 received stronger light beam
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7.1. PROTOTYPE TESTING FOR PIXEL: PD, EDGE DETECTION AND

MEMORY CELL
TeK Run: ZSOKS/sr Sample .
L 4
B . E Ia: 40my
l@: 1.92v
R R7 P 300V M200) SR F0mV 1
3 200V Chd4 200V H :f‘gg 4?598

Figure 7.5: Pixels PD2 and PD4 received stronger light beam

TeK Run: 250kS/sr Sample
L

1A: 440ps
1@: 424ps

2 5V 1 Apr 1998
14:15:17

Figure 7.6: edge detection 1: Vth=3.519 V
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7.1. PROTOTYPE TESTING FOR PIXEL: PD, EDGE DETECTION AND
MEMORY CELL

Tek Run: 250!(5!5r Sample
13

1A: 436ps
j@: 420us

14:07:36

Figure 7.7: edge detectionl: Vth=2.917 V

1A 436us
1@: 420us

14:09:10

Figure 7.8: edge detectionl: Vth=2.150 V
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7.1. PROTOTYPE TESTING FOR PIXEL: PD, EDGE DETECTION AND
MEMORY CELL

Tek Run: 250!(8/3r Sample
18

14:10:34

Figure 7.9: edge detectionl: Vth=1.380 V
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Eciﬁns’ 5.00V  Ch4 5.00V pris

17:10:10

Figure 7.10: a memory cell keeping message “1” for 1ms
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7.2.  CHIP TEST FOR THE SHIFT REGISTERS

Tek Run: 25.0kS/sr Sample
Xy [

AL A S S S S T J i S S S M S S S T S S S e e e S AN e

1A 9.84ms

ﬂ ] : . r@:—10.00ms
14 VALY YN S SN R SOV S

TSRS SRS AT I S AT ETET IS EPTETIE TS ETEPE STRTEETEE SRR BRI IR ST

17:49:47

Figure 7.11: a memory cell keeping message “1” for 10ms

7.2  Chip Test for the Shift Registers

The test is made in the CHIP-2 and CHIP-3, the results are shown in Fig. 7.12, 7.13
and 7.14. These results show that the 16 and 32 stages shift registers work well.

The difference of the 32-stages shift register from other traditional ones is that its
delayed outputs will be devided into two groups, one is for horizontal processing and
the other one is for vertical processing. The load of the shift register is a critical factor.
If there are too many of loads connected to the output of the shift register, the shift
register may fail to drive the computational circuitry. Therefor, we should pay a great
attention to the design of the driving ability of the 32-stages shift register.
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7.2.  CHIP TEST FOR THE SHIFT REGISTERS

Tek Run: 50.0kasIL Sample

nN
T
i oo N
e T S S S
R
- E
S——
i

........................

17:29:12

Figure 7.12: Evaluatons for the 32-stages Shift Register and the 16-stages Shift Register.
Channel 1 is the input of the 32-stages Shift Register: Vshift32-in; Channel 2 is an other
input of the 32-stages Shift Register: Shift-h2; Channel 3 is the output of the 32-stages

Shift Register: Vshift32-end; Channel 4 is the output of the 16-stages Shift Register:
Vshiftl6-end.

Tek Run: 2.50MS/§ Sample
L

X : i N i Ty AT APRPAPE IPE P
5.00V Ch2 5,00V M20.0ps Chil 7 2.2
m 5.00V Chda 500V H 32.53?414998

Figure 7.13: An enlarged diagam for testing the 32-stages shift register. Channel 1
is the output of the 32-stages Shift Register: Vshift32-end; Channel 2 is the input of
the 32-stages Shift Register: Shift32-h1; Channel 3 is the input of the 32-stages Shift

Register: Shift32-h2; Channel 4 is the input of the 32-stages Shift Register: Vshift32-in
(out of seeing range).
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7.3.  CHIP TEST FOR IMAGING

18:35:43

Figure 7.14: An enlarged diagam for testing the 16-stages shift register. Channel 1 is
the input of the 16-stages Shift Register: Vshift16-in; Channel 2 is the input of the 16-
stages Shift Register: Shift16-h1; Channel 3 is the input of the 16-stages Shift Register:
Shift16-h2; Channel 4 is the output of the 16-stages Shift Register: Vshiftl6-end.

7.3 Chip Test for Imaging

In our prototype vision chip, the electrical level of the output voltage is carefully adjusted
to meet the need with a good range. A practical single pixel circuit and a 16 x 16 pixel
array constructed by the practical single pixel circuit are tested in this section.

7.3.1 Practical Pixel Circuit and the Output Test

A practical single pixel circuit is shown in Fig. 7.15.

The output of this practical pixel circuit is demonstrated in Fig. 7.16. We can see
from these test results that the output has a large dynamic range within 1.6 V ~ 4V
by using two stages of buffers. The first stage is a NMOS buffer, and the second stage
is a PMOS buffer.
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7.3.  CHIP TEST FOR IMAGING

( This pin is controlled by the even-phase
clock of the Horizontal shift register ) [—cl
B .
Pixel output control l—{
;L pixel output
q for imaging
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—d 2
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Buffer ( as one of the input
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Figure 7.15: Practical pixel circuit with a PhotoDiode, 2 buffers(NMOS buffer and
PMOS buffer), output switch, and the output.
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7.3.

CHIP TEST FOR IMAGING

Tek Run: 250kS/s Sample
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Figure 7.16: Evaluatons for the pixels. The output of the practical pixel circuit has a
large dynamic range within 1.6 V ~ 4 V by using two stages of buffers. The first stage
is a NMOS buffer, and the second stage is a PMOS buffer.
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7.3.  CHIP TEST FOR IMAGING

7.3.2 Imaging by Using of a 16 x 16 Pixel Array

Our prototype vision chip has multifunctions, the ability of imaging is one of the by-
products in the CHIP-3. Since there is no specific Sample/Hold circuit for the imaging
function in the CHIP-3, we have to work out an other way to read the pixels from the
vision chip. '

The imaging circuitry is driven by the even-phase output of the 32-stages Vertical
Shifter Registers described in Section 7.2. The principle circuit constructure is shown
in Fig. 7.17. The timing sequence driving the chip for imaging is shown in Fig. 7.18.

N o] o= o-| o~ o ¢
i [ 2| o-| 9| o~ o~ -
5 o~ 9-| o= o o~ o-
i 9o | 0| ool o= o-
r o o= o=l o] o~ o~
[ 9 9+ o+l o= 0 -

sw sw sw sSW sw sW
SW mode =1, pixel output
o pixel out

SW mode =0, edge output

- 654321

Figure 7.17: Both the even and odd outputs of the Vertical shift register will be used for
horizontal /vertical edge detection and blockmatching. But here, only the even output
of the Vertical shift register is specially used for driving the imaging output.

When we project a pattern, such as a T shown in Fig. 7.19, on the vision chip,
we can get a re-constructed image on a NTSC mode television screen. The output is
inverted in such a way that th e brighter area is shown darker, and vice versa. Test
shows that although there are only 16 x 16 photo diodes integrated on the focal plane,
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7.3.  CHIP TEST FOR IMAGING

| 1 frame _ _|
| (1ms)
reset I I
B e L Tintegral
s Tow1
row 2 (used for imaging)
row 3
row 4 (used for imaging) I
row 32 ( used for imaging) I
row 33

ool r|
col 2 ”
! col3 H

i col 15

i col 16

Pixlel output in one frame:

output pixel samples

—— e

( Analoue samples output to NTSC TV)

Figure 7.18: Timing driving sequence for reading out images from the vision chip to a
NTSC Television screen.
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7.3. CHIP TEST FOR IMAGING

NTSC

. Television
L|ght Bulb Screen

image
lens Sensor

-~
-
~oas
..

‘a
c lcho ... Chi1

1

Figure 7.19: This is a working desk for evaluation of the imaging chip. A pattern
T is projected onto the sensor focal plane through a suitable lens under a mount of
light lumination. There 3 sets of control signals from the signal generator are used for
driving the chip. The output is connected to a NTSC mode television for displaying the
recovered image.
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r.3.  CHIP TEST FOR IMAGING

*

under strong light under weak light with movement up & down

Figure 7.20: Pattern T with different light strength and up & down movement are used
to test the vision chip’s imaging ability on the focal plane.

Figure 7.21: The top 3 pictures were taken under a proper light, strong light, and weak
light, respectively. The low 3 pictures were taken with the pattern T having an up and
down movement. Although the prototype has only 16 x 16 pixels, we can see the T and
its movement in the images. Notice that the output is inverted such that the brighter
area is shown darker, and vice versa.

we can still obtain a visible recovered image on the TV screen. The other noise source
in the recovered image is due to the specific structure which is specially designed for
the edge detection and motion vector detection. Fig. 7.20 shows the combination of the
pattern T with different light strength and with an up and down movement. Fig. 7.21
shows the test results, which is specially driven by the even-phase output of the Vertical
shift register for SWyzeion, and by the Horizontal shift register (Col 1, Col 2, ..., Col 16
) for pixel-out both depicted in Fig. 7.17 and Fig. 7.18.
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74. CHIP TEST FOR THE 2D MOTION VECTOR DETECTION

7.4 Chip Test for the 2D Motion Vector Detection

The experiment shows that CHIP-2 is successful for 2D block matching and fast motion
vector estimations in a small area of 2 X 2 pixels in the current frame v.s. 4 x 4 pixels
in the previous frame. The whole vector estimation on the 16 x 16 pixels focal plane is
just a combination based on this successful key part.

7.4.1 The Timing Sequence Driving the 2D Motion Vector
Detection

Tek Run: ZSOkasr Sample

15:43:10

Figure 7.22: The timing sequence driving the 2D motion vector detection. Channel
1 is the sampling sequence {Syn —Y; — reg} for output motion vectors; Channel 2 is
the clock {ACC — ck} for the accumulator ACC; Channel 3 is the a clear Zero clock
{D — set0} for the registers; and Channel 4 is the clock { DIF — XOR —ck;} (i=1,2,3,4)
for binary block matchings.

The timing sequence driving the 2D block matching and motion vector detection is
shown in Fig. 7.22. These timing sequences are a fatal factor for designing a successful
motion vector detection. Any small mistakes in designing any of these timing sequences
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7.4.  CHIP TEST FOR THE 2D MOTION VECTOR DETECTION

may bring a big failure. The corresponding functional circuit can be refered back from
Fig. 5.24.

7.4.2 Motion Vector Estimation by Using Fixed Input of Edge
Images in the Current Frame and Random Input of
Edge Images in the Previous Frames

According to the LPGCP architecture, the function of motion vector detection needs 4
signal lines for the edges in previous frame and 2 signal lines for the edges in the current
frame. Reference to the tree structure of the 4-bits memory in Fig. 5.13, all the input
signals in Fig. 7.23 and the 1st figure in Fig. 7.24 will be represented by 5 groups, i.e.
{ Pre-4th-h1, Pre-3rd-h1, Pre-2nd-h1, Pre-1st-h1 } in the 1st picture in Fig. 7.22,

{ Pre-4th-h2, Pre-3rd-h2, Pre-2nd-h2, Pre-1st-h2 } in the 2nd picture in Fig. 7.22,

{ Pre-4th-h3, Pre-3rd-h3, Pre-2nd-h3, Pre-1st-h3 } in the 3rd picture in Fig. 7.22,

{ Pre-4th-h4, Pre-3rd-h4, Pre-2nd-h4, Pre-1st-h4 } in the 4th picture in Fig. 7.22,

{ Cur-2nd-h1, Cur-Ist-hl, Cur-2nd-h2, Cur-1st-h2 } in the 1st picture in Fig. 7.23.

For instance, among the 4 signal lines for the edges of previous frame, if one of the
signal lines has the bit stream of {10010010}, the horizontal edge stream is its odd
position’s digit {1001} and the vertical edge stream is its even postion’s digit {0100},
which is illustrated in the first figure of Fig. 7.23. The other inputs have the same
arrangement for the bit streams in Fig. 7.23. The 1st figure in Fig. 7.24 is a constant
input of edges in the current frame, i.e. {1, 0,0, 1}.

The 2nd figure in Fig. 7.24 shows the output result of the motion vector detection.
According to the priority decision rule in Fig. 4.10, Y3 is detected first, and then YO0,
Y1, Y0, Y3, etc.

These experiment results are identical to the theoretical analysis by using of a fixed
input edge images in the current frame and random input edge images in the previous
frame in Fig. 7.25. The 1st array indicates that Y3 (index No. 2) is detected, the 2nd
array indicates that YO (index No. 5) is detected, and the 3rd array indicates that Y1
(index No. 1) is detected, and so on. In this way an array trace can be obtained on
the focal plane, i.e. a series of motion vectors can be estimated by using a specific fixed
block in the current frame block matching with any random input edge images in the
previous frame.

In the case of the application of real time image coding off-chip, we can use an
auxiliary high speed memory or buffer to store the output of the motion vector indexes.
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7.4. CHIP TEST FOR THE 2D MOTION VECTOR DETECTION
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Figure 7.23: These 4 pictures are the inputs of the previous frame edge image, which
will be combined together with

the motion vectors.

the inputs of the current frame edge image to estimate
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Figure 7.24: The input signals and evaluation results for the motion vector detection.
The first picture is a constant input of the current frame edge image. Reference to Fig.

9.18, the motion vectors are detected and out

this test, the results are { Y3, Y0, Y1, YO0, Y3, .. .}
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74. CHIP TEST FOR THE 2D MOTION VECTOR DETECTION
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Figure 7.25: The theoretical analysis is consistent to the experiment test in Fig. 7.23
and Fig. 7.24. i.e, the arrays can represent the detected vector { Y3, Yo, Y1}. By
tracing the motion vectors, then we can get an equivalent long vector with any possible
dgree of angles.
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74.  CHIP TEST FOR THE 2D MOTION VECTOR DETECTION

7.4.3 Motion Vector Estimation by Using Random Input of
Edge Images in the Current Frame and Random Input
of Edge Images in the Previous Frames

We can also use the random input of edge images in the current frame and random input
of edge images in the previous frames to make a testing experiment on our processor
chip.

Fig. 7.27, Fig. 7.28, Fig. 7.29 and Fig. 7.30 are the binary image matrix regarding
inputs and outputs corresponding and identical to the testing signals in Fig. 7.27. The

resulted waveforms are shown in Fig. 7.31.
More clearly, for a certain frame, the input signal coming from the horizontal edge
memory are

Cur_2nd_hl = 1; Cur_2nd_h2 = 0; Cur_lst_hl = 0; Cur_1st_h2 =1
Pre_4th_hl = 1; Pre_4th_h2 = 0; Pre 4th_h3 = 1; Predth.h4 =1
Pre 3rd_hl = 0; Pre 3rd_h2 = 1; Pre 3rd_h3 = 0; Predrd_hd =1
Pre2nd_hl = 1; Pre_2nd_h2 = 0; Pre 2nd_h3 = 1; Pre2nd_h4 =1
Pre lst.hl = 1; Pre_1st_h2 = 0; Pre_1st_h3 = 1; Prelst.hd =0

and the input signal coming from the vertical edge memory are
Cur2nd vl = 1; Cur 2nd_v2 = 0; Cur_lstwl = 1; Cur_lstv2 =0
Pre_4th vl = 1; Pre 4th v2 = 0; Pre_dth.v3 = 1; Pre dth_vd = 1
Pre_3rd vl = 0; Pre 3rdv2 = 1; Pre 3rd w3 = 0; Pre3rdvd =1
Pre2nd vl = 1; Pre_2nd_ v2 = 0; Pre2nd v3 = 1; Pre2ndvd =1
Pre lst vl = 1; Pre_1lstv2 = 0; Pre_lst w3 = 1; Pre lstwd =0
We can obtain a block métching results of
{56,2}

{3,2,6}

{4,4,2}

then we can get the output of the motion vector Y4 or No. 0, which is located on the
center of a 3 x 3 pixel block in the current frame, as shown in Fig. 7.27. In this case, the
test result reveals that a 2 X 2 pixel block in the current frame has no relative motion
with the corresponding 2 x 2 pixel block in the previous frame.

We can also see that the experiment results are identical to the theoretical analysis
by using both of random input edge images in the current frame and random input edge
images in the previous frame.

All the test results tell that the designed chip can estimate correct and stable motion
vectors in a very fast speed. '
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7.4. CHIP TEST FOR THE 2D MOTION VECTOR DETECTION
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Figure 7.26: Random Input of Edge Images in the Previous Frames (the first 4 pictures):
{Pre — 4th — hl, Pre — 3rd — hl,Pre — 2nd — hl, Pre — 1st — h1} in the 1st picture,
{Pre — 4th — h2, Pre — 3rd — h2, Pre — 2nd — h2, Pre — 1st — h2} in the 2nd picture,
{Pre — 4th — h3, Pre — 3rd — h3, Pre — 2nd — h3, Pre — 1st — h3} in the 3rd picture,
{Pre—4th— h4, Pre—3rd — h4, Pre — 2nd — h4, Pre —1st — h4} in the 4th picture, and
Random Input of Edge Images in the Current Frame(the last picture): {Cur — 2nd —
hl,Cur — 1st — hl,Cur — 2nd — h2, Cur — 1st — h2} in the 5th picture.

99



CHIP TEST FOR THE 2D MOTION VECTOR DETECTION
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Figure 7.27: Example 1. The analysis for the motion vector detection by block matching
of the random input of edge images in the previous frames and the random input of
edge images in the current frame. The inputs are corresponding to the 1st phase of Fig.

7.26. The test result is shown in the 1st phase of Fig. 7.31.
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CHIP TEST FOR THE 2D MOTION VECTOR DETECTION
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Figure 7.28: Example 2. The analysis for the motion vector detection by block matching
of the random input of edge images in the previous frames and the random input of
edge images in the current frame. The inputs are corresponding to the 2nd phase of

Fig. 7.26. The test result is shown in the 2nd phase of Fig. 7.31.
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CHIP TEST FOR THE 2D MOTION VECTOR DETECTION
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Figure 7.29: Example 3. The analysis for the motion vector detection by block matching
of the random input of edge images in the previous frames and the random input of
edge images in the current frame. The inputs are corresponding to the 3rd phase of Fig.

7.26. The test result is shown in the 3rd phase of Fig. 7.31.
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CHIP TEST FOR THE 2D MOTION VECTOR DETECTION
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Figure 7.30: Example 4. The analysis for the motion vector detection by block matching
of the random input of edge images in the previous frames and the random input of
edge images in the current frame. The inputs are corresponding to the 4th phase of Fig.

7.26. The test result is shown in the 4th phase of Fig. 7.31.

103



7.4.  CHIP TEST FOR THE 2D MOTION VECTOR DETECTION

Tek Run: 100!(33’5;lr Sample

jchi SO0V TR T S00V W SO00RS CRT A58V 12 bec 1008
Ch3 5.00V 5.00 V 15:45:26

Figure 7.31: Evaluation results for motion vector detection. Channel 1 is Current-2nd-
h1; Channel 2 is Y0(as well as {Y'1,Y2,Y5,Y6,Y7,Y8}; Channel 3 is Y3; Channel 4 is
Y4 The output waveforms of the motion vectors detected by the chip are identical to
the analysis results shown in Fig. 7.27 Fig. 7.28 Fig. 7.29 and Fig. 7.30.
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Chapter 8
CONCLUSION

Under a high frame rate of imaging, such as 100 ~ 1000 frame/sec., the changes between
two succesive frames are very small. By making use of this feature, vision chips for
imaging, edge detection and very fast estimation of motion vectors are developed in this
thesis.

By ES2 1-poly 2-metals 0.7um CMOS process, we designed 1 prototype chip and 2
testing teg chips. Based on these chips, we successfully evaluated:

e pixel circuit with large dynamic output range

e analog processor for edge detection with large stable working range

e short-time Transmision Gate memory —

e shift register with even-phase output and odd-phase output

e 16 x 16 imaging array

e specific accumulator

e specific LPGCP processor for block matching and motion vector detection
e small size 2D motion vector estimation

The prototype chip consists of a pixel array and parallel block matching processors.
Each pixel of the pixel array contains a photo detector, an edge detector and a 4-bits
.memory parallel in local area.

The captured image is binarized by the edge detector and the binary edge data
is used in a 2x2 small size block matching within a (41,+1) searching area. The
block matching and motion vector detection are performed in globle column parallel
architecture by specific LPGCP procesors designed on the vision chip.
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CONCLUSION

The proposed method intends to detect a motion vector for every pixel and results
in a motion field of vectors. In this way, we can obtain a dense motion field in which a
motion vector is assigned to each pixel by overlopping 2X2 target blocks.

Further studies in this project are expected to bring in some applicable rusults not
only for high speed image coding®? but also for high speed machine vision in an one-
chip imaging system.

Suggestions to a new version chip:

1. A suggestion is given to the further step of this project. When designing a new
version of the 2D motion vector detection vision chip with more pixels, such as 32
X 32 pixels, 64 x 64 pixels, or 128 x 128 pixels, the operational logic of LPGCP
processor should be designed by Layout Synthesizer or VHDL, which will greatly
helpful to reduce the huge amount of manual layout time.

2. New circuit structure is required. Such as to take apart the edge detection and
memory from the pixle circuit.

3. High fill factor is required for obtaining high Signal to Noise ratio. One way to
get a high fill factor is based on a new circuit structure, the other way to get a
high fill factor relys on the development of deep sub-micro CMOS process.
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Appendix A

Speed limitation of the image sensor

reset ___

L
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Figure A.1: Integral time limitation of the sensor.

As shown in Fig. A.l, the image sensor has a sampling limitation because of the
charging and discharging ability of the photodiode. In some range, the time constant
T is approximately inpropotional to the strength of light, i.e. the stronger the light the
smaller the 7. So that if we want a much higher speed of imaging, we should need a
stronger light illumination. If we only need a low speed of imaging, we can use a week
Iight illumination. But it is difficult to give out the concrete numeral figures for the
highest speed of the CMOS imagers because of the complex time-variant character.
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Appendix B

Wavelet transform on focal plane:
Wavelet transform is a good tool for space analysis. It can be designed on the focal
plane according to the following analysis, but simlifications are neccessary.
o General wavelet transform:
As we know that the Mallat’s Fast Algorithm can be written as:

Fit = %”262 Fiihioonhj—om (B-1)
D1t = %:L; Fyihi-ongj-om (B —2)
D2t = %ZE Fi9-ahj-3m (B -3)
D3t = é Z,: F}iGi-nGj-2m (B—— 4)

e

It consists of the general Wavelet analysis for imageé. This complex equations are
difficult to be designed on the focal plane.

Modified Haar wavelet transform (MH-WLT)

Since the Haar wavelet coefficients(QMF) can be represented as

hk = {“\/177'2'1 %10707“'}3

11
gk = {__\/?a Ea O) 07 }
then the Haar wavelet transform can be writen as:

1
F?ij;i = Z(F‘Bl-n,Qm + F21n+1,2m + F?l.n,2m+1 + E_?l.n+l,2m+1) (B - 5)
1 .
Dli?jvlz = Z(—‘F‘Zln,Qm - F21n+1,2m + F21n,2m+1 + F?l,n+l,2m+1> (B - 6)
1
D2£:-7}1 = Z(—FQITL,Qm + F?l.n+1,2m - Fén,Qm-}—l + F2ln+1,2m+l) (B-7)
p3t - Lo Fl — F F!
nm = 4( 2n.2m ~ Font1.9m = Lonomit T Fonggoma) (B-38)
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Appendix B

By a proper coordinates shifting, we can get a modified Haar wavwlet transform
(MH-WLT)®Y as the form of:

FH—I

n,m

DlH—l

n,m

Dzl—l-l

n,m

1+1
D3

I

!
FQn,Qm
_1_ (Fl _ Fl )
9 2n,2m+1 2n,2m
1 l !
5(F2n+1,‘2m - F2n,2'm)
L (F! F! F!
:4:'( 2n,2m =+ 2n412m T L2

1
n2m+1 T Fontt 2mer)

(B —9)
(B—10)
(B —11)
(B —12)

The last second and third equation above is just the edge detection algoritm used for
horizontal and vertical edge detection.
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