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Abstract. A global three-dimensional model that can treat transportation of various species of 
aerosols in the atmosphere is developed using a framework of an atmospheric general circulation 
model (AGCM). Main aerosols in the troposphere, i.e., soil dust, carbonaceous (organic and black 
carbon), sulfate, and sea-salt aerosols, are introduced into this model. Prior to the model calcula-
tions the meteorological parameters are calculated by the AGCM with the nudging technique us-
ing reanalysis data. To evaluate aerosol effects on the climate system and to compare simulated 
results with observations, the optical thickness and Angstrom exponent are also calculated taking 
into account the size distribution and composition. The model results are validated by both meas-
ured surface aerosol concentrations and retrieved aerosol optical parameters from National Oce-
anic and Atmospheric Administration/Advanced Very High Resolution Radiometer. A general 
agreement is found between the simulated result and the observation globally and seasonally. One 
of the significant results is that the simulated relative contribution of anthropogenic carbonaceous 
aerosols to the total optical thickness is comparable to that of sulfate aerosols at midlatitudes of 
the Northern Hemisphere, which agrees with recent observations. This result leads to a conclusion 
that the radiative effect evaluation of aerosols on the climate system is necessary to be modified 
because optical properties of carbonaceous aerosols are different from those of sulfate aerosols. 
The other finding is that the seasonal shift off the west coast of North Africa observed by satel-
lites, i.e., the latitude of the maximum optical thickness moves seasonally, is also reproduced in 
consideration of a mixed state of soil dust and carbonaceous aerosols.

1. Introduction

  It is important to estimate the climate forcing by anthropo-

genic and natural aerosols for predicting the future climate 
change. The global distributions of long-lived greenhouse gases 

are quantitatively well known and they cause positive radiative 
forcing. The total aerosol forcing is, on the other hand, evaluated 
as negative, i.e., cooling effect [e.g., IPCC, 1996]. The aerosol 
distribution is, however, highly uncertain because of their short 
lifetime, various chemical components, and size distributions. 
There may be two effects that aerosols affect the climate system. 

One is a direct effect that aerosols scatter and absorb the solar 
and infrared radiation [e.g., Charlson et al., 1992], and the other 
is an indirect effect that aerosols alter the cloud properties acting 

as cloud condensation nuclei (CCN), and leading to a cloud al-
bedo change [e.g., Twomey, 1974]. According to IPCC [1996], 
the total direct aerosol forcing was estimated to be -0.5 W m-2 
with a large uncertainty of a factor of 2. Moreover, the total indi-
rect forcing was estimated to be in a wide range from 0 to -1.5 W 
m-2  because the cloud-aerosol interaction process itself has been 
scarcely understood.
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  To minimize these uncertainties, an adequate aerosol transport 
model is necessary to be developed for simulating the aerosol 
distribution of various species. There have been many studies of 
three-dimensional models for sulfate aerosols, which have been 
considered to be dominant anthropogenic aerosols [Langner and 
Rodhe, 1991; Pham et al., 1995; Chin et al., 1996; Feichter et al., 
1996]. Recent measurements have shown, however, that carbona-
ceous aerosols are in many cases more predominant even in in-
dustrial regions [Hegg et al., 1997; Novakov et al., 19971. The 
large optical thickness of carbonaceous aerosols originating from 
biomass burning also started to be recognized as noticeable from 
space [Herman et al., 1997; Nakajima and Higurashi, 1998]. In 
spite of such a renewed attention to the climate effects of carbo-
naceous aerosols, there have been few global transport models for 
them [Liousse et al., 1996]. Soil dust aerosols are also another 
important aerosol species, which contribute to a large-particle 
mass loading in the atmosphere. Several transport models were 
developed for the soil dust [Joussaume, 1990; Tegen and Fung, 
1995; Dentener et al., 1996]. 

  Past studies concerning aerosol transport modeling were vali-
dated mostly by ground-based measurements of aerosol concen-
trations at some locations. However, ground-based measurements 
for aerosol concentrations are limited and include local variance, 
and therefore it is difficult to obtain a proper validation on global 
scale. In recent years, on the other hand, large amounts of satel-
lite products for aerosols have become available as the result of 
the new progress in remote sensing technologies. For example, 
Higurashi and Nakajima [1999] analyzed the global distribution 
of the aerosol optical thickness and the Angstrom exponent that is 
an index of the particle size (a large-particle polydispersion has a 
small Angstrom exponent) using National Oceanic and Atmos-
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pheric Administration (NOAA)/Advanced Very High Resolution 
Radiometer (AVHRR) data. It is very important therefore to find 
a method for comparing global optical remote sensing data with 
model values. In this regard, the situation of most of the past 

 aerosol model studies has not been satisfactory  since they simu-
lated distributions of only one kind of aerosols, whereas the re-
motely sensed data are of a mixed state of several kinds of aero-
sols. Tegen et al. [1997] estimated the combined optical thickness 
of four species of aerosols by collecting results of different trans-

port models for each aerosol type (soil dust [Tegen and Fung, 
1995], carbonaceous [Liousse et al., 1996], sulfate [Chin et al., 
1996], and sea salt [Tegen et al., 1997]) and fixing the typical 
specific extinction cross section of each aerosol. Such a treatment 
is not necessarily appropriate for estimating the relative contribu-
tion of each aerosol type to the optical thickness, because the 
change in optical properties depending on the relative humidity 
was not considered, and because the transporting and scavenging 

processes are not the same among the models with different wind 
and cloud/rain fields. 

  In this study we develop a global three-dimensional model that 
can treat various aerosol species to overcome several drawbacks 
in the past aerosol modeling studies as mentioned above. Much 
attention is paid to the reproduction of not only the surface con-
centration but also the vertical column loading, comparing the re-
sult with the optical thickness from AVHRR retrievals in order to 
estimate the aerosol effects on the climate system. The common 
model structure to all aerosol species will be described in section 
2. Characteristics for each aerosol type (soil dust, carbonaceous, 
sulfate, and sea salt), including emission sources and chemical 
reactions will be summarized in section 3. Mixing of all four 
aerosol species will be discussed in section 4 in terms of the total 
aerosol optical thickness and the Angstrom exponent, and we will 
compare the model results with AVHRR retrievals [Higurashi 
and Nakajima, 1999; Higurashi et al., 1999]. This comparison, as 
one of unique points of this study, becomes possible because of 
the global distribution of the optical properties obtained from 
AVHRR retrievals and that of the modeled four-component aero-
sol mixture. The simulated results also will be compared with 

ground-based optical observations of Aerosol Robotic Network 
(AERONET). Moreover, we will discuss a mechanism of the sea-
sonal shift of the maximum optical thickness off the west coast of 
North Africa as observed by satellites. Our conclusions will be 

presented in section 5.

2. Model Description 

  The present three-dimensional aerosol model uses a frame-
work of Center for Climate System Research (CCSR), University 

of Tokyo/National Institute for Environmental Studies (NIES), 
Japan, atmospheric general circulation model (AGCM). The basic 
features of CCSR/NIES AGCM are presented by Numaguti 

[1993], and newly implemented physical processes are discussed 
by Numaguti et al. [1995]. This AGCM adopts a radiation sche-
me based on the k-distribution and the two-stream discrete ordi-
nate method [Nakajima and Tanaka, 1986]. In our simulation the 
horizontal resolution is set at about 5.6° longitude by 5.6° latitude 

(T21, i.e., triangular truncation with wavenumber 21), the vertical 
resolution at 11 layers (sigma levels at 0.995, 0.980, 0.950, 0.900, 
0.815, 0.679, 0.513, 0.348, 0.203, 0.092, and 0.021), and time 
step at 40 min. This aerosol transport model mainly includes 

processes of emission, advection, diffusion, and deposition. The 
equation of aerosol mass conservation is as follows:

 -(pairqa)+div(pairqav)+-(pairqaw) =-(FE + FD +Fs), (1) 
where pair is the air density, qa is the aerosol mixing ratio, and v 
and w are horizontal and vertical wind, respectively; FE, FD, and 
Fs are the emission, diffusion, and deposition fluxes of aerosols, 
respectively. The advection scheme for water vapor in the 
AGCM is applied to the aerosol advection. The right-hand side of 
equation (1) is newly modeled in this study as described in Ap-

pendix A. To compare simulated results with optical observations 
such as AVHRR retrievals and Sky/Sun photometer measure-
ments, the optical thickness is also calculated at each time step 

using the calculated relative humidity. The detailed explanation 
for the calculation of the optical thickness is described in Appen-

dix B. 
  This model uses National Centers for Environmental Predic-

tion (NCEP)/National Center for Atmospheric Research (NCAR) 
reanalysis data of wind velocities, temperature, and specific hu-
midity as a constraint. Every 2-hour data of meteorological pa-
rameters, such as diffusion coefficient, precipitation flux, and 
cloud water, which are necessary as input data for driving the 
transport model, are made by means of running the AGCM as 

nudged by NCEP/NCAR reanalysis data in 1990, because the re-
sults of this model are mainly compared with the satellite data of 
1990 obtained from AVHRR retrievals. 

The wind velocity at 10-m height is needed for evaluating 

emissions of soil dust and sea-salt aerosols. It is calculated from 
the wind velocity at the lowest layer of the AGCM (correspond-
ing to about 50-m height) on the basis of the Monin-Obukhov 
similarity theory. In the unstable or stable condition the function 
depending on the Richardson number is also introduced [Louis, 
1979]. Moreover, we consider small-scale dry convection with a 
large upward sensible heat flux in the evaluation of surface wind, 
which is pronounced in the case of strong wind.

3. Characteristics for Each Aerosol Type

3.1. Soil Dust Aerosols 

  It has been expected that soil dust aerosols have a large impact 
on the climate system based on satellite and ground-based obser-
vations [Li et al., 1996; Herman et al., 1997; Moulin et al., 1997]. 
Soil dust particles scatter the solar radiation back to space and ab-
sorb the ultraviolet radiation. In this model, the particle size is di-
vided into 10 radii from 0.1 to 10 1.tm for transport processes and 

the calculation of the optical thickness of soil dust aerosols. The 
effective radius and the normalized emission strength of each size 
are according to d'Almeida and Schiitz [1983] (Table 1). The

Table 1. Effective Radius and Normalized Emission Strength for 

Soil Dust Aerosols in the Model
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particle density of soil dust aerosols is assumed to be 2.5 g cm' 
[Volz, 1973]. 

  Emission locations are limited to the desert, grassland, xero-
morphic shrubland, and cultivated field defined by Matthews 

[1983]. The emission mass flux of soil dust Fed in kg m2 s-' is 
given according to the empirical relation as follows [Gillette, 
1978]: 

C(Iv10 I—ut)Iv10 12 for Iv10I>ut, 
Fed =(2) 

0for Iv10I<ut, 

where 1v101 is the wind velocity at 10-m height in m s', ur is a 
threshold velocity set to be 6.5 m s' according to Kalma et al. 

[1988], and C is an emission coefficient depending on the soil 
moisture in kg s2 m-5. C is decided by fitting to the AVHRR opti-
cal thickness over ocean near dust regions such as the west coast 
of Sahara and the Arabian Sea:

where W is the soil moisture in m m'.

3.2. Carbonaceous Aerosols 

  Carbonaceous aerosols are roughly divided into two compo-
nents, i.e., organic carbon (OC) and black carbon (BC). OC 
mainly scatters the solar radiation without significant absorption 
and grows absorbing ambient water vapor. On the other hand, BC 
strongly absorbs the solar radiation and is hydrophobic. In this 
model, the internal mixture of both carbons is assumed for trans-

port processes and the optical thickness calculation. The particle 
radius depending on the relative humidity is determined from 
Hobbs et al. [1997] (Table 2), and the particle densities are as-
sumed to be 1.5 g cm" and 1.25 g cm-3 for OC and BC, respec-
tively [Horvath, 1993]. 

  Sources for carbonaceous aerosols are classified into six 

categories: forest fires in tropical rain forests, those in other 
forests, fossil fuel consumption, fuel wood consumption, 
combustion of agricultural wastes, and gas to particle conversion 
of terpene emitted from plants. Carbonaceous aerosols emitted 
from forest fires are one of the most important contributions to 

the atmospheric turbidity. The Global Emissions Inventory 
Activity (GEIA) database of monthly BC emission from biomass 
burning [Cooke and Wilson, 1996] is used with a revision using a 
new data set for change in forest cover [FAO, 1997]. 
Furthermore, forest fire sources are divided into two species, i.e., 
tropical rain forests and other forests, because of a more 
incomplete burning condition over tropical regions, and hence a

Table 2. Mode Radius of Carbonaceous 

Aerosol Particle Depending on the Relative 

Humidity in the Model

Table 3. Mode Radius of Sulfate Aerosol 

Particle Depending on the Relative Humidity 

in the Model

different ratio of OC to BC (OC/BC). For this classification, the 
vegetation data obtained from NOAA/AVHRR data are used 

[DeFries and Townshend, 1994]. The OC/BC ratio is assumed to 
be 8.28 and 6.92 for tropical and other forests, respectively, 
according to Liousse et al. [1996]. The GEIA database is also 
used for annual BC emission from fossil fuel [Cooke and Wilson, 
1996]. The burning condition of fossil fuel is more complete than 

that of forest fires, and hence a small ratio of OC/BC is assumed 
to be 3.33 in this model [Liousse et al., 1996]. Monthly BC 
emission data for fuel wood consumption and combustion of 
agricultural waste are obtained using FAO [1995a] and FAO 

[1995b] statistics in each country, respectively, and GEIA 
database for population and grid locations of each country 
according to Liousse et al. [1996]. The OC/BC ratio is assumed 
to be 5.64 and 6.92 for fuel wood consumption and combustion 
of agricultural waste, respectively [Liousse et al., 1996]. The 
GEIA database for monthly terpene emissions is also used 

[Guenther et al., 1995] assuming the conversion rate to OC 

particles to be 0.04 according to Pandis et al. [1991]. 

                                    3.3. Sulfate Aerosols 

  Sulfate aerosols scatter the solar radiation without significant 
absorption, and it is hydrophilic. The growth rate of particle radi-
us depending on the relative humidity is based on Hanel [1976] 

(Table 3), and the particle density is set as 1.769 g cm" [Weast, 
1976] in this model. 

  Sulfate aerosols are formed mainly by chemical reactions of 
SO2 and dimethylsulfide (DMS). DMS is emitted mainly from the 
oceanic phytoplankton and reacts with OH radical, so it is con-
verted into SO2 and sulfate through intermediates. SO2, which is 
emitted from fossil fuel consumption and volcanic activities, is 
mainly oxidized by OH in the gas phase and H202 and 03 in liq-
uid phase, so it is converted into sulfate. There are some past 
studies about global sulfate distribution, but Langner and Rodhe 

[1991]  and Pham et al. [1995] simplified the liquid phase reac-
tion of SO2, which is a main reaction forming sulfate aerosols. In 
this model, however, chemical reactions related to sulfate aero-
sols and SO2 dissolution into water are treated explicitly. The SO2 
dissolution process is also applied to the in-cloud scavenging of 
SO2. Table 4 summarizes chemical reactions and reaction rate 
constants, and solubility and equilibrium constants are also 
shown in Table 5 and Table 6, respectively. The zonally and sea-
sonally averaged OH distribution is given by the result of the oth-
er chemical model [Spivakovsky et al., 1990]. The zonally and 6-
month averaged 03 distribution and the globally and annual mean 
vertical H202 distribution in this model are also given by the de-
finition in LOWTRAN 7[Kneizys et al., 1990]. The DMS emis-
sion flux Fp,Ms in kg M-2  s-' over the ocean is proportional to the
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Table 4. Chemical Reactions and Rate Constants in the Model

 'Values k
1, k2, and k3 are in cm'  molecule'  s'`, k4 and k5 are in 1 mole'  s `, T is the temperature in Kelvin, [M] is the air number 

concentration in cm', [W] is the hydrogen ion concentration in mole t`, K1 and K, are equilibrium constants (see Table 6), ka, kb, kr, 
and kd are in 1 mole' s-1, and k, is in mole t`. 

'References are (a) Hynes et al. [1986], (b) Chatfield and Crutzen [1990], (c) DeMore et al. [1997], and (d) Warneck [1988].

downward surface solar flux F,ad in W m-2 in this model [Bates et 
al., 1987], 

FDMS = 1.08x10-14xF,ad+3.56x 10-13.(4) 

The monthly data of sea-ice mask [da Silva, 1994] is used for 
DMS not to be emitted from areas covered by sea ice. The GEIA 
database are used for SO2 originating from fossil fuel consump-
tion and metal production [Benkovitz et al., 1996] and from con-
tinuously erupting volcanoes [Andres and Kasgnoc, 1998]. 

3.4. Sea-Salt Aerosols 

  The importance of sea-salt aerosols for the climate system is to 
be seen in connection with its potential source areas, which cover 
about two thirds of the Earth's surface. Sea-salt particle has a 
larger radius than that of carbonaceous and sulfate aerosols. The 

particle size of sea-salt aerosols is divided into 10 effective radii 
from 0.1 pm to 10 gm assuming the a lognormal size distribution 
for transport processes and for the calculation of the optical 
thickness with a standard deviation assumed as 2.0 [d'Almeida et 
al., 1991] (Table 7). The particle density is set as 2.25 g cm -3 in

Table 5. Solubility Constants in the Model

this model [Hanel, 1976]. Sea-salt particles have a cubic shape, 
so the Mie theory cannot be strictly applied. We calculated the 
nonspherical scattering effect by a discrete dipole approximation 
method [Okamoto et al., 1995; Murayama et al., 1999]. The dif-
ference of the extinction efficiency factor between Mie particles 
and cubic particles is found to be less than 5% for the particle ra-
dius less than 0.4 .tm; the difference is slightly larger for large 
radii but not more than 20%. Therefore we decided to use the Mie 
theory for calculating the optical thickness in this model. 

Sea-salt aerosols are produced by breaking bubbles of seawat-

er at ocean surface, and therefore the emission flux depends sig-
nificantly on the surface wind velocity. This model uses the em-

pirical formula of Erickson et al. [1986] for the surface concen-
tration Csa in µg m-3, 

    C_exp(0.16 I v10 I +1.45) for I v10 15__15 (m s-1),(5)      Sa
exp(0.13 I v10 1+1.89) for 1 v10 I> 15 (m s"1). 

The surface concentration Csa is calculated at each time step, and 
the difference of the concentration between before and after the 
time step is regarded as the emission flux. The mass mean radius 
rmm in micron is also estimated as follows [Erickson and Duce, 
1988]:

Table 6. Equilibrium Constants in the Model

After Chameides [1984]. After Chameides [1984].
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Table 7. Effective Radius and Corresponding Mass Mean 

Radius of Sea-Salt Aerosols in the Model

 r,„,,,=0.422Iv101+2.12.(6) 

This mass mean radius is used to determine the mode radius of 
the lognormal size distribution by selecting the nearest value in 
Table 7. The sea-salt emission is inhibited over sea-ice regions in 
the same manner as in the case of the DMS emission.

4. Results and Discussion

4.1. Global Distribution for Each Aerosol Type 

  The annual mean global distributions of the simulated surface 
concentration and the optical thickness at a wavelength of 0.55 

gm for soil dust, carbonaceous, sulfate, and sea-salt aerosols are 
shown in Figures 1 and 2, respectively. Saharan dust particles are 

transported by the trade wind over the North Atlantic throughout 
the year. A large amount of soil dust is also seen around the Ara-
bian Sea in the Northern Hemisphere summer, which can be ex-

plained by the strong monsoon wind in this season. Carbonaceous 
aerosols originating from biomass burning are prominent in the 
center and south of Africa and South America. Biomass burning 
events occur during the dry season of each region and are ob-
served as hot spots from space [Cahoon et al., 1992; Andreae, 
1993]. Carbonaceous aerosols are also emitted from industrial re-

gions with consumption of fossil and domestic fuels almost 
regularly through the year at midlatitudes of the Northern Hemi-
sphere. A high concentration of sulfate aerosols originating from 
anthropogenic sources is seen in East Asia, Europe, and North 
America through the year. In case of sea-salt aerosols the maxi-
mum concentration is seen over the Antarctic Sea at 50°-60°S 

through the year as well as over the North Atlantic and the North 
Pacific. On the other hand, the optical thickness of sea-salt aero-
sols is large in tropical regions and midlatitudes because of the 
strong vertical diffusion. Their optical thickness is, however, 
much smaller than that of other aerosols in spite of large surface 
concentrations because the extinction efficiency per mass is small 
due to large-particle radii. 

  Simulated surface concentrations are compared with observed 
ones for carbonaceous (Tables 8 and 9), DMS (Table 10), SO2 

(Table 11), and sulfate aerosols (Table 12) at some locations. 
Simulated concentrations of carbonaceous aerosols are repro-
duced well compared with observations. Liousse et al. [1996] 

simulated not only BC but also OC global distributions for the 
first time, but their results were largely underestimated OC and 
BC concentrations in comparison with observations in midlati-
tudes of the Northern Hemisphere as pointed out by the authors 
themselves. This underestimation is, however, not seen in our 
simulation (Table 9). Simulated DMS concentrations are also in 
agreement with observed ones within a difference of about 40%.

On the other hand, simulated SO2 and sulfate concentrations are 
somewhat underestimated and overestimated, respectively, in in-
dustrial regions. This might be because changes in SO2, H2O2, 
and 03 concentrations within each time step are neglected in this 
model, though the liquid phase reaction proceeds to completion 
in less than 1 hour [Chin et al., 1996]. It is, however, general 
agreement between simulated and observed concentrations of 
SO2 and sulfate aerosols other than in industrial regions. Figure 3 
shows that the monthly mean simulated surface concentrations 

for sea-salt aerosols reasonably agree with the observed ones sea-
sonally and quantitatively in Barbados and Midway. Simulated 
surface concentrations of sea-salt aerosols in other regions are 
expected not to be largely different from observations because the 
distribution of sea-salt aerosols is not as inhomogeneous as that 
of soil dust, carbonaceous, and sulfate aerosols. 

  Figure 4 shows simulated and observed vertical profiles of soil 
dust aerosols in Barbados, carbonaceous aerosols over a biomass 
burning region, and sulfate aerosols over an industrial region. The 
observed feature of the large soil dust concentration between 1 
km and 3 km altitude, so-called "dust layer," is reproduced to 
some extent, though the magnitude of the simulated concentration 
is underestimated. Anderson et al. [1996] analyzed the data ob-
tained from aircraft measurements over biomass burning, finding 
the aerosol number concentration decreased almost monoto-

nously with altitudes above 1.5 km over the source region, while 
they have the peak between 2 and 6 km over the outflow region. 
These tendencies are reproduced to some extent in this model 
though the altitude of the simulated maximum concentration is 
low over the outflow region. The decrease of the simulated sul-
fate concentration with altitudes is similar to that of the observed 
one. 
  Figure 5 summarizes the global amounts and the mass fluxes 
of aerosols simulated by the present model. The annual total 
emission fluxes of soil dust and sea-salt aerosols are 1 order 
larger than those of other aerosol species. The dry deposition flux 
of soil dust aerosols occupies 66% of the total flux, because of 

their large-particle radius and emission occurring mostly in arid 
or semiarid regions. The wet deposition fluxes of carbonaceous 

and sulfate aerosols, on the other hand, account for 82% and 88% 
of the total depositions, because of their hydrophilicity. The liq-
uid phase oxidation of SO2 is larger than the gas phase oxidation 
as commonly recognized [Warneck, 1988]. The lifetimes of DMS 
and SO2 are consistent with other sulfur models [Langner and 
Rodhe, 1991; Pham et al., 1995; Chin et al., 19%; Feichter et al., 
1996], though that of sulfate aerosols is slightly shorter in this 
model (2.6 days).

4.2. Global Aerosol Optical Properties in a Mixed State 

  Figure 6 shows the simulated distributions of the combined 
monthly mean optical thickness of soil dust, carbonaceous, sul-
fate, and sea-salt aerosols in January, April, July, and October. 
Figure 7 also shows the simulated distributions of the monthly 
mean Angstrom exponent defined as log slope of the spectral op-
tical thickness at wavelengths of 0.55 gm and 1.0 µm. The most 

prominent contributors to the total aerosol loading are soil dust 
and carbonaceous aerosols. Soil dust aerosols are noticeable 
around Saharan and Arabian regions with a small Angstrom ex-

ponent from about zero to 0.2, while carbonaceous aerosols 
originating from biomass burning are remarkable on the coast of 
the Gulf of Guinea in January and over the south of Africa and 
Amazon from July to October with a large Angstrom exponent 
close to 1.0. These simulated geographical patterns of the optical
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(a) Surface concentration (Soil dust, Annual mean)

(b) Surface concentration (Carbonaceous, Annual mean)

(c) Surface concentration (Sulfate, Annual mean)

 d) Surface concentration (Sea-salt, Annual mean)

Figure 1. Annual mean distributions of the simulated surface concentrations for ( 
sulfate, and (d) sea-salt aerosols in µg m'3.

a) soil dust, (b) carbonaceous, (c)
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(a)  Optical  thickness  (Soil  dust,  Annual  mean)

(b)  Optical thickness (Carbonaceous, Annual mean)

(c) 
fitt nn

Optical thickness (Sulfate, Annual mean)

(d) Optical thickness (Sea-salt, Annual mean)

Figure 2. Annual mean distributions of the simulated optical thickness for (a) soil dust, 
fate, and (d) sea-salt aerosols.

(b) carbonaceous, (c) sul-
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Table 8. Comparison between Simulated and Observed Concentrations of Carbonaceous Aerosols

 'Observed values: (a) Cachier et al. [1986], 
Parungo et al. [1994], and (e) Bodhaine [1995].

(b) Hoffman and Duce [1977], (c) Novakov and Penner [1993], (d)

thickness and Angstrom exponent are consistent with the patterns 
observed by satellites [Nakajima and Higurashi, 1998; Higurashi 
et al., 1999]. Simulated optical thickness of biomass burning 
aerosols from the south of Africa extends to northwest and south-
east directions, as supported by the AVHRR retrieval. In mid-
latitudes of the Northern Hemisphere, anthropogenic carbona-
ceous and sulfate aerosols prevail, showing the noticeably distinct 
seasonal variation with the maximum in summer. Investigation of 
the model results suggests three main reasons for this seasonal 
variability of the optical thickness. One is growth of aerosol par-
ticles absorbing ambient water vapor with higher relative humid-
ity in summer over this region, causing an increase in extinction 
efficiency Qext. In the present model, Qex1 in the condition over the 
relative humidity of 90% is set about 5 times as large as in that of 
25% for the mode radius. The second reason is large oxidation of 
SO2 and DMS in summertime because of the high OH concentra-
tion. For instance, it is given as 19 x105 molecules cm-3 at 36°N, 
900 hPa in July, while 2.4 x105 molecules cm-3 at the same loca-
tion in January. The third is that aerosols and their precursors are 
difficult to fall out in summer because of large instability of the 
atmosphere. The lifetime of sulfate aerosols in summer is about 3 
times as long as that in winter for the zonal mean of 36°N. The 
simulated Angstrom exponent is also larger in summertime over 
midlatitudes of the Northern Hemisphere. These seasonal vari-

Table 9. Comparison between Simulated and Observed Annual 

Mean Concentrations of Organic Carbon in the United States

abilities in optical thickness and Angstrom exponent were detect-
ed by AVHRR retrievals over this region, as shown in section 
4.3. Larger aerosol concentrations during spring to summer were 
also observed at a remote ocean site, Mauna Loa, Hawaii [Lee et 
al., 1994]. These observations support adequacy of the aerosol 

growth model depending on the relative humidity shown in Ta-
bles 2 and 3 and the uplift scheme described in Appendix A.

Observed values: Maim et al. [1994]; simulated values: this study 
and Liousse et al. [1996].

4.3. Regional Features and Comparisons with Optical 
Observations 

  To examine the regional and seasonal features, regional aver-
ages of the simulated monthly mean optical thickness and 
Angstrom exponent over ocean are compared with the AVHRR 
statistics [Higurashi et al., 1999] for 4 months in 1990, i.e., in 
January, April, July, and October. Although there is some possi-
bility of overestimation in the AVHRR optical thickness, espe-
cially in regions of small optical thickness (< 0.2), the AVHRR 
retrievals can be used for studying the simulated seasonal varia-
tions. Monthly mean values of AERONET data [Holben et al., 
1998] are also used for comparison over land. It is, however, ne-
cessary to be careful that AERONET data can include local vari-
ance to some extent because they are ground-based measure-
ments and that AERONET observation years are different from 
the year of atmospheric field in 1990 used in the simulation. 

  4.3.1. Industrial regions. Figure 8 shows the simulated opti-
cal thickness for each aerosol type and a mixture of four aerosol 
species in midlatitudes of the Northern Hemisphere with the cor-
responding AVHRR retrievals or AERONET data. Over the 
United States the simulated optical thickness is not much differ-
ent from the AERONET values seasonally and quantitatively 
(Figure 8a), while it is about 3 times smaller than the AVHRR 
optical thickness (Figure 8b). A similar difference between 
simulated and AVHRR optical thicknesses is seen over other in-
dustrial regions (Figures 8c, 8d, and 8e). The simulated contribu-
tion of soil dust aerosols transported from the Saharan region is 
large from spring to summer over the Black Sea and the Mediter-
ranean. Around Japan, AVHRR retrievals detect the "Kosa" dust 
transported from the Gobi and Takla Makan Deserts in April, but 
the simulated column loading of soil dust aerosols is too small. 
This must be corrected by further improvements such as increas-
ing the horizontal resolution in order to reproduce the realistic 
surface conditions and sources. At the same time, satellite values 
may be corrected by introducing a better optical model of Kosa 
aerosols. The simulated Angstrom exponent is also smaller than 
observed values over the above five regions. This underestima-
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Table 10. Comparison between Simulated and Observed DMS Concentrations

 'Observed values: (a) Nguyen et al . [1992],  (b) Saltzman and Cooper [1988],  (c) Andreae et al. [1985],  (d) Bandy et 

al. [1992], (e) Quinn et al. [1990], and (f) Staubes and Georgii [1993].

tion may suggest that smaller mode radii are needed for more ap-

propriate simulation. In spite of some differences between the 
simulation and the observations, simulated optical thickness indi-
cates the maximum value from spring to summer as observed by 
AVHRR and AERONET. 

  In midlatitudes of the Northern Hemisphere where strong 

sources of anthropogenic pollutant exist, it has been common as-
sumption that anthropogenic sulfate aerosols dominate in the op-
tical thickness. The recent aircraft observations in the industrial 
region of the eastern United States, however, indicated that the 
concentration and optical thickness of carbonaceous aerosols are 
comparable with or larger than those of sulfate aerosols [Hegg et 
al., 1997; Novakov et al., 1997]. Therefore the relative contribu-
tion of carbonaceous aerosols to the optical thickness may be still 
larger over other industrial regions, such as Europe and East 
Asia, because fossil fuels of high carbon content are consumed in 
these regions. Heintzenberg et al. [1998] also suggested, based on 
the analysis of aerosol samplings, that organic compounds may 
be significant over the industrial region of Europe. In the present 
model, contributions of carbonaceous and sulfate aerosols are 
simulated to be comparable during all seasons (Figure 8), which 
is consistent with the above mentioned observations. Tegen et al. 

[1997], who estimated the optical thickness of four aerosol speci-
es collecting results of different transport models, concluded that

sulfate aerosols are dominant in North America (about 70% of 
the total optical thickness). Their different result from observa-
tions could be caused by underestimation of carbonaceous aero-
sol concentrations in this region used in their estimation [Liousse 
et al., 1996], as described in section 4.1. Therefore we conclude 
that the general understanding from previous studies that sulfate 
is a main anthropogenic aerosol should be modified. This conclu-
sion also suggests that evaluation of anthropogenic aerosol ef-
fects on the climate system changes noticeably because optical 
characteristics of carbonaceous aerosols are different from those 
of sulfate aerosols. 

  Figure 8f shows the simulated and AVHRR-retrieved optical 

properties over the North Pacific without the AVHRR optical 
thickness because the satellite retrieval is not reliable for such 
small optical thicknesses. The simulated and observed Angstrom 
exponents and the simulated optical thickness are larger in sum-
mertime, which suggests that a large amount of anthropogenic 
carbonaceous and sulfate aerosols are transported from China and 
Japan to the North Pacific regions, especially in summer. Figures 
6 and 7 also show large transport of anthropogenic aerosols from 
North America and Europe to the North Atlantic in summertime. 
This large aerosol loading in summer may be attributed to the 
large oxidation of SO2 and the strong vertical transport. The 
simulated optical thickness of sulfate aerosols is larger than that

Table 11. Comparison between Simulated and Observed SO2 Concentrations

'Observed values: (a) Shaw and Paur [1983], (b) Barrie and Bottenheim [1990], (c) Nguyen et al. 
Pszenny et al. [1990], (e) Huebert et al. [1993], (f) Bandy et al. [1992], and (g) Quinn et al. [1990].

[1992], (d)
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Table 12. Comparison between Simulated and Observed Annual Mean Concentrations of 

Sulfate Aerosols

'Observed values: (a) Husain and Dutkiewicz [1990], (b) Shaw and Paur [1983], (c) Li and Barrie 
[1993], (d) Heintzenberg and Larssen [1983], (e) Barrie and Bottenheim [1990], (f) Prospero et al. 
[1995], (g) Barrie et al. [1989], (h) Galloway et al. [1993], (i) Ayers et al. [1986], (j) Savoie et al. 
[1989], and (k) Savoie et al. [1993].

of carbonaceous aerosols affected by high DMS emissions and 
the promotion of chemical reactions in summer over such re-

gions. 
  4.3.2. Soil dust regions. The column loading of soil dust 
aerosols is especially large around North Africa and the Middle 
and Near East. Over the Arabian Sea, soil dust aerosols are domi-
nant from March to August, and the simulated and AVHRR-
retrieved regional mean optical thicknesses reach about 0.5 in 
July (Figure 9a). Over the Saharan region the simulated optical 
thickness is higher from January to March, which is comparable 
to remote sensing values (Figures 9b and 9c). The simulated val-
ues are, however, underestimated in other months, which can be 
affected by a weaker surface wind velocity relatively than that in 
wintertime used in the model over the Saharan region. Such a 
small optical thickness is also recognized in results of other soil 
dust models as pointed out by Tegen and Miller [1998]. The 
small-scale convection, which is difficult to be modeled in the 

general circulation model, are very effective in generating dust 
storms, and therefore the transport model should be improved in 
this regard. In the Near East the polydispersion of the aerosol 
composition is simulated to have a characteristic aerosol varia-
tion, i.e., soil dust is dominant in spring, but anthropogenic aero-
sols (carbonaceous and sulfate aerosols) transported from Europe 
and an oil-producing region in the Middle East are noticeable 
from summer to fall (Figure 9d). This simulated seasonal vari-
ability corresponds to the seasonal variation of the AVHRR- and 
AERONET-measured Angstrom exponents that are smaller in 
spring. Over soil dust regions affected by large particles, the

simulated and observed Angstrom exponents are smaller than that 
over industrial regions in general. 

  Satellite observations indicated that the location of the maxi-
mum optical thickness off the west coast of North Africa shifts 
seasonally [Rao et al., 1988; Moulin et at., 1997]; that is, the 
latitude of the maximum optical thickness is located around 10°N 
in January and around 20°N in July. There are several discussions 
about the mechanism of this seasonal shift. Tegen and Fung 

[1995] developed a three-dimensional model of soil dust aerosols 
using wind field calculated by a GCM with surface wind data of 
the European Centre for Medium-Range Weather Forecasts 
(ECMWF) and tried reproducing this seasonal shift. They could 
not reproduce this seasonal shift unless they introduced dust 
loading from disturbed soils in addition to those from natural 
sources. That is to say, they assumed larger emissions of anthro-

pogenic soil dust aerosols originating from cultivation fields, so 
that the seasonal shift could be reproduced to some extent, 
although the location of the maximum optical thickness was not 
as low as 10°N in January. With the natural soil dust aerosols 
alone, our model also cannot explain this seasonal shift reasona-
bly, especially the January position, in spite of realistic simula-
tion using meteorological fields with the nudging technique. 
Simulated results for carbonaceous aerosols, however, produce a 
large optical thickness (= 0.3) over this region in January. Thus 
we conclude that coexistence of natural soil dust from Sahara De-
sert and carbonaceous aerosols due to the biomass burning over 
the coast of the Gulf of Guinea well explains the mechanism of 
the seasonal shift (Figure 10). A large amount of carbonaceous
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(a)  Barbados (13.17°N, 59.43°W) (b) Midway (28.22°N, 177.35°W)

Figure 3. Comparisons between the simulated (solid lines) and the observed (dashed lines) monthly mean con-
centrations of sea-salt aerosols at (a) Barbados (11.17°N, 59.41°W) and (h) Midway (2822°N_ 177.35°W) in u.g m 3. 
The simulated concentrations are shown at the location for the observed values sited by Tegen et al. [1997].

(a) Barbados (13.17°N, 59.43°W) (b) South Africa (source region)

(c) South Africa (outflow region) (d) Quebec-Labrador (55°-65°N, 65°-70°W)

Figure 4. Vertical profiles of (a) soil dust aerosols at Barbados, carbonaceous aerosols over the (b) source and (c) 
outflow regions of biomass burning in the south of Africa, and (d) sulfate aerosols over the industrial region in 
Canada. Simulated monthly mean profiles (solid lines) for the corresponding locations and months are shown for 
the observed values (dashed lines or squares) in (a) July [Prospero and Carlson, 1972], (b, c) October [Anderson et 
al., 1996], and (d) August [Gorzelska et al., 1994].
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Figure 5. Global budgets of four aerosol species in the model. Emission , deposition, and oxidation fluxes are 
 shown by arrows in Tg yr `(TgS yr ` for sulfur cycle), and numbers in parentheses under each deposition and oxi-

dation flux indicate the ratio to total fluxes. Annual mean global total loadings in Tg (TgS for sulfur cycle) and an-
nual and global mean lifetimes in days in the atmosphere are indicated inside boxes .
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 (a) Optical thickness (Soil dust + Carbonaceous + Sulfate + Sea-salt, January)

(b) Optical thickness (Soil dust + Carbonaceous + Sulfate + Sea-salt, April)

(c) Optical thickness (Soil dust + Carbonaceous + Sulfate + Sea-salt , July)

(d) Optical thickness (Soil dust + Carbonaceous + Sulfate + Sea-salt, October)

Figure 6. Monthly mean distributions of the simulated optical thickness for a mixed state of four aerosol species 
(soil dust, carbonaceous, sulfate, and sea salt) in (a) January, (b) April, (c) July, and (d) October.
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(a) Angstrom exponent (Soil dust + Carbonaceous + Sulfate + Sea-salt, January)

 Angstrom exponent (Soil dust + Carbonaceous + Sulfate + Sea-salt, April)

Angstrom exponent (Soil dust + Carbonaceous + Sulfate + Sea-salt, July)

(d) Angstrom exponent (Soil dust + Carbonaceous + Sulfate + Sea-salt, October)

Figure 7. Monthly mean distributions of the simulated Angstrom exponent for a mixed state of four aerosol spe-
cies (soil dust, carbonaceous, sulfate, and sea salt) estimated from the optical thickness at the wavelengths of 0.55 
gm and 1.0 gm in (a) January, (b) April, (c) July, and (d) October.
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 Tombstone, U.S. (31.742°N, 110.050°W) East coast of U.S. (33°-39°N, 70°-82°W)

Black Sea (39°-50°N, 25°-42°E) Mediterranean Sea (33°-44°N , 3°W-31°E)

Japan (33°-50°N, 132°-143°E) Northwest Pacific (33°-50°N , 143°E-177°W)

Figure 8. Seasonal variation of simulated and observed monthly mean optical thicknesses and Angstrom expo-
nents over industrial regions and remote ocean of midlatitudes of the Northern Hemisphere. The simulated optical 
thickness is shown for a mixed state of four aerosol species (solid line without symbols) and each aerosol type 
(solid lines with symbols). Observed optical thickness and Angstrom exponent from AVHRR (dashed lines) anc 
from AERONET (dashed-dotted lines) are also shown with standard deviations.

aerosols originating from biomass burning was observed in a sa-
vanna region along the Gulf of Guinea in January [Cachier et al., 
1991], and the strong radiative forcing of carbonaceous aerosols 
in this region has been estimated by Hansen et al. [1998] and 
Penner et al. [1998]. 

  4.3.3. Biomass burning regions. Biomass burning regions 
concentrate in the Southern Hemisphere as mentioned in section

4.1. Figure 11 a indicates a mixed state of carbonaceous and soil 

dust aerosols over the coast of the Gulf of Guinea from January 

to June described in section 4.3.2. In other seasons the large 

optical thickness is affected by biomass burning over the south of 

Africa. Figures 11b, 1 lc, and l id show biomass burning over the 

south of Africa. The simulated optical thickness is a little 

different from the AVHRR values within 30% in the biomass
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Figure 9. Same as Figure 8 but for soil dust regions.

burning season, though there is a large difference in other 
seasons. It should be noted that the AVHRR retrieval becomes 
unreliable for such small optical thicknesses as less than 0.2 
because the retrieval is sensitive to assumptions of atmospheric 
components and calibration constants in weak radiance 

[Higurashi and Nakajima, 1999]. 

5. Conclusion 

  In this study we developed the three-dimensional global aero-
sol climate model that can treat various species of aerosols and 
validated it using satellite data, i.e., AVHRR retrievals, and 

ground-based optical remote sensing data, such as AERONET. 
This model treats major components of tropospheric aerosols 
such as soil dust, carbonaceous (organic and black carbon), sul-
fate, and sea-salt particles, by introducing various physical proc-
esses of the emission, advection, diffusion, wet deposition (sub-
cloud and in-cloud scavengings), dry deposition, and gravitation-
al settling. Chemical reactions and solubility of precursor gases 
are also included for sulfate aerosols. The combined optical 
thickness and Angstrom exponent, due to four aerosol species, 
are also calculated to evaluate the radiative effect of aerosols on 
climate and to compare with remote sensing data. The necessary 
meteorological parameters in this model are prepared by means 
of the nudging technique using NCEP/NCAR reanalysis data. 
The uplift scheme using the surface temperature and the potential 
temperature is incorporated to represent instability of the atmos-

phere, which is necessary to reproduce vertical profiles of aero-
sols. Then the wind velocity with an altitude of 10 m is calculated 
for those of soil dust and sea-salt aerosols from these meteoro-
logical parameters. The GEIA and FAO databases are used for 
estimation of emission fluxes of carbonaceous aerosols and sulfur 
species. 
  The global distributions of the simulated optical thickness and 
Angstrom exponent in a mixed state of major four aerosol species 
is then compared with AVHRR retrievals, and they are generally 
in good agreement. The large optical thickness of soil dust aero-
sols has been reproduced over Saharan and Arabian regions as 
shown by the AVHRR retrievals. Characteristic distributions of 
the optical thickness of carbonaceous aerosols have been simulat-

ed for the sources in the center and south of Africa and Amazon 
during the dry season. The results have suggested that the season-
al shift of the aerosol optical thickness peak off the west coast of 
North Africa is caused by coexistence of soil dust and carbona-
ceous aerosols in January around 10°N. The comparable con-
tributions of anthropogenic carbonaceous and sulfate aerosols to 
the total optical thickness are successfully simulated in midlati-
tudes of the Northern Hemisphere, which agrees with recent ob-
servations. The simulated optical thickness and Angstrom expo-
nent over the remote ocean of midlatitudes of the Northern Hemi-
sphere also have suggested the large transport of anthropogenic 
aerosols from industrial regions. 

  We still have several aspects to improve our model. For in-
stance, the global distributions of various species of aerosols have
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 Optical thickness (22.5°W, January)

Optical thickness (22.5°W, July)

Figure 10. Comparison between simulated (solid lines) and 
AVHRR (dashed line) optical thicknesses along 22.5°W in (a) 
January and (b) July.

to be simulated without the nudging technique because it is im-

portant to simulate aerosol distributions in the future climate; an 
improvement of sulfur chemistry will be important for the future 
climate simulation. It is also useful to implement prognostic 

schemes of generating industrial and biomass burning materials 
with model parameters. Incorporation of indirect effect of aero-
sols is necessary, yet requires the detail knowledge about the 

mechanism [e.g., Facchini et al., 1999].

Appendix A: Emission, Diffusion, and Deposition 

Processes

  Vertical uplift levels of aerosols at the emission are mainly de-
cided using the potential temperature of each layer and the sur-
face temperature in this model. Aerosols are emitted with the 
constant mixing ratio from the lowest model layer to the layer 
whose potential temperature is lower than the surface tempera-
ture, 

FEgAt  
q = qoo + ,(Al) 

Po — P9<rs

where qa0 is the aerosol mixing ratio before the time step, g is the 

gravitational constant, At is the model time step, p0 is the surface 

pressure, and pe<rs is the pressure at the highest layer whose po-
tential temperature is lower than the surface temperature. It is ex-

pected by using this emission scheme to increase the total aerosol 
mass in the atmosphere in summertime and also to reproduce the 

diurnal variability of the emission height. However, the treatment 

of carbonaceous aerosols originating from forest fires is different
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because the uplift mechanism of forest fires depends also on the 
fire temperature and the burned area which are difficult to be 
evaluated in the AGCM. The aerosol emission from forest fires 
therefore occurs in the first six layers (below about 3 km) with a 
constant mixing ratio in this model according to several observa-
tions [Kaufman et al., 1992; Browell et al., 1996]. 

The vertical diffusion flux FD is calculated as follows: 

aq F
D = —pair Ka , (A2) 

where K is the diffusion coefficient. The present model also takes 
into consideration a simple shallow convection using the saturat-
ed specific humidity q* and the humid static energy h. If the fol-
lowing formulae are satisfied, 

            hk > hr+l ,(A3)

                      ^ 
      ., =(A4)hk—gzk+~—L9W,k     q„,(T)<qT 

     \ P 

where k is the model layer number, h* is the saturated humid 
static energy, qw is the specific humidity, L is the latent heat of 
evaporation for water, and CI, is the atmospheric specific heat of 

constant pressure, aerosol mixing ratios of the kth and k+lth lay-
ers are given as same. 

  The deposition of aerosols is roughly divided into three proc-
esses: i.e., wet deposition, dry deposition, and gravitational set-
tling. The wet deposition is also divided into two processes; one 
is the sub-cloud scavenging that raindrops collide with aerosol 

particles due to the different dropping velocities. The change rate 
of the aerosol number concentration with the sub-cloud scaveng-
ing 4N„, is evaluated as 

ANar =E>t(rr+ra)2(v,—va)NrNa, (A5) 

where E is the collision efficiency depending on aerosol particle 
and raindrop radii according to Grover and Pruppacher [1985], r,. 
and r„ are raindrop and aerosol radii, respectively, Nr and Na are 
number concentrations of raindrops and aerosol particles, and v, 
and va are respective terminal velocities. Values va follow the 
Stokes' law, 

                             2 
         va = 2p---------g ,(A6) 

                    9ri 

                                             where pa is the density of aerosol particles shown in section 3, 
and ri is the viscosity of air assumed to be 1.78 x10-5 kg m1 s`. 
The raindrop radius rr is chosen as 500 gm and vr as 0.5 m s' in 
this model. Then the aerosol mass flux with the sub-cloud scav-
enging F„o is estimated as 

Fe° = —maLsNarAzk,(A7) 

where m„ is the aerosol particle mass and Zak is the geometrical 

thickness of the kth layer. The other wet deposition process is the 
in-cloud scavenging that aerosol particles in cloud water are re-
moved from the atmosphere by precipitation. The formula for the 
in-cloud scavenging is given as follows: 

R 
                9'a,d =R

„ +C,xCinCfqa ,(A8) 

where qa.a is the aerosol mixing ratio in raindrops, R„ is the new 
rain formation, C„. is the cloud water, Cm is the ratio of aerosols in 
cloud water to the total aerosols (the in-cloud coefficient), and Cf. 

is the cloud fraction. C;„ of sulfate aerosols is assumed to be 0.6 
based on some measurements [Boucher and Lohmann, 1995] in 
this model. Other aerosol species are, however, not as hydrophilic 

as sulfate aerosols, so that C;„ is assumed to be 0.3 for carbona-
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Gulf of Guinea (6°N-6°S, 31°W-14°E) Southwest coast of Africa (6°-22°S, 20°W-14°E)

Southeast coast of Africa (11 -28°S , 31° -48°E)

8

Figure 11. Same as Figure 8 but for biomass burning regions.

ceous and sea-salt aerosols, 0.1 for soil-dust aerosols, respec-
tively. Therefore the in-cloud scavenging flux Fin is given as 

                                ga,d             F
n =PairAtAZk •(A9) 

This model also has a reemission process of aerosols with evapo-
ration of raindrops. This process occurs in the condition that the 

precipitation flux at the upper boundary of each model layer 
Fr(k+1/2) is lager than that at the lower boundary Fr(k-1/2). The 
aerosol mass flux with evaporation of rain drops FQ, at the kth 
layer is given as follows: 

   Fae__Fr(k+l/2)—Fr(k-1/2)(Fco(1)+Ftn(l)), (A10) 
            F'(k + l / 2)      rJ=k 

The dry deposition is caused by turbulent mixing with a flux Fdry 

given as, 

        FvdryI V k=1 I CdA           dry——Pairq,(All) 
+ I V k=1 If,() 

where very is the dry deposition velocity introduced for carbona-
ceous and sulfate aerosols, Iv,I is the wind velocity at the first 
model layer, and Cd is the balk coefficient. Value vd,y is set as 0.1 
cm s' for carbonaceous aerosols, 0.2 cm s1 for sulfate, and 0.8 
and 0.6 cm s" for SO2 over ocean and land, respectively. The 
mass flux with gravitational settling is given as+ 

Fg = —Pair Va ,(Al2)

Finally, the deposition flux Fs is calculated as follows: 

Fs =Fco+F„+FUe+Fdry+Fg.(A13) 

Appendix B: Calculation of Optical Thickness 

The optical thickness r at a wavelength of 0.55 µm is calculat-
ed at each time step in this model with the formula 

           =  3 t' Qext(i,k)9a (i,k)APk      L(B1)              
i 4k=1Pa (k)reff (i,k)g

Table 13. Effective Radius of Carbonaceous 

and Sulfate Aerosols Used in the Calculation 

of the Optical Thickness
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 where Qext(i,k) is the extinction efficiency factor as a function of 
the particle size bin i, aerosol type, and relative humidity for each 

grid k, reff is the effective radius of the aerosol particle, and zip„ is 
the pressure difference between the upper and the lower bounda-
ries at the kth layer. The Mie theory is used to determine the ex-
tinction efficiency factor. The lognormal size distribution is as-

sumed for carbonaceous and sulfate aerosols in the calculation of 
the optical thickness, and the effective radius is shown in Table 
13. The standard deviations are set as 1.55 for carbonaceous 

aerosols [Martins et al., 1996] and 2.03 for sulfate aerosols 

[d'Almeida et al., 1991]. The mode radius of the lognormal dis-
tribution is taken into consideration for the growth of particles by 
absorbing water as a function of the relative humidity same as 
transport processes (Tables 2 and 3). Refractive indices of these 
aerosols used in the calculation of the extinction efficiency factor 
for each effective radius are volume-weighted with water [Shettle 
and Fenn, 1979], 

                                      \3 
          r(B2) 

rn , 

where m0 and mw are refractive indices of the dry aerosol and 
water, respectively, r0 is the dry aerosol radius, and r,,, is the 
mode radius depending on the relative humidity. Value r0 is as-
sumed as 0.18 gm for carbonaceous aerosols [Martins et al., 
1996] and 0.139 gm for sulfate aerosols [d'Almeida et al., 1991]. 

The volume-weighted refractive index is also used for the internal 
mixture of BC and OC. Value m0 is set as 1.53-6.00x10-3i for OC, 
I.75-0.440i for BC, 1.43-1.00x10-8i for sulfate, and mw as 1.33- 
1.96x10-9i for water [d'Almeida etal., 1991]. In the case of soil 
dust and sea-salt aerosols, the same size distribution and the ef-
fective radius are used as in the transport processes described in 
sections 3.1 and 3.4. Refractive indices are assumed as 1.53-
5.50x 10-3i for soil dust and 1.38-3.70x10-9i for sea-salt aerosols, 
respectively.
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