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Abstract

Continued advances in integrated circuit (IC) technologies, along with the develop-
ment of more sophisticated computer-aided design (CAD) tools, enable an increase in the
level of integration of silicon chips. By integrating more and more circuits into a sin-
gle chip, system performance improvements have been achieved. However, the dramatic
increase in complexity of contemporary ICs poses an enormous design challenge. De-
signing a multimillion-transistor circuit and ensuring that it operates correctly when the
first silicon returns are daunting tasks that are virtually impossible without the help of
well-established design methodologies. Although the recent development of CAD tools
offers more complicated IC designs, technology advancements are outpacing the absorp-
tion bandwidth of design community.

To address this issue, regular array logic architectures are being explored recently. Al-
though the standard-cell-based design approach, which produces highly area-efficient IC
layouts in random structures, is prevailing as the design strategy along with the advent of
sophisticated CAD tools, regularity-based circuit implementations of complex functions
are becoming an option to designers to reduce design effort and meet the cost and time-
to-market goals. The design methodology using regular circuits significantly reduces the
iterations of the design process because structured arrays give predictable area, delay, and
power consumption early in the design process. However, although the structural regu-
larity of the circuits offers design simplicity, regular circuits generally require larger chip
area than random logic implementations realized by the conventional standard-cell-based
design approach.

In this thesis, we focused on CMOS array logic architectufes, and proposed new ar-
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chitectures and their design methodologies to address the drawback of the area-efficiency
of regular circuits. Also, we considered low-swing signaling techniques by taking advan-
tage of the regularity of the architectures in order to realize high-speed and low-power
operations. |

First, we proposed a new array logic architecture based on a programmable logic
array (PLA) structure using dual-rail threshold logic circuits. The architecture can realize
arbitrary Boolean functions expressed in sum-of-products forms. The threshold logic
circuit has a new circuit configuration using a charge sharing scheme and a self-precharge
scheme for high-speed and low-power operations. As an application of the proposed
array logic architecture, a 32-bit binary comparator was designed and fabricated using
a 0.6-um CMOS technology, and the proposed circuit achieved reductions -of cycle time
by 20.0%, 45.5%, and 22.6%, and reductions of power-delay product by 32.9%, 34.7%,
and 15.4% compared to a domino logic circuit, the conventional single-rail PLA, and the
conventional high-speed dual-rail circuit, respectively. The capabilities of high-speed and
low-power operations over the conventional array logic architectures can be enhanced
as the number of input signals increases and thus the proposed architecture is shown to
be more effective in high data bandwidth systems in the future. Also, we investigated
the circuit characteristics of single-rail and dual-rail circuits, and showed that dual-rail
circuits have advantages in terms of common-mode noise immunity and leakage-current
tolerance, especially in advanced CMOS process technologies.

In order to reduce the circuit area of dual-rail array Iogié architectures, an area-
efficient dual-rail array logic architecture, a logic-cell-embedded PLA (LCPLA), was
presented. By embedding 2-input logic cells, which realize arbitrary 2-input Boolean
functions, in the structure, some classes of logic functions can be implemented efficiently,
so that high-speed and low-power operations were also achieved. The logic cells can
be designed by connecting some local wires and do not require additional transistors
over logic cells of the conventional dual-rail PLA. The advantages over the conventional
PLAs and standard-cell-based designs were demonstrated by using benchmark circuits

and a developed logic synthesis method, and the LCPLA is shown to be effective to re-
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duce the number of product terms. In a structure with a 64-bit input and a 1-bit output
including 220 product terms, the LCPLA using a 0.35-um CMOS technology achieved
an area reduction by 36.0% compared to the above-mentioned proposed dual-rail PLA,
and the power—délay product was reduced by 74.6% and 46.0% compared to the con-
ventional high-speed single-rail PLA and the above-mentioned proposed dual-rail PLA,
respectively. Also, a module generator for LCPLA structures was developed as a design
automation tool. The generator performs equation-based transistor sizing to achieve a
desired delay goal and allows a wide range of performance to be traded for area. The
framework and procedure of the generator are much easier than those of the conventional
tools for standard-cell-based designs and thus the generator can be easily applied to com-
plicated IC designs.

As physical design methods to reduce the delay and circuit area of dual-rail array
logic architectures, we proposed high-speed and area-efficient design techniques using a
divided column scheme and an interdigitated column scheme. As applications of the pro-
posed architecture, a comparator, a priority encoder, and an incrementor for 128-bit data
processing were designed, and the proposed schemes achieved a 22.2% delay reduction
and a 37.5% area reduction on average over the above-mentioned proposed dual-rail PLA
in a 0.13-um CMOS technology. The high-speed capability of the proposed schemes can
be enhanced as the number of input signals increases and thus the proposed architecture
is shown to be more effective in high data bandwidth systems in the future. Moreover,
a lot of circuit elements can be shared among different macro designs, thus reducing the
design complexity significantly.

As an extension of the above-mentioned proposed array logic architectures, new ar-
ray logic architectures using dual-rail multiple-threshold logic circuits and logic synthesis
methods for their architectures were presented. Since the proposed architectures can be
optimized in column-circuit level, it is also possible to build the proposed circuit into the
above-mentioned proposed architectures and the conventional architectures, and thus fur-
ther reductions of the number of product terms can be achieved. The advantages of the

proposed architectures were demonstrated by using benchmark circuits, and the results
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show that the number of product terms of the conventional AND-OR-type PLA struc-
ture can be reduced by 22.4% on average by using the proposed architecture. Also, the
number of product terms, chip area, and power-delay product of LCPLA can be reduced
by 12.7%, 11.5%, and 13.9% on average, respectively, by using a hybrid architecture of
the proposed circuit and LCPLA in a 0.35-um CMOS technology. The architecture of
a field-programmable logic array based on the multiple-threshold logic circuits was also
proposed and is shown to be effective to implement Boolean functions efficiently. Also,
as an application of the multiple-threshold logic circuit, we proposed a new functional
memory with the capability of high-speed Hamming-distance-based data search. A 32
X 128-bit memory macro was designed and fabricated using a 0.35-um CMOS technol-
ogy, and high-speed and low-power operations were achieved. Also, we veriﬁed a search

function of stored data within a Hamming distance of up to 7 from an input data.
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Chapter 1

Introduction

1.1 Background

1.1.1 Design Productivity Crisis

Continued advances in integrated circuit (IC) techndlogies, along with the development
of more sophisticated computer-aided design (CAD) tools, enable an increase in the level
of integration of silicon chips. By integrating more and more circuits into a single chip,
system performance improvements have been achieved [1]. However, the dramatic in-
crease in complexity of contemporary ICs poses an enormous design challenge. Design-
ing a multimillion-transistor circuit and ensuring that it operates correctly when the first
silicon returns are daunting tasks that are virtually impossible without the help of well-
established design methodologies. Although the recent development of CAD tools offers
more complicated IC designs, it does not keep up with the increase in complexity. In
fact, it has often been suggested that technology advancements are outpacing the absorp-
tion bandwidth of design community. This is mentioned in Figure 1.1, which shows how
IC complexity in logic transistors is growing faster than the productivity of a design en-
gineer and is creating a design productivity gap [1]. One way to address this gap is to
increase steadily the size of the design teams working on a project. This trend can be of-

ten observed in the design projects of high-performance microprocessors. However, it is
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obvious that this approach can not be sustained in the long term because of the limitation

of the number of design engineers in the world.

1.1.2 Design Issues in Deep Sub-Micron ICs

Since the custom-design approach proved to be prohibitively expensive, a wide variety
of design approaches have been introduced over the years to shorten and automate the
design process. This automation comes at the price of reduced integration density and/or
performance. |

In recent IC designs, the standard-cell-based design approach, which produces highly
area-efficient IC layouts in random structures using logic gates in a library, has become
immensely popular and is used for the implementation of virtually all logic elements.
The only exceptions are when extreme high performance or low energy consumption is
needed, when the structure of a targeted function is very regular such as memory circuits
and arithmetic circuits, or when the field-programmability is required. Figure 1.2 shows
the semi-custom design flow using the standard-cell-based design approach. The success

of the standard-cell-based design approach can be attributed to a number of developments,
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including the increased quality of automatic placement and routing tools, and the advent
of sophisticated logic synthesis tools.

While the design flow has served us for many years, it was found to be severely lacking
once technology reached the 0.25-um CMOS boundary. With design technology proceed-
ing into the deep sub-micron region, layout parasitics, especially from the interconnect,
are playing an increasingly important role. Prediction models used by logic and struc-
tural synthesis tools have a hard time providing accurate estimates for these parasitics.
The chances that the generated design meets timing constraints at the first try are thus
very small. The designer is then forced to go through a number of costly iterations of
synthesis followed by layout generation until an acceptable artwork that meets the timing
constraints is obtained. Each of these iterations may take several days. Just routing a
complex chip can take a week on the most advanced computers. The number of needed
iterations continues to grow with the scaling of technology. This is called a fiming closure

problem [2] and made it obvious that new solutions and a change in design technology
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were required.

To address this problem, regular array logic architectures are being explored recently
[3]-[6]. Although the standard-cell-based design approach is prevailing as the design
strategy, regularity-baéed circuit implementations of complex functions are becoming an
option to designers to reduce design effort and meet the cost and time-to-market goals.
The design methodology using regular circuits significantly reduces the iterations of the
design process because structured arrays give predictable area, delay, and power con-
sumption early in the design process. The design, therefore, does not suffer from the
timing closure problem. In addition, the issues of signal integrity such as cross-talk noise,
which is becoming increasingly serious in deep sub-micron ICs, can be easily predicted
and alleviated by taking advantage of the regularity [S]. This enables to shrink device
sizes, and a merger of structural and physical design techniques can be achieved in design
automation tools.

In the next section, the conventional CMOS array logic architectures are reviewed.

1.2 Conventional CMOS Array Logic Architectures

1.2.1 Programmable Logic Arrays

Figure 1.3 shows a structure of a programmable logic array (PLA). A PLA consists of
ah AND-plane and an OR-plane, and is capable of implementing arbitrary Boolean func-
tions expressed in sum-of-products forms by connecting switching transistors, which are
denoted by dots in the figure, to the input and output wires. Translating a set of two-level
logic functions into a physical design, i.e., a task to decide where to place transistors in
both the AND-plane and the OR-plane is called programming. This task is easily auto-
mated, hence the early success of PLAs. Also, PLAs have memory-like array structures
and thus are often called array logic [7]. The circuit provides the design simplicity by
taking advantage of the regularity and also makes the cell design simple because it only

requires a small number of circuit components. This offers the process portability as well.
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In the past three decades, PLAs have been widely used for combinational and sequen-
tial logic circuits because of their simplicity, regularity, and flexibility. These features are
being accepted in recent complicated ICs. For example, control logic of the IBM 1-GHz
64-bit PowerPC processors, guTS [3] and Rivina [4], has been realized in PLAs to reduce
the design complexity. The design methodology using PLAs does not require technology
mapping, placement, and routing, so that it significantly reduces the iterations of the de-
sign process and does not suffer from the timing closure problem. A logic minimization
of PLAs can be achieved by ESPRESSO [8], [9], which is a strong two-level logic mini-
mization program. In addition, the issues of signal integrity such as cross-talk noise can
be easily predicted and alleviated by taking advantage of the regularity of PLAs [5].

Although the structural regularity of PLAs offers the design simplicity, PLAs gen-
erally require larger chip area than random logic implementations realized by standard-

cell-based design. To overcome this drawback, a network structure of small PLAs which
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Figare 1.4 Typical gate array structure. (a) Before routing and (b) after routing.

implements Boolean functions efficiently has been proposed [5]. This structure, however,
degrades circuit performance due to an increase in logic levels. Besides, although each
PLA is surely regular, the global regularity is sacrificed because of placement and routing.
Actually, it may be even worse than that in standard-cell-based design which has a row

structure, and thus it is difficult to take advantage of the regularity of PLAs.

1.2.2 Gate Arrays

A gate array is an IC chip on which primitive gates are prediffused in matrix form without
connections among the gates as shown in Figure 1.4(a) [10]. To transform this predif-
fused wafer into an actual design, only the desired wires and contact windows are added
as shown in Figure 1.4(b), determining the overall function of the chip with only a few
metallization steps. These metallization layers can be designed and applied to the predif-
fused wafer rapidly, thus reducing the turnaround time.

However, the design methodology of gate arrays utilizes random placement, which
maps standard cells onto an array of primitive gates, and random routing similar to the

standard-cell-based design approach. Thus, although the gate structure is surely regular,
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Figure 1.5 Typical FPGA structure.

wiring structures connecting each primitive gate are not regular. As a result, it is difficult
to take advantage of the regularity and the design suffers from the timing closure problem

with the scaling of technology.

1.2.3 Field-Programmable Logic Arrays

While the prediffused arrays offer a fast road to implementation, it would be even more
efficient if dedicated manufacturing steps could be avoided altogether. This leads to the
concept of the preprocessed die that can be programmed in the field (i.e., outside the semi-
conductor foundry) to implement a set of given Boolean functions. Such a programmable,
prewired array of cells is called a field-programmable logic device (FPLD). The advan-
tage of this approach is that the manufacturing process is completely separated from the
implementation phase and can be amortized over a large number of designs. The imple-
mentation itself can be performed at a user site with negligible turnaround time.

There are two major types of FPLDs: field-programmable gate arrays (FPGAs) and
complex programmable logic devices (CPLDs). Figure 1.5 shows a typical FPGA struc-

ture [11], [12], which is composed of four major components: logic blocks, routing
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channels, switch matrix, and I/O blocks. Most logic blocks are based on look-up-tables
(LUTs), and some FPGAs have multiplexer-based or gate-based logic blocks. Their suc-
cess has been propelled by a great deal of algorithmic sfudy and tool development [13] in
terms of logic synthesis, cell placement, and signal routing.

The structural regularity in logic blocks and signal wires of FPGAs offers high pre-
dictability of performance compared to random logic implementations realized by the
standard-cell-based design approach. The major drawback of this technique is a loss in
performance and circuit density compared to the more customized approach described in

the previous subsections.

1.2.4 Complex Programmable Logic Devices

Similar to FPGAs, CPLDs are widely used as FPLDs. Figure 1.6 shows a typical CPLD
structure [11], [12], which is composed of three major components: logic array blocks,
a programmable interconnect array, and I/O control blocks. Most CPLDs are‘ based on
PLA-style logic array blocks. PLAs are considered as coarse-grained logic cells compared
to logic cells in FPGAs because they typically have a large number of inputs and outputs.

Although CPLDs provide only medium density, they are generally‘faster than FPGAs
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because PLAs are much larger than LUTs, so the CPLD implementation results in fewer
logic levels. The worst-case delay incurred by CPLDs also tends to be more predictable
because PLLAs communicate directly through a crossbar-like programmable interconnect
array. As more and more logic gates are being integrated into a single chip and the drive
for performance requires high chip speed and low noise, PLA-based CPLDs show a bright
future in the PLD industry.

1.3 Low-Swing Signaling Techniques in CMOS Array

Logic Architectures

Low-swing signaling techniques have been widely used in memory circuits, such as
SRAMs and DRAMs, with sense amplifiers which detect the small voltage difference
between bit-lines and amplifies it to a rail-to-rail signal. Sense amplifiers well suit regular
array structures and dual-rail configurations of memory circuits. Power consumption P

and propagation delay D of CMOS circuits are approximately given by [14]

P=p; ferxk - Cr-Vs - Vpp +Ireak - Vop (1.1)

D= y-CrL- Vs
B+ (Vpp — Vry)®

(1.2)

where p; is the switching probability, fcrx is the clock frequency, Cy, is the load capac-
itance, Vg is the \‘roltage swing, Vpp is the power supply voltage, Vry is the threshold
voltage, and I; g4k is the leakage current. ¥, 3, and @ are constant, which depend on pro-
cess and circuit parameters. The first term in P represents dynamic power consumption
due to charging and discharging of the load capacitance, and the second term is due to
the leakage current such as subthreshold current and reverse bias current. Thus, reduc-
ing the voltage swing Vs is effective for the reductions of both power consumption and
propagation delay.

Up to date, many logic circuits that take advantage of the high-speed read-out capa-

bility of sense amplifiers have been reported [15]-[25]. It is, howevér, generally difficult
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to generate an optimized sense-amplifier activation signal depending on operating con-
ditions and process variations due to the structural complexity, except for regular circuit
structures [16], [24]. As mentioned above, regular circuits have high design predictability
and the issues of signal integrity such as cross-talk noise can be predicted and alleviated
by taking advantage of the regularity. Thus, in regular circuits, the timing signal can be
easily tuned and optimized with timing margins large enough to tolerate operating condi-

tions and process variations.

1.4 Research Objectives and Thesis Organization

In this thesis, we focus on CMOS array logic architectures based on PLA structures, and
propose new architectures and their design methodologies to address the drawback of the
area-efficiency of regular circuits. Also, we consider low-swing signaling techniques by
taking advantage of the regularity of the architectures in order to realize high-speed and
low-power operations.

This thesis is organized as follows.

e Chapter?2 describes the concept of CMOS array logic architectures using dual-rail
threshold logic circuits. We first address drawbacks of the conventional array logic
architectures and the conventional threshold logic circuit, and propose a new array

logic architecture and a new threshold logic circuit to overcome the drawbacks.

e Chapter 3 presents an area-efficient array logic architecture using 2-input logic cells.
The architecture has 2-input logic cells in the structure and reduces the circuit area
by logical methods. We show the effectiveness of the architecture by using a devel-

oped logic synthesis method.

e Chapter 4 presents a high-speed and area-efficient array logic architecture using di-
vided and interdigitated column circuits. The architecture is based on the proposed

threshold logic circuit described in Chapter 2 and reduces the circuit delay and area




1.4 Research Objectives and Thesis Organization 11

by physical methods. We show the effectiveness of the architecture, especially in

arithmetic circuits.

e Chapter 5 presents area-efficient array logic architectures using dual-rail multiple-
threshold logic circuits. The architecture is based on multiple-threshold logic and
reduces the circuit area by using the proposed logic synthesis methods for their
architectures. As an application of the proposed multiple-threshold logic circuit, a
new functional memory with the high-speed flexible data search capability is also

presented.

% o Finally, Chapter 6 gives conclusions of this thesis.




Chapter 2

Concept of CMOS Array Logic
Architectures Using Dual-Rail
Threshold Logic Circuits

2.1 Introduction

This chapter describes the concept of CMOS array logic architectures using dual-rail
threshold logic circuits. First, the conventional array logic architectures and the con-
ventional threshold logic circuit are introduced and their drawbacks are discussed. We
then presents a new array logic architecture to overcome their drawbacks. The proposed
architecture is based on a PLA structure using newly developed dual-rail threshold logic
circuits and realizes arbitrary Boolean functions expressed in sum-of-products forms. The
threshold logic circuit has a new circuit configuration using a charge-sharing scheme and

a self-precharge scheme for high-speed and low-power operations.

12
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2.2 Previous Work

2.2.1 Single-Rail Design

Figure 2.1(a) shows a column circuit of the conventional single-rail PLA [26]. It is com-
posed of a dynamic circuit and has the capability of performing a logical OR of the input
signals (xo—x,-1). A logical AND is also achieved by performing a logical OR of com-
plement input signals with an output inverter gate. Thus, an AND-plane and an OR-plane
for a PLA can be realized by arranging the circuits as shown in Figure 2.1(b). However,
the circuit has some drawbacks, especially in deep sub-micron technologies.

One of the drawbacks is a voltage drop in a bit-line caused by leakage current. Leak-
age current of MOS devices is significantly increasing with the advances in process min-
imization. Thus, leakage current in a bit-line, as shown in Figure2.2(a), is becoming a
serious problem in an evaluation phase. Figure 2.3 shows the relationships between logic
cell current and bit-line leakage current in 0.6-um and 0.13-um CMOS technologies. As
can be seen from this figure, bit-line leakage current becomes serious with the advances
in process minimization, and the difference between logic cell current and bit-line leakage
current is decreasing. Large bit-line leakage current causes a voltage drop in a bit-line and
an inversion of the output signal without activating the input signals.

Second, single-rail structures are susceptible to noise such as cross-talk noise and
power-supply noise, while dual-rail structures provide the common-mode noise immunity.
This kind of noise is becoming serious with the advances in process minimization and the
decrease in power supply levels. This also causes an unintended inversion of the output

signal.

2.2.2 Dual-Rail Design

Figure 2.4 shows the conventional high-speed dual-rail dynamic circuit [24]. In this cir-
cuit, logical OR and NOR of the input signals (xo—x,-1) can be obtained from the output
signals, OUT and OUT, respectively. A logical AND is also achieved by performing
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Figure 2.2 Bit-line leakage current in (a) a single-rail circuit and (b) a dual-rail circuit.

logical NOR of complement input signals. The circuit was proposed to perform a high-
speed AND-ing operation for arithmetic circuits with a large number of input signals.
The circuit consists of a stack of logic cells, a reference cell, a precharge and equalization
circuit, and a sense amplifier. A logic cell has a pair of NMOS devices. One (M4) is used
to pull down thekbit—line (BL) depending on the input signals. The other (Mgum) 18 used to
balance load capacitances of BL and BL.

The circuit operates in two phases: phase 1 and phase 2. In phase 1, the PC signal
and all the input signals, xo—x,-;, are low. Thus, the bit-lines are precharged high and
equalized. When the PC signal becomes high and the input signals are activated, the
circuit enters phase 2.

Figure 2.5 shows simplified transient relationships between BL and BL in phase 2.
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Figure 2.5 Simplified transient relationships between BL and BL (a) when at least one

of the input signals is high and (b) all the input signals are low.

When at least one of the input signals is high, the voltage potential of BL becomes lower
than that of BL. This is because the device sizes of logic cells and a reference cell are
designed so that when only one of the input signals is high, the discharging speed of
BL is twice that of BL. On the other hand, when all the input signals are low, BL stays
high and BL is discharged by a reference cell. As a result, the voltage potential of BL
becomes lower than that of BL. The SAE signal is activated when the developed voltage
- difference between the bit-lines becomes larger than the designed sense voltage, which
takes the worst case of considerable noise margin and process variations into account. By
activating the sense amplifier, one of the output signals, i.e., OUT or OUT becomes high
depending on the developed voltage difference. Thus, this means that the voltage potential
of BL is used as a threshold value for determining the output signal, and the circuit forms
a dual-rail threshold logic circuit based on a reference voltage of BL.

In general, dual-rail structures require larger circuit area compared to single-rail struc-
tures. On the other hand, dual-rail structures have some advantages over single-rail struc-
tures. First, they provide the common-mode noise immunity and the leakage-current-

tolerant design because both of the bit-lines have the same characteristics and the fluctu-
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ation of bit-line potentials do not affect circuit operations. Leakage current in a dual-rail
bit-line shown in Figure 2.2(b) is negligible in terms of circuit operation. These features
are becoming increasingly important to realize noise-immune systems in deep sub-micron
technologies, while chip area cost is becoming small due to the advances in integration
[1]. Moreover, in dual-rail structures, a read-out scheme using sense amplifiers can be
easily utilized, and high-speed and low-power operations can be achieved by reducing
voltage swings of bit-lines. A sense amplifier, which is commonly used in memory-type
circuits, detects the small voltage difference between bit-lines and amplifies it to a rail-to-
rail signal. A conventional receiver, such as an inverter shown in Figure 2.1(a), generally
needs to accept a rail-to-rail signal. This results in a longer latency for read-out for the
conventional circuits than for the circuits using sense amplifiers if a bit-line potential
changes slowly. Up to date, many logic circuits that take advantage of the high-speed
read-out capability of sense amplifiers have been reported [15]-[25]. However, it is gen-
erally difficult to generate an optimized sense-amplifier activation signal depending on
operating conditions and process variations due to the structural complexity, except for
regular circuit structures [16], [24]. In the array structure of the circuit in Figure 2.4, the
activation signal can be easily generated due to the regularity.

The circuit in Figure 2.4, however, has some drawbacks. One of the drawbacks is
caused by the difference of the bit-line discharging speed between a lightly loaded bit-
- line and a heavily loaded bit-line. As mentioned above, the circuit was proposed to
perform a high-speed AND-ing operation in the configuration shown in Figure2.6. A
sense-amplifier activation signal is generated depending on a heavily loaded bit-line to
ensure the designed sense voltage. However, in this configuration, i.e., the combination
of column circuits which have a lightly loaded bit-line and a heavily loaded bit-line, the
voltage potential of a lightly loaded bit-line reaches the ground level when the designed
sense voltage is generated in a heavily loaded bit-line. This is because of the difference
of load capacitances between the bit-lines. Thus, this may introduce a sensing error in the
circuit using a lightly loaded bit-line. Moreover, the circuit configuration in Figure2.6

can not realize arbitrary Boolean functions expressed in sum-of-products forms.
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In the next section, we propose a new array logic architecture to overcome these draw-

backs.

2.3 Proposéd Circuits

2.3.1 Column Circuit

Figure 2.7 shows a column circuit of the proposed PLA. Logical OR and NOR of the input
signals (xb—xn_l) can be obtained from the output signals, OUT and oUT, respectively.
A logical AND is also obtained by performing logical NOR of complement input signals.
Thus, an AND-plane and an OR-plane for a PLA can be realized by arranging the column
circuits. The circuit is a dual-rail configuration and consists of a stack of logic cells, a
reference cell, a virtual ground (VG) controller, a precharge and equalization circuit, and
a sense amplifier. A logic cell has a pair of NMOS devices. One (M8) is used to pull down
the bit-line (BL) depending on the input signals. The other (M) is used to balance load
capacitances and leakage current of BL and BL. The column pitch depends on the width
of a logic cell. By using a sense amplifier, the output signals are activated by sensing the
differential voltage between the bit-lines. The VG controller is provided to reduce voltage
swings of the bit-lines and to expand the voltage difference between the bit-lines.

Figure 2.8 shows a timing diagram of control, input, and output signals, and bit-line

| potentials in a column circuit. The circuit operates in two phases: phase 1 and phase 2. In

phase 1, the PC signal and all the input signals, xo—x,-;, are low. Thus, the bit-lines are
precharged high and equalized. At the same time, VG and VG are discharged low. When
the PC signal becomes high and the input signals are activated, the circuit enters phase 2,
where the differential voltage between the bif—lines is generated depending on the input
signals.

Figure2.9 shows simplified transient relationships between BL and BL in phase 2.
When at least one of the input signals is high, the voltage potential of BL becomes lower

than that of BL. This is because the device sizes of logic cells and a reference cell are
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designed so that when only one of the input signals is high, the discharging speed of BL
is twice that of BL. As a result, the voltage potentials of VG and VG rise due to charge
sharing with the bit-lines, and the node A is discharged by M2. This causes M1 turned on
and M7 turned off. Thus, BL starts to be precharged by M1. This self-precharge scheme
helps to develop the voltage difference between the bit-lines and avoids reaching ground
level of both the bit-lines. Moreover, BL and BL are not completely discharged even if all
the input signals are high, thus enabling the bit-lines to be precharged faster and resulting
in low-power operations. On the other hand, when all the input signals are low, BL stays
‘high and BL is discharged by a reference cell. As a result, the voltage potential of BL
becomes lower than that of BL. The SAE signal is activated when the developed voltage
difference between the bit-lines becomes larger than the designed sense voltage, which
takes the worst case of considerable noise margin and process variations into account. By
activating the sense amplifier, one of the output signals, i.e., OUT or OUT becomes high
depending on the developed voltage difference. After the activation of the sense amplifier,

the PC signal becomes low and the circuit starts to precharge the bit-lines.
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Figure 2.9 Simplified transient relationships between BL and BL (a) when at least one

of the input signals is high and (b) all the input signals are low.

2.3.2 PLA Configuration

The proposed PLA configuration using column circuits is shown in Figure 2.10. An ar-
ray of column circuits is used as an AND-plane and an OR-plane. Control signals of the
AND-plane are generated from the CLK signal with a delay line of a chain of sized in-
verters. On the other hand, control signals of the OR-plane are generated from a dummy
column and a delay line of a chain of sized inverters. The dummy column is designed
‘so that its output signal arrives last in the AND-plane. For this purpose, it has the largest
number of logic cells in the AND-plane, and gate terminals of the logic cells are connected
to ground. Its output signal, i.e., the PC signal of the OR-plane is generated every cycle
and follows operating conditions, such as temperature and supply voltage variations, as

well as process variations in sync with column circuits in the AND-plane.
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Figure 2.11 Comparison of propagation delay of the conventional and proposed col-
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respectively.

2.4 Simulation Results

In order to evaluate the performance, power consumption, and area of a column circuit,
the proposed and the conventional circuits shown in Figure2.7, Figure 2.1(a), and Fig-
ure 2.4 were designed using a 0.6-um CMOS technology with a supply voltage of 5 V.
The performance and power consumption were obtained from post-layout simulations us-
ing HSPICE. Transistors used in logic cells, output inverters, and sense amplifiers have
the same sizes among the different circuits, and a sense voltage of 200 mV was used.
Figure2.11 shows a comparison of propagation delay for various numbers of input
signals. The delay of each circuit increases as the number of input signals increases. The
characteristics of the proposed circuit are almost the same as those of the conventional
circuit in Figure2.4. The conventional circuit in Figure2.1(a) with a small number of
input signals becomes faster than the proposed circuit as can be predicted from the figure.

This is because the differential voltage between the bit-lines is developed quickly due to
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small load capacitances of the bit-lines. Thus, it is difficult to take advantage of the high-
speed read-out capability of a sense amplifier in such small circuits. On the other hand,
the proposed circuit with a large number of input signals is faster than the conventional
circuit in Figure 2.1(a) because the differential voltage between the bit-lines is developed
-slowly due to large load capacitances of the bit-lines and is efficiently amplified to a rail-
to-rail level by a sense amplifier. The proposed circuit with a 64-bit input signal is 3.40
times faster than the conventional circuit in Figure 2.1(a).

Figure 2.12 shows a comparison of cycle time for various numbers of input signals.
The cycle time of each circuit increases as the number of input signals increases like
the characteristics of propagation delay. The proposed circuit shows the best performance
among all the circuits due to reduced voltage swings of the bit-lines using a charge-sharing
scheme and a self-precharge scheme, which enable the bit-lines to be precharged faster.
The proposed circuit with a 64-bit input signal is 2.58 and 1.35 times faster than the

conventional circuits in Figure 2.1(a) and Figure 2.4, respectively.
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Figure 2.13 Comparison of power consumption of the conventional and proposed col-
umn circuits. The conventional 1 and 2 are the circuits in Figure2.1(a) and Figure 2.4,

respectively.

Figure 2.13 shows a comparison of power consumption for various numbers of input
signals at the operating frequency of 250 MHz. The power consumption of each circuit
increases as the number of input signals increases. The proposed circuit with a small num-
ber of input signals consumes larger power than the conventional circuit in Figure 2.1(a).
This is because there is additional power due to the use of a sense amplifier. On the other
hand, the propdsed circuit with a large number of input signals consumes smaller power
than the conventional circuit in Figure 2.1(a). This is because the power consumption of a
sense amplifier becomes negligible compared to that of a large number of logic cells, and
the power consumption of logic cells is efficiently reduced by small voltage swings of the
bit-lines. The proposed circuit with a 64-bit input signal achieves power reductions by
41.7% and 20.3% compared to the conventional circuits in Figure 2.1(a) and Figure 2.4,
respectively.

In our approach, there are additional transistors over the conventional circuits in Fig-

ure 2.1(a) and Figure 2.4 owing to the use of a dual-rail conﬁgurétion, a VG controller,
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Table 2.1 Comparison of physical dimension of a column circuit.

Circuit Physical dimension (um X ym)
(0.6-um CMOS technology) 8-bit 16-bit 32-bit 64-bit
Single-rail PLA [26] 110x7 | 182x7 | 324x7 | 610x7
Dynamic circuit [24] 138 %19 | 210x 19 | 353 x 19 | 638 x 19
This work 149 x 19 | 221 x 19 | 363 x 19 | 649 x 19

and a sense amplifier. Thus, the proposed circuit requires a larger chip area than the con-
ventional circuits. Table2.1 shows a comparison of physical dimension of each circuit.
The area of the proposed circuit is larger than those of the conventional circuits. The area
penalty is, however, reduced as the number of input signals increases because a VG con-
troller and a sense amplifier consume almost the same area even in larger circuits. Thus,

the proposed circuit becomes more effective in high data bandwidth systems.

2.5 Application Design

As an application of the proposed PLA, a 32-bit binary comparator was designed. The
circuit receives two 32-bit data and compares the magnitude and equality of the data. A
logic function of an equality and magnitude comparator of two 32-bit data, A and B, is

expressed as

P,=A;-B;+A;-B;=A®B, 2.1)

Zy—p = P31 - P3p----- Py - Py - Py 2.2)

+P31 'P30 """ Pz'Pl 'Ao'Bo (23)
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Figure 2.14 Schematic diagram of the proposed 32-bit binary comparator.
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Table 2.2 Comparison of a 32-bit binary comparator in different implementation styles.

Circuit Delay (ns) | Cycletime | Power (mW) | PD product* Area
(0.6-um, 5-V Vpp) | Za=p | Zs>p (ns) @ 250 MHz (p)) (um?)
Domino logic 1.32 | 1.40 1.50 78 213 164,710
Single-rail PLA [26] | 0.69 | 1.18 2.20 117 219 183,296
Dynamic circuit [24] | 0.41 | 0.89 1.55 130 169 419,634
This work 0.41 | 0.89 1.20 110 143 430,920

*PD product = Power X Delay (Z4-p + Za>p)

where Z,-p becomes high when A = B, while Z,.5 becomes high when A > B. The
schematic diagram of this implementation is shown in Figure2.14. The logic function
Z4-p, which is expressed as a product form, is implemented in an AND-plane using the
propagate signal P. Similarly, the logic function Z,. 5, which is expressed as a sum-of-
products form, is implemented in an AND-plane and an OR-plane using the propagation
signal P. The propagation signal P is generated from 2-input XNOR gates located in the
P-generator block and significantly reduces the overall area of the circuit compared to the
direct implementation without the P signal. The CLK signal is delayed with a dummy
block composed of a 2-input XNOR gate in order to be synchronized with the P signal to
the AND-plane.

2.6 Simulation and Measurement Results

The proposed comparator was designed and fabricated using a 0.6-um, 3-metal CMOS
technology with a supply voltage of 5 V. A simulated comparison between different im-
plementation styles of the comparator and simulated waveforms of the proposed circuit
are shown in Table2.2 and Figure 2.15, respectively. The performances were obtained
from post-layout simulations using HSPICE. In the domino logic circuit, carry look-ahead
gates [26] are utilized for high-speed operations. The conventional high-speed dynamic

circuit was arranged in the same manner as the proposed PLA. The output signals Z4-p
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Figure 2.15 Simulated waveforms of the proposed 32-bit binary comparator.

and Zyp are, respectively, 3.21 and 1.57 times faster than those of the domino logic cir-
cuit, and 1.68 and 1.32 times faster than those of the conventional single-rail PLA. Also,
the proposed circuit achieved reductions of cycle time by 20.0%, 45.5%, and 22.6%, and
reductions of power-delay product by 32.9%, 34.7%, and 15.4% compared to the domino
logic circuit, the conventional single-rail PLA, and the conventional high-speed dynamic
circuit, respectively. The area penalty is 2.62, 2.35, and 1.03 times compared to the
domino logic circuit, the conventional single-rail PLA, and the conventional high-speed
dynamic circuit, ‘respectively.

A designed chip microphotograph is shown in Figure2.16. The operations of the
circuit were successfully verified by a functional test using a logic tester at frequencies of
up to 100 MHz, which is the limitation of the test equipment, at room temperature with
a supply voltage of 5 V. Figure2.17 shows measured waveforms along the critical path
using an electron-beam tester at room temperature. The timebase resolution of the test
equipment is 10 ps. The measured delays from the CLK signal to Z,-p and Z,. 3 are 490
ps and 1,030 ps, respectively. The features of the test chip are summarized in Table 2.3.
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Figure 2.16 Chip microphotograph of the proposed 32-bit binary comparator.

Table 2.3 Features of the test chip.

Process technology 0.6-um CMOS, 3-metal
Supply voltage 5V

Transistor count 24k

Physical dimension 420 x 1,026 pm?

Simulated cycle time 1.20 ns (830 MHz)
Simulated power consumption 353 mW (@ 830 MHz)
Simulated delay Zp=p: 410 ps, Z4>p: 890 ps
Measured delay Za=p: 490 ps, Z4>p: 1,030 ps

2.7 Summary

In this chapter, the concept of CMOS array logic architectures using dual-rail threshold
logic circuits was described. We first addressed some drawbacks of the conventional
array logic architectures and the conventional threshold logic circuit, and proposed a new
array logic architecture to overcome these drawbacks. The proposed architecture is based
on a PLA using newly developed dual-rail threshold logic circuits and realizes arbitrary
Boolean functions expressed in sum-of-products forms. The threshold logic circuit has
a new circuit configuration using a charge-sharing scheme and a self-precharge scheme

for high-speed and low-power operations. As an application of the proposed array logic
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Figure 2.17 Measured waveforms by an electron-beam tester.

architecture, a 32-bit binary comparator was designed and fabricated using a 0.6-um,
3-metal CMOS technology. The output signals Z,.p and Z,. p are, respectively, 3.21 and
1.57 times faster than those of the domino logic circuit, and 1.68 and 1.32 times faster than
those of the conventional single-rail PLA. Also, the proposed circuit achieved reductions

of cycle time by 20.0%, 45.5%, and 22.6%, and reductions of power-delay product by

32.9%, 34.7%, and 15.4% compared to the domino logic circuit, the conventional single-
rail PLA, and the conventional high-speed dynamic circuit, respectively. The operations
of the circuit were successfully verified by a functional test using a logic tester and an
electron-beam tester at frequencies of up to 100 MHz at room temperature with a supply

voltage of 5 V.




Chapter 3

Logical Compaction by 2-Input Logic
Cells

3.1 Introduction

In this chapter, we propose an area-efficient dual-rail array logic architecture, a logic
cell-embedded PLA (LCPLA), which is based on the dual-rail PLA described in Chap-
ter2 and has 2-input logic cells in the structure. In general, although the structural reg-
ularity of PLAs offers the design simplicity, it requires a large chip area due to its low
area-efficiency compared to random logic implementations. To overcome this drawback,
a network structure of small PLAs which implements Boolean functions efficiently has
been proposed [5]. This structure, however, degrades the circuit performance due to an
increase in logic levels. Besides, although each PLA is surely regular, the global regular-
ity is sacrificed because of placement and routing. Actually, it may be even worse than
that in standard-cell-based designs that have a row structure, and thus it is difficult to take
advantage of the regularity of PLAs. In our approach, 2-input logic cells which realize
arbitrary 2-input Boolean functions can be embedded in a dual-rail PLA. The logic cells
can be designed by connecting some local wires and do not require additional transistors

over logic cells of the proposed PLA in Chapter 2. By using the logic cells, some classes

35
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of logic functions can be implemented efficiently, so that high-speed and low-power op-

erations are also achieved due to the reduction of circuit elements.

3.2 Proposed Architecture

Figure 3.1 shows a structure of LCPLA. The structure has a dual-rail configuration. The
x; and X; signals are the primary input and its negation, respectively. The z; and z; signals
are the outputs of the PLA. An LCPLA contains an AND-plane and an OR-plane, and is
capable of implementing arbitrary Boolean functions expressed in sum-of-products forms
by connecting switching transistors, which are denoted by dots in the figure, to the input
and output wires. In addition, an LCPLA utilizes 2-input logic cells (LCs) in both planes.

The 2-input logic cells realize arbitrary 2-input Boolean functions of two adjacent signals
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and are embedded in the PLA to reduce chip area. These logic cells can be easily designed
from the original logic cell by connecting some local wires. Logical AND and OR of the
outputs of the logic cells can be obtained from the outputs of AND-plane and OR-plane,
respectively. Thus, ah LCPLA can realize an LC-AND-LC-OR structure, i.e., 4-level

logic implementation.

3.3 Proposed Circuits

3.3.1 Column Circuit

Figure 3.2 shows a column circuit of LCPLA. The circuit has a dual-rail configuration and
consists of a stack of the basic logic cells shown in Figure 3.3, a reference cell, a virtual
ground (VG) controller, a precharge and equalization circuit, and a sense amplifier. Log-
ical OR and NOR of the outputs of the basic logic cells can be obtained from the output
signals, OUT and OUT, respectively. A logical AND is also obtained by performing a
logical NOR of complement input signals. Thus, an AND-plane and an OR-plane for a
PLA can be realized by arranging the column circuits. By using a sense amplifier, the
output signals are activated by sensing the differential voltage between the bit-lines, BL
and BL. VG is provided to reduce the voltage swings of the bit-lines.

There are 11 types of basic logic cells, which can be embedded in the column circuit,
aé shown in Figure 3.3. Each cell has a pair of NMOS devices, except for type 0. One is
used to pull down the bit-line (BL) depending on the input signals (xo—x,-1). The other
is to balance the load capacitances and leakage current of BL and BL. This symmetrical
structure results in a robust operation of the circuit, especially with respect to common-
mode noise. The basic logic cells of type 3—10 are composed of pass-transistors and are
realized by connecting some local wires. By using the basic logic cells, the logic function

of a column circuit is expressed as

OUT = Z i | (3.1)
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where y; is a logic function realized by a basic logic cell and corresponds to the type of
the basic logic cell.

2-input logic cells using the basic logic cells in Figure 3.3 are shown in Figure 3.4. By
combining the basic logic cells, arbitrary 2-input logic functions of two adjacent signals
can be realized. The 2-input logic cells of (1)-(4), which realize a logical OR, are formed
by the basic logic cells of type 1-2. On the other hand, the 2-input logic cells of (5)—(8),
which realize a logical AND, are formed by the basic logic cells of type 3—-6. The 2-input
logic cells of (9)-(10), which realize logical XOR and XNOR, have two configurations,

respectively, and are formed by the basic logic cells of type 3—10. These cells do not

. degrade the circuit area because pass-transistors used in the structure give no additional

area. Thus, the resulting circuits cannot be worse in terms of area over the proposed PLA
in Chapter 2.

Figure 3.5 shows a timing diagram of control signals, input and output signals, and
bit-line potentials in a column circuit. The circuit operates in two phases: phase 1 and
phase 2. In phase 1, the PC signal and all the primary inputs, xp—x,-; and Xp—x,-1, are
low. Thus, the bit-lines are precharged high and equalized. At the same time, the VG
node is discharged low. When the PC signal becomes high and the primary inputs are

activated, the circuit enters phase 2.
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Figure 3.5 Timing diagram of control signals, input and output signals, and bit-line

potentials in a column circuit.

In phase 2, BL is pulled down by charge sharing with VG through a reference cell.
When at least one of the basic logic cells pulls BL down, the voltage potential of BL
becomes lower than that of BL. Otherwise, BL stays high. This is because the device
size of the basic logic cells is W, while that of the reference cell is 0.5W as shown in
Figure 3.2, where W is the channel width of a transistor. This half-size device is provided
to avoid the meta-stable condition, which may be caused when there is no pull-down path
on BL. The SAE signal is activated when the developed voltage difference between the
bit-lines becomes larger than the designed sense voltage, which takes the worst case of
considerable noise margin and process variations into account. By activating the sense
amplifier, one of the output signals, i.e., OUT or OUT becomes high depending on the
developed voltage difference. After the activation of the sense amplifier, the PC signal
becomes low and the circuit starts to precharge the bit-lines.

Also, in phase 2, short-circuit current between input wires may be caused depending
on the combinations of the basic logic cells. For example, when the state of (xg, X;, x2)
= (low, high, high) arises in the circuit of Figure 3.2, X; pulls BL down via the pass-
transistor controlled by X;. At the same time, X; tries to drive BL into high via the pass-
transistor controlled by x,. Thus, this makes a current path from X; to X;. However,

short-circuit current between the input wires is caused only when the voltage potential of
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BL becomes lower than Vpp — V; because an NMOS transistor is used as a pull-up device
in this case, where Vpp is the power supply voltage and V; is the threshold voltage of the
transistor. This also means that the basic logic cells never drive BL into Vpp. Moreover,
the threshold voltage (V;) of the pull-up device is not constant with respect to the voltage
difference between the substrate and the source of the transistor, and is enhanced because
the source of the pull-up device is precharged high. This is known as the body effect
[26] and helps to reduce the short-circuit current. Also, when avoiding the short-circuit
current is required, which is often the case with systems where power consumption is
the primary concern, it is realized by introducing a restriction in how to combine the
basic logic cells, i.e., by avoiding two or more 2-input logic cells using pass-transistors
in a column circuit. We evaluated and confirmed operations of LCPLAs, which take all
possible cases of the combinations of the basic logic cells into account, in various logic

functions in the following sections.

3.3.2 PLA Configuration

The overall configuration of LCPLA is shown in Figure 3.6. An array of column circuits is
used as an AND-plane and an OR-plane. Control signals of the AND-plane are generated
from the CLK signal with a delay line of a chain of sized inverters. On the other hand,
control signals of the OR-plane are generated from a dummy column and a delay line of
. achain of sized inverters. The dummy column is designed so that its output signal arrives
last in the AND-plane. For this purpose, it has the largest number of basic logic cells
in the AND-plane, and gate terminals of the basic logic cells are connected to ground.
Its output signal, i.e., the PC signal of the OR-plane is generated every cycle and follows
operating conditions, such as temperature and supply voltage variations, as well as process

variations in sync with column circuits in the AND-plane.
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3.4 Results of Logic Synthesis

In order to implement a given logic function into an LCPLA, we proposed a method of
logic synthesis for LC-AND-LC-OR logic structures [27]. By implementing the method
as a part of ESPRESSO-MYV [28], the area advantage over the conventional structure was
demonstrated.

Figure 3.7 and Figure 3.8 show the number of 4- and 5-input logic functions which
have a smaller number of product terms than that of the functions produced by ESPRESSO-
MV. In this figure, AND-LC-OR and LC-AND-LC-OR correspond to PLAs which have

2-input logic cells in OR-plane and both planes, respectively. Since it is not necessary

to deal with all the functions that are expressed by the negation and permutation of some
variables in a Boolean function, the Boolean functions in the NP-equivalence class [29]
were examined. In the design of a PLA, minimizing the number of product terms (i.e., the
number of column circuits in an AND-plane) results in reducing the overall area. Also, an
LCPLA can be implemented in the same area as the proposed PLA in Chapter2 even if
the number of product terms can not be reduced by using 2-input logic cells. The results
show that LCPLA is effective to reduce the number of product terms, especially in the
LC-AND-LC-OR structure.

Table 3.1 shows the results of logic synthesis on the PLLA benchmark circuits [8], [9].
In this table, LC-AND-OR, AND-LC-OR, and LC-AND-LC-OR correspond to PLAs

- which have 2-input logic cells in AND-plane, OR-plane, and both planes, respectively.
The results show that the LC-AND-LC-OR structure can realize the Boolean functions
in the least number of product terms among the four types of PLAs. In particular, the
results indicate that the LCPLA is suitable for arithmetic circuits, such as add6, which
are difficult to be implemented in the conventional PLA [30]. By using LC-AND-LC-OR
structures, the number of product terms was reduced by 55.9% on average compared to

that in AND-OR structures.
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Figure 3.7 The number of logic functions which have a smaller number of product
terms than that of the functions produced by ESPRESSO-MYV in AND-LC-OR structures.

(a) 4-input functions and (b) 5-input functions.
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Table 3.1 Results of logic synthesis (“Time” is CPU time on Pentium III (600 MHz)

processor for synthesis).

AND-OR LC-AND-OR AND-LC-OR | LC-AND-LC-OR
#product | Time |# product | Time |# product| Time |# product | Time
Circuit | terms (sec) terms (sec) terms (sec) terms (sec)
Z5xpl 65 0.1 53 0.1 62 0.6 52 2.0
add6 355 0.5 37 0.1 325 93.2 37 1.5
addm4 200 04 109 0.3 193 4.9 929 13.4
adr4 75 0.1 17 0.0 69 0.7 17 0.1
dist 123 0.1 75 0.1 120 2.3 70 4.8
fS1m 77 0.1 51 0.1 69 04 48 2.0
18err 52 0.1 39 0.0 49 0.6 38 1.0
ml81 42 0.1 30 0.1 40 0.2 28 14.6
mlp4 128 0.2 97 0.1 124 1.3 92 25.6
rd73 127 0.0 37 0.0 113 5.0 34 1.4
root 57 0.1 42 0.0 52 0.9 40 1.4
sqr6 49 0.0 42 0.0 49 0.1 40 0.3
Total 1,350 1.8 629 0.9 1,265 110.2 595 68.1
Ratio 1.00 1.00 0.466 | 0.500 | 0.937 61.2 0.441 37.8

3.5 Simulation Results

Table 3.2 shows a comparison of standard-cell-based designs and LCPLA on the PLA
benchmark circuits [8], [9]. Each circuit was designed using a 0.35-um, 3-metal-layer
CMOS technology with a supply voltage of 3.3 V. Logic synthesis of the standard-cell-
based designs was performed using Synopsys Design Compiler [31] with delay priority
and 395 standard cells. The standard cells are based on the Rohm 0.35-um CMOS tech-
nology and were provided by VLSI Design and Education Center (VDEC) [32]. The
synthesized circuits were placed and routed using Synopsys Apollo [31]. The delay and
power characteristics of the standard-cell-based designs were obtained by the timing and

power analysis of Synopsys Design Compiler with wire load information, which is given
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Table 3.2 Comparison of standard-cell-based designs and LCPLA.

Area Delay Power (mW) PD product
(um?) (ns) @ 200 MHz ()
Standard | This work | Standard | This work | Standard | This work | Standard | This work
Circuit| cell cell cell cell
Z5xpl | 14,042 | 83,785 1.22 0.69 7.8 23.0 9.52 15.87

add6 17,110 | 68,507 1.28 0.68 10.2 16.9 13.06 11.49
addm4 | 56,608 | 143,503 1.53 0.74 30.4 452 46.51 3345

adr4 5,561 32,727 0.94 0.65 33 8.0 3.10 5.20
dist 47,306 | 90,381 1.64 0.71 24.6 30.5 40.34 21.66
f51m | 14,042 | 75,429 1.12 0.69 8.2 21.6 9.18 14.90
18err 15,812 | 63,081 1.36 0.67 8.6 17.2 11.70 11.52
mi81 | 10,700 | 65,832 0.83 0.67 5.9 14.2 4.90 9.51

mlp4 | 47,306 | 129,760 1.32 0.73 24.0 39.6 31.68 28.91
rd73 18,088 | 44,463 1.15 0.67 10.7 15.2 12.31 10.18
root 19,418 | 57,747 1.28 0.68 1109 17.7 13.95 12.04
sqr6 15,340 | 71,124 1.07 0.67 8.6 19.3 9.20 12.93
Total | 281,333 | 926,339 | 14.74 8.25 153.2 268.4 205.45 | 187.66
Ratio | 1.00 3.29 1.00 0.560 1.00 1.75 1.00 0.913

by placement and routing, while the area characteristics were obtained by physical lay-
outs after placement and routing. On the other hand, the delay and power characteristics
of LCPLA were obtained from post-layout simulations using HSPICE, where LC-AND-
LC-OR structures were used. Also, the area characteristics represent physical layouts of
LC-AND-LC-OR structures, and a sense voltage of 200 mV was used. The results show
that the LCPLA requires on average 3.29 times the area of the standard-cell-based de-
signs. This is mainly because of dual-rail structures and the difference of area-efficiency
between regular and random structures. The delay of the LCPLA is on average 0.560
times that of the standard-cell-based designs. In addition to the high-speed capability of
sense amplifiers in the proposed structure, the LCPLA implements logic functions in 2-

level logic forms with a two-level logic network and thus results.in having superior delay
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Table 3.3 Comparison of the conventional PLAs and LCPLA in an example circuit.

Circuit Configuration | Area | Delay | Power (mW) | PD product
(0.35-um, 3.3-V Vpp) (um?) | (ns) | @ 80 MHz | (normalized)
PLA using domino circuit [26] | single-rail | 489,440 | 3.56 95 1.00
Blair et al. [33] single-rail | 489,582 | 3.08 405 3.69
Dhong et al. [34] single-rail | 492,048 | 2.80 176 1.46
Wang et al. [35] single-rail | 498,078 | 2.56 92 0.696
Proposed PLA in Chapter 2 dual-rail 939,798 | 1.52 73 0.328
LCPLA (LC-AND-LC-OR) dual-rail 601,624 | 1.39 43 0.177

characteristics. In the standard-cell-based designs, the increase in delay is incurred in
traversing the different logic levels of the design. Moreover, the maximum delay of the
standard-cell-based designs is 1.64 ns (dist), while the minimum delay is 0.83 ns (m181).
Thus, the maximum différence of delay between each circuit is 0.81 ns. On the other
hand, the maximum delay of the LCPLA is 0.74 ns (addm4), while the minimum delay is
0.65 ns (adr4). Thus, the difference of delay between each circuit is limited only within
0.09 ns. Also, the worst case delay of LCPLA can be easily obtained from the delay of
the column circuit having a maximally loaded bit-line. This feature of LCPLA makes the
circuit delay predictable early in the design process, and thus it is possible to eliminate the
ambiguity of the design and to alleviate the timing closure problem. The power consump-
| tion of the LCPLA is on average 1.75 times that of the standard-cell-based designs. This
is mainly because input signal wires and bit-lines are charged and discharged every cycle,
and the power consumption of sense amplifiers in LCPLA is relatively large compared
to the other components. However, the increase in power consumption becomes small as
the number of input signals increases because a sense amplifier consumes the same power
even in larger circuits. The power-delay (PD) product of the LCPLA is on average 0.913
times that of the standard-cell-based designs.
Table 3.3 shows a comparison of the conventional PLAs and LCPLA. In order to com-

pare the conventional PLAs with LCPLA, we designed an example circuit using a 0.35-
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Figure 3.9 Simulated waveforms of the LCPLA.

um, 3-metal-layer CMOS technology with a supply voltage of 3.3 V. The example circuit
has a 64-bit input and a 1-bit output, and its logic function was generated randomly. The
generated logic function was optimized using ESPRESSO [8], [9] before implementa-
tion. The number of product terms and the number of basic logic cells in the optimized
logic function are 220 and 3,368, respectively. This circuit scale is relatively large over
the PLA benchmark circuits [8], [9], and the circuit becomes a good criterion as a large
ﬁ PLA, which suits the recent microprocessors [3], [4]. Also, since area, delay, and power
consumption of a PLA mainly depend on the numbers of product terms and basic logic
cells if the numbers of inputs and outputs are fixed, we can see how much the reductions
of the numbers of product terms and basic logic cells affect on these circuit characteristics
by using the example circuit. The performances were obtained from post-layout simula-
tions using HSPICE. Simulated waveforms of the LCPLA are shown in Figure 3.9. By
using an LC-AND-LC-OR structure, the number of product terms was reduced from 220
to 136 (38.2% reduction) and the number of basic logic cells was reduced from 3,368 to
2,042 (39.4% reduction). As a result, the proposed circuit achieved an area reduction by

36.0% compared to the proposed PLA in Chapter2. Also, the circuit delay and power
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1,256 um

Figure 3.10 Chip microphotograph of the LCPLA.

consumption of the LCPLA are the smallest among all of the PLAs in Table 3.3, and
the power-delay (PD) product was reduced by 74.6% and 46.0% compared to the conven-
tional high-speed and low-power single-rail PLA [35] and the proposed PLA in Chapter 2,

respectively.

3.6 Measurement Results

The LCPLA in Table 3.3 was fabricated using a 0.35-um, 3-metal-layer CMOS technol-
ogy. A chip microphotograph is shown in Figure 3.10, which includes 136 and 1 column
circuits in the AND-plane and the OR-plane, respectively. The physical dimension is 479
x 1,256 ,urnz.- The operations of the LCPLA were successfully verified with a functional
test using a logic tester at frequencies of up to 100 MHz, which is the limitation of the
test equipment, at room temperature with a supply voltage of 3.3 V.

In order to measure the propagation delay of the test chip, a delay measurement using
an electron-beam tester was also performed at the same conditions as the functional test.
Figure 3.11 shows measured waveforms along the critical path. The timebase resolution
of the test equipment is 10 ps. The measured delay from the CLK signal to the output
signal of the PLA was 1.46 ns, while the power consumption is 241 mW at a simulated

frequency of 500 MHz. The features of the test chip are summarized in Table 3.4.
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Figure 3.11 Measured waveforms by an electron-beam tester.

Table 3.4 Features of the test chip.

Process technology 0.35-um CMOS, 3-metal
Supply voltage 33V

Transistor count 7.1k

# product terms 136

# basic logic cells (AND-plane) 1,906

# basic logic cells (OR-plane) 136

Physical dimension 479 x 1,256 um?®
Simulated cycle time 1.98 ns (500 MHz)
Simulated power consumption 241 mW (@ 500 MHz)
Measured delay time 1.46 ns
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3.7 Methodology of Automatic Module Generation

In order to automatically generate LCPLA layouts from circuit specifications, we devel-
oped a module generator as a design automation tool of LCPLA with a structural im-
provement for the generator. In the circuit in Figure 3.6, a sense amplifier activation pulse
is generated from a chain of sized inverters. However, designing a chain of sized inverters
according to a desired timing margin makes the design complex. To reduce the design
complexity, we propose a delay generator, which is composed of dynamic circuits with
dummy cells, as shown in Figure 3.12. Dummy cells are designed in the minimum size.
The delay from the PC signal to the SAE signal depends on the number of dummy cells
in a delay generator. The relationship between the generated delay and the number of
dummy cells is shown in Figure 3.13. A desired timing signal can be easily generated by
changing the number of dummy cells.

Figure 3.14 shows the generator organization. The generator takes a personality ma-
trix, a target delay, and physical layouts of basic components except for logic cells. A
personality matrix represents a desired circuit configuration to be implemented. Finally,
the generator produces an LCPLA layout in a GDS-II form [36] and a timing-annotated
HDL behavior model. In the following subsections, the input data format and the genera-

tor modules are described in detail.

‘3.7 .1 Personality Matrix

A personality matrix represents a circuit configuration of an LCPLA structure using the
basic logic cells shown in Figure 3.3. We defined symbols and corresponding basic logic
cells in a personality matrix as shown in Table 3.5. By using this representation, a cir-
cuit configuration using an LCPLA structure, for example, can be expressed as shown
in Figure 3.15. The matrix on the left and right represents circuit configurations in an
AND-plane and an OR-plane, respectively. A personality matrix optimized for an LCPLA
structure can be obtained from the developed method of logic synthesis [27].
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Figure 3.13 Control range of a delay generator.

3.7.2 Layout Generation

The logic cell generation module takés a target delay and generates physical layouts of
the basic logic cells shown in Figure 3.3. Generated layouts are stored in a library with the
other circuit components given by users. The module performs equation-based transistor
sizing to achieve a desired delay goal. Widening the sizes of basic logic cells results in
reducing the circuit delay. The sizes of basic logic cells give that those of a reference cell
and driver circuits based on the maximally loaded input wire and bit-line.

The basic cell placement module takes a personality matrix and basic cell layouts from
a library, and generates an LCPLA layout. The placement is performed based on a circuit
configuration represented by a personality matrix, design rules, and the size information
of basic cells. The number of dummy cells in a delay generator is determined so that sense
amplifiers are activated when the developed voltage difference between the maximally
loaded bit-lines becomes larger than the designed sense voltage. As can be seen from

Figure 3.13, a delay generator has the linearity in delay with respect to the number of
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Table 3.5 Symbols and corresponding basic logic cells in a personality matrix.

Symbol | Basic logic cell

type 0
type 1
type 2

type 3
type 4

type 5
type 6
type 7

type 8
type 9

W 00 N O v b W NP @

type 10

X X1 X2 X3 2021 22

-932 0-6
8-01 -28
-48- 2--

Figure 3.15 Example of a personality matrix (4-bit inputs, 3-bit outputs, and 3 product

terms).

dummy cells. By using this feature, a delay generator can be easily characterized.

3.7.3 Behavior Model Generation

The HDL model generation module takes a personality matrix and timing information
given by SPICE simulations. Based on these information, the module generates a timing-
annotated HDL behavior model which includes data setup and hold times in addition
to a circuit delay. The data setup time depends on the drive capability of input drivers,
and the data hold time is defined when the developed voltage difference between the

maximally loaded bit-lines becomes larger than the designed sense voltage. As shown in
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module pla(clk, x, z);

input clk;

input[3:0] x;

output[2:0] z;

reg[2:0] y;

parameter delay = 6.89;

always @(posedge clk) begin
y[8] <= x[11 | "x[1] & x[2] [ x[2] & x[3];
y[1] <= "x[0] & x[1] | x[2] | "x[3]1;
y[2] <= x[0] & "x[1] | "x[2] & x[3];

end

specify
$setup (x, posedge clk, 6.18);
$hold (posedge clk, x, 0.18);
endspecify
assign #delay z[0] = y[0] | y[1] & y[2];
assign #delay z[1] = y[8] & y[1];
‘assign #delay z[2] = y[0] & y[1] | "y[1] & y[2];
endmodule

Figure 3.16 Example of an HDL behavior model (4-bit inputs, 3-bit outputs, and 3

product terms).
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Table 3.6 Circuit delay and CPU time of LCPLA generation in example circuits.

Circuit #inputs | # productterms | # logic cells | Delay | CPU time
(0.35-um, 3.3-V Vpp) | (ns) (sec)
example 1 16 87 621 1.01 33.1
example 2 32 144 1,459 1.25 117.8
example 3 64 220 3,368 1.39 441.2
0.6
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@ , Figure 3.17 Relationship between the circuit delay and area.

Figure 3.5 and Figure 3.12, the output signals of an LCPLA are generated by activating
sense amplifiers and thus there is no skew between the output signals. This indicates that a
circuit delay described in an HDL behavior model means the propagation delay of all the
output signals. Thus, the delay behavior of an LCPLA can be easily represented by this
model. This is another advantage of LCPLA structure. Figure 3.16 shows an example of
an HDL behavior model which represents a circuit cohﬁguration given by the personality

matrix in Figure 3.15.
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Figure 3.18 Overview of the LCPLA generator and a generated layout of the example
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3.8 Generation Results

The module organization shown in Figure 3.14 was integrated and applied to various logic
circuits. Table 3.6 shows the circuit delay and CPU time of LCPLA generation in three
example circuits. The example circuits have appropriate circuit sizes in practical appli-
cations and were generated using a 0.35-um, 3-metal-layer CMOS technology with a
supply voltage of 3.3 V. PLA generations were performed to minimize the circuit delay
on a Sun UltraSPARC-III 900 MHz processor. The results show that the entire layout and
the behavior model of each circuit can be obtained within 8 minutes. Figure 3.17 shows
the relationship between the circuit delay and area which were obtained by traversing
transistor size spaces in the example circuits. The results show that for larger PLAs, the
generator allows a wide range of performance to be traded for area. Figure 3.18 shows the

overview of the LCPLA generator and a generated layout of example 3.
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3.9 Summary

In this chapter, an area-efficient dual-rail array logic architecture, a logic-cell-embedded
PLA (LCPLA), was presented. By embedding 2-input logic cells, which realize arbitrary
2-input Boolean functions, in the structure, some classes of logic functions can be imple-
mented efficiently, so that high-speed and low-power operations were also achieved. The
logic cells can be designed by connecting some local wires and do not require additional
transistors over logic cells of the proposed PLA in Chapter2. The advantages over the
conventional PLAs and standard-cell-based designs were demonstrated by using bench-
mark circuits and a developed logic synthesis method, and the LCPLA is shown to be
effective to reduce the number of product terms. In a structure with a 64-bit input and a 1-
bit output including 220 product terms, the LCPLA using a 0.35-um CMOS technology
achieved an area reduction by 36.0% compared to the proposed PLA in Chapter?2, and
the power-delay product was reduced by 74.6% and 46.0% compared to the conventional
high-speed single-rail PLA and the proposed PLA in Chapter2, respectively. A test chip
of this configuration was fabricated using a 0.35-um, 3-metal-layer CMOS technology,
and was verified with a functional test using a logic tester and an electron-beam tester at
frequencies of up to 100 MHz with a supply voltage of 3.3 V. Also, a module generator
for LCPLA structures was developed as a design automation tool. The generator performs
equation-based transistor sizing to achieve a desired delay goal and allows a wide range
of performance to be traded for area. The framework and procedure of the generator are
much easier than those of the conventional tools for standard-cell-based designs and thus

the generator can be easily applied to complicated IC designs.




Chapter 4

Delay Reduction and Physical
Compaction by Divided and

Interdigitated Column Circuits

4.1 Introduction

In the column circuits discussed in the previous chapters, fast OR-ing and AND-ing opera-
tions can be performed by using the high-speed sensing capability of the circuit. However,
the circuit delay increases in proportion to the number of input signals and thus becomes
lafge due to a large bit-line capacitance in high data bandwidth processing such as 128-bit
systems. In high data bandwidth systems such as 128-bit graphic engines [37], [38], a
high-speed operation is an important factor to realize real-time image processing and so
forth. Moreover, as can be seen in an arithmetic circuit shown in Chapter2, an unused
chip area increases as the number of input signals increases.

In this chapter, we propose circuit design techniques for a high-speed and area-efficient
dual-rail array logic architecture. The proposed circuit includes three schemes: 1) a
divided column scheme (DCS), 2) a programmable sense-amplifier activation scheme

(PSAS), and 3) an interdigitated column scheme (ICS). In the DCS, a column circuit of

63
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a PLA is divided and each circuit operates in parallel. This enhances the performance
of the PLA, and this scheme becomes more effective as input data bandwidth increases.
The PSAS is used to generate an activation pulse for sense amplifiers in the PLA. In this
scheme, the proposed 'delay generators enable to minimize a timing margin depending
on process variations and operating conditions. The ICS is used to enhance the area-
efficiency of the PLA, where a method of physical compaction is employed. This scheme
is effective for circuits which have the regularity in logic function such as arithmetic
circuits. We applied these schemes to some arithmetic circuits and evaluated the effec-

tiveness of the proposed schemes.

4.2 Proposed Circuit Design Techniques

4.2.1 Divided Column Scheme

As discussed in Chapter 2, the circuit delay of the column circuit in Figure 4.1 increases
in proportion to the number of input signals and thus becomes large due to a large bit-line
capacitance in high data bandwidth processing. To reduce the circuit delay, we propose
a divided column scheme (DCS). Figure 4.2 shows a divided column circuit using the
DCS. In the circuit, the bit-line (BL) is divided into two wires (BL; and BL,) with logic
cells (BL is also divided in the same manner), and each bit-line has a sense amplifier
and a control block. Also, the inverter gates, which are used as receiver circuits of a
sense amplifier in Figure 4.1, are replaced with 2-input NAND and NOR gates to realize
OR-ing and NOR-ing functions of the input signals. Dividing bit-lines reduces bit-line
capacitances and thus results in a reduction of bit-line delay. The circuit delay of the

column circuit in Figure 4.1 can be expressed as
n-tpr +isa+ iy (41)

where gy, is the bit-line delay of a logic cell, and #s, is the delay of a sense amplifier and

also includes the bit-line delay of control circuits. #;yy is the delay of an inverter gate, and
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sions (0.13-um CMOS technology, 1.2-V power supply).

n is the number of input signals. On the other hand, the circuit delay of a column circuit

divided into m bit-lines can be expressed as

n .
ol IpL + tsa +10g,(m) - tyor (m=2'i>1,tNor > tNanD) 4.2)

where fyor and tyanp are the delays of a NOR gate and a NAND gate, respectively. Also,
the number of divisions (m) is assumed to be 2° to form NOR and NAND gates in tree-
structured circuits. Thus, the delay of overall NOR gates has an increase of O(log,(m)).
Although the bit-lines in control blocks in Figure 4.2 become longer than those in Fig-
ure 4.1 due to the duplication of a control block, the precharge and equalization circuits
and the precharge circuits in VG controllers, which correspond to M1 in Figure 4.1, can
be designed in smaller sizes due to the reduction of bit-line capacitances in logic cells.
This reduces the bit-line capacitances in each control block, and the capacitances become
smaller than that in Figure 4.1. The relationship between the delay of a column circuit

and the number of divisions is shown in Figure4.3. The performances were obtained
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Figure 4.4 Physical layer structure in the DCS.

from post-layout simulations using a 0.13-um CMOS technology with a supply voltage
of 1.2 V. As can be seen from this figure, the high-speed capability of the DCS can be
enhanced as the number of input signals increases. The circuit delay can be optimized by
the number of divisions, and the DCS becomes most effective at the number of divisions
of 2 in a 128-bit input column circuit. We chose the number of divisions of 2 in terms
of performance and circuit area. As a result, the circuit delay can be reduced by 24.2%
compared to the column circuit in Figure 4.1.

Figure 4.4 shows a physical layer structure in the DCS. The area penalty of the DCS
can be reduced by using upper layer wires as bit-lines. Although the second bit-lines
are longer than the first bit-lines due to the difference of the placement of logic cells, the
capacitance to ground, which occupies a large part of wiring capacitance, can be reduced
by using upper layer wires, while the bit-lines of the conventional PLAs are generally
designed using lower layer wires. The column pitch depends on the width of a logic
cell in a column circuit. Figure4.5 shows the relationship between the area and power
penalties of the DCS and the number of input signals, where a column circuit having the
number of divisions of 2 was compared with the column circuit in Figure 4.1, and the input
signals of the divided column circuit are formed in the same manner as the configuration
shown in Figure 4.2. The penalties due to an additional sense amplifier and a control block
decrease as the number of input signals increases. This is because a sense amplifier and a
control block consume almost the same area and power even in larger circuits. The area

and power penalties in a 128-bit input column circuit are 3.6% and 16.5%, respectively.
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Figure 4.5 Relationship between the area and power penalties of the DCS and the num-

ber of input signals (0.13-um CMOS technology, 1.2-V power supply).

4.2.2 Programmable Sense-Amplifier Activation Scheme

The proposed PLA configuration using column circuits is shown in Figure 4.6. Arbitrary
Boolean functions can be implemented in the PLA by using the OR-ing and AND-ing
capability of a column circuit. An array of column circuits is used as an AND-plane
and an OR-plane. The PC signals for an AND-plane and an OR-plane are generated
from the CLK signal and a dummy column circuit, respectively. The dummy column
circuit is designed so that its output signal arrives last in an AND-plane. In the dual-rail
PLA proposed in Chapter 2, a sense-amplifier activation pulse is generated from a chain
of sized inverters. It is, however, difficult to make an adequate timing pulse depending
on process variations and operating conditions. Moreover, designing a chain of sized
inverters according to a desired timing margin makes the design complex. To reduce
the design complexity and make an adequate timing pulse, we propose a programmable
sense-amplifier activation scheme (PSAS). In this scheme, delay generators, which are

composed of dynamic circuits with dummy cells and programmable cells, are used as
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Figure 4.7 Control range of a delay generator (0.13-um CMOS technology, 1.2-V
power supply).

shown in Figure 4.6. Dummy cells and programmable cells are designed in the minimum
size. The delay from the PC signal to the SAE signal depends on the number of dummy
cells in a delay generator. The relationship between generated delay and the number of
dummy cells is shown in Figure4.7. The performances were obtained from post-layout
simulations using é 0.13-um CMOS technology with a supply voltage of 1.2 V. After the
decision of a desired timing margin taking process variations and operating conditions
into account, the timing signal can be generated by changing the number of dummy cells,
and the delay increases in proportion to the number of dummy cells. Also, the delay can
be controlled by programmable cells after circuit implementation. The number of pro-
grammable cells to be activated is decided by functional tests of the chip, and this enables
to minimize the timing margin depending on process variations and operating conditions.

The relationship between generated delay and the number of activated programmable cells
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is also shown in Figure 4.7. The number of programmable cells designed in a delay gener-
ator also depends on process variations and operating conditions, and programmable cells
can be easily controlled by memory circuits such as shift registers with a small number of

control signals.

4.2.3 Interdigitated Column Scheme

In widely used logic functions, the circuit configuration shown in Figure 4.8, i.e., the
combination of column circuits which have a small number of logic cells and a large
number of logic cells is often structured, where it is assumed that the DCS is used in
column circuits which have a large number of logic cells. The logic functions realized by

the circuit in Figure 4.8 are expressed as

oUT, = x 4.3)
OUT = XX (4.4)
OUTZ = xo g ..fl . xz (45)
OUT,5 = Xg-X1-"--- Xp-3 * Xp-2 (4.6)
ouT, = Xo Xp-eoee Xp-3 * X2 * X1 4.7)

This configuration is known as a structure that is often seen in arithmetic circuits [26].
This structure, hdwever, degrades the area efficiency because the circuit area above the
column circuits which have a small number of logic cells is not used. To enhance the area
efficiency, we propose an interdigitated column scheme (ICS). The ICS interdigitates two
column circuits into a column circuit in order to uniform the height of column circuits as
shown in Figure 4.9. This scheme is not effective for all functions but for such circuits
shown in Figure 4.8. Figure4.10 shows a physical layer structure in the ICS. Additional
wires for input signals, which run the circuit diagonally, and interdigitated bit-lines are
realized by upper layer wires. This makes no area penalty in additional wires and bit-

lines, and the higher area efficiency can be achieved. Moreover, dividing input signal
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Figure 4.10 Physical layer structure in the ICS.

wires into horizontal and diagonal wires reduces wire resistances compared to the circuit
configuration in Figure 4.8, thus resulting in enhancing the circuit performance. By using
the ICS, the circuit area of the configuration in Figure 4.8 with a 128-bit input signal was

reduced by 48.2% in a 0.13-um CMOS technology.

4.3 Application Design

4.3.1 Common Array Structure

As applications of the proposed PLA, a comparator, a priority encoder, and an incrementor
for 128-bit data processing were designed. Figure4.11 shows the block diagram of the
common array structure used in the design. All the circuits have a structure in Figure 4.11.
A pre-condition circuit and a post-condition circuit are composed of static CMOS gates
such as AND, NOR, and XOR gates in bit-slice structures, and are used depending on
the application. These circuits help to implement a given logic function efficiently while
maintaining the regularity of the circuit. The regularity of the condition circuits well suits
the structure of PLA and thus the increase in design complexity is small. An AND-plane
using the DCS and the ICS is used as the common logic array, i.e., it is shared among the
applications. This results in reducing the design complexity significantly. An OR-plane

using the DCS is used as an output logic array depending on the application.
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4.3.2 Application Circuits

Comparator

A comparator receives two 128-bit data and compares the magnitude and equality of the

data. A logic function of an equality and magnitude comparator of two 128-bit data, A

and B, is expressed as

P,‘ =Ai@Bi

Gi=A;-B;

Zp=p = P17 - Prog -+ +- P,-P;-Py

ZA>B = G127

+ Pia7 - Grog
+ P27 Piog - Guas

+ ...

+ Prag - Prog -+ Py - P; - Gy

+ Pia7 - Piog+ -+ -+

4.8)
4.9)
(4.10)

@.11)
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Figure 4.12 Schematic diagram of the proposed 128-bit comparator.
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where Z4-p becomes high when A = B, while Z,.5 becomes high when A > B. The
schematic diagram of this implementation is shown in Figure 4.12. The logic function
Z4-p, which is expressed as a product form, is implemented in an AND-plane using the
DCS with the propagate' signal P. Similarly, the logic function Z4.p, which is expressed
as a sum-of-products form, is implemented in an AND-plane using the DCS and the ICS,
and an OR-plane using the DCS with the propagate and generate signals, P and G. The P
and G signals are generated from static 2-input XOR and NOR gates, which are used as a
pre-condition circuit and a post-condition circuit, and significantly reduce the overall area
of the circuit compared to the direct implementation without the P and G signals. Also,
static 2-input AND gates are used as a post-condition circuit to obtain the intermediate

result (Y).

Priority Encoder

A priority encoder receives a 128-bit data and detects the highest priority nonzero bit. An

intermediate logic function of a priority encoder of a 128-bit data, A, is expressed as

Yi = (AO +A1 +A2+"'+Ai_1 +A,')

(A +A +Ar+ -+ A+ AL

(Vi = (Ao + A1+ Az + -+ Apzg + Ar)) 4.12)

where ¥ corresponds to the position of the highest priority nonzero bit, while Y;5; be-
comes high when the input data bits are all zeros. Finally, Y is encoded into an 8-bit
output (Z). The schematic diagram of this implementation is shown in Figure 4.13, where
the same AND-plane as that of the comparator is used and shared with the other appli-
cations. Since a column circuit is formed in a dual-rail structure and generates both true
and complement results, the NOR and OR results in Eq. (4.12) are available from the i-th
column and the (i + 1)-th column, respectively. Static 2-input AND gates are used as a

post-condition circuit to obtain the intermediate result ().
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Figure 4.13  Schematic diagram of the proposed 128-bit priority encoder.
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Incrementor

An incrementor receives a 128-bit data and increments the data by one. A logic function

of an incrementor of a 128-bit data, A, is expressed as
Yi=Ai® A1 - Aip - Ajs -+ Ajzg - Aja7). 4.13)

The schematic diagram of this implementation is shown in Figure 4.14, where the same
AND-plane as that of the comparator is used and shared with the other applications. Static

2-input XOR gates are used as a post-condition circuit to obtain the final result (Y).

4.4 Simulation Results

The application circuits were designed using a 0.13-um, 5-metal-layer CMOS technology
with a supply voltage of 1.2 V. Figure 4.15 and Table 4.1 show the designed macro layouts
and a comparison between different implementation styles, respectively. The number
of dummy cells in a delay generator for an AND-plane is 170, and sense amplifiers in
the PLA are activated when the developed voltage difference between bit-lines becomes
larger than the designed sense voltage of 120 mV. Also, five programmable cells were
designed and can reduce the sense-amplifier activation delay by up to 60 ps from the
designed delay depending on process variations and operating conditions. The random
logic circuits were designed using standard cells, and are based on the above-mentioned
logic functions and a constraint that minimizes the circuit delay. The proposed PLA
in Chapter 2 were designed with pre- and post-condition circuits shown in Figure4.11.
The performances were obtained from post-layout simulations using HSPICE. The results
show that the proposed circuit achieves delay reductions by 38.1% and 22.2% on average
over the random logic circuit and the proposed PLA in Chapter 2, respectively. Figure 4.16
shows simulated waveforms of the proposed 128-bit comparator.

The power consumption of the proposed circuit is larger than that of the proposed
PLA in Chapter2. This is because of duplicated sense amplifiers in the DCS. However,

as shown in Figure 4.5, the increase in power consumption becomes small as the number
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Table 4.1 Comparison between different implementation styles.

Circuit Delay Power (mW) | PD product | Area

(0.13-um, 1.2-V Vpp, 128-bit) (ps) @ 1.25 GHz | (normalized) (/1m2)
Comparator

Random logic Za=p: 521, Z 4~ p: 551 53.8 1.00 15,750

Proposed PLA in Chapter 2 Za-p: 295, Z4-p: 635 30.0 0.484 101,797

This work Za-p: 234, Z4-p: 503 353 0.451 71,815

Priority encoder

Random logic 617 299 1.00 14,396

Proposed PLA in Chapter2 550 18.5 0.552 97,054

This work 432 223 0.522 59,328
Incrementor

Random logic 420 247 1.00 13,110

Proposed PLA in Chapter 2 235 17.7 0.401 84,104

This work 174 22.1 0.371 46,992

of input signals increases because a sense amplifier consumes almost the same power
even in larger circuits. On the other hand, the power consumption is smaller than that of
the random logic circuit. This is mainly because of reduced voltage swings of bit-lines
and a small number of short-circuit current paths. In the PLA, short-circuit current is
not consumed in logic cells which occupy a large part of the circuit. Also, the proposed
circﬁits have advantages in terms of operating energy. The power-delay (PD) product can
be reduced by 55.2% and 6.5% on average over the random logic circuit and the proposed
PLA in Chapter 2, respectively.

In our approach, a dual-rail structure and an array structure are utilized, thus requir-
ing larger circuit area compared to random logic implementations. On the other hand,
it is possible to improve the common-mode noise immunity by using a dual-rail struc-
ture. Moreover, an array structure reduces the iteration of the design process because
structured arrays give predictable area, delay, and power consumption early in the design

process. These features are becoming important to realize noise-immune systems and
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Figure 4.16 Simulated waveforms of the designed 128-bit comparator.

to meet design cost and time-to-market goals in deep sub-micron IC designs, while chip
area cost is becoming small due to the advances in integration [1]. By using the ICS, the

proposed circuit achieves an area reduction by 37.5% on average over the proposed PLA

in Chapter 2.

4.5 Summary

In this chapter, high-speed and area-efficient design techniques for dual-rail array logic
architectures were presented. As applications of the proposed architectures, a compara-
tor, a priority encoder, and an incrementor for 128-bit data processing were designed.
The proposed circuit design schemes achieved a 22.2% delay reduction and a 37.5% area
reduction on average over the proposed PLA in Chapter2 in a 0.13-um CMOS technol-
ogy. The high-speed capability of the proposed schemes can be enhanced in high data
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bandwidth systems. Moreover, a lot of circuit elements can be shared among different
macro designs, thus reducing the design complexity significantly. Also, by using the pro-
posed schemes, an activation pulse for sense amplifiers in the circuit can be optimized

depending on process variations and operating conditions.




Chapter 5

Extension to Multiple-Threshold Logic

5.1 Introduction

The threshold logic circuits in the previous chapters are used to detect the input signals
activated to high. When at least one of the input signals is high, the output signal of the
circuit becomes high and thus a logical OR operation for a PLA is realized as well as a
logical AND operation by using the complement input signals. This is considered that
the threshold logic circuit has a threshold value of 0.5 with respect to the number of input
signals activated to high. Although this function is based on a threshold voltage generated
from a reference cell, it is further possible to generate multiple threshold voltages, such
as 1.5, 2.5, 3.5, and so forth, by using multiple reference cells.

In this chapter,l we propose new array logic architectures using dual-rail threshold
logic circuits and methods of logic synthesis for their architectures. The threshold logic
circuits realize multiple-threshold logic functions which have a weight of 1 in each in-
put signal and are formed in a two-level network. The design using multiple-threshold
logic functions is known as a methodology that typically offers the capability of realiz-
ing complex Boolean functions using a smaller number of logic gates and/or fewer logic
stages [39], [40]. The proposed architectures are designed with multiple-threshold logic

functions to reduce the overall area of the circuit. Also, since the proposed architectures

86
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can be optimized in column-circuit level, it is possible to build the proposed circuit into
LCPLA proposed in Chapter 3 and the conventional area-efficient design techniques [5],
[41]. Thus, further reductions of the number of product terms can be achieved. More-
over, as an application of the threshold logic circuit, a new functional memory with the

high-speed flexible data search capability is also presented.

5.2 Proposed Architecture

Figure 5.1 shows the concept of the proposed array logic architecture. The architecture is
composed of a two-level network of threshold elements denoted by circles in the figure
with a threshold value T, and thus the threshold elements are formed in a PLA structure.
The x and z signals are the binary inputs and outputs of the architecture, respectively. Each
threshold element can have a different threshold value and is designed so that the overall
area of the architecture can be minimized. The conventional PLA, which is composed of
an AND-plane and an OR-plane, can be considered as a PLA that has a threshold value
of 0.5 in the network of Figure 5.1.

5.3 Proposed Circuits

5.3.1 Column Circuit

Figure 5.2 shows the proposed threshold logic circuit, which is used as a threshold element
in Figure 5.1. The circuit has a dual-rail configuration and consists of a stack of logic cells,
areference cell, a virtual ground (VG) controller, a precharge and equalization circuit, and
a sense amplifier. A threshold logic function and its negation of the input signals (xg—X,_1)
can be obtained from the output signals, OUT and OUT, respectively, and the function
depends on the pattern of embedded logic cells. By using a sense amplifier, the output
signals are activated by sensing the differential voltage between the bit-lines, BL and BL.

The VG controller is used to expand the voltage difference between the bit-lines.
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Figure 5.2 Proposed threshold logic circuit.



5.3 Proposed Circuits 90

BL VGVG BL

Xi
Xi
(type 0)
xi xi
Xi _f_ H A Xi LT
S i = — L4 =
(type 1) (type 2)
xi xi
Xi :L - Xi 1 _
I LT L4 o L4l 1Y
(type 3) (type 4)

Figure 5.3 Logic cells.

In the circuit, five types of logic cells shown in Figure 5.3 can be embedded to realize
arbitrary threshold logic functions which have a weight of 1 in each input signal. Each
logic cell has a pair of NMOS devices, except for type 0. One is used to pull down the bit-
line (BL) depending on the input signal (x;) or its negation (x;). The other is used to pull
down the reference bit-line (BL) or to balance the load capacitances and leakage current

of BL and BL. This symmetrical structure of the circuit results in a robust operation,

especially with respect to common-mode noise. By using the logic cells, the output signal

OUT can be expressed as

n—1
L if D (upi+%g) <T
OUT = pary (5.1)

0 otherwise

] 1 if x is connected to a logic cell of type 1 or type 3 52)
b 0 otherwise '

_ | 1 if Xx;is connected to a logic cell of type 2 or type 4 53)
= 0 otherwise ‘ .
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T =N;+N;+05 (5.4)

where the terms in the condition of Eq.(5.1) represent real numbers, and T is a threshold
value. N3 and N, are the numbers of logic cells of type 3 and type 4 in a threshold logic
circuit, respectively. |

On the other hand, the logic function of a threshold logic circuit is expressed as a
unate function [29], where the number of literals in a product term depends on T. For
example, when four input signals, xo, X;, X2, X3, are connected to logic cells, possible

Boolean functions which can be obtained from QUT are as follows.

Jo(xo, X1, X2, X3) = XoX1X2X3
= 14 5(x0, %1, X2, %3) (T =0.5) (5.5)

onp_cz + 30x1x3 + 30.762.763 + x132x3

Ji(xo, x1, X2, X3)
= 17 5(x0, ¥1, X2, ¥3) (T =1.5) (5.6)
Ja(xo, X1, X2, X3) = XoX1 + XoXa + XgX3 + X1 X2 + X1 X3 + X2X3
= 15 5(x0, X1, X2, ¥3) (T =2.5) (5.7
J3(x0, X1, X2, X3) = Xo + X1 + X3 + X3

= 175 5(x0. X1, X2, %s) (T =3.5) (5.8)

where tj,(x) is the definition of a threshold logic function. x is a set of input signals
connected to logic cells, i is the number of elements in x, and j is a threshold value
T. Thus, there are -k logic functions when connecting k input signals to logic cells, and
the number of product terms (;C;_j.05) of each function can be reduced to 1 by using a

threshold logic circuit. Also, the functions have the following characteristics.

f2 = fld = ?1 (}0, ‘_x.hEZ’ 353) (59)
B = 1= Folo, X1, %o, %s)- (5.10)

In general, this can be expressed as

frici = = £,G0, %1, -, X%pt)  (E=0,1,---,n—1). (5.11)
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Figure 5.4 Timing diagram of control, input, and output signals, and bit-line potentials

in a threshold logic circuit.

Note that the negations of the input signals (Xp—x,-;) and the output signal (W) are
available from the circuit in Figure 5.2. This means that f> and f3 can be obtained from f;
and fp, respectively. Thus, the maximum number of logic cells of type 3 and type 4 can
be limited to |

P f nis an even number

max(N; +N) ={ 2_4 (5.12)
5 if nisan odd number.

This helps to reduce the voltage swing of BL and thus results in low-power operations.

Figure 5.4 shows a timing diagram of control, input, and output signals, and bit-line
potentials in a threshold logic circuit. The circuit operates in two phéscs: phase 1 and
phase 2. In phase 1, the PC signal is low. Thus, the bit-lines are precharged high and
equalized. When the PC signal becomes high, the circuit enters phase 2.

In phase 2, BL and BL are pulled down by logic cells and a reference cell depending
on the input signals. The pull-down speed depends on the number of logic-cell current
paths in BL and BL. The device size of a logic cell is W, where W is the channel width
of a transistor. On the other hand, that of a reference cell is 0.5W as shown in Figure 5.2.
This half-size device is provided to avoid the meta-stable condition, which may be caused

when the number of logic-cell current paths in BL is equal to that in BL, and corresponds
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Figure 5.5 Simplified transient relationships between the bit-lines (BL and BL).

to a threshold value of 0.5. Figure 5.5 shows simplified transient relationships between
the bit-lines when changing the number of logic-cell current paths in BL and BL. As can
be seen from this figure, the voltage potential of BL is used as a threshold value T, and
the output signal OUT becomes high when the voltage potential of BL is higher than that
of BL. Note that the bit-line which has a higher voltage potential than the other bit-line
never reaches ground level because of the VG controller. This helps to expand the voltage
difference between the bit-lines. The SAE signal is activated when the developed voltage
difference between the bit-lines becomes larger than the designed sense voltage, which
takes the worst case of considerable noise margin and process variations into account. By
activating the sense amplifier, one of the output signals, OUT or OUT, becomes high

depending on the developed voltage difference.
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5.3.2 PLA Configuration

The PLA configuration using threshold logic circuits is shown in Figure 5.6, where the
configuration shown in Chapter 4 is used. An array of threshold logic circuits is used as an
input-level plane and an output-level plane. The PC signals for the input-level plane and
the output-level plane are generated from the CLK signal and a dummy column circuit,
respectively. The dummy column circuit is designed so that its output signal arrives last in
the input-level plane. The SAE signal which activates sense amplifiers is generated from a
delay generator. The delay generator is composed of dynamic circuits with dummy cells
and programmable cells as shown in Figure 5.6. Dummy cells and programmable cells are
designed in the minimum size. The delay from the PC signal to the SAE signal depends
on the number of dummy cells in a delay generator. The relationship between generated
delay and the number of dummy cells is shown in Figure5.7. The performances were
obtained from post-layout simulations using a 0.35-um CMOS technology with a supply
voltage of 3.3 V. After the decision of a desired timing margin taking process variations
and operating conditions into account, the timing signal can be generated by changing the
number of dummy cells, and the delay increases in proportion to the number of dummy
cells. Also, the delay can be controlled by programmable cells after circuit implementa-
tion. The number of programmable cells to be activated is decided by functional tests of
the chip, and this enables to minimize the timing margin depending on process variations
and operating conditions. The relationship between generated delay and the number of
activated programrﬁable cells is also shown in Figure 5.7. The number of programmable
cells designed in a delay generator also depends on process variations and operating con-
ditions, and programmable cells can be easily controlled by memory circuits such as shift

registers with a small number of control signals.
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Figure 5.6 PLA configuration using threshold logic circuits.
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Figure 5.7 Control range of a delay generator (0.35-um CMOS technology, 3.3-V
power supply).

5.4 Design Methodology

5.4.1 Logic Synthesis for a PLA Using Threshold Logic Circuits

In order to confirm the effectiveness of the proposed threshold logic circuits, we propose
a rnethod of logic synthesis for the proposed architecture. To find threshold logic func-
tions in sum-of-products forms, we consider threshold logic circuits which have arbitrary
threshold values and a threshold value of 0.5 in an input-level plane and an output-level
plane, respectively. Thus, the output-level plane can be viewed as an OR-plane in the
network.

The flow and the procedure of logic synthesis are shown in Figure 5.8 and Figure 5.9,
respectively, where we define a threshold logic function which can be realized by the

circuit in Figure 5.2 as a threshold term. The procedure mainly consists of three steps:




5.4 Design Methodology 97

Initial circuit

!

Generate a candidate
for a threshold logic function

!

Extract the threshold logic function

Any other candidates?

Synthesis with the extracted
threshold logic functions

l |
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Figure 5.8 Flow of logic synthesis for a PLA using threshold logic circuits.

1) generation of candidates for threshold terms, 2) extraction of threshold terms from a
given logic function, and 3) synthesis with the extracted threshold terms. In step 1, all
possible threshold terms are generated, but product termé, i.e., threshold logic functions
which have a threshold value of 0.5 are not included in the candidates. This is because
product terms do not contribute to reductions of circuit area. In step 2, tautology checking
of the function

h=f+g (5.13)

is performed to detect whether or not a given logic function contains threshold terms. If
the condition A& = 1 is satisfied for all combinations of the input signals, a threshold term g

can be extracted from a given logic function f. In step 3, we generate a satisfiability don’t
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Given: a sum of product terms f

Procedure Logic synthesis for a PLA using threshold terms

C={}
for all possible threshold terms g in f (T > 1.5)
h=f+g
if 1 =1 is satisfied for all combinations of the input signals then
C=Cug
end if
end for
h=0

for each threshold term g; in C
Create a new variable p; to represent g;.
h=h+ (g ® p;)
f=r+pi
end for
Simplify f with h as a don’t care set and obtain fry.
Replace p; in fry with g;.
return fry

end Procedure

Figure 5.9 Procedure of logic synthesis for a PLA using threshold logic circuits.
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care set [29] by using the extracted threshold terms, and the set is used to minimize the
number of terms, where the number of terms is the total number of product and threshold

terms. For example, suppose a Boolean function such as

f = XpX1 + XoX3 + 351)63 + onﬁz (514)

and extracted threshold terms

3 = 4 - 4 _ -
t15(x0, X1, X3), 17 5(Xo, X1, X2, %3), 7] 5(X0, X1, X2, X3). (5.15)

By using these threshold terms, we create new variables, pg, p;, p2, to represent each

threshold terms and generate the function

h = (3 5(Xo, X1, %3) @ o) + (t§ 5(Xo, X1, X2, ¥3) © 1)

+ (t%j(-i()a xlaEZa }3) @pz) (5_16)

Finally, we solve a covering problem of f with 4 as a don’t care set and obtain an opti-

mized expression
—— — 3 —-— — —
Jre = po + Xox1X = 1] 5(Xo, X1, X3) + XpX1 X2. (5.17)

Also, in multiple-output functions, the procedure is performed by considering all outputs

at the same time.

5.4.2 Logic Synthesis for Hybrid Architectures

As can be seen in the previous section, the proposed architecture can be designed in
column-circuit level, so that it is also possible to build the proposed circuit into LCPLA
proposed in Chapter 3 and the conventional area-efficient design techniques. Figure5.10
shows the proposed hybrid architectures with two design styles: a PLA with 2-bit de-
coders [41] and LCPLA. The LCPLA has 2-input logic cells in an AND-plane and an
OR-plane, and can be considered as an extension of a PLA with 2-input decoders. The
logic cells can be embedded in a dual-rail structure without degradation of circuit perfor-

mance, while 2-bit decoders degrades circuit performance due to an additional gate delay
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Figure 5.11 Flow of logic synthesis for a hybrid architecture.
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Given: a sum of product terms f (original function) and \
a set of threshold terms G (given by fry in Figure 5.9)
Procedure Logic synthesis for a hybrid architecture
fmi=f
forr=f
for all possible combinations C of threshold terms in G
h=0
f = fIN]
for each threshold term g; in C
Create a new variable p; to represent g;.
h=h+ (g ® p)
f=r+pi
end for
Simplity f with 4 as a don’t care set and obtain fry.
f=rfru
Remove p; from f.
Replace p; in fry with g;.
h=0
for each threshold term g; in fry
h=h+g;
end for
Simplify f with the conventional design technique
and h as a don’t care set, and obtain fpg.
if the total number of product terms in fpg and \
threshold terms in fry is smaller than that in fppr then
forr = fer+h
end if
end for
return fopr
end Procedure

Figure 5.12 Procedure of logic synthesis for a hybrid architecture.
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of the decoders. The flow and the procedure of logic synthesis for a hybrid architecture are
shown in Figure 5.11 and Figure 5.12, respectively. Threshold terms given by the output
of the method in Figure 5.9 are used as input of this procedure. All possible combinations
of given threshold terms are explored with the conventional design technique to minimize
the number of terms in a given logic function f. Also, in multiple-output functions, the

procedure is performed by considering all outputs at the same time.

5.5 Results of Logic Synthesis

We first investigated the complexity of threshold logic functions in the conventional PLAs.
Table 5.1 shows a comparison of the number of product terms of threshold logic functions
in various PLA styles, where the functions having the number of input signals up to 8 are
shown. In this table, AND-OR is the conventional PLA which has an AND-plane and an
OR-plane, and AND-OR with 2-bit decoders [41] and LCPLA are also shown. We used
a two-level logic minimizer, ESPRESSO [8], [9], to optimize AND-OR structures and to
generate PLAs with 2-bit decoders. As can be seen from this table, the complexity of
threshold logic functions of ¢! 12 OF tt 12405 18 highest when the number of input signals is
fixed, and threshold logic circuits become more effective as the number of input signals
increases.

Table 5.2 shows the results of logic synthesis on some PLA benchmark circuits [8],
[9]. In addition to the structures of AND-OR, AND-OR with 2-bit decoders, LCPLA,
and the proposed architecture, the results in hybrid architectures with 2-bit decoders and
LCPLA are also shown. Each structure is based on the circuit optimized by ESPRESSO,
and the structure of AND-OR with 2-input decoders was generated by ESPRESSO. Also,
tautology checking and optimization in the procedures of Figure 5.9 and Figure 5.12 were
performed by ESPRESSO. Note that the proposed architecture and a hybrid architec-
ture with LCPLA can be implemented in the same area as LCPLA even if the number
of product terms can not be reduced by logic synthesis. Also, LCPLA is preferable to
an AND-OR structure with 2-bit decoders because 2-input logic cells in LCPLA can be
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Table 5.1 Comparison of the number of product terms of threshold logic functions in

various PLA styles.
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Table 5.2 Results of logic synthesis.

AND-OR AND-OR + LCPLA This work
2-bit decoders
Circuit |# product terms | # product terms | # product terms | # product terms | # threshold terms
adrd 75 17 17 61 7
max128 83 71 70 45 9
mlp4 128 97 92 123 11
rd53 31 12 12 26 1
rd73 127 37 34 85 2
root 57 42 40 52 3
z4 59 16 16 45 7
Z9sym 86 26 26 1 33
Total 646 318 - 307 438 + 63
Ratio 1.00 0.492 0.475 0.776
This work + 2-bit decoders This work + LCPLA
Circuit |# product terms | # threshold terms | # product terms | # threshold terms
adr4 17 0 17
: max128 40 9 40 9
@ | mlp4 87 1 87 1
- rd53 9 1 9 1
rd73 20 2 20 2
root 42 0 40 0
74 16 0 16 0
Z9sym 26 0 26 0
Total 257 + 13 255 + 13
Ratio 0.418 0.415
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embedded without degradation of circuit performance, while 2-bit decoders degrades cir-
cuit performance due to an additional gate delay of the decoders. The results show that
the number of product terms of the conventional AND-OR structure can be reduced by
22.4%, 58.2%, and 58.5% on average by using the proposed architecture and hybrid ar-
chitectures with 2-bit decoders and LCPLA, respectively. Also, the number of product

terms of LCPLA can be reduced by 12.7% on average by using a hybrid architecture with
LCPLA.

5.6 Simulation Results

Table 5.3 shows a comparison of area, delay, and power consumption between different
implementation styles. Each circuit was designed using a 0.35-um, 3—metal-layerkCMOS
technology with a supply voltage of 3.3 V. Logic synthesis of the standard-cell-based de-
signs was performed using Synopsys Design Compiler [31] with delay priority and 395
standard cells. The standard cells are based on the Rohm 0.35-um CMOS technology
and were provided by VLSI Design and Education Center (VDEC) [32]. The synthe-
sized circuits were placed and routed using Synopsys Apollo [31]. The delay and power
characteristics of the standard-cell-based designs were obtained by the timing and power
analysis of Synopsys Design Compiler with wire load information, which is given by
placement and routing, while the area characteristics were obtained by physical layouts
after placement and routing. On the other hand, the delay and power characteristics of the
PLAs were obtained from post-layout simulations using HSPICE. Also, the area charac-
teristics represent physical layouts, and a sense voltage of 200 mV was used. The results
show that the hybrid architecture with LCPLA requires on average 2.85 times the area
of the standard-cell-based designs. This is mainly because of dual-rail structures and the
difference of area-efficiency between regular and random structures. The delay of the
hybrid architecture is on average 0.591 times that of the standard-cell-based designs. In
addition to the high-speed capability of sense amplifiers, the hybrid architecture imple-

ments logic functions in a two-level logic network and thus results in having superior
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Table 5.3 Comparison of area, delay, and power consumption between different imple-

mentation styles.

Area (um?) Delay (ns)
Standard | LCPLA | This work | Standard | LCPLA. | This work
Circuit cell +LCPLA| cell + LCPLA

adr4 5,561 | 32,727 | 32,727 0.94 0.65 0.65
max128| 36,132 163,953 | 122,513 1.12 0.70 0.72
W mlp4 47,306 |129,760| 124,821 1.32 0.73 0.77
rd53 4,737 | 21,406 | 19,699 0.90 0.64 0.69
rd73 18,088 | 44,463 | 33,131 1.15 0.67 0.71
root 19,418 | 57,747 | 57,747 1.28 0.68 0.68
z4 3,886 | 28,891 | 28,891 0.75 0.65 0.65
Z9sym | 24,669 | 36,635 | 36,635 1.89 0.66 0.66
Total 159,797 {515,582 456,164 | 9.35 5.38 5.53
Ratio 1.00 3.23 2.85 1.00 0.575 0.591

Power (mW) @ 200 MHz PD product (pJ)
Standard | LCPLA | This work | Standard | LCPLA | This work
Circuit cell +LCPLA| cell + LCPLA
,« adr4 33 8.0 8.0 3.10 5.20 5.20
% ~ max128| 18.6 38.5 24.9 20.83 | 26.95 17.93
mipd | 240 | 396 | 360 | 31.68 | 2891 | 27.72
rd53 3.0 54 4.7 2.70 3.46 3.24
1d73 10.7 15.2 9.7 12.31 | 10.18 6.89
root 10.9 17.7 17.7 13.95 | 12.04 12.04
74 2.5 7.3 73 1.88 4.75 4.75
Z9sym 14.2 10.6 10.6 26.84 | 7.00 7.00
Total 87.2 142.3 118.9 113.29 | 98.49 84.77
Ratio 1.00 1.63 1.36 1.00 0.869 0.748
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delay characteristics. In the standard-cell-based designs, the increase in delay is incurred
in traversing the different logic levels of the circuits. Moreover, the maximum delay of
the standard-cell-based designs is 1.89 ns (Z9sym), while the minimum delay is 0.75 ns
(z4). Thus, the maximum difference of delay between each circuit is 1.14 ns. On the
other hand, the maximum delay of the hybrid architecture is 0.77 ns (mlp4), while the
minimum delay is 0.65 ns (adr4 and z4). Thus, the difference of delay between each cir-
cuit is limited only within 0.12 ns. Also, the worst case delay of the hybrid architecture
can be easily obtained from the delay of a column circuit having a maximally loaded bit-
line. This feature makes the circuit delay predictable early in the design process, and thus
it is possible to eliminate the ambiguity of the design and to alleviate the timing closure
problem. The power consumption of the hybrid architecture is on average 1.36 times that
of the standard-cell-based designs. This is mainly because dual-rail bit-lines are charged
and discharged every cycle, and the power consumption of sense amplifiers in the PLA
is relatively large compared to the other components. However, the increase in power
consumption becomes small as the number of input signals increases because a sense am-
plifier consumes the same power even in larger circuits. The power-delay (PD) product of

the hybrid architecture is on average 0.748 times that of the standard-cell-based designs.

5.7 Field-Programmable Design

As an extension of the proposed architecture, we propose a field-programmable logic
array (FPLA) based on threshold logic circuits. Figure5.13 shows the proposed field-
programmable threshold logic circuit. The circuit is an extension of the threshold logic
circuit in Figure 5.2 and additional transistors with SRAM cells are connected in series
with logic and reference cells to configure circuit functions. When M1 is turned on, BL
is pulled down by field-programmable logic cells depending on the input signals. Also,
when M4 is turned on, BL is pulled down by field-programmable logic cells depending on
the condition of M3. Thus, when M1 and M4 are turned off, the logic cell is considered
as a logic cell of type O in Figure 5.3. M1, M3, and M4 are configured by a 2-bit SRAM
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cell depending on a given logic function. As discussed above, the maximum number of
logic cells of type 3 and type 4 in Figure 5.3 is given by Eq.(5.12). Thus, 1-bit SRAM
cells are used instead of 2-bit SRAM cells in field-programmable logic cells of type 2.

In the proposed FPLA, the hybrid architecture with 2-bit decoders shown in Fig-
ure 5.10(a) can be utilized. As can be seen from Table 5.2, this architecture is effective
to implement Boolean functions efficiently. On the other hand, LCPLA requires various
configurations for embedded logic cells, so that a large capacity of memory is needed and
the architecture shown in Figure 5.10(b) is not suitable for field-programmable design in
terms of circuit density. In the architecture of Figure 5.10(a), the circuit of Figure 5.13 is
used as a part of the input-level plane to realize threshold terms. Figure5.14 shows the
proposed field-programmable threshold logic circuit for product terms. The circuit has
a threshold value of 0.5 and is used as a part of the input-level plane and whole of the

output-level plane in the architecture of Figure 5.10(a).

5.8 Extension to the Design of Functional Memory

As an application of the threshold logic circuit proposed in the previous sections, we
propose a new functional memory with the high-speed flexible data search capability. A
data search function is a key operation for many applications such as image processing
[42], network communication [43], [44], cache memory [45], and so on. The system
performance of these applications can be significantly enhanced by using special-purpose
hardwares, where parallel data comparisons are performed to achieve fast data search
operations. For this purpose, content-addressable memories (CAMs) are widely used to
achieve the functions of the exact-match [46]-[51] or nearest-match data search [52]-[55]
between stored data and an input data. However, these search functions are not always
enough in applications that need an ambiguous data search to cope with the presence
of noise and variability in the environment [56]-[58]. In addition to the conventional
function of the exact-match data search, the proposed functional memory is capable of

retrieving the address of stored data within a given Hamming distance from an input data
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in a single clock cycle. This function is called the threshold-match search hereafter. If
the exact-match search CAM is used to achieve this function, iterative search operations
using additional circuits, such as a mask register to generate all possible search keys and
a register to accumulate intermediate results, are required, so that it takes a lot of clock
cycles to complete the operation. In the proposed scheme, the search operation can be
performed in a single clock cycle as well as the exact-match operation, thus resulting in
a high throughput rate. Moreover, the proposed circuit does not require current-mode
operations, while the conventional high-speed CAM [55] operates in a current mode and
suffers from static power consumption. Thus, the issue of static power consumption is
not included in the proposed scheme. In addition to the threshold-match search, it is also
possible to retrieve the address of stored data with a given Hamming distance from an
input data by performing the threshold-match search twice. This function is called the
distance-match search hereafter. These functions are not only effective for applications
that cope with the ambiguity against noise and variability [56]-[58] but more adequate to

realize human impression-like functions compared to the exact-match data search.

5.8.1 Proposed Architecture

The block diagram of the proposed functional memory is shown in Figure 5.15. It mainly
consists of a memory cell array with threshold logic circuits, a function selector, a priority
decision circuit, and peripheral circuits for memory read and write operations. The mask-
pattern register prbvides don’t care conditions, which are used in an additional search
operation, to the memory cell array. Binary data are stored in the memory cell array
through the input-pattern and mask-pattern registers, and can be manipulated by four
types of operations: search, masked search, read, and write. The search function is per-
formed by comparing an input pattern with all the stored data using a distance parameter
REF. There are two possible results of comparison in each word depending on a search
condition: match and mismatch. The results are provided to the priority decision circuit

through the function selector, which selects a search function, i.e., the threshold-match or
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distance-match search. Finally, the address with the highest priority can be obtained from

the priority decision circuit.

5.8.2 Proposed Circuits

Figure 5.16(a) shows a word circuit of the proposed memory. The circuit consists of three
major elements: six-transistor SRAM cells, data comparison circuits (2-input XOR gates),
and a threshold logic circuit. Moreover, the threshold logic circuit consists of a stack of
logic cells, reference cells, a precharge and equalization circuit, and a sense amplifier.
Also, VG is precharged high in a precharge phase. This allows the input signals (xg—x,_;)
to arrive before the PC signal becomes high, and is effective to avoid introducing errors
caused by signal skew between the input and reference signals. The XOR gates compare
stored data with an input pattern on the bit-lines (BL and BL). The threshold logic circuit
is controlled by the output signals of the XOR gates, multiple reference signals (REFo—
REF, 1), and control signals, PC and SAE, which are generated from the CLK signal
with a delay line of a chain of sized inverters. The multiple reference signals generate
multiple threshold voltages in the match-line ML. The purpose of dummy devices, of
which the gate terminals are connected to ground, is to balance load capacitances and
leakage current of the dual-rail match-line (ML and ML). The memory operations and
corresponding logic values on the bit-lines are summarized in Table 5 4.

Figure 5.17 shows a timing diagram of control, input, and output signals, and match-
line potentials in a threshold logic circuit. The PC signal precharges and equalizes the
match-lines. The output signals of the XOR gates (xy—x,_;) must arrive before the PC
signal becomes high. The SAE signal activates a sense amplifier and isolates it from
the match-lines when the developed voltage difference between the match-lines becomes
larger than the designed sense voltage, which takes the worst case of considerable noise
margin and process variations into account. The output signals (OUT and OUT) are
obtained by sensing fhe differential voltage of the match-lines.

The pull-down speed of ML depends on the number of the REF signals activated to
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Figure 5.16 Word circuit with the proposed threshold logic circuit. (a) Memory word
and (b) dummy word.
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Table 5.4 Memory operations and corresponding logic values on the bit-lines.

Logic value BL BL Operations
1 1 0 write, search
0 0 1 write, search
masked 0 0 masked search
High-Z High-Z | High-Z read
Phase1 | Phase2 | Phase 1
s rl~ Vlw P
x____

Generated
Delay %

SAE
ML, ML

OuUT, OUT

Figure 5.17 Timing diagram of control, input, and output signals, and match-line po-

tentials in a threshold logic circuit.

% high7 corresponding to a given Hamming distance. On the other hand, that of ML depends
on the number of the output signals of the XOR gates activated to high. The device size
of a logic cell is W, where W is the channel width of a transistor. On the other hand, that
of a reference cell is 0.5W as shown in Figure 5.16. This half-size device is provided to
avoid the meta-stable condition, which may be caused when the distance between stored
data and an input pattern is equal to that given by the REF signals. Figure5.18 shows
transient relationships between the match-lines. Stored data within a given distance can

be detected in a single clock cycle by comparing the voltage potentials of ML and ML.
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Figure 5.18 Simplified transient relationships between the match-lines (ML and ML).

The output signal OUT can be expressed as

n-1
1 if Zx,- < HD
i=0

0 otherwise

ouT = (5.18)

where HD is a Hamming distance given by the REF signals.
In addition, a virtual ground (VG) is used in the pull-down path of the match-lines.

The VG node is forced to high during the precharge phase of the match-lines, so that
states of SRAM bit-lines do not affect the precharge operation. Thus, word circuits can
precharge the match-lines without discharging the bit-lines. Moreover, voltage swings of
the match-lines can be reduced by controlling the PC signal at an appropriate time. This
results in reducing a precharging time and power consumption.

Figure 5.16(b) shows a dummy word circuit, which is placed at the end of a memory

cell array as shown in Figure 5.15. The purpose of this circuit is to provide a control signal
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for the priority decision circuit. The circuit does not include SRAM cells, and the devices
on both match-lines are connected to the REF signals to generate the minimum voltage
difference of the match-lines in all of the words. Since the circuit has the same structure
as a memory word circuit, a control signal in sync with the other words can be generated
across operating conditions and process variations.

The output signals of each word are transferred to the function selector, which selects a
search function, i.e., the threshold-match or distance-match search. Figure 5.19(a) shows
the structure of the function selector. If SEL is low, the output signal of a threshold logic
circuit is provided to the priority decision circuit through a pass gate (TG1) and a driver
circuit. Thus, the threshold-match search is performed in a single clock cycle by using
the capability of a threshold logic circuit. On the other hand, if SEL is high, the distance-
match search is done by comparing the output signal of a threshold logic circuit with
the former output, which is stored in a D flip-flop, by using a 2-input XOR gate, so that
it takes two clock cycles. For example, suppose that a Hamming distance of 3 is given
by the REF signals in the first search operation. If a Hafnming distance of 4 is given in
the next search operation, stored data with a Hamming distance of 4 can be detected by
comparing two search results.

Figure 5.19(b) shows the function selector for a dummy word, which is placed at the
end of the function selector’s block as shown in Figure 5.15. The circuit operates in sync
with the other selectors in the same manner as a dummy word and provides a control

signal for the priority decision circuit every clock cycle.

5.8.3 Simulation Results

A 32 x 128-bit memory macro was designed using a 0.35-um, 3-metal CMOS technol-
ogy. Figure 5.20 shows simulated waveforms of a threshold-match search operation with
a supply voltage of 3.3 V. The delay from the CLK signal to the output of the priority de-
cision circuit is 2.34 ns. The power consumption is 399 mW at an operating frequency of

256 MHz. The features of the memory macro are summarized in Table 5.5. The distance-
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Figure 5.19 Function selector for (a) a memory word and (b) a dummy word.
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Time (ns)

Figure 5.20 Simulated waveforms of a threshold-match search operation.

match search takes two clock cycles, so that a search cycle time is added in delay.

In order to evaluate the robustness of a threshold logic circuit against process varia-
% tions, a Monte Carlo simulation for the deviation of threshold voltage (Vy;) of transistors
was performed. The simulation results are shown in Figure5.21. 3¢ is assumed to be
from 0 V to 200 mV, where o is the standard deviation of Vj,. This V,;, deviation was
applied to the NMOS devices of logic cells, a reference cell, and a sense amplifier in
a threshold logic circuit, which mainly affect circuit operations. The results show that
a threshold logic circuit achieves robust operations up to the number of references of 7
(i.e., Hamming distance of 7) under considerable deviation of 80 mV. This indicates that
the REF signals of up to a distance of 7 (i.e., m=7 in Figure 5.16) can be provided to a
threshold logic circuit.
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Figure 5.21 Results of Monte Carlo simulation of a threshold logic circuit.

5.8.4 Measurement Results

The designed memory macro was fabricated using a 0.35-um, 3-metal CMOS technology.
A chip microphotograph is shown in Figure 5.22. The operations of the macro within a
Hamming distance of 7 were successfully verified by a functional test using a logic tester
at frequencies of up to 100 MHz, which is the limitation of the test equipment, at room
temperature with a supply voltage of 3.3 V.

Figure 5.23 shows measured waveforms of a threshold-match search ‘operation using
an electron-beam tester at the same conditions as the functional test. The timebase res-
olution of the test equipment is 10 ps. The measurement was performed with a given
Hamming distance of 7 by the REF signals. The delay from the CLK signal to the output
of the priority decision circuit was 2.25 ns. This performance méans that the proposed
memory is faster than the conventional high-speed nearest-match CAM [55], which takes
at least deca-ns for search, when the threshold-match search is emulated using the nearest-
match search within the minimum distance of 7 bits. The measured characteristics of the

macro are summarized in Table 5.5.
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Figure 5.23 Measured waveforms by an electron-beam tester.
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Table 5.5 Features of the memory macro.

Process technology 0.35-um CMOS, 3-metal
Supply voltage 33V

Organization | 32 x 128-bit

Cell size 22.50 x 7.00 um?
Macro size 1,067 x 1,303 um?
Transistor count 73.7k

Simulated search cycle time 3.90 ns (256 MHz)
Simulated power consumption 399 mW (@ 256 MHz search operation)
Simulated delay 2.34 ns (threshold-match search)

2.65 ns + 1 cycle (distance-match search)
Measured delay 2.25 ns (threshold-match search)

2.50 ns + 1 cycle (distance-match search)

5.9 Summary

In this chapter, new array logic architectures using dual-rail threshold logic circuits and
logic synthesis methods for their architectures were presented. The threshold logic cir-
cuits realize multiple-threshold logic functions and are formed in a two-level network.
Since the proposed architectures can be optimized in column-circuit level, it is also pos-
sible to build the proposed circuit into the proposed design techniques in the previous
chapters and the conventional area-efficient design techniques, and thus further reduc-
tions of the number of product terms can be achieved. The advantages of the proposed
architectures were demonstrated by using benchmark circuits, and the results show that
the number of product terms of the conventional AND-OR structure can be reduced by
22.4% on average by using the proposed architecture. Also, the number of product terms,
chip area, and power-delay product of LCPLA can be reduced by 12.7%, 11.5%, and
13.9% on average, respectively, by using a hybrid architecture of the proposed circuit and
LCPLA. The architecture of a field-programmable logic array based on the threshold logic
circuits was also developed and is shown to be effective to implement Boolean functions

efficiently.
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Also, as an application of the threshold logic circuit, we proposed a new functional
memory with the capability of high-speed Hamming-distance-based data search. By using
the threshold logic circuit, a single cycle search operation without the issue of static power
consumption can be achieved. A 32 x 128-bit memory macro was designed and fabricated
using a 0.35-um CMOS technology, and we verified a search function of stored data

within a Hamming distance of up to 7 from an input data.



Chapter 6

Conclusions

This thesis focused on CMOS array logic architectures using dual-rail threshold logic
circuits. We addressed the problems of designing the circuits and proposed new architec-
tures.

In Chapter2, we proposed a new array logic architecture based on a PLA structure
using dual-rail threshold logic circuits. The architecture can realize arbitrary Boolean
functions expressed in sum-of-products forms without introducing sensing errors of sense
amplifiers which can be seen in the conventional high-speed dual-rail circuit. The thresh-
old logic circuit has a new circuit configuration using a charge sharing scheme and a
self-precharge scheme for high-speed and low-power operations. As an application of
the proposed array logic architecture, a 32-bit binary comparator was designed and fab-
ricated using a 0.6-um CMOS technology, and the proposed circuit achieved reductions
of cycle time by 20.0%, 45.5%, and 22.6%, and reductions of power-delay product by
32.9%, 34.7%, and 15.4% compared to a domino logic circuit, the conventional single-
rail PLA, and the conventional high-speed dual-rail circuit, respectively. The capabilities
of high-speed and low-power operations over the conventional array logic architectures
can be enhanced as the number of input signals increases and thus the proposed architec-
ture is shown to be more effective in high data bandwidth systems in the future. Also,
we investigated the circuit characteristics of single-rail and dual-rail circuits, and showed

that dual-rail circuits have advantages in terms of common-mode noise immunity and
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leakage-current tolerance, especially in advanced CMOS process technologies.

In Chapter 3, an area-efficient dual-rail array logic architecture, a logic-cell-embedded
PLA (LCPLA), was presented. By embedding 2-input logic cells, which realize arbitrary
2-input Boolean functions, in the structure, some classes of logic functions can be imple-
mented efficiently, so that high-speed and low-power operations were also achieved. The
logic cells can be designed by connecting some local wires and do not require additional
transistors over logic cells of the conventional dual-rail PLA. The advantages over the
conventional PLAs and standard-cell-based designs were demonstrated by using bench-
mark circuits and a developed logic synthesis method, and the LCPLA is shown to be
effective to reduce the number of product terms. In a structure with a 64-bit input and a
1-bit output including 220 product terms, the LCPLA using a 0.35-um CMOS technol-
ogy achieved an area reduction by 36.0% compared to the proposed PLA in Chapter2,
and the power-delay product was reduced by 74.6% and 46.0% compared to the conven-
tional high-speed single-rail PLA and the proposed PLA in Chapter 2, respectively. Also,
amodule generator for LCPLA structures was developed as a design automation tool. The
generator performs equation-based transistor sizing to achieve a desired delay goal and
allows a wide range of performance to be traded for area. The framework and procedure
of the generator are much easier than those of the conventional tools for standard-cell-
based designs and thus the generator can be easily applied to complicated IC designs in
the future.

In Chapter4, we proposed a high-speed and area-efficient dual-rail array logic ar-
chitecture using a divided column scheme and an interdigitated column scheme. The
architecture is based on the proposed threshold logic circuit described in Chapter2 and
the circuit delay and area can be reduéed by physical methods. As applications of the pro-
posed architecture, a comparator, a priority encoder, and an incrementor for 128-bit data
processing were designed, and the proposed schemes achieved a 22.2% delay reduction
and a 37.5% area reduction on average over the proposed PLA in Chapter2 in a 0.13-um
CMOS technology. The high-speed capability of the proposed schemes can be enhanced

as the number of input signals increases and thus the proposed architecture is shown to
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be more effective in high data bandwidth systems in the future. Moreover, a lot of circuit
elements can be shared among different macro designs, thus reducing the design com-
plexity significantly. Also, by using the proposed schemes, an activation pulse for sense
amplifiers in the circuit can be optimized depending on process variations and operating
conditions. This feature will become more important in the future because device fluctu-
ations are expected to have a significant impact on circuit operations in advanced CMOS
process technologies.

In Chapter5, new array logic architectures using dual-rail multiple-threshold logic
circuits and logic synthesis methods for their architectures were presented. Since the
proposed architectures can be optimized in column-circuit level, it is also possible to
build the proposed circuit into the proposed design techniques in the previous chapters
and the conventional area-efficient design techniques, and thus further reductions of the
number of product terms can be achieved. The advantages of the proposed architectures
were demonstrated by using benchmark circuits, and the results show that the number of
product terms of the conventional AND-OR-type PLA strucfure can be reduced by 22.4%
on average by using the proposed architecture. Also, the number of product terms, chip
area, and power-delay product of LCPLA can be reduced by 12.7%, 11.5%, and 13.9% on
average, respectively, by using a hybrid architecture of the proposed circuit and LCPLA in
2 0.35-um CMOS technology. The architecture of a field-programmable logic array based
on the multiple-threshold logic circuits was also developed and is shown to be effective to
implement Boolean functions efficiently. Also, as an application of the multiple—threshold
logic circuit, we proposed a new functional memory with the capability of high-speed
Hamming-distance-based data search. A 32 x 128-bit memory macro was designed and
fabricated using a 0.35-um CMOS technology, and high-speed and low-power operations
were achieved. Also, we verified a search function of stored data within a Hamming
distance of up to 7 from an input data.

As can be seen from the above results, the proposed logical and physical design tech-
niques are effective in terms of area, speed, power consumption, and noise immunity for

the design of CMOS array logic architectures, and can contribute to the development of
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CMOS logic design. Along with these advantages and the high predictability of area,
speed, power consumption, and signal integrity, the proposed architectures are strong

candidates as preferable design methodologies in future IC designs.
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