
 

 

 

 

 

 

Circuit Technologies for 
VLSI Associative Processors 

 

(VLSI連想プロセッサのための回路技術の研究) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Makoto OGAWA 
 
 



 i

Abstract 
Associative processing is the widely used computational scheme in 

intelligent information processing. In associative processing, a large number 
of past experiences or knowledge are stored in the vast memory as template 
vectors representing their features. Then, when unknown objects or events 
are input into the system, they are converted to vectors and the most similar 
one is searched for from the template vectors in order to recognize what the 
input is. The associative processing is powerful and general, however, it is 
computationally very expensive and time consuming. Thus VLSI 
implementation is essential. In this thesis, variety of VLSI associative 
processors based on vector-quantization (VQ) or dynamic-programming (DP) 
matching have been developed for varieties of intelligent information 
processing. Especially, VQ processing is quite general and utilized in 
varieties of applications, thus VQ processors have been developed based on 
both analog and digital circuit technologies, enabling us to choose the 
optimum performance or functionality for each application. 

For applications requiring computational efficiency, an analog VQ 
processor featuring non-volatile analog-memory-merged matching cell has 
been developed. The memory-merged matching cell computes similarity 
using the template vector data stored in itself. As a result, high-density 
circuit implementation has been achieved without memory-access bottle- 
necks. The prototype processor was designed and fabricated using 0.7-µm 
double-poli 1-metal CMOS process with EEPROM technology. Writing 
analog data into the memory-merged cell is experimentally verified using the 
prototype chip. The write-and-verify scheme using hot channel electron 
injection provides less-than 5mV resolution and the range of the memorized 
voltage from 3V to 4.2V for analog data writing. 

An analog VQ processor technology has been developed based on a 
bell-shape element matching circuit aiming at high-density integration. The 
bell-shape current characteristics of the matching cell are produced by only 
four NMOS transistors with two complementary analog signals. The 
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matching cell developed in this work is compatible to the non-volatile analog 
memory, and the layout area is reduced to a quarter of the matching cell 
developed in the previous work. In addition, compact digital-to-analog 
converter (DAC) circuit with cyclic architecture has been developed for 
on-chip highly parallel conversion. A single CMOS-inverter featuring a 
double resetting scheme was employed as its gain stage. It significantly 
improves unity-gain characteristics of the CMOS inverter buffer in spite of 
its finite gain. The circuit ideas have been verified by measurements on 
experimental chips fabricated in a 0.6-µm double-poly CMOS process. 

For applications requiring processing flexibilities, a general-purpose VQ 
processor featuring high-speed and versatile winner search capabilities has 
been developed. In order to achieve a high-speed operation, a two- 
dimensional bit-propagating scheme has been introduced to the winner- 
take-all (WTA) circuitry. As a result, the winner search is accomplished in a 
single clock cycle as compared to the conventional bit-sliced WTA approaches 
where clock cycles equal to the bit length of distance value are required. The 
high-speed WTA circuit with the variable-binary-block addressing scheme 
developed in this work allows various winner-search options like local 
winner search, winner sorting and so forth. The novel addressing scheme has 
been implemented by adding only a single auxiliary bit to the ordinary 
address code. In order to enhance flexibility in similarity evaluation, a 
multiplier function is also included in the SIMD distance computation unit 
with a minimal area penalty. As a result, weight multiplication to vector 
elements as well as the choice of either Manhattan distance or Euclidian 
distance as the dissimilarity measure has been made possible. A prototype 
VLSI chip was designed and fabricated using a 0.6-µm standard CMOS 
technology and the new concepts have been experimentally demonstrated. In 
addition, the experimental processor using 0.18-mm 5-metal process has 
been designed, whose performance is estimated at about 150 GOPS with 
1.8W. 

For the sequence-based matching, computationally expensive dynamic- 
programming matching of data sequences has been directly implemented in 
a fully-parallel-architecture VLSI chip. The circuit operates as digital logic in 
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the signal domain, while analog processing is carried out in the time domain 
based on the delay-encoding-logic scheme. As a result, high-speed low-power 
best-match-sequence search has been established with a small chip area. 
The typical matching time of 80ns with the power dissipation of 2mW has 
been demonstrated with fabricated prototype chips. 

VLSI associative processors and their elemental circuits developed in this 
work would contribute to enhance performance or efficiency in the intelligent 
information processing. Introducing the low-cost VLSI associative processing, 
its applied field would be widened to resource-limited area such as mobile or 
ubiquitous computing, and it would be frequently or aggressively utilized in 
general IT systems or services. 
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CHAPTER 1.  

Introduction 

 

I. Introduction 
In the era of the information technology, computers are demanded to be 

more close to the human or to process more intelligently. Especially in such 

applications; agent system, dialog user-interface system, search engine, 

automatic monitoring system, etc., the human-like intelligent information 

processing is essential. However, flexible activities like the human, such as 

robust recognition under noisy environments or flexible decision-making 

from slight clues, are very difficult tasks for state-of-the-art computers, 

because the computers are designed to process the information using 

arithmetic or logical operation along with strictly defined sequential 

programs. 

On the other hand, it is considered that the human processes the 

information flexibly by associating it with his/her vast memory or knowledge 

in parallel way. This associative processing is very powerful and widely used 
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in intelligent information processing. However, its computational cost on the 

conventional microprocessor is quite large. Thus, the purpose of this work is 

to develop dedicated VLSI processors for associative processing in order to 

enhance performance and efficiency. 

In section II, another approach to the intelligent information processing is 

briefly described. The section III explains associative processing scheme and 

introduction to our systems with its applications. The section IV shows the 

scope of the thesis, and finally the organization of the thesis is described in 

the section V. 

 

II. Approaches to Human Intelligence 
The major approach to intelligent computing is to develop the algorithm or 

software technology based on microprocessors. Since the original idea of the 

microprocessor architecture was introduced by Shima, et al. in 1971, the 

performance of microprocessors has been explosively enhanced by process 

technology developments according to the Moore's Law [1] for a quarter of a 

century, with retaining the concept of the original architecture. By scaling of 

the device size, the state of the art microprocessors are growing to process 

several billion operations every second. In this regards, developing the 

program carrying out the human intelligence for the microprocessor, the 

computer is expected to become more intelligent using its extremely powerful 

computational power. 

One of such approach is building a model of neurons, which is the 

processing element in human's brain, and emulating its behavior on the 

microprocessor. An artificial model of a single neuron was firstly introduced 

by McCulloch and Pitts in 1943 [2] . Their neuron has weighted multiple 

inputs and a single output, which fires when the linear summation of inputs 

exceeds a threshold. The system has plural of neurons, and they are 
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connected each other. And then, the behavior of the system is determined by 

connections and their weights between neurons. A lot of connection models, 

such as perceptron, Hopfield network, and so on, followed the neuron model, 

and actual systems were implemented. In such neural network systems, 

optimum network carrying out flexible computation is automatically 

constructed through the learning process. 

In growth of the neural networks, to enhance the performance, VLSI 

implementations of the neuron were also introduced, such as neuron MOS by 

Shibata, et al. in 1991 [3] . It consists of a single MOSFET with a floating 

gate capacitance-coupled with multiple input terminals. The transistor turns 

on when the linear summation of inputs exceeds its threshold voltage as well 

as McCulloch-Pitts' neuron model. The software implementation of the 

neural network is quite computationally expensive, and the VLSI direct 

implementation offers the opportunity of efficient processing. However, 

connections between neurons are very complicated and varying transiently, 

thus a direct VLSI implementation is quite difficult in large networks. 

 

a) b)

Neuron

 

Figure 1.1 Connection models of neurons. a) Perceptron. b) Hop-field 

network. 
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III. Our Approach 
Each neuron is quite simple, however, building the large-scale neural 

network comparable with the human brain requires extremely expensive 

computational cost. On the other hand, building the intelligent system from 

higher-level function in the human's brain is easier than that from the single 

neuron level. In this regards, we employs the higher-level function of the 

human brain as a primitive operation in the intelligent system, i.e. 

associative processing [4]. Figure 1.2 shows the concept of associative 

processing. In the associative processing, a large number of past experiences 

are stored in the vast memory, and when unknown objects or events are 

input into the system, the most similar one is searched for from the memory 

in order to recognize what the input is. The algorithm of associative 

processing is very simple, however, the computational cost is extremely 

expensive by the software implementation on the conventional 

microprocessor. To carry out this process in practical performance, the 

dedicated hardware accelerator, i.e. associative processor, is essential. The 

feature of our system is developing the VLSI-friendly algorithm for 

associative processing, and implementing it with VLSI technology, in order 

to enhance the performance or processing efficiency. Implementation of 

low-cost associative processing will enable us to build more intelligent 

system with the combination of simple associative operations. 
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Figure 1.2. Concept of associative function. 

 

Figure 1.3 shows a block diagram of image recognition system as an 

example of our associative processing system. The system has a VLSI 

associative processor as the core of the system. Input data given by sensors 

or user-interface program are firstly vectorized. This process is called as 

feature vector extraction, and optimum information for discriminating input 

object from others is extracted in a vector format. In image recognition 

system, the feature vector composed of 64-element scalar value is generated 

from spatial edge distributions of the 64 × 64 pixels image [5-9], where noisy 

and redundant information in the image are removed and compressed 

enough to represent features of the original image well. In the actual system 

implementation, the image feature extraction is also implemented using 

dedicated VLSI processor, or is embedded into the image sensor VLSI. The 

algorithm of feature vector extraction is quite different on applications. For 

instance, in the speech recognition system, the vector is generated from the 
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difference between the expected waveform from the learned data and real 

waveform [10]. A feature extraction process dominates performance or 

precision of associative system, thus its algorithm should be determined 

carefully. 

After the feature vector extraction, association is carried out, where the 

most similar vector to the input is found out from the template vectors. The 

template vectors are generated using the same algorithm as the feature 

vector extraction and represents the past memory or knowledge. A large 

number of template vectors are stored in the huge database memory. 

Searching for the most similar template vector is carried out by calculating 

vector distance between the input vector and each template vector, and 

identifying the template vector having the minimum-distance. The 

associative processing is algorithmically equivalent to well-known and 

widely-used vector-quantization (VQ) algorithm, which carries out an 

approximation or mapping from multi-dimensional space to finite vector set. 

Associative computing or VQ are currently applied to a lot of intelligent 

applications and their potentials are verified by software simulations on 

microprocessors or demonstrations on experimental chips. In the database 

search, an estate search engine is demonstrated on experimental FPGA 

association processor. It carries out flexible search taking customer's 

preference into accounts [11, 12]. For instance, it suggests the best matching 

estate to the customer whether matched item is found or not, like a real sales 

man. The other example of the database system is found at online IC-chip 

catalogue searching for the specific performance IC products [14-15]. In the 

image recognition system, cephalometric landmarks of the X-ray image can 

be identified, which is difficult task for professionals experienced for more 

than ten years [6-7]. In the hand-written character recognition, overlapped 

patterns are successfully discriminated, which is very difficult problem in 

image recognition tasks [5]. 
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Figure 1.3. Block diagram of associative computing system. 

 

IV. Scope of The Thesis 
A scope of the thesis is the study of the VLSI associative processor. In order 

to enhance performance or efficiency of the computationally very expensive 

associative processing, the VLSI associative processor has been developed. 

Associative processing or VQ is a generic function for the human-like 

intelligent computing, and can be utilized in a lot of applications, such as 

image recognition [5-9], speech recognition [10], database search engine 

[11-13], etc. In addition, the associative computing is required to be utilized 

in variety of environments from mobile or ubiquitous system with resource- 

limited devices to public services or system working running on high-end 

servers or workstations. In order to utilize associative processing in variety 

of applications with variety of requirements, the associative processors and 

circuit technologies developed in this work contains both analog and digital 
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technologies, enabling us to choose optimum performance or functionality for 

each application. Furthermore, the sequence-based matching processor is 

included for applications here the conventional vector-distance-based 

matching is not suitable, such as speech recognition or DNS sequence search. 

 

V. Organization of The Thesis 
In CHAPTER 2, a quick overview of vector quantization (VQ) and reviews 

on previous works of VLSI VQ processors are described. From CHAPTER 3 

to CHAPTER 6, the primary contributions of this thesis are discussed. In 

CHAPTER 3, non-volatile analog-memory-merged matching circuit and its 

basic operation are described. In CHAPTER 4, an analog VQ processor is 

described, including novel bell-shape matching circuits and elemental circuit 

for the highly-parallel DA converter. In CHAPTER 5, general-purpose digital 

VQ processor is described, which features a high-speed winner-take-all 

circuit with a block-addressing scheme. In CHAPTER 6, dynamic-program- 

ming matching processor featuring delay-encoding-logic architecture is 

described. CHAPTER 7 summarizes major accomplishments of this study. 
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CHAPTER 2.  
Review: 
Matching Processors 

I. Introduction 
In associative processing, pattern-matching techniques are extensively 

used to carry out robust classification and flexible decision-making under 

noisy environment. The vector-quantization (VQ) is a powerful tool for the 

pattern matching, which is very general and used in a lot of applications [16]. 

In addition, computation of VQ is quite simple, and is easy to implement on 

the VLSI circuits. Thus, VQ is the most potent candidates for associative 

VLSI processors. 

In this chapter, the VQ algorithm and its VLSI implementations are 

reviewed. Firstly, the section II shows the algorithm and the issues when 

implemented in hardware. In section III, the several analog VLSI archi- 

tectures are reviewed, and sections IV and V provide the conventional analog 
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implementation of the key circuits. In section VI, the digital VLSI 

architectures are reviewed, and sections VII and VIII provide the 

conventional digital implementation of the key circuits. Finally, in section IX, 

summarize the VLSI implementation of the VQ algorithm. 

 

II. Vector Quantization Algorithm 
Basically, vector quantizer Q of dimension k and size N is a mapping from 

a vector in k-dimensional Euclidean space into finite set containing N output 

or reproduction points, which are called template vectors or a codebook. 

Namely, the VQ process is a mapping from multi-dimensional vectors to the 

scalar values. 

Q :  Rk → C, { C = (y1, y2, ..., yN) and yi ∈ Rk } (Eq. 2.1) 

In usual VQ applications, such as data compression or pattern matching, 

the nearest neighbor template vector is chosen as representative vector as 

shown in Figure 2.1, and this type of VQ is called as a nearest-neighbor 

vector quantization. In the nearest-neighbor VQ, input vector is 

approximated to the one having with the maximum-similarity or the 

minimum-dissimilarity out of template vectors, and encodes into its index 

value. The obtained index value is utilized, for instance, as the short 

bit-length substitute value in the compression applications, or as the symbol 

of the recognized object in the recognition applications. 

In the VQ computation, similarity in vector space is measured as the 

distance function between input vector and each template vector, and the 

vector having the smallest distance value is searched for from all the 

template vectors. For similarity evaluation, Euclidean distance is usually 

employed in software implementations as following. 
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Here, index i represents the index of the template, and index j is the index 

of the element. xi and ti, j is input vector element and i-th template vector 

element, respectively. Algorithmically Euclidean distance is favorable, 

however, Manhattan distance is more advantageous for VLSI implementa-

tions due to its simplicity. 
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Additionally, in some applications such as database search, significance of 

the vector elements is altered. 
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In typical VQ processing, the memory access and similarity computation 

become bottleneck, because similarity evaluation for all template vectors 

must be carried out to find out the nearest template vector. In any case of the 

similarity function, the order of computational volume to measure distance is 

determined by the product of dimension size k and template vector number 

N as O(k × N). In usual applications, k becomes more than several tens, and 

N becomes more than several hundreds, thus the computational volume is 

quite large. Therefore, efficient similarity evaluation and memory access are 

key issues in hardware implementation. 

After the similarity evaluation, the most similar template is searched for, 

comparing all the similarities. This operation is called as winner-take-all 

(WTA). In software implementations, WTA requires O(N) steps for a loop 
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scanning all the N inputs. In real-time processing, however, it becomes quite 

large delay time, thus parallel search by the dedicated circuit is favorable. 

 

: Template Vectors
: Input Vectors

Input Vector

The Nearest Template Vector

 

Figure 2.1. Concept of nearest neighbor vector quatization. 

 

III. Analog VQ Processor Architecture 
Analog circuits usually require less transistors than digital one to compute 

a single function, and the analog processors have been developed aiming at 

highly efficient implementation in terms of power dissipation and layout 

area. Typical analog VQ processors [17-21] employ matrix architecture as 

shown in Figure 2.2. The input vector is input in element parallel to the two- 

dimensional matching cell array. In the cell array, computations for all vector 

elements of all template vectors are carried out in parallel. Each cell 

calculates similarity between elements and stores the template data in itself. 

Cells of processors in Refs. [17, 19-21] store the analog data dynamically 
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using capacitors, thus they require refreshing every several milliseconds. 

Cycle time for refreshing is far longer than matching time, but each 

refreshing operation requires a large volume of digital-to-analog conversions 

and memory access, which limit processing parallelism. On the other hand, 

the processor in Ref. [18] employs non-volatile analog-memory for 

template-vector storage, and is free from refreshing. As the result, it 

achieves higher parallelism than others. 

Calculated similarities between elements are summed up for each 

template vector. When the matching cell outputs the similarity as current 

[17] or charge [18, 21], the summation is easily carried out on a single 

bus-line. On the other hand, when it outputs as voltage, the summation is 

carried out using capacitance coupling [19]. The output vector similarities 

are fed to the winner-take-all circuit in parallel, and the most similar 

template is identified. 

. 

Winner-Take-All

X1

X2

X3

X4

X5

X6

X7

X8

Input Vector

Location of Winner

Matching Cell Array

 

Figure 2.2. Matrix architecture for typical analog VQ processor. 
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IV. Analog Similarity Measurement Circuit 
Analog circuits provide opportunities for efficient computation, and a lot of 

analog matching circuits have been developed [17-20, 22-28]. These circuits 

calculate similarity between two input voltage based on Gaussian [23, 25, 26], 

square function [17, 26], absolute difference [18, 24], and so on. Some circuits 

provide reconfigurabilities for similarity function with simple circuit 

configurations [26-28]. All the analog circuits achieve desired function with 

only several transistors, while digital implementations are far more 

complicated. In this section, several circuits with memory storage function in 

itself are shown, which are free from memory access bottleneck and provide 

large impact to associative processors. 

 

A. Current-mode Square-Low Circuit 
Current-mode analog VQ processor by Tuttle has massively parallel analog 

matching cell array, which carries out Euclidean distance calculation [17]. 

Matching cell array store template vector data in itself, and also calculates 

the correlation between input and stored data. The feature of matching cell 

is self-calibrated storage function, which depresses the device deviations. 

The problem of the circuit is the large power dissipation due to the DC 

current flow during the comparison. 

 

Xi -Xi

VOUT

Ti

VBIAS

-Ti

 

Figure 2.3. Circuit configuration of current mode square-low circuit. 
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B. Charge-based Absolute-difference Circuit 
Charge-based VQ processor was proposed by Kramer, which employs 

analog flash memory technology [18]. The similarity measurement is carried 

out on floating gate and channel charge of the memory cell. The feature of 

the processor is very low-power dissipation by the charge-mode computation 

without no DC current, and highly integrated matching cell by the flash 

memory. For these reasons, very efficient computation is achieved. 
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OUT

 

Figure 2.4. Circuit configuration of charge-based matching circuit. 

 

V. Analog Winner-Take-All Circuit 
The first analog winner-take-all (WTA) circuit was introduced by Lazzaro, 

et. al. in 1989 [29]. It identifies the maximum current input with simple 

circuit configuration. Then, varieties of analog WTA circuits have been 
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developed based on voltage-mode [30, 32], current-mode [31], time-domain 

[34, 36], and mixed-signal [33, 35] implementations. In this section, several 

high-performance WTA circuits are shown. 

 

A. Comparator Tree Winner-Take-All 
The comparator tree for finding out the maximum-similarity template is 

composed of two-input comparator in a binary-tree shape [17]. The 

comparison is carried out with two inputs precisely, and the winner is passed 

to the next comparator of the tournament tree through the switch. In this 

tree configuration, the delay for the comparison becomes logarithm of the 

number of input data, namely the number of stages. Thus, the delay time is 

quite small. 

The problem of the configuration is the long distance analog signal 

transfer in the comparator tree. Too large distance of analog signal transfer 

is easily affected by cross talk noise, and requires a large delay time. The 

large power-dissipation for the analog buffer is also disadvantage. 

 

VNVN-1V4V3V2V1

VMIN

Inputs

Latch

 

Figure 2.5. Comparator-tree winner-take-all circuit. 
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B. Mixed-signal Winner-Take-All 
The mixed signal winner-take-all circuit carries out maximum/minimum 

AD conversion [33]. The maximum/minimum value is searched by the binary 

search technique in n steps for the n-b precision analog inputs. An auto-zero 

resetting comparator attached to each input carries out highly precise 

comparison with common reference voltage generated by DA converter. The 

identified maximum/minimum value is output in digital format. A 

disadvantage of this configuration is relatively low-speed operation 

compared to time-domain scheme described in the next section. It's due to 

large delay time of DA conversion and of the large-OR-gate to feedback 

comparison results to the DA converter. 
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Figure 2.6. Binary-search-type winner-take-all circuit. 
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C. Time-domain Winner-Take-All 
The analog signal transfer to far away destination is quite difficult in 

terms of the noise or delay time. Time domain technique is employed to 

transfer the analog signal with digital bit signal [36, 65]. The input voltage is 

converted to the difference of delay time by the voltage to time converter 

with ramp-up reference voltage [36]. The difference of time is compared by 

the latch, which signal comes first, and the first arriving signal is passed to 

the next stage in tournament tree. The advantage of this configuration is 

pure digital configuration in latch tree, and analog signal transfer is limited 

in local area. 

 

Vramp

Ramp-up Voltage Generator

Auto-zero Reset
Comparator

Vi+1
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t

Latch
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Time-Domain Comparator

 

Figure 2.7. Time-domain winner-take-all circuit. 

VI. Digital VQ Processor Architecture 
Conventional digital VQ processors are divided into two types of 

processors; full-search type processors [37, 38, 40-43, 45, 47-52] and 

pruned-search type processors [39, 44, 46]. In full-search type processors, all 

the template vectors are calculated for similarities, while pruned-search type 

processors algorithmically omit computations for template vectors having 
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low probability to become the winner. The full-search type processor requires 

far more computational power than pruned-search type. However, the 

straightforward full-search scheme is quite general and sometimes achieves 

higher throughput due to the highly parallel computation [49]. In this 

section, two types of processor architectures for full-search type processors 

are described. 

 

A. Digital Memory-based Architecture 
Typical digital VQ processors employ memory-based architecture in order 

to solve the memory-access bottleneck [47-53]. The similarity evaluation 

elements are attached near the memory block, and highly parallel memory 

access and computation are achieved. Processing is carried out in vector 

parallel and element serial scheme with single-instruction-stream 

multiple-data-stream (SIMD) architecture. WTA is also carried out in vector 

parallel scheme, so the latency of each VQ operation is small. The dimension 

size is easily reconfigured by controlling memory access, but the vector 

number reconfiguration is difficult due to the fixed number of vector-parallel 

computation unit and the number of winner-take-all inputs. 

 

Winner-Take-All

Template Vector
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Figure 2.8. Memory-based architecture for digital VQ processor. 
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B. Digital Systolic-Array Architecture 
Systolic-array architecture is employed for the flexible vector-number 

reconfiguration, which is achieved by the vector-serial element-parallel 

scheme [45, 52]. It also achieves the good compatibility to the serial 

maximum-similarity search, which can be implemented more easily than 

parallel WTA circuit. However, in typical VQ applications, the dimension size 

is smaller than the vector number, and parallelism of element-parallel 

systolic-array is lower than that of vector-parallel memory-based scheme. 

Therefore, the latency for each VQ is relatively larger than memory-based 

architecture. 

 

PE PE PE PE PE PE

PE PE PE PE PE PE

PE PE PE PE PE PE

PE PE PE PE PE PE

PE PE PE PE PE PE
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Winner-Take-All
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Figure 2.9. Systolic array architecture. 
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VII. Digital Similarity Measurement Circuit 
A. Manhattan Distance Datapath 

 In typical digital VQ processor, Manhattan distance is used due to its 

simplicity. The Manhattan distance computation is composed of operations of 

absolute-differences and their accumulations. Usually, more than two adders 

are required for each absolute difference operation, and adder has large 

delay time and not favorable in high-speed configuration. However, absolute 

difference operation is embedded in Manhattan distance calculation, the 

adder for the negation can be eliminated by the accumulator as illustrated in 

Figure 2.10 [49]. This scheme contributes to small layout area and high- 

speed operation. This element serial scheme is compatible to the 

reconfiguration of the dimension size, which is achieved by controlling 

accumulation times. 
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Figure 2.10. Digital Manhattan distance computation circuit. 
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B. Redundant Manhattan Distance Datapath 
The performance for Manhattan distance computation is enhanced by the 

fully parallel computation with element parallel bit serial scheme, and 

redundant bit expression [50, 51]. As a result, the similarity measurement is 

carried out in clock cycles identical to the bit-length of vector element. In this 

configuration, however the number of element is strictly restricted to the 

processor design, and general-purpose usage is quite difficult. 

 

VIII. Digital Winner-Take-All Circuit 
A. Bit-sliced Winner-Take-All 

Bit-sliced WTA scheme is the highly parallel digital WTA [47-51, 53, 54]. 

The input data are processed in bit-serial input-parallel manner and carries 

out WTA action in clock cycles identical to the bit-length. The advantage of 

this scheme is that processing clock cycles is independent from the number of 

inputs, and determined by the bit-length. It is very compatible to the highly 

parallel configuration. The disadvantage is the large latency for each 1-bit 

WTA action due to a large AND gate, which is distributed in the entire chip. 
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Figure 2.11. Bit-sliced winner-take-all circuit. 
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IX. Summary 
Applied fields of the VQ algorithm are quite wide, and the requirements 

for the VQ processor is quite various. In this regards, the circuit technology 

for the VQ should be chosen carefully. 

In terms of applied applications, analog circuits are suitable with the 

applications dealing information containing a lot of noises, due to the 

limitation of the processing precision. For example, the pattern classification 

or pattern recognition at early visual processing is the one of the most 

suitable application, since the natural scene containing a lot of unexpected 

noise. On the other hand, applications like personal identification using 

biometrics such as face or fingerprint features are to be implemented in 

digital circuits. In such applications, input vectors are usually well-defined 

feature-extracted vectors generated using application specific algorithms. 

Pattern matching in such area has a priority to enhance processing precision 

rather than processing efficiency. Compressions of image or sound data are 

also suitable for digital implementation. In these applications, in order to 

minimize compression errors, the most precise and algorithmic processing is 

essential. 

In terms of performance and power-dissipation, analog processor has a 

opportunity for extremely highly parallel and low-power processing. An 

analog non-volatile memory-based matching cell provides more efficient 

computation for similarity measurement than the other conventional analog 

implementation or digital implementation. It has still competitive 

performance against state of the art scaled digital circuits. However, other 

analog implementations are suffered from high power-supply voltage, and 

the merit of low power computation is decreasing. 
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CHAPTER 3.  
Non-volatile 
Analog-memory-merged 
Matching Cell 

I. Introduction 
The vector quantization (VQ) algorithm requires a large number of 

template vectors, and the VQ processor has large on-chip memory and highly 

parallel processors. On mobile or ubiquitous devices, and so on, requirements 

for power-dissipation or memory size are strictly limited, and the efficient 

processing is a key issue. Fortunately, the VQ algorithm itself is very robust, 

and computational error caused by analog processing affects a little to the 

result, thus analog processors has a good opportunity in certain class of 

applications. 

In this respect, analog matching processors have been developed in the 
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past [17-21]. The conventional processors employ simple circuit for the 

distance computation or winner-take-all processing in order to reduce layout 

area and computational efficiency. On the other hand, the template vectors 

are stored as digital values in the external memory [17, 19-21], and they are 

transferred to the analog processing elements via digital-to-analog 

converters. As a result, total merits of the analog processing become smaller 

than expected. 

In this work, the non-volatile analog-memory-merged matching cell has 

been developed in order to reduce overhead of transfer and conversion for the 

template vector data in terms of power-dissipation and layout area. The 

matching cell developed in this work merges two functions: storage for the 

template memory and computation for distance, employing functional- 

memory logic configuration. The analog data is directly stored in the 

matching circuit using current refereed scheme enabling high-precision 

analog-data writing [55]. Then, the computation is carried out on their 

floating gates. As a result, the template data stored in the chip can be 

directly processed at the memory circuit without data transfer and 

conversion overhead. 

In the section II, the memory-merged matching circuit is presented. In the 

section III, the prototype processor is shown, and then the disturbance 

against analog memory writing is discussed. Finally, conclusions are given in 

the section V. 

II. Circuit Configurations 
A. Conventional Matching Circuit 

In order to clarify our analog-memory-merged matching cell, let us first 

explain the conventional matching circuit not employing analog-memory 

technology [24]. Figure 3.1 shows the circuit configuration of the 

conventional matching circuit. The circuit carried out the absolute difference 
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function, which composes of the distance measurement function as follows, 

∑
=

−=
n

i
ii txD

0
  (Eq. 3.1) 

The circuit consists of a pair of NMOS transistors whose gate is connected 

to a capacitor and a switch. The pair of NMOS transistor calculates the 

subtraction of two analog values V1 and V2, which are inputted one after the 

other using switches SW1, SW2, SW3, and SW4. And then, the maximum 

one of subtraction results, i. e. the absolute difference, is outputted using 

source-follower circuit. 

Figure 3.2 shows the operation of absolute-difference circuit. Firstly, the 

source nodes of NMOS transistors are set to VSS, and the analog voltages V1 

and V2 are applied to gates by turning on the switches SW1 and SW4 and 

turning off the switches SW2 and SW3, as shown in the Figure 3.1A. And 

then, the switches connected to NMOS's gates are turned off by applying 

ΦR="0". At this moment, Q1 and Q2 are charged on the gates, which are given 

as follows, 

Q1 = -CV1  (Eq. 3.2) 

Q2 = -CV2  (Eq. 3.3) 

Here, C represents a capacitance value of the capacitor. After resetting, the 

inputs are exchanged each other, then the voltages on the floating gates are 

given as follows, 

( )12121
1 VVQ

C
V

C
CV

TOTTOT
F −=+= γ  (Eq. 3.4) 

( )21212
1 VVQ

C
V

C
CV

TOTTOT
F −=+= γ  (Eq. 3.5) 

Here, CTOT represents the total capacitance of the floating gate, and γ is 
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C/CTOT. NMOS transistors are connected as the source follower in parallel. 

When the two NMOS transistors operate as source-follower circuit, the 

output voltage appeared at VOUT is following to the maximum of their gate 

voltages. In this manner, the absolute of subtraction of V1 and V1 is appeared 

at the output terminal. 

 

ΦA

VOUT

Φ1Φ1 Φ2 Φ2

ΦA ΦRΦR

V1 V2  

Figure 3.1. Conventional absolute-difference circuit. 
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Figure 3.2. Operations of conventional absolute-difference circuit. 

 

 

B. Analog-Memory-Merged Matching Circuit 
Figure 3.3 shows the non-volatile analog-memory-merged matching circuit. 

The circuit is composed of two NMOS memory transistors M1 and M2, and a 

reset transistor T1. To store the analog voltage VM, the memory transistor 

has floating gate, which is fully isolated. After memorizing analog voltage to 

the memory, a charge on the floating gate becomes 

Q = CTOTVREF - CVM  (Eq. 3.6) 

Here, CTOT represents the total capacitance of the floating gate including 

parasitic capacitance such as gate-drain, gate-source and source. Details of 

writing scheme of the memory is described in the section C. The matching 

operation is carried out as follows. The matching circuit has the two memory 
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transistors, and the voltages VB + Ti and VB – Ti are memorized. VB is the 

common bias voltage utilized to adjust floating gate voltage, which does not 

affect the subtraction results. In this manner, the two memory transistors 

memorize the complementary voltage. After the writing analog voltage VM, 

the input value is applied to the control gate as analog voltage VX. At this 

moment, the floating gate voltage VF is given as 

REF
TOT

X
TOT

F VQ
C

V
C

CV ++= 1  (Eq. 3.7) 

( ) REFMX VVV +−= γ   (Eq. 3.8) 

From the Eq. 2, it is understandable that the subtraction between input 

voltage VX and memorized voltage VM is appeared at the floating gate. After 

the subtraction, the absolute value of them is output using source-follower 

circuit same as the conventional matching circuit. The result becomes 

( ) ( ){ }TREFiiTREFiiOUT VVXTVVTXV −+−−+−= γγ ,max   (Eq. 3.9) 

TREFii VVTX −+−= γ       (Eq. 3.10) 
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Figure 3.3. Non-volatile analog-memory-merged absolute-difference circuit. 

 



 30

Figure 3.4 shows the matrix configuration of the matching cell. The 

absolute difference at each memory circuit is coupled with other cells of the 

same template vectors, and the average voltage of the absolute differences is 

output from the array. 
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Figure 3.4. Circuit configuration of memory array. 

 

C. Memory Write and Verify Circuit 
The writing analog value is carried out as follows. Firstly, the high 

voltages are applied to the control gate and the drain-source of the memory, 

which cause the channel hot electron injection (CHEI). The electrons on the 

channel are pass through the isolator, and the charges are stored on the 

floating gate. And then, verifying the floating gate voltage is carried out by 



 31

measuring the drain-source current IREF with applying the voltage to store 

VM to the control gate. The charge injection and verification of the floating 

gate voltage are continued, until the floating gate voltage becomes the 

constant voltage VREF. 
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Figure 3.5. Memory writing circuit. 
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Figure 3.6. Verifying circuit. 
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III. Results and Discussions 
A. Simulation Result of Matching Circuit 

Figure 3.7 shows the HSPICE simulation result of the matching circuit. 

The constant voltages (1.0V, 0.6V, 1.25V, 1.9V, and 2.5V) are memorized into 

the matching cell, and then the input voltage Xi is swept from 0V to 2.5V. 

Output voltages of the source-follower Vout have the desired characteristics of 

absolute-difference as shown in the figure. 

 

Ti = 0.0V

Ti = 0.6V

Ti = 1.25V

Ti = 1.9V

Ti = 2.5V

 

Figure 3.7. HSPICE Simulation result of matching circuit. 

 

B. Prototype Chip 
Figure 3.8 shows the chip photo of the prototype processor. The processor 

has been designed and fabricated with 0.7µm double-poly 1-metal CMOS 

process. The processor occupies the area of 7.35mm × 4.43mm. The processor 

is configured for 64-element × 256 template-vectors. The processor has 

sample-and-hold circuits for the analog input voltages, and a binary-search- 

type winner-take-all circuit, and the sense amplifier for memory writing. 
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Table 3.1 summarizes specifications of the processor. 

Figure 3.9 shows the layout of the memory array. It includes 32 memory 

cells. Lines applied to the control gates are layed out in vertical direction, 

and the results of the absolute differences are taken out to left or right sides. 

The coupling capacitors for the averaging the absolute differences are layed 

out in the periphery of the memory array. 

 

 

Figure 3.8. Chip photomicrograph of prototype processor. 
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Figure 3.9. Layout of memory cell array. 

 

256The number of template vectors

64The number of vector element

3.3VPower Supply

7.35mm × 4.43mmSize of Processor Core

0.7µm Double-Poly 1 MetalTechnology

256The number of template vectors

64The number of vector element

3.3VPower Supply

7.35mm × 4.43mmSize of Processor Core

0.7µm Double-Poly 1 MetalTechnology

 

Table 3.1. Specifications of VQ processor. 

 

C. Analog Memory Characteristics 
In the matching processor, the memory transistors are utilized as a 

functional logic, and its circuit configuration is not normal usage as a 

memory. In this respect, the characteristics of the memory writing should be 

carefully verified. Figure 3.10 shows the characteristics of the memory 

writing. The transition of the memorized voltage for each writing pulse is 

measured as a function of the memorized voltage. The writing pulse has 

width of 1ms, and the voltage of the pulse is set to 7V. During the memory 

writing, control gate voltage is set to 10V. The reference voltage for the 

reference current is set to 1.75V. The memorized voltage is read out by 
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searching for the control gate voltage when the output of the sense amplifier 

transits, namely the drain-source current of the memory transistor exceeds 

the reference current IREF. The results show that writing efficiency is varied 

by the read out voltage, namely the floating gate voltage. It is because that 

efficiency of hot electron charge injection depends on the channel current, i.e. 

the floating gate voltage. When the read out voltage is low, the efficiency 

becomes quite small, and it results that a long time is required for writing. 

However, by adjusting the control gate voltage at the writing to optimum 

voltage, the efficiency of the writing can be improved. Writing precision is 

also determined by the voltage transition for a single writing pulse. The 

maximum transition voltage was 5mV, when the read out voltage is about 5V. 

If higher precision than 5mV is required, it can be achieved by using shorter 

length of writing pulse signal than 1ms or adjusting the control gates voltage 

to the one where the writing efficiency is smaller. 
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Figure 3.10. Measured memory writing efficiency. 
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In the array configuration of the memory, unselected memory data is 

disturbed during writing. The range of memorized voltage should be 

determined not to occur the disturbance. Figure 3.11 shows the principles of 

disturbance caused at writing in the memory array. The memory cell to write 

is selected by applying the high voltage to its control gate and its drain 

terminals. For the unselected word-line, 0V is applied to the control gate. For 

the unselected bit-lines, the drain and the source terminals of the cell are 

pull down to the 0V to prevent current flow. However, when the voltage 

difference between the floating gate and the drain becomes large, Fouler- 

Nordheim (FN) tunneling phenomenon occurs. Thus, unselected cells 

belonging to the same bit-line or the same word-line are suffered from 

disturbance in certain conditions. 

At the memory cell belonging to the same word-line, the floating gate 

voltage becomes high, especially when the memorized voltage VM is low. On 

the other hand, the drain or the source voltage or unselected cell is 0, thus 

the voltage difference between the floating gate and the drain or source 

should be low enough not to occur FN tunneling. The gate source voltage VGS 

is given as follows, 

( ) REFMCGGS VVVV +−= γ   (Eq. 3.11) 

Here, VCG represents the control gate voltage, which is applied to the 

selected word-line. And γ = 0.65 is utilized, which is determined by the 

memory cell structure. As the speed of FN tunneling increases exponentially 

against the difference between the voltage and the FN-tunneling starting 

voltage, the floating gate voltage caused tunneling converges to the starting 

voltage after a long time. In the experiments, for 1 minute, a high voltage is 

applied to the control gate. From the experiments, when the memorized 

voltage VM is 2.5V, the disturbance occurred from the control voltage VCG = 

12V, thus the condition starting FN tunneling can be conducted from Eq. 3.11 
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as VGS = 8V. When the control gate voltage is fixed to 10V, the minimum 

memorized voltage VM is determined from Eq. 3.11 as 0.4V, which is smaller 

than 2.5V of the read out voltage from fully erased memory cell. 

At the memory cell belonging to the same bit-line, the floating gate voltage 

of unselected cell becomes very low, while the drain voltage is pull up to high 

voltage, thus the FN tunneling occurs near the gate-drain isolator. The 

voltage VGD between floating gate and drain is given as follows, 

DDHREFMGD VVVV −+−= γ  (Eq. 3.12) 

The disturbance occurs when the memorized voltage is large, thus, a large 

voltage was memorized before the experiments. When VDDH = 6V was applied, 

the memorized data converges to 5.8V. From Eq. 3.12, the starting voltage of 

FN tunneling is conducted as VGD = -8V. In the normal write operation, the 

VDDH is set to 7V, thus the maximum range of the memorized voltage 

becomes 4.2V from Eq. 3.12. 
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Figure 3.11. Unselected memory data disturbance caused by writing. 
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IV. Conclusions 
An analog matching processor featuring non-volatile analog-memory- 

merged matching circuit has been developed. The memory-merged matching 

circuit stores the template vector data and computes the distance in its 

circuitry itself. As a result, the high-density and highly parallel circuit 

implementation has been achieved. The processor has 256 64-element 

template vectors, and carries out fully parallel analog processing. 

Writing analog data into the highly integrated functional memory is 

verified. The write-and-verify scheme using hot channel electron injection 

enables us to write analog data more precisely than 5mV, and the range of 

the memorized voltage from 3V to 4.2V has been conducted from 

experiments. 

The functional non-volatile analog-memory-merged matching circuit 

developed in this work would contribute to intelligent data processing 

applications requiring low-cost and high-power-efficiency implementation. 
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CHAPTER 4.  
NMOS-based Bell-shape 
Matching Cell 

I. Introduction 
Similarity evaluation between an input vector and a large number of 

template vectors stored in the database is computationally expensive, and its 

efficient execution is a key issue in VQ processor. Since digital 

implementation requires a large hardware volume, analog implementations 

[17-21] are preferred in certain classes of applications, for instance in mobile 

applications where both memory and computational resources are very 

limited. 

In this work, an analog similarity-evaluation circuit compatible to 

high-density integration has been developed. Each matching cell consists of 

four NMOS' for computing bell-shape element-similarity, two capacitors for 

template data storage, and two NMOS switches. This pure NMOS 
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configuration is superior to CMOS cells [17, 27, 28] in terms of the chip real 

estate, because well regions can be excluded form high-density cell arrays. In 

addition, our correlation circuit can modulate the weight factor dynamically 

for each element of a vector, which provides flexible preference-based search. 

Moreover, a compact cyclic digital-to-analog converter (DAC) has been 

developed for providing easy interfacing to digital systems. It also allows us 

to generate various analog control signals for bell-shape similarity- 

evaluation all in simple digital circuits. The on-chip DAC is composed of two 

unity-gain buffers employing a single inverter and switched capacitors. 

Test circuits were fabricated in a 0.6-µm double-polysilicon triple-metal 

CMOS process, and the circuit ideas have been experimentally demon- 

strated. 

 

II. System Architecture  
Figure 4.1 shows the architecture of an analog VQ processor. It consists of 

the DAC array for digital data inputs, the two-dimensional array of 

matching cells each evaluating a bell-shape similarity between the input 

vector element and the template vector element, and the comparator tree for 

coding the location of the maximum-similarity template vector. Each element 

row is equipped with two DAC's for complementary analog data generation 

and supplying them to the matching cell array. The matching result in each 

template vector is obtained by taking the wired sum of current outputs from 

all elements of the vector. In this manner the chip has a digital-in and 

digital-out specification, and internal computation is carried out in an 

efficient analog-domain. 
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Figure 4.1. System architecture of analog matching processor. 

 

III. Circuit Configurations 
A. Matching Cell 

Figure 4.2 shows the bell-shape matching cell developed in this study. It is 

basically a simplification and modification of the Delbruck's bump circuit 

[22]. The current source and the current mirrors in the bump circuit were 

eliminated and our cell is composed of only NMOS transistors. This allows us 

to reduce the layout area. Instead of using the differential amplifier 

configuration, the difference signal is produced by charge sharing using a 

switched capacitor technique. Namely, the difference between the template 

and input data is produced at the floating gate. This allows us to replace the 

NMOS with an analog flash memory transistor, realizing a very compact 

memory merged cell. A non-volatile analog-memory technology is being 

developed in our lab. for this application in mind [55]. The bell-shape 
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characteristics is produced by two complementary analog signals: Vm and 

Vbias – Vm. The four NMOS' are connected by cross coupling to remove the 

asymmetry in the bell-shape characteristics. The operation of the matching 

cell is illustrated in Figure 4.3. 

For storing the template data in the matching cell, Vm and Vbias – Vm are 

given to respective input terminals, while resetting the floating gate 

potential to VRST. For calculating the similarity between Vm and the input Vin, 

Vin and Vbias – Vin are similarly given to the gates after disconnecting the 

floating gates by turning off the switch NMOS' T5 and T6. 

The element matching result is given as an output current Vout and the 

result of multi-dimensional vector matching is given by taking the wired sum 

of currents from all elements of the vector. The array configuration of 

matching cell enables the massively parallel computation. 

 

Vin Vbias-Vin

Iout

Present work Bump circuit of Delbruck

Vin1

Vbias

Vin2
Iout

C1 C2

Figure 4.2. Schematic of bell-shape element matching cell. 
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Figure 4.3. Operation of matching cell. 

 

B. Cyclic DA Converter 
On-chip DAC converters provide such advantages as easy communication 

with external digital processors, flexible manipulation of input data like 

weighting or masking etc. The complementary analog signal inputs to the 

matching cell are also very easily produced by using the on-chip DAC with 

bit inversion data. 

Since an associative memory requires a number of DAC's for 

element-parallel processing, the on-chip DAC needs to meet the requirement 

of small layout area and low power dissipation. The cyclic DAC is one of the 

efficient schemes recycling the circuit, and it has been employed in 

applications, which require a lot of DAC in the processor [56, 57]. The cyclic 

DAC algorithm [56] is based on the recurrence formula given below, and the 

conversion is carried out by applying the formula cyclically to a bit-serial 

digital data input. 

( )12
1

−+= iii ADA  (Eq. 4.1) 

The cyclic DAC requires a high-precision unity-gain buffer, which is 

usually implemented as a voltage follower of a high DC-gain op-amp, but it is 

not favorable in terms of area and power dissipation due to a lot of current 
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sources and gain-boosting stages. For these reason, a unity-gain buffer with 

CMOS inverter, the simplest amplifier, as its gain stage is employed in this 

study. Since a gain of a CMOS inverter is finite, and characteristics of 

unity-gain buffer is not good as shown in Figure 4.4. The conventional 

unity-gain inverter buffer employs the multi-stage inverter to obtain large 

DC-gain as shown in Figure 4.5. This configuration consumes large 

power-dissipation due to the short-circuit current of inverters, and requires 

sensitive design-parameter determination to depress a oscillation because of 

feedback loop. 

Figure 4.6 shows the architecture of the simple double-reset unity-gain 

inverter buffer that has been developed in this work. It consists of a CMOS 

inverter and two switched capacitors. Its operation is illustrated in Figure 

4.7. At first, pre-reset is done by shorting the inverter output and the 

inverter input N1 while applying an input voltage Vin to the capacitor 

terminal N2. Then, main reset is carried out in a similar manner by shorting 

the inverter output and the capacitor terminal N2 while applying Vin to the 

capacitor terminal N3. For reading, the inverter output is fedback to the 

capacitor terminal N3. 

This double-reset operation has significantly improved the buffer 

characteristics of a CMOS inverter, which is inferior to that of an op-amp 

voltage-follower due to the finite gain of the inverter. Schematic of the cyclic 

DAC employing the double-reset unity-gain inverter buffer circuitry is 

shown in Figure 4.8. 
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Figure 4.4. Error caused by finite DC-gain of amplifier. 
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Figure 4.5. Conventional inverter-based sample-and-hold circuit. 
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Figure 4.6. Circuit configuration of unity-gain CMOS inverter buffer. 
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Figure 4.7. Operations of unity-gain CMOS inverter buffer. 
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Din

Aout

Figure 4.8. Circuit configuration of cyclic DA converter employing unity-gain 

CMOS inverter buffer. 

 

IV. Experimental Results 
Test chips were designed and fabricated in a 0.6-µm double-polysilicon 

triple-metal CMOS process. Figure 4.9 shows a photomicrograph of the 

matching cell and DAC array. The size of matching cell is 26mm × 43mm and 

that of a DAC 530µm × 22µm. The CMOS type bell-shape matching cell 

presented in Ref. [27, 28] is larger than the present cell due to the n-well 

regions for PMOS' in the matching cell array. This is the advantage of pure 

NMOS configuration. However, the present matching cell size is still large 

due to the large area required for capacitor layout. This is due to the 

relatively small capacitance value available in the foundry process. 

Since our cell is compatible to direct replacement of NMOS' by analog flash 

memory transistors described in Ref. [55] as shown in Figure 4.10, the layout 

of a flash-memory-merged cell was designed assuming the same 0.6-µm 

layout rules. The results are shown in Figure 4.11(a). The impact of merging 

analog flash technology [55] to matching cell circuitry is significant. 



 48

Compared with the cell array developed in the previous work (described in 

Chapter 3), the NMOS-based bell-shape cell has 4 times of cells in the 

identical layout area. 

 

Figure 4.9. Photomicrograph of DAC array and matching cell array. 

 

 

Figure 4.10. Analog-memory-merged matching cell. 
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Figure 4.11. (a) Layout comparison of NMOS-based bell-shape cell. (b) 

Layout comparison between analog-flash-merged cells. In the cell array of 

the previous work (described in Chapter 3) has 32 cells, and in the cell array 

of this work has 128 cells in the identical layout size. 

 

Figure 4.12 shows the measured characteristics of a matching cell. 

Template value was varied as 0.25V, 0.5V, and 0.75V.  The difference 

between the stored data and the measured peak position is within 25mV at a 

1V input range. In Figure 4.13, the height variation by biasing control are 

demonstrated. 



 50

 

 

Figure 4.12. Measured matching cell characteristics (peak position 

variation). 

 

Figure 4.13. Measured matching cell characteristics (peak height variation). 
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Figure 4.14 shows the simulated results of unity-gain CMOS inverter 

buffer characteristics. Error due to the finite gain of CMOS inverter is 

reduced by the double-reset scheme compared with the conventional 

single-reset scheme. 
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Figure 4.14. Simulated results of unity-gain buffer. 

 

Figure 4.15 shows the measured waveform of the DAC output, which 

employs the double-reset scheme. In Figure 4.16, the DAC output voltage 

read from the oscilloscope display was plotted on post-layout HSPICE 

simulation results.  Some nonlinearity is observed in both simulation and 

measured data. This is due to the capacitance unbalance caused by parasitic 

capacitances. However, this would not lead to a serious error in the matching 

because both the template and input are produced using the same DAC unit. 

However, more careful artwork design is essential to achieve a high-precision 

processing. 
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Figure 4.15. Measured waveforms of DA converter. 
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Figure 4.16. DAC output characteristics. 
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Demonstration of a simple pattern matching with four-dimensional vector 

is shown in Figure 4.17. The maximum-similarity template vector was 

identified by the two-stage comparator-tree. The latch enable signal and the 

output of comparator's decision flag at each stage are shown in the Figure 

4.17. 

 

 

Figure 4.17. Result of template matching demonstration. 

 

V. Conclusions 
An analog VQ processor technology has been developed based on a 

bell-shape-type element matching circuit aiming at high-density integration 

of matching cells. The matching cell is composed of six NMOS transistors 

and two capacitors. The pure NMOS configuration is superior to 

CMOS-based cell in terms of cell area because well regions can be eliminated 
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from the high-density cell array. The current cell size is 26mm × 43mm in 

0.6-µm layout rules. However, the size can be reduced by a factor of about 

1/25 if the NMOS' are replaced by analog flash memory transistors. Our cell 

structure has been designed to be compatible to such replacement. In 

addition, an analog flash technology is being developed in our lab. [55] 

aiming at such applications. 

Furthermore, a novel unity-gain buffer employing CMOS inverter is 

developed for compact cyclic DAC aiming at highly parallel conversion. To 

improve the buffer characteristics, the double-resetting scheme is employed, 

which eliminates the error due to the finite DC-gain of CMOS inverter. 

The analog VQ processor developed in this work would contribute to 

low-cost intelligent data processing applications. 
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CHAPTER 5.  
General-Purpose 
Digital VQ Processor 

I. Introduction 
Vector quantization (VQ) is known as a powerful tool for such purposes 

and has been utilized in a variety of applications in data compression, 

pattern classification and intelligent data processing [16]. However, due to 

its high computational cost, the development of hardware accelerators for 

the processing is a vital area of VLSI research. 

To this end, various digital VQ processors have been developed [37-57]. In 

the processors in Ref. [47, 48], flexible operation in the distance computation 

unit was realized by functional-memory-type parallel processor, while at the 

expense of a reduced speed performance due to the increased clock cycles for 

a single VQ operation of 165 (WTA takes 53 clock cycles). The digital VQ 

processors developed for image compression [49-51] achieved a high 
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throughput by optimizing the pipeline configuration of the bit-sliced WTA. 

As a result, the number of clock cycles necessary for a single VQ operation 

was reduced to 19. However, the data flow in the pipeline is fixed by 

hardwiring specifically tuned for the image compression application, and it is 

not possible to alter the function flexibly for other applications. Namely, the 

vector dimension is fixed to 16, it is not possible to change the form of 

distance function (only Manhattan distance available), and other winner 

search options like local winner search, second and third winners search etc. 

cannot be carried out on the chip. 

The purpose of this work is to develop a general-purpose VQ processor, 

aiming at enhancing the processing flexibility without degrading the speed 

performance. In this work, a two-dimensional bit-propagating (2DBP) WTA 

has been developed to minimize the delay or clock latency in the winner 

search operation. In the 2DBP WTA circuit, the signal propagation paths in 

the circuit have been optimized in order to complete a WTA operation within 

a single clock cycle. As a result, a much higher speed performance of the 

WTA has been achieved as compared to the bit-sliced WTA circuits in [49-51]. 

In addition, the variable-binary-block addressing scheme has been developed 

to allow arbitrary masking on the distance inputs to the WTA circuitry with 

a minimal hardware overhead. The combination of high-speed WTA and 

arbitrary WTA-inputs masking enables a variety of winner search options, 

like local winner search or winner sorting etc. Furthermore, the multiplier 

function is embedded in each SIMD distance-computation unit with a 

minimal area penalty of only 18% to enable weight multiplication to vector 

elements. The weight multiplication enables more complicated distance 

function than the simple Manhattan distance, such as Euclidean distance. It 

is also particularly important in performing preference-based search as 

described in Refs. [11, 12]. 

The chip was fully designed by hand-layout using Cadence tool (icfb) to 

minimize the chip real estate except for the controller, which was designed 
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with verilogHDL. The chip was fabricated in a 0.6µm 3-metal CMOS process, 

and the concept was experimentally verified. In addition, the highly parallel 

configuration using 0.18-µm 5-metal CMOS process was experimentally 

designed. 

The system organization of the general-purpose VQ processor is presented 

in Section II, and key circuits are described in Section III. Measurement 

results from the fabricated prototype chip and more discussions are shown in 

section IV, and finally conclusions are given in Section V. 

II. System Organization 
Figure 5.1(a) shows the system organization of the VQ processor. The 

processor consists of a controller, a SRAM memory, SIMD 

distance-computation units, a variable masking unit and an winner-take-all 

(WTA) circuit. The controller decodes instructions fed to the processor and 

controls other blocks. 

The SRAM memory consists of four banks of 256-columns 256-rows SRAM, 

and utilized for template vector storage. It is directly connected to the SIMD 

distance-computation units with 256-bit (8bits 32-vector parallel) data bus in 

order to download template vector data with high bandwidth. 

The processor has 32 parallel SIMD distance-computation units. Figure 

5.1 (b) shows a data-path logic from the SRAM memory to the WTA circuit 

corresponding to a single distance-computation unit. Its processing element 

(PE) has arithmetic units, such as an absolute-difference (AbsDif), a shifter 

(Shift) and an accumulator (Acc). The PE supports multiplication in distance 

computation by using the shifter and the accumulator as described in Section 

III-C. The PE has also four 24-bits distance registers (DR's), which store 

calculated distances. When more than 32 template vectors are required for 

matching, the PE computes multiple distances in serial manner, and 

distance registers store them. Thus computations for up-to 4 template 
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vectors at each PE or up-to 128 in total (32 PE's) can be carried out. 

Calculated distances are fed to the WTA circuit via the variable masking 

unit. It has 128 masking elements (ME's), and they are placed between the 

distance register and the WTA circuit as in Figure 5.1(b). The ME is attached 

to each distance register, and independently masks distance data according 

to a value in a masking register. When not masked is specified, it transfers a 

similarity data (bit-inverted distance data) to an input of the WTA circuit. 

When masked, it transfers all '0' bit data, which will be ignored at the WTA 

circuit identifying the maximum values. Values in the masking registers are 

efficiently updated using a variable-binary block addressing scheme 

described in the Section III-B. 

The WTA circuit identifies the maximum similarity value (equivalent to 

identify the minimum distance value) from all the inputs fed from the 

masking unit, and outputs its location code with the value. The WTA circuit 

processes 6 bits out of a similarity input data in a single clock cycle. For more 

than 6-bit inputs, an WTA operation is repeated during multiple clock cycles, 

for instance, 4 cycles required for 24-bit similarity data. 
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Figure 5.1. (a) System organization of VQ processor. (b) Block diagram of 

data-path corresponding to single distance computation unit. 
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III. Circuit Configurations 
A. Two-Dimensional Bit-Propagating Winner-Take-All 

The winner-take-all (WTA) circuit identifies the maximum value from a 

large number of inputs, and outputs its location code with the value. The 

two-dimensionally bit-propagating (2DBP) scheme developed in this work is 

illustrated in Figure 5.2(a), in comparison to the word-comparator (WC) 

based scheme in Figure 5.2(b). In order to clarify the advantage of our 2DBP 

scheme over the conventional WC-based approach, let us first explain briefly 

the WC-based approach. The WC-based WTA is composed of word 

comparators connected in the shape of tournament tree. At each tournament 

stage, the WC compares two input words in all the bits parallel, using carry 

look-ahead circuit in order to minimize the delay time for each tournament 

stage. After the word comparison, the maximum out of two input is 

transferred to the WC of the next tournament stage. Comparing words two 

by two at each tournament stage, the maximum of all the inputs is finally 

obtained at the final tournament stage. On the other hand, in 2DBP WTA, 

the circuit has the same tournament tree configuration except for a 

comparator circuit at each tournament stage. The comparator circuit in 

2DBP scheme is composed of bit comparators connected in bit-serial manner 

instead of carry look-ahead parallel configuration. In the 2DBP scheme, the 

comparison is initiated from the most significant bit (MSB). After the bit 

comparison at the MSB finished, the next significant bit's comparator begins 

to compare, and the comparison result at the MSB comparator (in this case 

the MSB value of the maximum one) is simultaneously transferred to the 

MSB comparator of the next tournament stage. Namely the result data 

transfer is initiated as soon as each bit-comparison finished. In this manner, 

results of bit-comparators are propagating in two directions: a bit serial 

direction and a tournament ascending direction. As a result, the 2DBP 

scheme provides higher speed performance than the conventional WC-based 
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one. Details of the delay time of these schemes are discussed in the Section 

IV-A. 
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Figure 5.2. Organization of winner-take-all circuits. (a) Two-dimensional 

bit-propagating scheme employed in this work. (b) Conventional 

word-comparator-based scheme. 
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Figure 5.3 shows the comparing operation at each tournament stage 

(Figure 5.3(a)) and the circuit configuration of a bit comparator circuit 

(Figure 5.3(b)). The signal BIT represents the bit data to compare and 

propagates in the direction ascending the tournament tree. On the other 

hand, the signal STATE represents which of the two inputs is the winner 

(the one having the larger value), and propagates in the direction of the 

bit-serial word comparison. At the bit comparator, when both of STATE_IN 

signals are '1', the bit data BIT_IN0 and BIT_IN1 is compared. And then, the 

STATE_OUT signal corresponding to the loser falls to '0', and the bit datum 

of the winner is output as the output signal BIT_OUT, which is input as 

BIT_IN signal at the next tournament stage. When the one of STATE_IN 

signal is '0', comparison is not carried out, and the BIT_IN signal 

corresponding to the winner is output as the signal BIT_OUT. Initial 

STATE_IN signals fed to the MSB comparator are set to '1', and the 

STATE_OUT signals at each bit comparator are inputted as STATE_IN 

signals at the following bit comparator. The STATE_OUT signals from the 

LSB comparator represent the word-comparison result at each tournament 

stage. To minimize the delay time, the STATE signal propagation path 

employs a pass-transistor configuration. This configuration is particularly 

advantageous in a large bit-length organization because the STATE signal 

propagation delay is minimized, which is proportional to the bit length. 

An encoder circuit for the winner location of the maximum input is 

configured as a network reflective to the WTA tournament tree. Encoding is 

carried out by tracking the winner in each tournament stage from the final 

tournament stage, after the operation at the LSB comparator of the final 

tournament stage finished. Each encoder stage receives a pair of STATE 

signals from the LSB bit comparator of the corresponding WTA tournament 

stage, and select a larger input. In the encoder, priority encoding is employed 

for the case of more than one input concurrently having the maximum value.  
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Figure 5.3. Bit comparators in each tournament stage of two-dimensional 

bit-propagating scheme. (a) Operation of bit-comparators. (b) Circuit 

configuration of the bit comparator. 
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B. Variable-Binary-Block Address Decoder 
In order to provide a variety of WTA functions, like local winner search, 

winner sorting etc., the input signals to the WTA unit can be arbitrarily 

selected from a large number of parallel inputs. Conventional masking 

scheme such as changing masking flags one by one, or applying 

bit-mask-pattern for selection are requiring a large number of clock cycles or 

not scalable for the large number of WTA inputs, respectively. In this work, 

the variable-binary-block addressing scheme employed in the variable 

masking unit (See Figure 5.1(a)) has been developed, which allows us to 

select multiple input lines using a single address code with a constant delay 

time despite increase of the number of inputs. Whether an input is masked 

or not is determined by a value in the masking register provided for each 

input (See Figure 5.1(b)). Multiple masking registers can be simultaneously 

specified and updated by a single block-address code. 

Figure 5.4(a) shows an example of address assignments for the 

variable-binary block address. In the figure, the 16 targets to address and 

the corresponding block address codes are shown. For example, in the case of 

an address code “20” specified, the targets having the number from “8” to 

“11” are activated simultaneously. 

The block address code is assigned in certain rule. Figure 5.4(b) illustrates 

the block-address decoding algorithm. A block address code has two parts: a 

block size part and a starting position part. The block size is decoded by 

searching for the first "1" bit from the least significant bit (LSB) of the 

address code. After retrieving the block size from the address code, the 

starting position is given as the remaining bits shifted 1-bit left. In this 

manner, the block size and its starting position are restricted to 2's power 

and multiples of the block size, respectively. As a result, the address code is 

only one bit longer than the normal addressing. 

Figure 5.4(c) shows the circuit configuration of the block address decoder. 

The main decoder is composed of regular decoders (multiple input AND's) to 
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yield masking flags into masking registers. In order to specify the plural of 

flag signals simultaneously, predecoder and "don't care" generator circuits 

are provided. The "don't care" generator circuit computes signals D1 … DN to 

neglect some bits from the LSB in the address code, according to the block 

size. Which block to select is determined by the predecoder, which generates 

upper bits signals in the address code. An overhead to the conventional 

address decoder is only the "don't care" generator circuit, and it has only 

negligible increase in the circuit delay time and area for the total of the 

decoder circuit. In the processor developed in this work, the "don't care" 

generator circuit has only less than 5% increase of them. It is quite 

advantageous in applications requiring the plural of targets simultaneously 

to select, such as WTA circuit. 
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Figure 5.4. Variable-binary-block addressing scheme. (a) Example of address 

assignments. Targets specified with the block address of “20” are highlighted 

as example. (b) Circuit configuration of variable-binary-block address 

decoder. 
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C. Datapath for Distance Computation 
Figure 5.5 shows the datapath logic for a distance computation. It has an 

8bit adder for absolute-subtraction, a 16bit left shifter, a 24 bit adder for 

accumulation, several registers, and some logic gates. The distance 

computation unit receives the input vector data from the controller and the 

template vector data TMP from the memory, respectively. (See Figure 5.1(a)) 

The signals from the controller contain an 8b input-element value IN, a 3b 

shift amount SHIFT and a sign for accumulation SIGN. The logic carries out 

the Manhattan distance calculation and weight multiplication as follows, 

Acc += (-1)SIGN × 2SHIFT × |IN – TMP|  (Eq. 5.1) 

Here, an Acc represents internal value for the accumulation. In the case of 

calculating simple Manhattan distance, SIGN and SHIFT inputs are set to 

the constant value of 0. Multiplication is realized by iterations of bit-shift 

and accumulation to minimize the layout penalty. Negative sign of 

accumulation is also supported, thus reducing multiplication steps to half 

with the Booth's algorithm. If a result of subtraction at the first adder is 

negative, absolute function is carried out based on two’s complement by 

bit-inversion after subtraction and adding “1” to the result. The adding “1” is 

applied to the carry-in input for the LSB bit of the following accumulator. 

When shifting is applied, however, the value “1” to add is also required to 

shift and becomes 2SHIFT. Therefore, inputs for shift-in of the shifter are also 

employed for addition in such a way that the sum of the carry-in of the 

accumulator and shift-in of the shifter becomes 2SHIFT. As a result, the area 

increase in the present distance-computation element as compared to the 

simple Manhattan distance element [49] is only 18%. 
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Figure 5.5. Data-path logic of distance-computation unit. 

 

IV. Results and Discussions 
A. Discussion on Delay Time of WTA Schemes 

Figure 5.6 shows the simulated delay times of the three WTA schemes: the 

two-dimensional bit-propagating scheme (2DBP) developed in this work (See 

Figure 5.2(a)), the word-comparator (WC) based scheme (See Figure 5.2(b)) 

and the bit-sliced scheme [49-51] (See Figure 2.11(b)). It shows that the delay 

times of the 2DBP scheme are increasing slowly against the number of 

inputs. An advantage of 2DBP scheme in delay time is explained as follows. 

In any scheme, the total delay time depends on the scale of the circuit, 
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namely the number of input N and the bit length n of each input word. In 

typical WTA circuits, n is from 8 to 32, and N is larger than several hundreds. 

In both of 2DBP scheme and WC-based scheme, the circuits are configured 

as the tournament tree network, and the number of tournament stages is 

logN. In conventional WC-based scheme, the delay time at each tournament 

stage is proportional to logn due to the carry look-ahead circuit, thus the 

total delay time of the tournament tree becomes O(logn × logN). 

On the other hand, the delay time of the bit-serial comparator employed in 

the 2DBP scheme is O(n). It is slower than the WC-based scheme, however, 

the bit comparison operation proceeds not only in the direction of a word 

from MSB to LSB, but also in the direction ascending the tournament tree. 

As a result, the total delay time is determined, not by logN times comparator 

delay, but logN plus comparator delay n, i.e., by O(n + logN). 

In the bit-sliced scheme, a comparison is carried out in bit-serial manner. 

The circuit is divided into bit-processing blocks, which processes only one bit 

for all the inputs in parallel. The bit-processing blocks are connected in bit 

serial from the MSB to the LSB, thus the total delay time is proportional to 

the bit length n. At each bit-processing block, one bit comparison is carried 

out by searching for the maximum bit value (in the case of the maximum 

WTA circuit), using a large OR gate, which receives bit data from all the 

inputs. The delay time of the OR gate is not negligible and becomes 

proportional to log(N), since the number of inputs N is quite large. Therefore, 

the total delay time of the bit-sliced WTA becomes O(n × logN). 

As described above, The 2DBP scheme has the delay time of O(n + logN), 

the WC-based scheme has O(logn × logN), and the bit-sliced scheme has O(n 

× logN). When the number of WTA inputs becomes large, the 2DBP scheme is 

the fastest as shown in Figure 5.6. 
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Figure 5.6. HSPICE simulation results for delay time of three 

winner-take-all schemes: two-dimensional bit-propagating (2DBP) scheme, 

word- comparator (WC) based scheme and bit-sliced scheme. Transistor 

models for 0.18mm process were used. 
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B. Prototype Chip 
A prototype chip was fully designed by hand-layout using Cadence tool 

(icfb) to minimize the chip real-estate except for the controller which was 

designed by verilogHDL. The chip was fabricated in a 0.6-µm 3-metal CMOS 

process. Figure 5.7 shows the chip photomicrograph. The prototype chip has 

a 32KB SRAM for template vector storage, 32 parallel distance-calculation 

elements, and a 6-bit 128-input WTA circuit. It operates at 33 MHz with a 

power dissipation of 800 mW under a power-supply voltage of 4.0 V. 
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Figure 5.7. Photomicrograph of prototype chip. 
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Figure 5.8 shows measured waveforms of the two-dimensional 

bit-propagating WTA circuit on the chip. Three signals, the clock, the first 

tournament-stage output, and the final stage output, were monitored. At the 

positive edge of the clock signal CLK, the WTA action is initiated. The delay 

of 6ns represented as τ1 from the clock edge to the first stage output is the 

delay for the bit-serial word comparison, which is proportional to the 

bit-length n of the input data. On the other hand, the delay of 7ns 

represented as τ2 from the first stage output to the final stage output is the 

delay for the BIT signal to ascend the tournament tree, which is proportional 

to the logarithm of the the number of inputs logN, i.e., the number of stages 

in the tournament tree. The total delay of the WTA becomes the sum of these 

two delays of 13 ns. 

 

 

 

Figure 5.8. Measured waveforms of two-dimensional bit-propagating WTA 

circuit. 
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Figure 5.9 shows the measured waveforms from an oscilloscope (Figure 5.9 

(a)) and a logic analyzer (Figure 5.9(b)), demonstrating the handwritten 

character recognition [5]. 80 samples of handwritten digits as shown in 

Figure 5.9(c) were taken from the Electro Technical Lab. database (ETL-1) 

and each 64 × 64 pixels image was transformed into a 64-dimensional feature 

vector using the projected principal edge distribution (PPED) vectorization 

algorithm [5-9]. Since the human perception of similarity in images is very 

well represented by PPED vectors, handwritten digit recognition can be 

easily carried out by a simple vector matching operation using the VQ 

processor. In the matching experiments, 80 out of 128 WTA inputs are 

activated using the variable-binary-block addressing scheme, and top four 

candidates for the most similar pattern to the input were identified using the 

high speed WTA circuit developed in this work. The successful search is 

evident from the result. 
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(a)

(b)

(c)
 

Figure 5.9. Handwritten character recognition experiment using the VQ 

processor. (a) Measured waveforms from a oscilloscope. (b) Logic analyzer 

output. (c) Template patterns used for matching experiments. 
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C. Experimental Design in Advanced Technology 
Figure 5.10 shows a layout of experimental design for a highly parallel VQ 

processor. The processor has been designed in 0.18-µm 5-metal CMOS 

process. In order to localize the clock distribution, the processor is divided 

into 32 local blocks, and each local block independently distributes a local 

clock signal. The local block has 1Kbytes SRAM memory (Region "A" in the 

figure), 8 parallel SIMD distance computation units (Region "B" in the 

figure). The 1Kbytes SRAM memory can store eight 128-elmenet vectors. 

The WTA circuit is configured as 512 word inputs in the whole chip and 

forms a large combinational logic. The region "C" in the figure represents the 

WTA circuit corresponding to two local blocks. The WTA circuit operates in 

asynchronous from local clock signals, and outputs the winner distance and 

its location code at once (in a single global clock). Each WTA input has 33b 

length for 24b of a distance data and for 9b of a location code, and the 

address encoding circuit is replaced to the lower significant bits of the WTA 

circuit. The processor core occupies an area of 4.5mm × 4.5mm. The area 

ratio of the processor is 36% for SRAM's, 38% for distance computation units, 

and 26% for the WTA circuit. 

The processor operates at 200MHz of local clock signals under 1.8V 

power-supply voltage with 1.8W power dissipation. The performance of the 

processor corresponds to 154 GOPS, assuming absolute-difference and 

accumulation require 3 operations in conventional microprocessors. 

Compared with the state-of-the-art processors, the efficiency of power 

dissipation is large, as well as the performance. 
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Figure 5.10. Layout of experimental chip design using 0.18 mm technology. 

Region "A" has 32 input 33b WTA circuit, Region "B" has 8 parallel SIMD 

distance computation units, and Region "C" has 1Kbytes SRAM memory. 

 

V. Conclusions 
A general-purpose VQ processor featuring high-speed and versatile winner 

search functions has been developed. The two-dimensionally bit-propagating 

scheme minimizes the delay in the winner search operation, and 6b 

128-input comparison is carried out in a single clock cycle, which is five times 

faster than the conventional bit-sliced scheme. In addition, it is scalable to 

the large number of WTA inputs. Its delay was measured as 13ns with the 

prototype chip. Additionally, the variable-binary-block addressing scheme 

has been developed to enable variety of winner search options. By the 

block-addressing scheme, multiple WTA inputs are specified at once with 
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only a single extra bit. Furthermore, the multiplier function is embedded in 

distance-computation units with the minimal area penalty of 18% increase. 

The prototype chip was designed and fabricated in the standard CMOS 

process. It operates at 33 MHz with a power dissipation of 800 mW under a 

power-supply voltage of 4.0 V. The functioning of the VQ processor was 

successfully demonstrated by applying to handwritten character recognition 

as an example. 
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CHAPTER 6.  
Dynamic Programming 
Matching Processor 

 

I. Introduction 
In human centric computing, computers are expected to have more 

intelligent functions in order to achieve higher flexibility in interfacing to 

humans. To this end, pattern matching plays an essential role. In speech 

recognition, image recognition, intelligent database search, for instance, 

pattern-matching techniques are extensively used to carry out robust 

classification and flexible decision making under noisy environment. Since 

the matching operation for exhaustive search is computationally very 

expensive, the low-cost implementation is a key issue. To minimize 

computational complexity, conventional matching algorithms usually employ 
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quite simple similarity-evaluation functions, such as Hamming distance, 

Manhattan distance, Euclidean distance and so on. These algorithms where 

element-to-element matching is employed, however, have a problem. Let's 

consider the matching between the two words, "MOTHER" and "OTHERS", 

for instance. In conventional matching algorithms, "complete mismatch" will 

result despite the common letters of "OTHER" in both words. It is because 

the comparison is carried out letter by letter at the same location in the 

sequence from the beginning of the words. On the other hand, in 

sequence-based matching algorithms known as dynamic programming (DP) 

matching, we can shift the letters in order to obtain the best matching result. 

The sequence matching is quite robust and is essential in certain class of 

problems, like DNA matching, speech recognition, etc. However, it requires 

far more expensive computational powers, because exhaustive search must 

be conducted for all possible combinations of shifts in elements for missing 

and/or extra elements. Therefore, hardware implementation is essential to 

achieve real-time response performances. 

 

Template

Input

Difference

Element-to-Element
Matching

Sequence-based
Matching  

Figure 6.1. Element-to-element matching and sequence-based matching. 
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For this reason, VLSI systems for DP matching have been developed 

[58-63]. Conventional VLSI systems are classified into three types of parallel 

systems, microprocessor-based multi-chip systems [58, 61, 62], systolic array 

processors [60], or dedicated processors [59, 63]. In microprocessor-based 

multi-chip systems, general-purpose microprocessors or processors having 

limited instruction-sets are employed as processing elements (PE's), and 

plural of such chips are connected. Each PE chip has usually an instruction 

decoder, a general-purpose ALU unit, and data/instruction memories on the 

chip, and their advantage is a large flexibility in accommodating themselves 

to various matching algorithms. The PE in Ref. [61] is optimized for efficient 

DP matching while retaining flexibility, and the cost and performance are 

improved. In Ref. [62], the flexibility and efficiency in a multi-chip 

configuration is enhanced by the ring array architecture. However, the PE 

configuration and the inter-PE-connection interface are quite complicated, 

and the chip real estate and power dissipation are too large. The systolic 

array processor [60] has a large number of PE's dedicated to DP matching 

algorithms. Each PE has only limited functions, but high throughput has 

been achieved by a highly parallel processing architecture. The application- 

specific processor for dictionary search [63] enhances parallelism to execute 

simultaneous matching of inputs with a number of templates. However, the 

maximum dissimilarity range is limited to only several levels. 

In this paper, a DP matching processor has been developed featuring an 

array architecture using delay-encoding-logic. In this architecture, signals in 

the circuits are all digital in voltage domain as shown in Figure 6.2, while 

analog processing is carried out in the time domain like in Refs. [64-65]. As a 

result, high speed and low-power processing, and small-chip-area 

implementation have been achieved. A prototype chip was designed and 

fabricated in a 0.18-µm CMOS technology, and the typical matching time of 

80ns with the power dissipation of 2mW under the power supply of 1.3V has 

been demonstrated. 
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In section II, details of the dynamic programming matching algorithm is 

described. The processor architecture for DP matching and circuit 

configurations are shown in section III and section IV, respectively. 

Measurement results from the fabricated prototype chips are presented in 

section V, and conclusions are given in section VI. 
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Figure 6.2. Voltage-domain digital and time-domain analog scheme. 

 

II. Dynamic-Programming Matching Algorithm 
Figure 6.3 explains the DP matching algorithm using an array network. 

Two sequences of letters, "MOTHER" and "OTHERS" are compared as an 

example. The two sequences of letters are placed at the top and the left sides 

of the network, and each branch of the network has a certain penalty 

according to the mismatch between the two letters at corresponding locations 

in the two letter sequences. Paths in the network from the start node to the 

goal node represent all possible sequence combinations allowing element 
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skipping (or shifting). Here the best-matching result is indicated by the thick 

line, representing the path having the minimum penalty among all possible 

combinations. The task of DP matching is to find out the best-matching path 

in the network along with its penalty. 

Firstly, each branch of the network is assigned a certain penalty 

representing the partial matching result. The penalty for the diagonal 

branch is proportional to the degree of mismatch between corresponding two 

letters. Namely, a large (or small) penalty is assigned when two letters are 

different (or identical). For vertical or horizontal branches, a constant 

penalty representing skipping or shifting is assigned. In this example, only 

penalty values of 0 and 1 are given in the figure for the sake of simplicity of 

explanation. (In the real chip implementation, however, the diagonal and 

vertical/horizontal penalties are represented by 5-b and 4-b scalar values, 

respectively.) Then, to find out the best-matching path, D(i, j) at each cross 

point of the network is calculated. D(i, j) stands for the minimum penalty 

from the starting point (0, 0) to the point (i, j), which is given by the following 

recurrence formula: 

 

( )
( )








+−
+−−

+−
=

Path Horizontal of Penalty,1
Path Diagonal of Penalty1,1

Path Vertical ofPenalty )1,(
min),(

jiD
jiD

jiD
jiD  (Eq. 6.1) 

D(i, j) must be calculated for all cross points, and the penalty for the best- 

matching path is finally obtained as D(7, 7). 
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Figure 6.3. Dynamic-programming matching algorithm. 

 

III. Processor Architecture 
A. System Organization 

Figure 6.4 shows the system organization of the DP matching processor. 

The processor consists of an array network of delay-lines, element-to-pulse 

converters, and a time-to-digital converter. The core of the system is the 

array network, physically representing all possible sequence combinations 

between the input vector X and the template vector T. In the array network, 

programmable delay lines are placed in diagonal as well as in horizontal and 
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vertical directions. Each delay line has a delay-time representing the penalty, 

i.e., the degree of mismatch. Namely, the delay time of the diagonal line 

represents the mismatch between the corresponding elements in X and T. On 

the other hand, a constant delay time is assigned to horizontal and vertical 

delay lines, which specifies the penalty associated with a single-element skip 

(or shift) in the matching. In order to obtain the DP matching result, a step 

signal is given to the top left corner of the network, and then the matching 

result is obtained as a delay time observed at the bottom right corner. In this 

respect, the circuit architecture is called "delay encoding logic". 
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Figure 6.4. Delay-encoding-logic architecture of DP matching processor. 
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B. Operation in the Delay Setting Phase 
The processor operates in two phases: the delay-setting phase for delay 

line programming and the DP matching phase for step signal propagation. 

In the delay-setting phase, the diagonal delay line is programmed to have 

the delay time proportional to the mismatch between the corresponding 

elements in X and T. All the diagonal lines are programmed in parallel using 

time-domain-analog pulse signals. The pulse signals are generated from 

vector-element values by the element-to-pulse converter circuits. Each pulse 

signal has an identical shape, while it has variations in its position according 

to the element value. As shown in Figure 6.5(a), at each diagonal delay-line, 

two pulses from input vector X and template vector T are fed to an "AND" 

gate. The AND gate computes the overlapping of the two pulses and outputs 

a pulse signal which represents the degree of mismatch by the pulse width. 

The output pulse from the AND gate is utilized as "WRITE PULSE" signal in 

Figure 6.5(b) to program the delay time in the delay line. The details for 

operation of the programmable delay line are described in Section IV. In this 

manner, the delay lines are easily programmed using simple logic gates in a 

fully parallel operation. 
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Figure 6.5. (a) Programming scheme of the diagonal programmable delay line 

using two pulse signals representing vector elements Ti and Xj. (b) 

Programmable delay line composed of domino delay elements. (c) 

Programming a constant delay time in the delay line. (N is 32 in the diagonal 

delay line and 16 in the horizontal and vertical delay line.) 
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C. Operation in the DP Matching Phase 
After the delay-setting phase, a step signal is given to the top left corner of 

the delay-line network. The step signal is propagating through the network 

to all directions, and a delay time representing the penalty at each network 

branch is accumulated to the propagating step signal. At each network node, 

is provided with a simple "OR" gate which receives three inputs from vertical, 

horizontal and diagonal delay lines. The OR gate selects the first-arrival 

signal, and passes it down to the following delay lines. Thus the minimum 

penalty path is automatically selected at each node. The first arriving signal 

at the right bottom corner is the one that has propagated through the 

best-matching path. In this manner, the DP matching result is easily 

observed as a delay time in the signal propagation through the network. The 

result is converted to a digital format using a time-to-digital converter 

circuit. 

 

IV. Circuit Configuration 
A. Programmable Delay Line 

Figure 6.5(b) shows the diagonal delay line composed of domino delay 

elements. The circuit has 32 stages of domino delay elements, and a decoder 

circuit for delay time programming. The circuit has two input terminals: the 

WRITE PULSE terminal for delay time programming, and the IN terminal 

for receiving a propagating step signal. 

In the delay setting phase, after resetting all domino elements, a WRITE 

PULSE signal having the pulse width proportional to the degree of matching 

between the elements Xj and Ti (See Figure 6.5(a)) is applied to the signal 

line PHI. The domino elements are activated by the PHI signal. Then the 

domino signal is allowed to propagate through some stages in the delay line 
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according to the pulse width and to stop at a certain intermediate stage. The 

number of undisturbed domino stages remaining in the delay line, then 

represents the dissimilarity between Xj and Ti. In this manner, the 

dissimilarity is programmed as a delay time in the delay line. When the 

WRITE PULSE signal is narrow (because Xj and Ti have a large difference), 

the programmed delay time becomes large. Or if the WRITE PULSE signal is 

wide (because Xj and Ti are close to each other), it has a short delay time. 

This is the operation in the delay-setting phase. In the DP matching phase, 

when the step signal arrives at the IN terminal, the domino circuit is 

reactivated and the step signal starts to propagate from the intermediate 

stage through the remaining domino stages and is outputted from the OUT 

terminal. Thus, the delay time observed at the OUT terminal is proportional 

to the dissimilarity between Xj and Ti. 

The horizontal and vertical delay lines have the same circuit configuration, 

but with 16 domino elements. The delay time is programmed by setting the 

domino starting point at some intermediate stage. This is carried out by the 

delay programming decoder during the reset of domino elements. For setting 

a delay time m, for instance, the decoder circuit makes Rm=1, while making 

others all "0" in order to pre-charge domino elements as shown in Figure 

6.5(c). Then, in the DP matching phase, the domino starts from the 

intermediate domino element next to "m" upon the arrival of the step signal 

at the PHI signal line. In this manner, a constant delay time is added to the 

propagating step signal. 

 

B. Element-to-Pulse Converter 
Figure 6.6 shows the configuration of an element-to-pulse converter (EPC),  

enabling arbitrary shaping of the programming pulse. The circuit consists of 

two programmable delay lines with a vector-element value register, and a 

logic gate. The circuit given in Figure 6.5(b) is also utilized in these 

programmable delay lines. The delay line composed of 64-stage domino 
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elements is used for setting the pulse position, and the one with 32-stage 

domino elements is used for setting the pulse width. A vector element value 

is stored in the element value register in a 6-b digital format, which is fed to 

the upper delay line for pulse position setting using the technique explained 

with Figure 6.5(c). A 5-b pulse width value is fed to the lower delay line for 

pulse width setting. This value is common to all EPC's in the processor. In 

the pulse generation, the timing reference signal REF is given to all EPC's in 

the processor. (The REF is given to the PHI signal line in Figure 6.5(c).) 

Upon the arrival of REF signal, the first programmable delay line for pulse 

position generates a step signal whose rise position is delayed according to 

the element value. Then its output signal activates the second delay line for 

pulse width setting, generating a step signal with a delay specified as the 

pulse width. Then a simple AND gate generates a desired pulse. 
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Figure 6.6. Element-to-pulse converter circuit enabling arbitrary shaping of 

the programming pulse. 
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V. Experimental Results 
Figure 6.7 shows a photomicrograph of the prototype chip fabricated in a 

0.18-µm 5-metal CMOS technology, where the DP matching core occupies the 

area of 1.0mm × 1.4mm. The processor is configured for the matching 

between two 16-element vectors, and circuits for the input and template 

vectors are layed out at both sides of the network symmetrically, in which 

each vector-element having 6-b precision is stored. The time-to-digital 

converter having a 256-level resolution is equipped to yield the output in a 

digital format. 
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Figure 6.7. Chip photomicrograph. 

 

Figure 6.8 shows the waveforms observed by an oscilloscope during 

matching operation. When ENABLE is high, the processor is under the delay 
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setting phase. In the DP matching phase with ENABLE low, the 

best-matching-path search is carried out by inputting the step signal into the 

delay network. Then the step signal is observed at the output after some 

delay. This delay time represents the dissimilarity of matching result. The 

digitally encoded result of the matching score is being outputted concurrently, 

and digital output encoding stops when the step signal is outputted. 
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Figure 6.8. Measured waveforms of matching operation. 

 

Figure 6.9 shows the delay time of the single delay line programmed using 

the programming decoder. The measured delay time is proportional to the 

programmed value. The small non-linearity is observed for every 8 

programming values. It is caused by the layout grouped every 8 delay 

elements. 
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Figure 6.9. Measured delay times of the programmable delay line circuit. 

 

Firstly, the intrinsic delay time along the diagonal path containing 512 (32 

× 16) domino elements from the start node to the goal node was measured. 

For this purpose, the delay time in the horizontal and vertical lines was set 

at the maximum, thus excluding the signal propagation in these directions. 

It was measured as 78 ns. Figure 6.10 demonstrates the matching result of 

two vectors X and T. Both X and T have only one non-zero element Xs and Ts 

at the same element location. The element for Ts is set to a constant value of 

16, 32 or 48, and matching was carried out for varying values of Xs. For 

Ts=16, for instance, the delay time representing the pulse position in Fig. 4 

was approximately 2.1ns and the pulse width was 2.1ns (the digital value 

was set to 16) in this experiment. Figure 6.10 shows the difference between 

the measured total delay time along the diagonal path and the intrinsic 

delay time (78ns) as a function of Xs for three difference values of Ts. The 

minimum peak in the delay time occurs approximately at Xs = Ts. The 
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uncertainty in the minimum delay time of about 150ps is observed, roughly 

corresponding to the single domino-stage delay, the resolution of the time 

domain operation. 
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Figure 6.10. Measured delay times along the diagonal path in the delay line 

network representing the dissimilarity between two vectors. 

 

Figure 6.11 demonstrates the results of both DP matching and 

conventional element-to-element matching between the two simple vectors 

shown in the figure. (The conventional element-to-element matching is 

emulated on the DP matching processor by assigning the maximum penalty 

to horizontal/vertical delay-lines.) Out of 16 elements in a vector, only two 

elements have non-zero values. The two vectors have an identical shape, but 

the relative non-zero element-position was varied. The element value took 

either 63 or 0, i.e., the maximum or minimum of a 6-b number. The DP 

matching yields the smallest delay time when the two sequences have 

identical position, while the delay time increases according to the relative 

shift in the position between the two sequences. On the other hand, in the 



 94

element-to-element matching, undesirable drop in the dissimilarity occurs 

when one of the elements coincides. This simple example illustrates the 

robust nature of the DP matching algorithm. 
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Figure 6.11. Measured results of simple sequence matching. The delay time 

represents the dissimilarity between the input sequence and the template 

sequence. 

 

The results of DP matching as applied to more general vectors are 

presented in Figure 6.12. Test vectors were generated from face and non-face 

sample images1 based on the edge information according to the algorithm 

given in Refs. [5-9]. Only 16 essential elements were selected and used in the 

present experiment. The ordinate represents the measured delay time and 

the digital signal output representing the degree of similarity between the 
                                            
1 The facial data in this experiment are used by permission of Softopia 
Japan, Research and Development Division, HOIP Laboratory. 
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input face image and a template image. Higher scores are obtained for face 

samples, thus showing a possible application to face detection in natural 

scenes [8, 9]. 
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Figure 6.12. Matching demonstration using gray scale patterns. 

 

Figure 6.13 shows the DP matching time and power dissipation as a 

function of power supply voltage for three different matching conditions. "A" 

represents the case where two vectors are identical, "C" the case where the 

Manhattan distance takes the maximum value, and "B" the case where the 

Manhattan distance is about a half of the maximum. The power-dissipation 

is normalized under matching rate of 1MHz. It decreases remarkably by 

reducing the power supply voltage. The circuit employs analog operation 

only in the time domain, and the circuit operates in a pure digital mode in 
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the signal domain. Therefore the circuit can be operated at low supply 

voltages to reduce the power dissipation like conventional pure digital 

processors. Under the power supply voltage of 1.3V, DP matching time is 

about 80ns with a power dissipation of about 2mW under the typical 

condition of "B". The matching delay of the condition of "B" is not the 

theoretical worst case but the practical upper limitation in usual 

applications, since the result having a large matching delay time is 

insignificant and negligible in the matching process. In the face detection as 

shown in the Figure 6.12, for instance, the matching delay time of 40ns is 

enough long to classify into a face or a non-face. Simulated delay time of the 

straightforward digital implementation is also indicated as the condition "D" 

in the figure. In the simulation, the circuits have only combinational logic for 

the DP matching computation except peripheral circuits such as a controller, 

registers or I/O buffers. It contains four adders (one for an absolute 

difference and three for penalty accumulations) and two comparators are 

utilized for the calculation of Eq. 6.1. In the configuration for 16-element 

vectors, the processor has more than 250 nodes in the network, and about 

1000 adders and 500 comparators are required. The volume of the 

straightforward implementation becomes quite large and practical. Other 

digital implementations require much more processing time and power 

dissipation than the straightforward one. The computation of the DP 

matching between 16-element vectors corresponds to about 1800 operations, 

assuming two operations for absolute difference, three for penalty 

accumulations, and two for comparison, respectively, at each network node. 

If the DP matching is carried out every 100ns (it is enough long time for the 

developed processor under 1.3V power-supply), a performance requirement 

becomes 18 GOPS. However, state of the art processors with performance of 

several 10 GOPS consume more than several watts, which is far larger than 

the processor developed in this work. 
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Figure 6.13. DP matching time and power dissipation as a function of power 

supply voltage. 

 

VI. Conclusions 
Computationally very expensive dynamic-programming (DP) matching has 

been implemented using delay-encoding-logic architecture in the entire 

processing, including element matching, best-matching-path search, and 

arbitrary-shaped pulse generation. In this architecture, signals in circuits 

are digital in the voltage domain, while analog processing is carried out in 

the time domain. As a result, low-power, high-speed, and compact 

implementation have been achieved. The voltage-scaling-compatible analog 

processing enables us to reduce supply-voltage and power dissipation as in 

conventional pure-digital processors. The typical matching time of 80ns with 

the power dissipation of 2mW under the 1.3V power supply has been 

demonstrated with the fabricated prototype chip. 
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CHAPTER 7.  
Conclusions 

I. Summary of This Thesis 
In this work, aiming at variety of intelligent applications, VLSI associative 

processors based on vector-quantization (VQ) and dynamic-programming 

(DP) matching have been developed. Especially, VQ processing is general and 

utilized in variety of applications, thus VQ processors have been developed 

based on both analog and digital circuit technologies, enabling us to choose 

the optimum performance or functionality for each application. 

An analog VQ processor featuring non-volatile analog-memory-merged 

matching cell has been developed. The memory-merged matching cell stores 

the template vector data and computes the similarity in itself. As a result, 

the high-density and highly parallel circuit implementation has been 

achieved without a bottleneck caused by a large number of memory access. 

The processor has 256 template vectors composed of 64 elements, and carries 

out fully parallel analog processing. Writing analog data into the functional 
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memory circuit is experimentally verified by the prototype chip. The 

write-and-verify scheme using hot channel electron injection provides 

analog-data-writing more precisely than 5mV and the range of the 

memorized voltage from 3V to 4.2V for analog data writing. 

An analog VQ processor technology has been developed based on a 

bell-shape-type element matching circuit aiming at high-density integration. 

The bell-shape current characteristics of the matching cell are produced by 

only four NMOS transistors with two complementary analog signals. The 

matching cell developed in this work is compatible to the non-volatile analog 

memory, and the layout area is reduced to a quarter of the matching cell 

developed in the previous work. A compact digital-to-analog converter (DAC) 

circuit with cyclic architecture has been developed for on-chip highly parallel 

conversion. A single CMOS-inverter featuring a double resetting scheme was 

employed as its gain stage. It significantly improved the unity-gain 

characteristics of the CMOS inverter buffer in spite of its finite gain. The 

circuit ideas have been verified by measurements on experimental chips 

fabricated in a 0.6-µm double-poly CMOS process. 

A general-purpose VQ processor featuring high-speed and versatile winner 

search capabilities has been developed. In order to achieve a high-speed 

operation, a two-dimensional bit-propagating scheme has been introduced to 

the winner-take-all (WTA) circuitry. As a result, the winner search is 

accomplished in a single clock cycle as compared to the conventional 

bit-sliced WTA approaches where clock cycles equal to the bit length of 

distance value are required. The variable-binary-block addressing scheme 

developed in this work allows various winner-search options, like local 

winner search, winner sorting and so forth. Such an addressing scheme has 

been implemented by adding only a single auxiliary bit to the ordinary 

address code. A multiplier function is also included in the SIMD distance 

computation unit with a minimal area penalty. As a result, weight 

multiplication to vector elements as well as the choice of either Manhattan 
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distance or Euclidian distance as the dissimilarity measure has been made 

possible. A prototype VLSI chip was designed and fabricated using a 0.- µm 

standard CMOS technology and the new concepts have been experimentally 

demonstrated. 

Computationally very expensive dynamic-programming matching of data 

sequences has been directly implemented in a fully-parallel-architecture 

VLSI chip. The circuit operates as digital logic in the signal domain, while 

analog processing is carried out in the time domain based on the 

delay-encoding-logic scheme. As a result, high-speed low-power best-match- 

sequence search has been established with a small chip area. The typical 

matching time of 80ns with the power dissipation of 2mW has been 

demonstrated with fabricated prototype chips. 

VLSI associative processors and their elemental circuits developed in this 

work would contribute to enhance performance or efficiency in the intelligent 

information applications. Introducing the low-cost VLSI associative 

processing, its applied field will be widened to resource-limited area such as 

mobile or ubiquitous computing. The general-purpose associative processor 

featuring flexibility can be frequently and aggressively utilized in general IT 

systems or services. 

 

II. Future Perspectives 
In this work, mainly three types of associative processor have been 

developed; analog VQ processors featuring highly-parallel and efficient 

computation, digital VQ processors featuring high flexibilities, and 

dynamic-programming (DP) matching processor for sequence-based 

matching. 

In analog VQ processor, the high-density matching cell has been 

integrated using the analog EEPROM technology. However, the analog 
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EEPROM has the problem that high supply voltage is required for writing 

analog data. On the other hand, the ferroelectric memory may be the major 

candidates for this problem, and the analog associative processor would 

operate in lower power dissipation. 

In digital associative processors, enhancement of flexibility is one of the 

primary concerns. The digital processors developed in this work employ 

SIMD architecture, however, for more flexible processing, MIMD or MSIMD 

architecture is promising. Even if these architectures are employed, the 

building blocks developed in this work, such as high-speed winner-take-all 

circuit, variable-binary block-addressing scheme, and the similarity 

evaluating datapath logic, would provides them with high flexibilities as well 

as in SIMD architecture. 

The DP matching processor provides more robust associative processing 

than the VQ processor. In image recognition system, for instance, images 

even scaled or shifting in its position would be appropriately matched, while 

the conventional VQ processing would result incorrectly. 

In terms of whole associative processing system, a lot of applications would 

benefit from the processors developed in this work, which are suitable for 

more wide-ranging requirements than that of the past. Furthermore, 

introducing software/hardware co-design associative system, such as 

programming languages synthesizing the associative processors automati- 

cally selected the optimum circuit technology according to requirements, 

would maximize the advantage of the associative processors developed in 

this work. 
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