
PHYSICAL REVIEW B 94, 115129 (2016)

Magnetic-field-induced spin crossover of Y-doped Pr0.7Ca0.3CoO3

Akihiko Ikeda,1,* Suyeon Lee,1 Taku T. Terashima,1 Yasuhiro H. Matsuda,1,† Masashi Tokunaga,1 and Tomoyuki Naito2

1Institute for Solid State Physics, University of Tokyo, Kashiwa, Chiba 277-8581, Japan
2Faculty of Science and Engineering, Iwate University, Morioka, Iwate 020-8551, Japan

(Received 7 July 2016; revised manuscript received 18 August 2016; published 13 September 2016)

The family of hole-doped Pr-based perovskite cobaltites, Pr0.5Ca0.5CoO3 and (Pr1−yREy)0.3Ca0.7CoO3 (where
RE is rare earth), has recently been found to exhibit simultaneous metal-insulator, spin-state, and valence
transitions. We have investigated magnetic-field-induced phase transitions of (Pr1−yYy)0.7Ca0.3CoO3 by means
of magnetization measurements at 4.2–100 K up to an ultrahigh magnetic field of 140 T with the chemical
pressure varied by y = 0.0625, 0.075, 0.1. The observed magnetic-field-induced transitions were found to occur
simultaneously with the metal-insulator transitions up to 100 T. The obtained magnetic-field-temperature (B-T )
phase diagram and magnetization curves are well analyzed by a spin-crossover model of a single ion with interion
interactions. On the other hand, the chemical pressure dependence of the experimentally obtained magnetization
change during the phase transition disagrees with the single-ion model when approaching low temperatures. The
significant y dependence of the magnetization change at low temperatures may arise from the itinerant magnetism
of Co3+ in the paramagnetic metallic phase, where the chemical pressure enhances the exchange splitting by
promoting the double-exchange interaction. The observed B-T phase diagrams of (Pr1−yYy)0.7Ca0.3CoO3 are
quite contrary to that of LaCoO3, indicating that in (Pr1−yYy)0.7Ca0.3CoO3 the high-field phase possesses higher
entropy than the low-field phase, whereas it is the other way around in LaCoO3.
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I. INTRODUCTION

Strong correlations among electrons in transition-metal
oxides often lead to the coupling of multiple degrees of
freedom in solids, such as charge, orbital, and spin, that
give rise to exotic phenomena such as superconductivity,
colossal magnetoresistance, metal-insulator transition, mul-
tiferroics, and so forth. Cobaltites are considered unique
among transition-metal oxides for their spin-state degrees of
freedom. One of the most interesting phenomena expected
in cobaltites is the ordering of spin states. A perovskite
cobaltite, LaCoO3, has been studied for over half a century.
The spin states of octahedrally coordinated Co3+ (3d6) are
classified into low-spin (LS: t6

2ge
0
g), intermediated-spin (IS:

t5
2ge

1
g), and high-spin (HS: t4

2ge
2
g) states according to their total

spin angular momentum S = 0, 1, 2, respectively. Whereas
the nonmagnetic and insulating ground state at T < 30 K
in LaCoO3 has been identified as the LS state with neutron
scattering [1,2], its electronic excited state is still controversial.
Various electronic energy schemes and ordered phases have
been proposed, represented by the HS/LS order [3] and the
uniform IS state with orbital order [4]. However, no such order
or short-range correlations have been identified concretely by
microscopic measures.

On the other hand, a hole-doped Pr-based perovskite
cobaltite, Pr0.5Ca0.5CoO3, was found to undergo the first-order
and simultaneous magnetic, metal-insulator, and valence tran-
sitions [5]. The phase transition is considered analogous to the
virtual phase change [6] between the ferromagnetic metallic
phase of La1−xSrxCoO3 with x > 0.3 [7] and the diamagnetic
insulator phase of LaCoO3 at low temperatures [1]. The
pressure and chemical pressure effects were found to be
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significant in Pr1−xCaxCoO3 with a small hole concentration
(x < 0.5) [8–10]. The pressure suppresses the ferromagnetic
order, and the paramagnetic insulator phase emerges [8,11].
The phase transition was claimed to be the spin-state transition
between the Co3+ insulating LS state and metallic IS state
[5,9]. Recent theoretical analyses of the two-orbital Hubbard
model indicate the Bose-Einstein condensation of excitons is
a possible origin of the insulating ground state of the Pr-based
cobaltites [12–14].

In the last decade, studies employing high magnetic fields
have revealed nontrivial field-induced phases of perovskite
cobaltites. As for LaCoO3, sharp first-order magnetic phase
transitions are accompanied by large lattice expansions at
around 60–65 T [15–17]. An even wider B-T phase diagram
for LaCoO3 has been constructed at high temperature up
to 120 K and high magnetic fields up to 135 T [18].
The phase diagram revealed the two low-entropy phases
emerge in the high-field region, which is counterintuitive to
the single-ion picture. Rather, it indicates the presence of
the inherent strong correlation between LS and HS or IS,
which is debated theoretically [19,20]. On the other hand,
for (Pr1−yYy)0.7Ca0.3CoO3, the B-T phase diagram has been
revealed by magnetization and conductivity measurements for
y = 0.0625 using static magnetic fields [21] and conductivity
measurements for y = 0.075 and 0.1 using ultrahigh magnetic
fields [22], where Y acts as the chemical pressure. Those
studies commonly revealed the field-induced insulator-metal
transitions. The transition fields decrease with increasing
temperature, which is contrary to the case of LaCoO3 [18]
and more familiar among the spin-crossover systems in the
single-ion picture [23,24].

In this paper, we present a high-field magnetization study
of (Pr1−yYy)0.7Ca0.3CoO3 in a wide temperature range from
4.2 to 100 K and up to ultrahigh magnetic fields of 140 T, and
the chemical pressure dependence is varied as y = 0.0625,
0.75, 0.1. A series of field-induced magnetic transitions
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were observed. The obtained B-T phase diagrams are quite
contrary to that of LaCoO3, which is well analyzed with the
spin-crossover model of a single ion from LS to IS induced
by magnetic field. On the other hand, the amount of the
magnetization change at the phase transitions was found to
be too strongly dependent on the chemical pressure y to be
explained by the above model. The possible origins of the
discrepancy are discussed in terms of the itinerant magnetism
of Co3+ in the IS state. Further, the vanishingly small latent
heat at y = 0.0625 may suggest the presence of a critical point
at low temperatures.

II. EXPERIMENT

Magnetization measurements (Pr1−yYy)0.7Ca0.3CoO3 for
y = 0.0625, 0.075, 0.1 were carried out as follows. Poly-
crystalline samples of (Pr1−yYy)0.7Ca0.3CoO3 for y = 0.0625,
0.075, 0.1 were used whose transition temperatures at zero
field are TC = 42, 64, 96 K, respectively [10]. A nondestructive
pulse magnet at the Institute for Solid State Physics, University
of Tokyo, was used to generate pulsed magnetic fields of up to
50 T with 37-ms duration for the magnetization measurements
using the induction method. The magnetization probe of the
nondestructive pulse magnet was calibrated to the absolute
value. Further, a horizontal-type single-turn coil (H-STC), a
destructive pulse magnet at the Institute for Solid State Physics,
University of Tokyo, was also used to generate magnetic fields
of up to 140 T with 6-μs duration for the magnetization
measurements using the induction method. In the case of the
H-STC, the magnetization pickup coil consists of a pair of
counterwound coils of 20 turns, either of which holds the
sample inside [25]. The induction voltage VM ∝ dM/dt was
recorded with a digital oscilloscope. A He flow-type cryostat
made of Bakelite was used to cool the sample down to 4.2 K.
The temperature was monitored using a chromel-constantan
thermocouple and a RuO2 thermometer [18,26]. The induction
voltage of the magnetic field VB ∝ dB/dt was monitored at
the position adjacent to the sample with a magnetic field pickup
coil calibrated to the absolute value with a precision of ∼1%.

III. RESULT

Representative results of the measured VM of
(Pr1−yYy)0.7Ca0.3CoO3 with y = 0.1 at 18, 33, and 41 K
and pulsed magnetic fields are shown in Fig. 1. First, the
peaks in Fig. 1 indicated by arrows (b) and (c) indicate
the steep increase and decrease of M in the ascending and
descending magnetic fields, respectively. The peak positions
and sharpness of the peaks in VM are temperature dependent.
Second, we note that the sharp peaks just after t = 0 μs
indicated by arrow (a) in Fig. 1 are in good agreement with
the observed magnetization increase below 1 T [27], which
may originate in the Curie paramagnetism of Pr4+ or Co4+,
whose disappearance in the descending fields may be due
to the heating effect. Third, each dM/dt curve commonly
has a component proportional to dB/dt which shows little
temperature dependence. A series of magnetization curves
of (Pr1−yYy)0.7Ca0.3CoO3 is obtained by integrating VM

and is plotted for y = 0.0625,0.075,0.1 in Figs. 2(a)–2(c)
as the thick black curves. Arrows pointing upwards and
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FIG. 1. Representative data of the induction voltage of the
magnetization of (Pr1−yYy)0.7Ca0.3CoO3 (y = 0.1) and the pulsed
magnetic field generated using the horizontal single-turn coils.

downwards indicate the magnetic transition fields in the
ascending and descending fields, respectively. The absolute
values for M obtained with the H-STC experiments are
evaluated by fitting to the magnetization curves obtained
using nondestructive pulses up to 50 T. As pointed out for the
dM/dt curves in Fig. 1, we observed three components in
the magnetization curves in Fig. 2. First, the sharp magnetic
transitions are quite dependent on temperature and chemical
pressure y because of their position and sharpness. The
temperature-dependent magnetic transitions are attributed to
the spin-state transition of Co3+, which is the main focus
of the following discussion. Second, the sudden increase
and saturation of the magnetization below 10 T [27] may be
attributed to the Curie paramagnetism of Pr4+ or Co4+. The
third component is the magnetization, which is proportional to
the magnetic fields, showing little dependence on temperature.
This component is considered to have other origins, such as
the Van Vleck susceptibility of Pr4+ and Pr3+ because they
are insensitive to temperature.

The heating effect during the magnetization process may
not be as significant as it alters the understanding of the
current data. For example, irreversible heating is expected in
magnetization curves in Figs. 2(a)–2(c) due to the hysteresis
loss [28]. The largest hysteresis loss is expected in the data at
y = 0.1 and T = 5 K in Fig. 2(c). In this magnetization curve,
we clearly observe the sharp first-order transition in both
ascending and descending curves, which is not disturbed by
the heating effect. On the other hand, for cases with y = 0.075
and 0.0625 at the lowest temperatures, the transitions in the
descending curves are blurred compared with the ones in the
ascending curves, although irreversible heating is expected
to be smaller than that of y = 0.1 This observation indicates
that the smearing effects in the descending curves observed
for y = 0.075 and 0.0625 are not mainly due to the heating
effects. We suspect dynamical effects leading to the sweep
rate dependence are more relevant in the present case [23].
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FIG. 2. Magnetization curves of (Pr1−yYy)0.7Ca0.3CoO3 for (a) y = 0.0625, (b) 0.075, and (c) 0.1, measured at various temperatures using
the induction method.

We here define the mean transition fields as the average
values of the magnetic transition fields in the ascending and
descending fields in each magnetization curve in Fig. 2, which
are calculated and plotted in the B-T -y space in Fig. 3. The
magnetic transition fields coincide well with the transition
fields of the metal-insulator transitions that were previously
reported [22], as indicated by the open symbols in Fig. 3,
suggesting strong coupling of the magnetism and conductivity
in these systems up to ∼100 T. On the T -y plane at B = 0 T,
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FIG. 3. Mean transition fields of (Pr1−yYy)0.7Ca0.3CoO3 obtained
as a function of temperature and the amount of Y doping y. On the T -y
plane at B = 0 T, the T -y phase diagram for 0 < y < 0.15 is depicted
based on Refs. [5,8,10]. Blue circles, red squares, and black triangles
indicate transition fields for y = 0.0625, 0.075, and 0.1, respectively.
Open symbols with a center dot indicate that they are obtained using
nondestructive pulses. Open symbols without a dot indicate that they
are obtained with resistivity measurements using the single-turn coil
method adopted from Ref. [22]. Solid symbols indicate that they
are obtained with inductive magnetization measurements using the
single-turn coil method. Solid curves are the fittings to the data with
the spin-crossover model.

in Fig. 3, the T -y phase diagram of (Pr1−yYy)0.7Ca0.3CoO3 is
depicted according to the previous reports for 0 < y < 0.15
[9,10]. At each y on the respective B-T plane, the ground state
of the paramagnetic insular phase (PM/I) forms a domelike
region, which is destroyed by either temperature or magnetic
field. The region outside the nonmagnetic insulator phase
is the paramagnetic metallic phase (PM/M), characterized
by an increase in the magnetization and conductivity [22].
We specifically term the area colored in red in Fig. 3
the ferromagnetic metallic phase (FM/M) with spontaneous
magnetization [9,10].

IV. DISCUSSION

In the following discussion, we concentrate on the
temperature-dependent features of the magnetization curves
of (Pr1−yYy)0.7Ca0.3CoO3 for y = 0.0625, 0.075, 0.1, namely,
the transition fields BC (see Fig. 3) and the magnetization
change �M [see Figs. 2 and 4(a)–4(c)] that are accompanied
by the metal-insulator transition. First, we tentatively analyze
the obtained B-T -y phase diagram (Fig. 3) and the magne-
tization curves with the spin-crossover model of a single ion
based on Biernacki and Clerjaud’s formulation [29], which
is shown to give qualitative agreement with the experimental
results. However, the experimentally obtained y dependence
of �M does not agree with the model calculation, especially
when approaching low temperatures. It is discussed that the
discrepancy may arise from the itinerant magnetism of the
paramagnetic metallic phase. Further, it is noted that a critical
point may be present at low temperature and zero magnetic
field with y slightly smaller than 0.0625. Last, we note the
apparent contrast of the present phase diagram to that of
LaCoO3 and discuss the difference in the microscopic origins
of those ground states.

The spin-crossover model used here is based on Bier-
nacki and Clerjaud’s formulation [29], where the Boltzmann
distribution on a level scheme of a single-ion spin gap is
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FIG. 4. (a) Magnetization curves of (Pr1−yYy)0.7Ca0.3CoO3 at
∼20 K selected from Fig. 1. (b) The magnetization increase at the
magnetic transition as a function of temperature. (c) The extrapolated
magnetization increase at T = 0 K deduced in (b). (d) Increase of
entropy �S at the magnetic transition deduced based on the Clausius-
Clapeyron relation. The open symbols are reported data measured
with heat-capacity measurements at B = 0 T as summarized in
Table I. Solid curves in (b), (c), and (d) are guides for eyes.

considered with further modification by mean fields of interion
interactions (see the Appendix for details). The calculated
BC as a function of T using Eq. (A6) (solid curves in
Fig. 3) are well fitted to the experimentally obtained transition
fields assuming effective crystal-field splitting �′ of 40,
70, 102 K with g factors of 2.7,2.8,2.1 for y = 0.0625,
0.075, 0.1, respectively. The increase in �′ with increasing
y is understood as the increase of crystal-field splitting with
increasing chemical pressure. The simulated M shown in
Fig. 5 calculated using M = −∂F/∂B with Eq. (A5) are in
qualitative agreement with the experimental results (Fig. 2),
where BC and �M increase with decreasing temperature
or increasing y (chemical pressure corresponding here to
increasing �′). However, when approaching low temperatures,
striking discrepancies in M between the model calculation
and the experimental observation are seen. In the calculated
results, �M always converges to the saturation magnetization,
as shown in Fig. 5 and summarized in Fig. 4(b). This is
because the temperature dependence of �M in this model
originates in the thermal smearing, which become negligible
at low temperatures. In contrast, the experimentally obtained
�M converge to values at low temperatures and decrease
with decreasing y, as seen in Fig. 2 and summarized in
Figs. 4(a)–4(c). In Fig. 4(c), �M of 1.4μB/f.u. at a temperature
close to 0 K is estimated based on the single-ion model
where the spin state of 0.7Co3+ changes from LS (S = 0)
to IS (S = 1) with a g factor of 2. The estimated �M is
independent of y, which highlights well the deviation from the
experimentally obtained �M , which is largely y dependent.
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FIG. 5. Simulated magnetization curves based on the spin-
crossover model of a single ion based on Biernacki and Clerjaud’s
formulation [29].

Possible origins of the y dependence of �M are (i) a
valence change of the Pr ion [27], (ii) the inhomogeneous
spin-glass behavior of IS Co3+, as seen in La1−xSrxCoO3

with 0 < x � 0.18 [30], and (iii) itinerant magnetism of Co
in analogy to the cases of La1−xSrxMnO3 with 0.2 � x � 0.4
[31] and La1−xSrxCoO3 with x > 0.3 [7,32].

First, the valence change of Pr ions during the phase
transition is discussed as a possible origin of the y dependence
of �M . We find below that the y dependence of the valence
change is too small to account for the y dependence of
the magnetization change in the region of y from 0.0625
to 0.1. In the crystal field of (Pr1−yYy)0.7Ca0.3CoO3, it is
estimated that the 3

H4 multiplet of Pr3+ (4f 2) is split into nine
nonmagnetic singlets and that the magnetism of the ground
state is represented by an average Van Vleck susceptibility of
χ = 0.018 emu mol−1 Oe−1 [33]. As for Pr4+ (4f 1), the 2

F5/2

multiplet splits into three energetically well separated Kramers
doublets (>32 meV), whose ground doublet is characterized
by an anisotropic g factor of gx = 3.757, gy = 0.935, gz =
0.606 [34]. Considering that the ground states are singlet and
doublet for Pr3+ and Pr4+, respectively, the magnetic field will
stabilize Pr4+ rather than Pr3+, inducing the valence change in
the direction of Pr3+ to Pr4+.

On the other hand, if the crystal-field effect is overwhelmed
by the Zeeman effect at sufficiently high magnetic fields, it is
possible that the moment of Pr3+ becomes larger than that
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of Pr4+ due to the alternation of the ground state. In fact,
there are excited singlets at 4.5, 14.5, and 16.0 meV above
the ground singlet in Pr3+ (4f 2) [33] that will be transformed
into magnetic eigenstates under ultrahigh magnetic fields. To
roughly estimate the magnetic moments of Pr3+ and Pr4+ at
high magnetic fields, we compare the magnetic moments of
free ions. In this case, the 3

H4 multiplet of Pr3+ (gJ = 4/5)
has a larger moment of 16/5μB than the 2

F5/2 (gJ = 6/7)
multiplet of Pr4+, which has a moment of 15/7μB. It is then
possible that the valence change in the direction of Pr4+ to
Pr3+ drives the field-induced transition. If this is the case,
the observed y dependence may be explained as the number
of Pr ions that undergo the valence transition from 4+ to
3+. In the case of the thermally induced phase transition
in (Pr1−yYy)0.7Ca0.3CoO3, the variation in the amount of
the valence change in this y range is small as �v = 0.17,
0.19, 0.2 for y = 0.0625, 0.075, 0.1, respectively [27,35].
Therefore, it is difficult to ascribe the observed y-dependent
�M directly to the valence transition of Pr ions from 4+
to 3+.

Second, we discuss that the inhomogeneous spin-glass
behavior of Co moments is unlikely to be the origin of the
observed y-dependent magnetization change at low temper-
atures. In La1−xSrxCoO3 at x < 0.18, the inhomogeneous
spin-glass behavior is observed [3,36]. If the solid is in-
homogeneously magnetized in the field-induced spin-state
transition, the value of �M may be proportional to the
number of the Co ions that undergo the spin-state transition.
In the spin-glass regime, the system remains insulating
with a percolation limit of x = 0.18 [37]. If x is greater
than 0.18, the ferromagnetic drop forms network, and the
system becomes a homogeneous metal [11]. In the present
case of (Pr1−yYy)0.7Ca0.3CoO3, all magnetic transitions are
accompanied by the metal-insulator transition [22] even at
y = 0.0625, where �M is only 0.2μB/f.u. [21,38], indicating
the system is uniformly metallic above BC or TC. Therefore,
the idea of inhomogeneous occupation of the magnetic spin
states in (Pr1−yYy)0.7Ca0.3CoO3 in the metallic phase is not
well supported.

Third, we consider the possibility where the magnetization
of the paramagnetic metallic phase is determined by the
itinerant magnetism of the Co3+ band. As noted in Ref. [6],
the phase transition of (Pr1−yYy)0.7Ca0.3CoO3 with decreas-
ing temperature is analogous to the virtual transition from
the ferromagnetic metal La1−xSrxCoO3 to the diamagnetic
insulator LaCoO3. The double-exchange mechanism with
Co3+ in the IS state is considered in play to form the
ferromagnetic metallic phase in both La1−xSrxCoO3 with
x > 0.3 and La1−xSrxMnO3 with 0.2 � x � 0.4 [7,31,32].
The ferromagnetism in La1−xSrxCoO3 is considered to
be characteristic, compared to the typical double-exchange
system of La1−xSrxMnO3. The ferromagnetic moment of
La1−xSrxCoO3 is smaller than its saturation moment, whereas
in La1−xSrxMnO3 the saturation moment is achieved. It
was discussed that this difference arises from the fact that
La1−xSrxCoO3 has larger d-p hybridization with better itiner-
acy, evidenced by the sharper Fermi edge than in the case of
La1−xSrxMnO3 [31], and the fact that La1−xSrxCoO3 is not a
typical ferromagnet with a double-exchange mechanism but a
more itinerant ferromagnet [7,32].

In the present case of (Pr1−yYy)0.7Ca0.3CoO3, we ob-
served increasing �M with increasing chemical pressure y

[Figs. 4(a), 4(b), and 4(c)]. For (Pr1−yYy)0.7Ca0.3CoO3, the
pressure mainly affects the bond length and does not alter
the bond angles of Co-O-Co [8]. With increasing pressure,
therefore, the strength of d-p hybridization is expected to
increase, which results in transforming the system from being
similar to La1−xSrxMnO3 to being similar to La1−xSrxCoO3.
This will cause a decrease in �M with increasing y, which is in
disagreement with the observation. We note that the observed
large chemical pressure dependence of the magnetization in the
paramagnetic metal phase is not similar to previous double-
exchange systems where less significant pressure effects are
observed [39–42].

Rather, it appears more plausible to consider the Stoner
model, where exchange splitting of the band is determined
by the strength of the exchange interaction. In the present
case, the origin of the exchange interaction is the double-
exchange mechanism J ∝ t0 cos(θ/2), where t0 and θ are the
transfer integral and relative angle of spins at adjacent sites.
By applying pressure, t0 is increased by stronger hybridization,
resulting in the larger exchange interactions. This will lead to
the enhanced exchange splitting of the spin bands. This idea
is consistent with the observed y dependence of �M .

Here, we note the possible existence of the critical point
at low temperatures in Fig. 3. One may notice that �M at
T → 0 K becomes negligibly small with decreasing y, as seen
in Fig. 4(c), indicating that the second-order phase transition
is realized at y slightly smaller than 0.0625. This trend is
also the case for the values of �S at B = 0 T reported for
heat-capacity measurements, as shown in Table I. It is therefore
worth noting the possible existence of the critical point near
the star in Fig. 3. The possible critical point separates the
ferromagnetic metallic phase and the paramagnetic insulating
phase. It is located at a very low temperature. Therefore, it
may be important to consider the ferromagnetic fluctuation,
the fluctuation between itineracy and localization, and the
emerging quantum criticality in the adjacent region. We note
that the possible critical point can be explored by varying the
applied pressure on the samples with y < 0.0625.

We further estimated the chemical pressure y dependence
of the latent heat at the temperature-induced phase transitions,
which is defined as the enthalpy change �HB=0 T. �HT →0 K at
the magnetic-field-induce phase transitions is also calculated.
Enthalpy of the magnetic system is defined as

�H = T �S + B�M. (1)

Equation (1) is reduced to �HB=0 T = TC�S and �HT →0 K =
BC�M under respective conditions. We estimated each value
of �H based on the reported values of TC and �S at
B = 0 T and the obtained values of �M and BC at T → 0 K,
respectively. The results are summarized in Table I. The
vanishingly decreasing latent heat with decreasing y directly
indicates the change from the first-order phase transition to
the second-order phase transition. The value of �HT →0 K

also becomes negligibly small, in good agreement with the
above result. This trend is not reproduced in the estimated
crystal-field gap �′ in the spin-crossover model.

Last, we note that the obtained phase diagram has the
domelike structure near its ground state, indicating that
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TABLE I. Amount of Y doping y, transition temperature TC at B = 0 T, change of entropy �S at B = 0 T, deduced enthalpy change
�HB=0 T = TC�S, transition field BC at T → 0 K, change of magnetization �M at T → 0 K, deduced enthalpy change �HT →0 K = BC�M ,
and crystal-field gap �′ = TC ln 3 used in the spin-crossover model.

y TC (K) �S (J/K mol) �HB=0 T (K/f.u.) BC (T) �M (μB/f.u.) �HT →0 K (K/f.u.) �′ (K/f.u.)

0.0625 40a 0.28b 1.35 17 0.15 2.55 44
0.075 64a 2.17c 16.7 40 0.51 20.4 70.3
0.1 93a 3.6d 41.6 80 0.9 72 102
0.15 132a 4.78c 75.9

aReference [27].
bReference [21].
cReference [35].
dReference [43].

the low-entropy phase is at its ground state (Fig. 3). The
entropy change at the field-induced phase transitions �S

is also quantitatively deduced, as shown in Fig. 4(d) using
the Clausius-Clapeyron relation, dB/dT = −�S/�M , and
the experimentally obtained dB/dT in Fig. 3 and �M in
Fig. 4(b). However, in LaCoO3 the high magnetic-field-
induced phase has a phase boundary with positive slope at
B > 100 T, indicating that the low-entropy ordered phase is at
the high magnetic-field-induced phase [18], which is strikingly
different from the present case. The obtained phase diagram in
Fig. 3 and the entropy change �S for (Pr1−yYy)0.7Ca0.3CoO3

in the present study show quite obvious contrasts to those
obtained for LaCoO3 in the previous study [18]. The difference
between the phase diagrams of (Pr1−yYy)0.7Ca0.3CoO3 and
LaCoO3 may suggest the difference in the microscopic nature
of the phase transition.

Recently, excitonic condensation was proposed to be
realized in systems with the spin-state degree of freedom
to account for the unusual insulating phase in the Pr-based
perovskite cobalt family and LaCoO3 [12–14]. More recently,
Sotnikov and Kuneš and Tatsuno et al. independently claimed
the possibility for the magnetic-field-induced excitonic con-
densation [19,20] to account for the recently found high-field
phases of LaCoO3 [18]. Tatsuno et al. claimed that in the case
of LaCoO3 the field-induced phase transition takes place in
succession as LS → excitonic condensation (EC) → LS/HS →
EC → HS phases [20]. Then, one fascinating and a consistent
picture describing the B-T phase diagrams of LaCoO3 and
(Pr1−yYy)0.7Ca0.3CoO3 may be that LaCoO3 is LS at its ground
state, whereas (Pr1−yYy)0.7Ca0.3CoO3 is in the EC phase at its
ground state. The theoretical suggestion that both LS and EC
can be destroyed by the magnetic field may explain the field
effects for both materials. Further experimental verification is
needed to test those theories.

V. CONCLUSION

We have carried out the magnetization measurements of
(Pr1−yYy)0.7Ca0.3CoO3 with y = 0.0625, 0.075, 0.1 at high
magnetic fields up to 140 T and observed the magnetic phase
transition. The B-T phase diagram obtained from the temper-
ature dependence and the chemical pressure dependence of
the transition fields is in good agreement with the single-ion
model experiencing the spin crossover, where the ground state
is the low-entropy phase. This is in contrast to the case of the

previously investigated LaCoO3 [18]. where the low-entropy
ordered phase emerges at high magnetic fields. On the other
hand, the qualitative discrepancy in the magnetization jump
�M as a function of y in experiment and the single-ion model
has been found. The origin of the discrepancy is attributed to
the itinerant magnetism of the Co ion. Further, the existence
of the critical point at low temperature is indicated by the
vanishingly small �M , �S, and latent heat for decreasing y

at low temperatures.
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APPENDIX: A FIELD-INDUCED
SPIN-CROSSOVER MODEL

The spin-crossover model of a single ion formulated by
Biernacki and Clerjaud [29], where the spin crossover between
LS and IS is induced by temperature or magnetic field
and whose energy diagram is schematically shown in the
inset of Fig. 5(a), is simplified and summarized below. The
interion interactions are taken into account under the mean-
field approximation. The interion interactions are effectively
expressed by the elastic lattice model [44]. In the elastic lattice
model, the energies of the LS and IS states are expressed as

ELS = εn2, (A1)

EIS = � − gμBBSz + ε(n − 1)2, (A2)

where k, β, g, μB, �, Sz, and ε are the Boltzmann constant,
(kT )−1, the g factor, the Bohr magneton, the crystal-field gap,
spin angular momentum in the z direction, and the elastic
constant of the lattice, respectively. n is the increment of the
lattice constant a normalized as n = �a/(aIS − aLS), where
aLS and aIS are the lattice constants when all Co ions are
in the LS state and IS state and �a = a − aLS, respectively;
n = 0 and 1 correspond to the state of lattice with uniformly
occupied LS states and IS states, respectively. According to
Ref. [29], we can consider ε to be proportional to the interion
interaction for the LS-LS or IS-IS pair. In this model we note
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that n is also regarded as the occupancy of the IS state [29,44].
Specifically, when ε > 0, the effective interactions for LS-LS
and IS-IS pairs are attractive, and that for the IS-LS pair is
repulsive, giving rising to the first-order spin-state transition
at finite temperature. Thus, the partition function per single
particle and n can be defined as

Z = exp (−βELS) +
∑

Sz=1,0,−1

exp (−βEIS), (A3)

n =
∑

Sz=1,0,−1 exp(−βEIS)

Z
, (A4)

respectively. The one-particle free energy is obtained as F =
−β−1 ln Z. Then, we obtain the equilibrium value of n by

obtaining the minimum of F as

∂F

∂n
= 0, (A5)

with the condition of ∂2F/∂n2 > 0. The transition fields as a
function of temperature BC(T ) can be obtained by numerically
solving Eq. (A5) with the condition n = 1/2 as [29]

TC = �′

k ln P
, (A6)

where �′ = � − ε and

P = sinh{β(2s + 1)gμBBC/2}
sinh(βgμBBC/2)

, (A7)

where we take s = 1 for IS. At B = 0 T, Eqs. (A6) and (A7)
reduce to the form TC = �′/{k ln(2s + 1)}. At T = 0 K, on
the other hand, Eqs. (A6) and (A7) reduce to the form BC =
�′/(gμBs). Both forms are readily understandable and useful
for estimating �′ and g.

[1] K. Asai, O. Yokokura, N. Nishimori, H. Chou, J. M. Tranquada,
G. Shirane, S. Higuchi, Y. Okajima, and K. Kohn, Phys. Rev. B
50, 3025 (1994).

[2] T. Saitoh, T. Mizokawa, A. Fujimori, M. Abbate, Y. Takeda, and
M. Takano, Phys. Rev. B 55, 4257 (1997).

[3] P. M. Raccah and J. B. Goodenough, Phys. Rev. 155, 932
(1967).

[4] M. A. Korotin, S. Y. Ezhov, I. V. Solovyev, V. I. Anisimov, D. I.
Khomskii, and G. A. Sawatzky, Phys. Rev. B 54, 5309 (1996).
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